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Abstract: The evolution behaviors of the second phase, substructure and grain of the spray-deposited
7055 aluminum alloy during hot compression at 300~470 °C were studied by scanning electron
microscopy (SEM), electron backscatter diffraction (EBSD) and transmission electron microscopy
(TEM). Results show that the AlZnMgCu phase resulting from the deposition process dissolves
gradually with the increase in deformation temperature, but the Al;Cu,Fe phase remains unchanged.
The plastic instability of the spray-deposited 7055 aluminum alloy occurs at 470 °C with a 1~5s~!
strain rate range. Partial dynamic recrystallization (PDRX) adjacent to the original high angle grain
boundaries (HAGBs) not only occurs at 300~400 °C with the low strain rates ranging from 0.001
to 0.1 s7! but also at 450 °C with a high strain rate of 5 s~!. Continuous dynamic recrystallization
(CDRX) appears at 450 °C with a low strain rate of 0.001 s~!. The primary nucleation mechanism
of PDRX includes the rotation of the subgrain adjacent to the original HAGBs and the subgrain
boundary migration. The homogeneous misorientation increase in subgrains is the crucial nucleation
mechanism of CDRX. At 300~400 °C, the residual coarse particle stimulated (PSN) nucleation can
also be observed.

Keywords: spray deposition; 7055 aluminum alloy; dynamic recovery; dynamic recrystallization

1. Introduction

Aluminum alloys are widely used in preparing aerospace structural parts due to
their high specific strength, excellent corrosion resistance and machinability [1-3]. The
Zn/Mg ratio, Zn/Cu ratio and element uniform distribution are the crucial factors deter-
mining the service performance of the Al-Zn-Mg-Cu alloy. However, the semi-continuous
cast 7055 aluminum alloy has severe composition segregation and a casting cracking ten-
dency [4,5]. Therefore, the primary alloying element content of large-size ingots is limited
in the 7055 aluminum alloy. For example, the Zn element is generally set to the lower level
of the nominal composition, which restricts the application potential of the Al-Zn-Mg-Cu
alloy [6].

Spray deposition is an advanced ingot-forming technology based on rapid solid-
ification [7,8]. In this process, the metal solution is atomized into molten droplets by
high-pressure inert gas first. Then, the droplets sputter to a deposition disk at the bottom to
form one solidification layer. Finally, a cylindrical ingot can be obtained by stacking layer
by layer. During the flight of droplets toward the deposition disc, the cooling rate can reach
103 °C/s. Therefore, the dendrite structure is eliminated, and the grain is extraordinarily
refined (20-30 um) by the extreme undercooling degree. More importantly, the alloying
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elements in the spray-deposited 7055 aluminum alloy have a significant promotion, and
there is no macroscopic segregation [9-11]. Therefore, the spray-deposited 7055 aluminum
alloy has an extensive application potential for aerospace products.

It should be pointed out that the large size spray-deposited ingot needs to be densified
by hot extrusion due to the presence of a certain proportion of “pores” [12,13]. Densification
realized by extrusion is also the forming technology of plates and profiles [13,14]. It is well
known that the controlling of the recrystallization degree and recrystallized grain size is
one of the critical factors in ensuring the mechanical properties and corrosion resistance
of the Al-Zn-Mg-Cu alloy. The hot extrusion temperature, extrusion rate and extrusion
ratio directly determine the characteristic of the deformation substructure or recrystallized
microstructure. In order to bring out the latent potentialities of the finer microstructure and
higher element content, it is necessary to investigate the thermal deformation behavior of
the spray-deposited 7055 aluminum alloy.

Feng [15] investigated the hot deformation behavior of a Al-7.68 Zn-2.12 Mg—-1.98
Cu-0.12 Zr alloy produced by semi continuous casting with a homogenization state. The
results revealed that the primary dynamic recrystallization (DRX) mechanism is “the
bowing of original grain boundary”. The effect of grain size inhomogeneity of the ingot
on the dynamic softening behavior of the 7055 aluminum alloy was also researched in
detail [16,17]. As mentioned above, the spray-deposited 7055 aluminum alloy showed a
finer microstructure, indicating distinctive dynamic softening behaviors. Luo [2] studied
the microstructure evolution of the spray-deposited and as-extruded 7055 aluminum alloy
during hot compression. However, a detailed and systematic study of the hot deformation
behavior, especially the DRX behavior of the as-sprayed 7055 aluminum alloy, has not been
reported before.

In this paper, the evolution behavior of the second phase and the grain of the spray-
deposited 7055 aluminum alloy was studied by the hot compression test. The dynamic
softening mechanism of the rapidly solidified alloy was discussed. Results are also of
great significance for the understanding of the thermal deformation behavior and the hot
working process optimization of other spray-deposited aluminum alloys.

2. Materials and Methods

The actual composition (mass fraction, %) of the spray-deposited 7055 aluminum
alloy ingot is: Zn 8.32, Mg 2.10, Cu 2.24, Zr 0.12, Si 0.030, Fe 0.045 and Al allowance.
The specimens of 15 mm in height and 10 mm in diameter were machined from a spray-
deposited ingot. The 0.2 mm deep grooves on the end faces were also machined. During
compression, the grooves were filled with lubricant to reduce friction. A hot compression
test was carried out on the Gleeble-3500 thermal simulator. The specimens were heated
to 300 °C, 350 °C, 400 °C, 450 °C and 470 °C within 3 min, respectively, and held for 3 min
prior to compression. Then, the specimens were compressed to the required reduction
of 60% with the strain rates of 0.001 s~ 1,0.01s1,01s 1, 1stand 557}, respectively.
Water cooling was conducted immediately after hot compression to freeze the deformed
microstructure [18,19].

The grains and dislocations were observed by the TecnaiG? 20 transmission electron
microscope (TEM) and field emission gun scanning electron microscope (SEM) equipped
with an electron backscatter diffraction (EBSD) system. The TEM and EBSD specimens were
thin foils with the thickness of 80 pm and the diameter of 3 mm, which were electropolished
in a solution containing 30%HNOj3 in methanol at ~—25 °C and 15~20 V [17]. On account
of the detection limitation in the hot worked structure, boundaries with a misorientation
angle of less than 2° were not taken into account for EBSD observation. The EBSD test
step size varies from 0.75 to 1.3 pm depending on the substructure scale [20]. The X-
ray diffraction (XRD) experiments for the spray deposited specimen and the compressed
one were performed on a XRD-6000 X-ray diffractometer using Cu K« radiation. The
measurement step is 1°/min, and the scanning range is 15~90° [21]. MDI Jade 6.5 was used
for the qualitative analysis.
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3. Results
3.1. True Stress—True Strain Curve

The true stress-strain curves of the spray-deposited 7055 aluminum alloy are shown in
Figure 1. Results show that the flow stress increases with the decrease in the deformation
temperature or the increase in the strain rate. The steady-state flow stress is only about
10 MPa at 470 °C, 0.001 s~1, while the peak stress can reach 140 MPa at 300 °C, 5 s 1. In
addition, the flow stress increases rapidly at the beginning of compression (true strain < 0.1).
When the true strain exceeds 0.1, the growth rate of flow stress decreases gradually.
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Figure 1. True stress-true strain curves under different strain rate and temperature conditions

(Data are corrected based on deformation temperature rise effects for 5 s~ compressed samples)

(@) 0.001s7%; (b) 0.0157%;(c)0.1s7L;(d) 151 (e) 55 1.

Under the condition of a low deformation temperature (<350 °C), it reveals that the
flow stress keeps an upward trend with the increase in strain. Taking the hot compression
temperature of 300 °C as an example, it can be seen that, from the strain of 0.05 to the
completion of hot compression deformation, the flow stress increments (Ac) at different
strain rates are about 10 MPa (0.001 s~ 1), 20 MPa (0.01 s~ 1), 35 MPa (0.1 s~!) and 40 MPa
(1s71), respectively. However, at intermediate and low strain rates (<1s~!) and tempera-
tures above 400 °C, the stress levels are almost unchanged (Ac <10 MPa) after the rapid
work hardening. Especially when the deformation temperature reaches 470 °C, the flow
stress increment is negligible when the strain is larger than 0.05. It can be concluded that the
spray-deposited 7055 aluminum alloy is also sensitive to the deformation temperature and
strain rate, and its rheological behavior is more susceptible to the deformation temperature.

The stress-strain curves corresponding to 470 °C and intermediate (1 s~!) and high
(>5s71) strain rates decrease sharply after reaching the peak stress. In the process of high-
speed thermal deformation, the external input mechanical energy accumulates rapidly by
dislocation multiplication. The DRX behavior can effectively reduce the dislocation density
and avoid the material fracture caused by severe work hardening. However, at a higher
deformation temperature (470 °C), the temperature rise caused by the high strain rate
exceeds the melting point of eutectic structures on the grain boundary, which eventually
leading to the intergranular fracture. Therefore, it is preliminarily concluded that the
deformation temperature of the spray-deposited 7055 aluminum alloy should not exceed
450 °C in the rapid deformation process, such as forging.
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3.2. Deformation Microstructure Analysis
3.2.1. The Second Phase

Figure 2 shows the microstructure of as-sprayed and as-compressed states, respectively.
It can be seen that the volume fraction of the white coarse second phase in the as-deposited
specimen is the highest. The length-thickness ratio of the second phase inside the grain
is small and evenly distributed. However, the ones on the grain boundary have a larger
length-thick ratio. The coarse phases distribute along the grain boundary, outlining the
morphology of the equiaxed grain (Figure 2a). Besides, the arrangement of the second
phase in the as-sprayed specimen has no directivity.

Figure 2. SEM images of 7055 aluminum alloy under spray-deposited state (a), 300 °C/5 s~ (b),
300 °C/0.001 s~ (c), 400 °C/0.1 s~ (d), 450 °C/5 s~ (e) and 450 °C/0.001 s~ (f).

With the increase in the hot compression temperature or the decrease in the strain
rate, the volume fraction of the coarse second phase decreases gradually. Image ] software
was used to calculate the area fraction of the second phase. Results show that, after hot
compression at 300 °C (Figure 2b,c), the area fraction of the second phase is about 13%. The
number of the intragranular phase decreases significantly, while the grain boundary phase
remains unchanged. When the deformation temperature is 400 °C, the total area fraction
decreases to about 8% (Figure 2d). The length-thickness ratio also reduces significantly.
When the deformation temperature rises to 450 °C, the area fraction of the second phase in
the specimen deformed at 5 s~ ! is only about 2% (Figure 2e). However, the second phase
in the specimen deformed at 0.001 s~! almost dissolves completely. The residual phases on
the grain boundary also spheroidize and coarsen (Figure 2f).

The element plane scanning results under different deformation conditions are shown
in Figure 3. It reveals that the residual second phases are mainly A1ZnMgCu quaternary
particles (Figure 3a—e). Fe-containing phases also exist (Figure 3a,c). The type of the second
phase remaining after hot compression is consistent with that of the as-deposited state. The
Fe-containing phase is the crystalline phase formed in the deposition process and cannot
be dissolved by heat treatment or thermal deformation.

The literature [22] shows that when the deformation temperature rises to 400~450 °C,
the Fe-containing phase is exposed due to the dissolution of the associated AlZnMgCu
phase. This coarse second phase will hinder the dislocation movement during thermal
deformation, thus affecting the evolution behaviors of the substructure or the migration of
high angle grain boundaries (HAGBs) during recrystallization.
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Figure 3. Cont.
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Figure 3. Element plane scanning images of the second phase of spray-deposited 7055 aluminum
alloy under hot compression conditions of 450 °C/0.001 g1 (a), 450 °C/5 s71 (b), 400 °C/0.1 s71 (c),
300 °C/0.001 s (d) and 300 °C/5 51 (e).

The XRD patterns of the spray-deposited specimen and the one hot compressed under
450 °C/0.001s~! are shown in Figure 4. It is depicted that the AlZnMgCu phase has the
same crystal structure as MgZn, [23]. Based on EDS, we know the second phase also
contains Al and Cu. So, the AIZnMgCu phase can also be defined as the Mg (Zn,Cu,Al),
phase [24]. Besides, the AIZnMgCu phase or Mg (Zn,Cu,Al), phase decreases with the
increase in the compressed temperature and the decrease in the strain rate, which is
consistent with the SEM analysis results.
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Figure 4. The XRD patterns of the spray-deposited specimen and the one deformed under
450 °C/0.001 s, respectively.

3.2.2. Grain Morphology

Figure 5 shows the EBSD images of the hot compressed alloy before and after com-
pression. The grains of the as-spray-deposited state are equiaxed (as shown in Figure 5a),
and the size ranges from 20 to 50 um. After deformed at the low temperature of 300 °C and
a high speed of 557! (as shown in Figure 5b), the original equiaxed grain is compressed
into a flat shape with a high-density deformation substructure inside. A small number of
fine equiaxed recrystallized grains with a size range of only 3~5 um can be observed at the
original HAGBs. When the strain rate decreases to 0.001s 1 (Figure 5¢), the size of recrystal-
lized grains at HAGBs increases to 5~10 um. The average size of the deformed substructure
increases to about 10 um. When the deformation temperature increases to 400 °C, the size
of DRX grains and deformation substructures continue increasing (> 10 pm), as shown
in Figure 5d. At the deformation temperature of 450 °C, the fine DRX grains distributed
continuously on the grain boundaries disappear. Equiaxed DRX grains with the large size
range of 10~50 pm can be observed at the trigeminal grain boundaries (Figure 5e). The
volume fraction of the substructure decreased significantly, and some subgrains even grew
to a scale of 50 um (Figure 5f).

According to the above analysis, the primary dynamic softening mechanism of the
spray-deposited 7055 aluminum alloy under low temperatures is dynamic recovery (DRV).
The limited DRX microstructure is characterized by small-size equiaxed grains with a pearl
necklace shape at the original HAGBs. Therefore, the dynamic softening effect under a low
temperature is limited. When the dislocation multiplication is quicker than annihilation,
the flow stress will continue rising slowly, as shown in the stress-strain curve under the
300 °C deformation condition in Figure 1.
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Figure 5. EBSD images of grain morphology of spray-deposited 7055 aluminum alloy (a) and
under hot compression conditions of 300 °C/5 s~1 (b), 300 °C/0.001 s~ (c), 400 °C/0.1 s (d),
450 °C/5 s~ (e) and 450 °C/0.001 s~ (f) (Black line represents the high angle grain boundaries
(HAGBs) which are higher than 15°, and the red line represents the low angle grain boundaries
(LAGBs) ranging from 2° to 15°).

The Zener-Hollomon (Z) parameter is described as the temperature-compensated
strain rate factor. The value of Z decreases with the decrease in the strain rate or the increase
in the deformation temperature. With the decrease in the Z value, the DRX degree, the DRX
grain size and the subgrain size all increase gradually, but the substructure volume fraction
decreases. When compressed at 450 °C, the equiaxed DRX grains replace the original ones
(Figure 5e,f). It can be concluded that the spray-deposited 7055 aluminum alloy undergoes
almost complete DRX during compression at 450 °C. Due to the sufficient growth of the
substructure under high-temperature conditions, the DRX nucleation should be dominated
by the progressive transformation of subgrains. The DRX grains also grow sufficiently
under low strain rates, as shown in Figure 5f.
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3.2.3. The Substructures

Figure 6 shows the substructures of the as-deformed specimens of the 7055 aluminum
alloy. In addition to the micron-level second phase, there are also amounts of smaller
second phases with the size of 200~300 nm. At 300 °C, the density of the second phase
and deformation substructure is highest in the specimen deformed with 5571, and the
substructure size is the smallest (ranging from 0.5 to 2 um). It is worth noting that the
average size of the subgrains is almost the same as that of the residual coarse phase, as
shown in Figure 6a. With the decrease in the Z parameter, the subgrain size increases. The
average size of the subgrains ranges from 5 to 8 um in the specimen deformed at 300 °C
with 0.001 s~ 1. The residual coarse second phase distributes on the subgrain boundary
(Figure 6b). Low-density dislocation entanglement also exists in subgrains.

(b)

A

Micron-size phases

\

Figure 6. TEM images of the sub-microstructure of spray-deposited 7055 aluminum alloy under hot
compression conditions of 300 °C/5 s~ (a), 300 °C/0.001 s~! (b), 400 °C/0.1 s~ (c), 450 °C/5s !
(d) and 450 °C/0.001 s~ ! (e).
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At 400 °C/1s ! and 450 °C/5 s~! deformation conditions, only a very small amount
of the micron second phase remains (Figure 6¢). The subgrains develop maturely and
some dislocation-free subgrains can be observed (Figure 6d). In some grains, dislocation
entanglement and cellular structure can also be observed. The dynamic softening behavior
consumes deformation energy storage through dislocation slip and climbing, and even
results in DRX. However, the dynamic hardening behavior constantly introduces disloca-
tions, and the new dislocations cannot be consumed by the growth of substructures in time.
Therefore, sufficient subgrain growth and dislocation entanglement coexists in thermally
deformed samples. In addition, large-size subgrains 1 and 2 or 3 have an obvious contrast
under the same incident condition (Figure 6d), which indicates that the grain boundary
between grains 1 and 2 or 1 and 3 has large misorientation. That means grain 1 was a
recrystallized nucleus or will grow into the nucleus if the deformation continues.

Under the 450 °C/0.001 s~ ! deformation condition, the second phase of the micron
size is completely dissolved. As depicted in Figure 6e, the misorientation between large
subgrains 1 and 2 or 1 and 3 was more prominent, which indicates that the flat interface
between grains 1 and 2 or 1 and 3 should also be HAGB. The large subgrain 1 developed
into a DRX nucleus. Besides, the subgrain boundary between grains 2 and 3 shows a large
curvature. It can be inferred that grains 2 and 3 will eventually develop into another DRX
nucleus by subgrain boundary migration. In addition, at 450 °C, few residual dislocations
were observed in the 0.001 s~ ! deformed specimen. Unlike the high-speed deformed sam-
ples at 450 ° C, the strain rate of 0.001 s~ is very low, so the new dislocations have enough
time to be consumed by substructure growth or recrystallization nucleation (Figure 6e).

4. Discussion

As we all know, the fault energy yspg determines the extent to which unit disloca-
tions dissociate into partial dislocations. For materials with high yspg, such as aluminum
(166 mJ-m~2), the dissociating of the dislocation into two partials is more difficult. There-
fore, it is generally believed that Al-Zn-Mg-Cu alloys mainly undergo DRV during hot
deformation, and only partial DRX occurs under the condition of a low Z value [25]. Because
most of the DRX grains appear adjacent to the original HAGBs, the primary DRX nucleation
theories of the 7055 aluminum alloy are “strain-induced HAGB migration (SIBM)” and
“subgrain rotation near HAGBs”. It should be noted that the content of alloying elements
of the high-strength 7000 series aluminum alloy can exceed 20% (mass fraction). The fault
energies of Zinc, Magnesium and Copper are 140, 74~125 and 78 rn]-m*2 [25,26], respec-
tively. Studies [26,27] show that the co-addition of these alloying elements can effectively
reduce the fault energy of the aluminum alloy, and then affect the movement behavior and
the dislocation configuration, resulting in a dynamic softening mechanism different from
that of pure aluminum. In addition, the interaction between a large number of micron-scale
second phases and dislocations will also change the configuration of dislocations, thus
enriching the dynamic softening behavior.

4.1. Interaction between the Second Phase and Dislocation

The residual coarse phases ranging from 1 to 2 um under different Z parameters are
depicted in Figure 7. It can be seen from Figure 7a that there are a lot of fine sub-structures
and cellular structures when deformed at 300 °C with 5 s~ 1. This typical DRV behavior can
be explained as follows: on the one hand, there is no time and a lack of thermal activation
to obtain an adequate annihilation or rearrangement degree of dislocations. On the other
hand, due to the pile-up of dislocations in front of the large second phase, a rapid formation
of sub-microstructures can be stimulated by the dislocation packing. A different contrast
indicates a large misorientation between subgrains 1 and 2. The right side of subgrain 1 is
close to the residual coarse second phase. The high-density dislocation configuration in
front of the second phase will produce a subgrain with relatively large misorientation.
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Figure 7. TEM images of interaction between dislocation and second phase of spray-deposited
7055 aluminum alloy under hot compression conditions of 300 °C/5 s~ (a), 300 °C/0.001 s~! (b),
400 °C/0.15 1 (c), 450 °C/5 51 (d) and 450 °C/0.001 s~ ! (e,f); P; (i = 1~6) represents the particles
that remained after hot compressed.

In Figure 7b, the dislocation entanglement can be observed at the front of the second
phase (the area pointed by the arrow). The local interface (dotted line) between subgrains 1
and 2 continuously absorbs the stacking dislocations, resulting in a misorientation increase.
When the subgrain boundary evolves to a HAGB, DRX nucleation completes. In Figure 7c,
there is a particle P3 between subgrains 2 and 3. Subgrain 1 has no contact with P3.
Therefore, the misorientation between subgrains 2 and 3 is discernible, while that between
subgrains 2/3 and 1 is relatively larger. In Figure 7d, the dislocation density decreases
significantly due to the high compression temperature. The grain boundary of subgrain
2 continuously absorbs the lattice dislocations near the P4 to increase its misorientation,
and finally evolves into a HAGB. Figure 7e,f show the second phase morphology on the
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grain boundary and inside the grain of the specimen deformed at 450 °C with 0.001 571,
respectively. The residual second phase inner grain serves as the source of dislocation
generation, providing dislocations to the grain boundary (the arrow represents the direction
of the dislocation slip). At this time, the climbing ability of dislocation is enhanced. There is
enough time to finish polygonization and annihilation. Therefore, the dislocation stacking
at the front of the second phase or the grain boundary is insignificant anymore.

It can be concluded that, under high Z value conditions, the volume fraction of the
residual second phase increases. The dislocation climbing and cross slip capabilities are
restricted. Under this condition, the interaction behaviors between the second phase
and dislocations consist of “dislocation entanglement” and “dislocation-packing induced
subgrains forming” in front of the second phase. There is a relatively large misorientation
between the subgrains near the second phase and those faraway. At low Z values, the
volume fraction of the residual second phase decreases. Dislocations are thermally activated
without being effectively blocked.

4.2. Dynamic Recovery Behavior

It can be seen from Figure 8 that the substructure size increases with the decrease in Z.
At 300 °C, there are dislocation cells (<1pm) in the specimen deformed with 5s~1. The left
side of the cell boundary is composed of the dislocation wall (the white dotted line), while
the right side retains a high-energy dislocation network. Under the high strain rate and low
temperature conditions, it is a lack of time for the dislocation migrating to the cell boundary.
The 300 °C/0.001 s~! deformed specimen also has the dislocation wall. The walls form a “Y”
shape, which divides one substructure into three parts. However, the dislocation network
cannot be observed in segmented intracellular regions. Compared with the deformed
sample at 300 °C with 5571, the dislocations have enough time to construct a low-energy
configuration. The remaining scattered dislocations inside the cell will also continue to
slip into the dislocation wall. Annihilation of unlike dislocations and the rearrangement of
dislocations coexist. Thus, the density of dislocations with the same type increases in the
dislocation wall. The grain boundary misorientation increases continuously.

At 400 °C/0.1 s~ ! and 450 °C/5 s~ ! conditions, the substructures with the size of
1~2 um are dislocation-free. Part of the boundary of this substructure is flat and sharp
(as shown by the white dashed line in Figure 8c,d) and has evident misorientation to the
adjacent microstructure. Another part of the interface of this structure is characterized by
low-density interfacial dislocations. These mobile dislocations are consuming the adjacent
dislocation network through interfacial migration, as shown by the arrows.

It can be concluded that this kind of substructure has almost finished the transforma-
tion to the subgrain. The subgrains 1 and 2 in Figure 8c,d will grow sufficiently by the
local interface migration. As shown in Figure 8e, the subgrains in the sample deformed at
450 °C/0.001 s~ 1 grew completely, and their size can reach a scale of tens of microns. The
few remaining dislocations in the subgrain arrange to a low energy state and tend to merge
into the subgrain boundary.

4.3. Dynamic Recrystallization Behavior

Dynamic recrystallization requires higher thermal activation. EBSD analysis reveals
that there is no apparent DRX in the 300 °C/5 s~ ! deformed specimen. DRX nuclei of speci-
mens deformed at 300 °C/0.001s~!,400 °C/0.1s™1,450 °C/5s~! and 450 °C/0.001 s~ ! are
shown in Figure 9. The size of the recrystallized nucleus ranging from 8 to 10 um is larger
than that of the DRV substructure. In the 300 °C/0.001 s~ ! condition, the dislocation-free
subgrains containing a coarse second phase can be observed (as shown in the solid line
frame in Figure 9a). Similar features also appear in specimens deformed at 400 °C/0.1 s~
(solid line frame in Figure 9b). Research shows that the particle-stimulated nucleation (PSN)
occurs during the static recrystallization of cold-deformed metals [27]. Similarly, under
the condition of a high temperature and large strain (the compression in this experiment
is 60%), the DRX based on PSN can also be observed. Zang [28] et al. studied the hot
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deformation behavior of the Al-7.9 Zn-2.7 Mg-2.0 Cu alloy sheet during the hot rolling
process. The results show that the residual coarse second phase after homogenized heat
treatment can also produce particle excitation nucleation.

Figure 8. TEM images of DRV microstructure of spray-deposited 7055 aluminum alloy un-
der hot compression conditions of 300 °C/5 s~! (a), 300 °C/0.001 s1 (b), 400 °C/0.1 s~ (c),
450 °C/5s~! (d) and 450 °C/0.001 s~ (e).

Subgrains with a large curvature and HAGBs can be observed in the 400 °C/0.1 s~
and 450 °C/5 s~! deformed specimens. The local grain boundaries of the subgrains are
bulging out to the high-density dislocation (depicted by the arc-shaped grain boundaries
and migration arrow directions in Figure 9b,c). The dislocation network will be swept by
the bulging of the subgrain boundary. Then, the misorientation increases continuously,
eventually forming the recrystallized nucleus. It indicates that subgrain boundary migra-
tion is also the DRX nucleation mechanism of the spray-deposited 7055 aluminum alloy.
Under the deformation condition of 450 °C/0.001 s, the polygonal recrystallized nuclei
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with flat grain boundaries appeared (the grains 1 and 2 shown in Figure 9d). There is also a
small subgrain at the grain boundary triple junctions between grains 1, 2 and 3. Under the
migration of grain boundaries of grains 1 and 2, the small subgrain will disappear. It is a
typical characteristic of the nucleation mechanism named “subgrain boundary migration”.

Figure 9. TEM images of DRX microstructure of spray-deposited 7055 aluminum alloy under
hot compression conditions of 300 °C/0.001 s~ 1 (a), 400 °C/0.1 s~ (b), 450 °C/5 s~1 (c) and
450 °C/0.001 s~ (d).

Figure 10 shows the inverse pole figure (IPF) diagrams of the spray-deposited
7055 aluminum alloy under different hot compression conditions. Figure 11 shows the
statistics of cumulative misorientation of subgrains along the arrows shown in Figure 10.
Under different Z parameters, the accumulative misorientations from the interior grain
to the HAGBs all indicate a significant increase in misorientation (12~20 °). Research
shows that “subgrain rotation near original grain boundary” occurs when the cumulative
misorientation in the grain exceeds 10°. The so-called subgrain rotation mechanism can
be described as follows: There is a small misorientation between two adjacent subgrains.
The dislocation network on the subgrain boundary can be dissociated, disassembles and
transfers to the adjacent subgrain boundary, resulting in the disappearance of the subgrain
boundary, and then a nucleus formed. Since favorably slip systems are always activated
adjacent to the HAGBs, it is easier to create a recrystallized nucleus when the subgrain
rotation occurs at the front of the original HAGBs. This also explains why dynamic re-
crystallization occurs preferentially at the original grain boundary, as shown in Figure 10a.
With the decrease in the Z parameter, the recrystallized nucleus grows up and nucleates
again at the newly formed HAGB. Therefore, the DRX characteristics as a necklace at the
original grain boundary become less evident with the decrease in the Z parameter, as shown
in Figure 10b—d.
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Figure 10. IPF images of the deformed microstructure of spray deposited 7055 aluminum al-
loy under hot compression conditions of 300 °C/0.001 s~! (a), 400 °C/0.1 s~! (b), 450 °C/5 s !
(c) and 450 °C/0.001 s~ (d). (e) Representation of the color code used to identify the crystallographic
orientation on a standard stereographic (Arrows 1, 2, 3 and 4 in each image are the misorientation
cumulative routes).

Besides, at relatively high temperatures, a homogeneous microstructure usually devel-
ops (Figure 5e,f). Research reported that the CDRX occurs by the progressive accumulation
of dislocations into the low angle grain boundaries (LAGBs) which increase the misorienta-
tion. Eventually, HAGBs are formed when the misorientation reaches a critical value of
about 15°.

As shown in Figure 10d, several fine recrystallized grains gather together (in the
dashed box). This characteristic is not only different from the result after the subgrain
rotation but also different from the result of the subgrain boundary migration, indicating a
progressive misorientation increase in subgrains.

Figure 12 is a diagrammatic sketch of microstructure evolution. The microstructure
evolution of the spray-deposited 7055 aluminum alloy can be divided into three cases:
(1) DRV behavior at a low temperature and high strain rate. The second phase is less
dissolved. High-density and small-size subgrains appear; (2) DRV and DRX behaviors at
an intermediate strain rate and temperature. The amount of the second phase dissolved
increases with the increase in the deformation temperature. However, there is still a small
amount of an undissolved and large-sized second phase, resulting in particle stimulated
nucleation (PSN). There is also subgrain boundary migration nucleation inside the grains.
However, the primary recrystallization nucleation mechanism is the subgrain rotation at
the HAGBs; (3) Almost complete dynamic recrystallization occurs at high temperatures
and low strain rates. In this condition, the subgrains are well defined first. Recrystallization
nuclei are formed by the mechanism of the homogeneous misorientation increase, which
can be considered as continuous dynamic recrystallization.
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Figure 11. Misorientation cumulative images between deformed subgrains of spray-deposited
7055 aluminum alloy under hot compression conditions of 300 °C/0.001 s~1 (a), 400 °C/0.1s 1 (b),
450°C/5571 (c) and 450 °C/0.001 s~ (d). (Curves 1,2, 3 and 4 in each image are the misorientation
cumulative routes in Figure 10).
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Figure 12. Diagrammatic sketch of the microstructure evolution of spray-deposited 7055 aluminum
alloy. (a) Dynamic recovery and a few second phases resolve. (b) Dynamic recrystallization based
on the “subgrain rotation”, “subgrain boundary migration” and “PSN” nucleated mechanism.
(c) Dynamic recrystallization based on “homogeneous misorientation increase of subgrain”, and a

few phases exist.
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When compared with the dynamic recrystallization behavior of the 7055 aluminum
alloy produced by semi-continuous casting [16,17], the spray-deposited 7055 aluminum
alloy showed the complex DRX mechanisms and a higher DRX degree, which are beneficial
to reduce the deformation resistance and improve the deformation ability.

5. Conclusions

(1). The AlZnMgCu phase in the spray-deposited 7055 aluminum alloy gradually dis-
solves with the increase in the deformation temperature, while the Al;Cu,Fe phase
does not change. The residual AIZnMgCu phase can induce the rapid formation of
subgrains and produce particle stimulated nucleation (PSN) recrystallization.

(2). The plastic instability of the spray-deposited 7055 aluminum alloy occurs at
470 °C with 1~5 s~ ! strain rates. DRV and DRX occur under other strain condi-
tions simultaneously. The DRX behavior is evident at low Z parameters.

(3). The DRX nucleation mechanism at 300~400 °C and 0.001~0.1 s~ ! is “subgrain rotation
near the original HAGBs” and “subgrain boundary migration”. Under a 450 °C defor-
mation temperature with a low strain rate, the nucleation mechanism is considered
“the homogeneous misorientation increase of subgrain”. At the high strain rate of
300~400 °C, “residual coarse second phase particle stimulated nucleation” also occurs.
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Abstract: Due to their lightweight, porous and excellent energy absorption characteristics, foam
and honeycomb materials have been widely used for filling energy absorbing devices. For further
improving the energy absorption performance of the novel tube proposed in our recent work, the
nonlinear dynamics software Abaqus was firstly used to establish and verify the simulation model of
aluminum-filled tube. Then, the crashworthiness of honeycomb-filled tubes, foam-filled tubes and
empty tube under axial load was systematically compared and analyzed. Furthermore, a comparative
analysis of the mechanical behavior of filled tubes subjected to bending load was carried out based
on the study of dynamic response curve, specific energy absorption and deformation mechanism,
the difference in energy absorption performance between them was also revealed. Finally, the most
promising filling structure with excellent crashworthiness under lateral load was optimized. The
research results show that the novel thin-walled structures filled with foam or honeycomb both show
better energy absorption characteristics, with an increase of at least 8.8% in total absorbed energy.
At the same time, the mechanical properties of this kind of filled structure are closely related to the
filling styles. Foam filling will greatly damage the weight efficiency of the novel thin-walled tube.
However, honeycomb filling is beneficial to the improvement of SEA, which can be improved by up
to 18.2%.

Keywords: thin-walled structure; filling structure; numerical simulation; crashworthiness optimization;
energy absorption performance

1. Introduction

Thin-walled structures have been widely used in automobiles, aviation and other
industrial fields, due to their excellent mechanical properties. Therefore, the research on
their mechanical properties has always been a hot topic for scholars [1-5]. Galib et al. [6]
conducted a comprehensive experimental and numerical study on circular tubes subjected
to dynamic load. Zhang et al. [7,8] pointed out that multi-cell square tubes showed better
mechanical properties. Alavi Nia et al. [9] conducted axial impact tests on structures
with different polygonal cross-sections, and proposed that the multi-cell cross-section was
conducive to the improvement of energy absorption performance.

Considering that the traditional thin-walled structure has limited room to improve
energy absorption efficiency and stability, it can no longer meet current requirements.
Researchers have found that applying biological structural features to structural design
can effectively enhance its energy absorption performance [10-13]. Song et al. [14] de-
signed a novel bionic tube with grooves and studied its crashworthiness under lateral
impact. The study demonstrated that the innovative design is conducive to improving the
energy absorption efficiency of regular structures. Based on the structural characteristics of
bamboo, Zou et al. [15] designed a bionic tube and solved its numerical examples under ax-
ial/transverse impact. Palombini et al. [16] mechanically explored the special geometry of a
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single vascular bundle in bamboo, and the new design proposed has a better improvement
in its strength and crashworthiness under dynamic loads. Ferdynus et al. [17] proposed a
new type of trigger for the square tube and focused on its effect on the energy absorption
indicators achieved (triggering effect).

Metal matrix syntactic foams are high-performance foams consisting of a light-weight
matrix and a set of porous fillers. Orbulov and Szlancsik et al. [18-20] carried out a lot of
experimental work to characterize its structure-mechanical property relationship. Fiedler
et al. [21] analyzed the mechanical properties of the foam with gradient characteristics.
Rabiei et al. [22,23] manufactured steel composite metal foam core sandwich panels and
studied their quasi-static mechanical properties. These studies show that metal foam has
superior mechanical properties and can be used as energy absorption materials.

In order to further enhance the crashworthiness, some scholars fill the regular tubes
with lightweight porous materials such as metal foam and honeycomb [24-28]. Li et al. [29,30]
conducted bending experiments on foam-filled tubes with different structures. Qi et al. [31]
conducted a numerical analyzed mechanical behavior investigation of empty and foam-
filled hybrid beams, and optimized their design. Pandarkar et al. [32] elaborated on foam-
filled pipes, and the main conclusion was that filling thin-walled structures can improve the
stability of the structure. Cakiroglu [33] focused on the quasi-static mechanical properties
of honeycomb-filled round pipes and optimized their crashworthiness design. Inspired
by biology, Nian et al. [34] proposed a new type of gradient honeycomb-filled round tube
and systematically studied its crashworthiness under lateral load. Yao et al. [35] mainly
analyzed the dynamic responses of honeycomb-filled structure under various conditions.

In summary, the novel thin-walled tube obtained by filling with foam and honeycomb
material has better crashworthiness. Although there are a large number of studies on the
foam or honeycomb filling structures, comparative studies of these two filling methods are
rarely reported. Therefore, it is important to conduct in-depth research of the mechanical
behavior of the novel thin-walled tubes filled with foam and honeycomb, and then to
understand the collision behavior and energy absorption characteristics between them
more thoroughly. The difference in the dynamic response of the foam and honeycomb-filled
novel thin-walled tubes under different filling styles is systematically studied, specifically
involving the energy absorption characteristics, peak impact force, deformation mode and
load displacement characteristics. The optimization design of the most promising filling
structure with excellent crashworthiness is further conducted to maximize the specific
energy absorption and minimize the peak collision force.

2. Numerical Model
2.1. Geometric Model of the Filling Structure

Figure 1 gives the geometric model of the filling structure. Rj;;er, Router and T are the
radius and wall thickness of the inner and outer round tubes, respectively. The dotted line in
the picture is the angle bisector of the angle «, and the intersection of two adjacent oblique
lines falls on the intersection of the angle bisector and the section line of the outer tube. The
sizes of Rjyner, Router, T and « are, respectively, 15 mm, 30 mm, 1 mm and 90°. Figure 2b
exhibits the different filling methods of these novel thin-walled structures. Among these
seven filling styles, G is a full filling style and A-F are partial filling styles. The filling
structure adopts the following naming rules: F and H indicate foam and honeycomb, and
the second letter indicates the filling style. For example: FA means using foam to fill in A
style of filling, HA uses honeycomb to fill in style A.
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Figure 1. Geometric configuration of the filling structure: (a) novel thin-walled structure; (b) filling styles.
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Figure 2. Finite element model of the filled structure. (a) the calculation model of the axial com-
pression; (b) the calculation model of the axial compression; (c) Finite element mesh model of
thin-walled tube.

2.2. Finite Element Model

To study the impact behavior of the infill structure under impact load, a model of
the infill structure was constructed by the nonlinear dynamic finite element method for
simulation. Figure 2 is the numerical simulation model of infill structure. Part a in Figure 2
is the calculation model of the axial compression of the filling structure. The tube wall
and honeycomb are treated as shell, the foam is treated as solid. The impact block and
rigid wall are set as rigid bodies. When the impact block impacts the thin-walled tube
axially at a speed of 20 m/s, the rigid wall at the bottom is fixed. The contact settings in
the dynamic compression process are as follows: the thin-walled tube adopts automatic
single-surface contact and the contact between thin-walled tube and the rigid wall is set as
surface-to-surface contact. The sensitivity analysis of the mesh shows that the mesh size of
the element of 1.5 mm x 1.5 mm is sufficient to produce reliable results. In these contacts,
the dynamic and static friction coefficients are set to 0.2 and 0.3. The right side of part a in
Figure 2 is the model of the filling structure under different filling methods, with a length
of 150 mm.

Part b is the finite element model of the filling structure under lateral load. The
indenter and the supports are treated as rigid bodies. The indenter impacts the thin-walled
structure vertically downward at 4.4 m/s and the supports are fixed during the impact.
The settings of contact properties, mesh size and thin-walled tube length are the same as
part a.

2.3. Material Properties

The material of the new thin-walled tube and honeycomb filler is aluminum alloy
AlMgSi0.5F22 with density p = 2.7 x 103 kg/m?3, elastic modulus E = 68.566 GPa, Poisson’s
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ratio v = 0.29, yield stress 0, = 231 Mpa and ultimate stress ¢,y = 254 Mpa. Considering
that aluminum is not sensitive to strain rate, material strain-rate effect can be ignored
during simulation analysis [36]. The foam filling is made of foamed aluminum. In order
to save calculation cost and ensure sufficient calculation accuracy, crushable foam is used
for modeling. The platform stress of lightweight porous materials is very important for its
energy absorption. The calculation formula of foam aluminum platform stress ¢, [31,37] is
as follows: oy
Tp Cpow ( 00 ) )
In the formula, pfand py are the density of the foam and foam substrate, respectively.
The density of aluminum is pg = 2.7 x 10% kg/m5. Cpow and n are constants. According to
the test results in literature [38], Cjow = 526 Mpa and 1 = 2.17. The simplified functional
relationship of the foam stress—strain curve is used for simulation, as shown in Table 1 [39].
The Young’s modulus of the foam is E = 64.8 GPa, the tensile stress cut-off value is 1.11, the
rate-sensitive damping is 0.05 and the Poisson’s ratio is 0.01 [31].

Table 1. Simplified stress—strain relationship of aluminum foam.

Strain 0 op/E 0.6 0.7 0.75 0.8
Stress 0 ap ap 1350y 50p 0.05E

2.4. Evaluation Index

Generally, energy absorption (EA), average crushing force (MCF), maximum collision
force (MIF), specific energy absorption (SEA) and crushing force efficiency (CLE) are
commonly used evaluation indicators. As a key indicator, specific energy absorption (SEA)
is often used to evaluate the mechanical performance of thin-walled structures. A larger
SEA means better crashworthiness. The calculation formula is as follows:

EA
SEA = — 2
- @

Among them, M is the total mass and EA indicates the total absorbed energy of the

structure. The calculation formula of EA is as follows:

EA = /;F(x)dx 3)

In the formula, S indicates the displacement of impact force and F(x) represents the
instantaneous collision force.

CLE is an index for evaluating the uniformity and consistency of the collision force. It
is another very important evaluation index for crashworthiness. It can be calculated as:

MCF
CLE = PCF

x 100% 4

Among them, MCF is the average crushing force, PCF is the maximum collision load
and the calculation formula of MCF is as follows:

MCF = % /O *E(x)dx 5)

2.5. Validation of the FE Model

To verify the effectiveness of the numerical model, the results of the axial compression
simulation of foam-filled multi-cell square tube (FO1, F40) are compared with the refer-
ence results in literature [40]. Figure 3 shows that the simulation values in this paper are
consistent with the results in reference [40], which have been verified by the theoretical
results. Subsequently, the bending behavior of foam-filled square tube in reference [41]
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was simulated. Figure 4 shows the comparison between the test results and the numer-
ical results. Both the force-displacement curve and the deformation mode show a high

consistency feature. In summary, the finite element model of axial and lateral impact is
sufficiently reliable.

z
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$
=
Present FE(FO1) Present FE(F40)
—m—Reference(F01)  —u— Reference(F40)
20 - =~ Theoretical
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Displacement (mm)

Figure 3. The present FE and reference.
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Force(KN)
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Di Experimental result Numerical result
isplacement(mm)

Figure 4. Comparison of test results and numerical results.

3. Numerical Results
3.1. Axial Compression Analysis

In this section, the mechanical behavior of filled structures subjected to axial impact
will be studied. The unfilled novel thin-walled tube is also introduced for comparison.
Figure 5 shows the EA and SEA of the filling structure in different filling styles. The EA
values of the honeycomb- and foam-filled tubes under different filling styles are higher than
that of empty tubes (red dotted line) in Figure 5a. In addition, the EA of honeycomb/foam-
filled tubes shows obvious differences between different filling styles. Partially filled HB/FB
has the smallest EA, which is, respectively, 8.8% and 17.6% higher than that of empty tube.
This shows that whether it is honeycomb or foam filling, the different filling methods
of novel thin-walled tube are all conducive to total energy absorption. Additionally, the
foam-filling method has better enhancement effect.
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Figure 5. EA and SEA of the filling structure under different filling styles. (a) EA of filling structure.
(b) SEA of filling structure.

Considering that foam and honeycomb filling may compromise the weight efficiency
of the novel structures, Figure 5b compares the SEA of the filling structures. As shown in the
picture, the SEA of the foam-filled tube is relatively low, regardless of the filling method. By
contrast, the honeycomb filling method increases the SEA. Among the foam/honeycomb-
filled tubes, partially filled FB/HA has the largest SEA, which is 40.4% lower and 18.2%
higher than that of the empty 20.86 K] tube. Although foam filling plays a positive role in
improving mechanical properties, it greatly impairs the weight efficiency. It is worth noting
that honeycomb filling just compensates for this defect. Figure 6 shows the peak impact
force of the filling structure with different filling methods. The foam-filled structure has the
greatest peak force, while the empty tube has the least. This shows that honeycomb is more
conducive to reducing peak force than foam filling. Among foam/honeycomb-filled tubes,
fully-filled FG/HG has the largest PCF, followed by partially filled FE/HD, and partially
filled FB/HA is the smallest.

500
E=J Empty tube
B Foam filled tube

400 - B2 Honeycomb filled tube

100

A B C D E F G
Filling fashion

Figure 6. PCF of filling structure under different filling styles.

From the above analysis, we can see that FB/HA has the best crashworthiness among
these novel thin-walled tubes. To have a better understand, Figure 7 exhibits deformation
modes of FB, HA and the unfilled thin-walled structure. These three thin-walled structures
have all undergone orderly and progressive folding. However, they have different folding
characteristics. As shown in the partial enlarged cross-sectional view on the right, the
honeycomb-filled tube outside (black solid line ellipse) and the number of internal folds
(black solid line box) are larger than foam-filled and empty tubes. Although the number
of folds on the outside of the foam-filled tube is the same as that of empty tube, there are
more folds on the inside of the foam-filled tube. Meanwhile, the whole structure of the
foam-filled structure has a certain degree of plastic deformation (such as the blue solid line
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box) when the compression displacement is 60 mm, while more plastic deformation means
that more impact energy is absorbed, which explains why the EA of FB is greater than that
of HA.

2~3 d4Folds

Omm 15mm 30mm 45mm 60mm
Figure 7. Deformation mode of filling structure.

3.2. Three-Point Bending Analysis

The thin-walled structures will also be subjected to lateral loads in actual use. Thin-
walled structures are not only impacted by axial loads, but are sometimes also impacted
by lateral loads. Therefore, the bending performance of the structure is very important for
its application. Figure 8 shows the EA, SEA, PCF and CLE of the filling structure under
different filling styles. As shown in Figure 8a, the EA of foam- and honeycomb-filled
structures are both larger than that of empty tube. Fully filled FG and HG have the largest
EA, followed by partially filled FA and HD. In particular, under the same filling style, just
the EA of the honeycomb-filled tube in the filling style C exceeds that of foam-filled tube.
This shows that both foam and honeycomb filling will cause the increase in total absorbed
energy, and foam filling is more conducive to the growth of EA than honeycomb filling.
However, it does not represent an increase in its energy absorption efficiency. The SEA of
honeycomb-filled tube is higher than that of empty tube. The SEA of foam/honeycomb-
filled pipes showed significant differences. The partially filled FB/HF has the largest SEA,
which is 27.4%/26.8% lower /higher than the empty tube. The results indicate that the
honeycomb filling is an extremely effective means to enhance energy-absorption capacity,
and the F filling method may be the best choice.
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Figure 8. Cont.
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Figure 8. The performance indicatorsof the filling structures under different filling methods: (a) EA;
(b) SEA; (c) PCF; (d) CLE.

The PCF of the filling structures is also compared in Figure 8c. The PCF of foam and
honeycomb filling is greater than that of empty tube, and PCF of the foam filling tube is the
highest. At the same time, the PCF of foam and honeycomb tubes are affected by filling
method. In Figure 8d, filling techniques do not make CLE of the empty tube change too
much and the CLE did not change significantly with the change of the filling method.

Based on the above, FB/HF has the best energy absorption characteristics among
foam/honeycomb-filled tubes. For further understanding the difference in bending perfor-
mance, the force—displacement curves, specific energy absorption-displacement curves and
deformation modes are selected for comparative analysis, as shown in Figure 9. The impact
force for the honeycomb filling tube and the empty tube presents the same trend. It first
increases sharply and then slowly decreases, while the collision force of the foam-filled tube
shows a monotonous increasing trend. The collision force of foam- and honeycomb-filled
structures is bigger, and when the loading displacement is equal to 120 mm, the collision
force of foam-filled pipes is the largest. This means that foam and honeycomb-filled tubes
can withstand a higher level of lateral impact and transmit greater bending moments. In
order to better illustrate this point, Figure 9c shows their deformation modes. It can be
seen from the map that the partially recessed area of the foam-filled tube is arc-shaped. The
effective contact area is larger than that of the honeycomb-filled and empty tube. Although
honeycomb filling and empty tube both have the phenomenon of concentrated deformation
area, the local recessed area is V-shaped. However, the cross-sectional deformation of the
partially recessed area of the honeycomb-filled tube is more obvious than that of empty
tube. As shown in the SEA-displacement curve in Figure 9b, the SEA of honeycomb-filled
tube is the largest. This is just the opposite for foam-filled tube. Therefore, foam-filled tubes
are not the best choice for crashworthiness.
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Figure 9. Cont.
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diagram; (c) deformation mode.

4. Multi-Objective Optimization Design
4.1. Optimization Problem Set-Up

It is often required that thin-walled structures can absorb the most energy in a certain
range of peak stress. Therefore, SEA and PCF are selected as two objectives of this optimal
design. Crashworthiness optimization aims to maximize SEA and minimize PCF. However,
SEA and PCF are in conflict with each other. Therefore, a multi-objective optimization
design is selected to solve this contradictory objective problem [42-45]. From the analysis
in Section 3.2, FB and HF have better crash resistance. Moreover, the crashworthiness of
HF is better than that of FB. However, the optimal crashworthiness of these structures still
depends on different structure and material parameters. Therefore, in this section, the
novel thin-walled tube wall thickness T, honeycomb wall thickness ¢ and foam density
py are used as design variables. The crashworthiness optimization problem is described
as follows:

The optimized expression of FB is as follows:

Minimize [PCF(T, pf), —SEA(T, py)]
‘ 05mm < T < 1.5mm 6)
#1170 Kg/m® < ps < 340 Kg/m?

The optimized expression of HF is as follows:

Minimize [PCF(T, pf), =SEA(T, py)]
; 0.5mm < T < 1.5mm ?)
710.0l mm <t <0.1mm

The optimized expression of empty tube is as follows:
Minimize [PCF(T, os), —SEA(T, py)] ®)
st{0.5mm < T < 1.5mm

4.2. Experimental Design

The main experimental design methods include central composite design, Taguchi
orthogonal experiment method [45], Latin hypercube design and full-factor experiment.
Because the full-factor experiment has good uniformity [10,39], this paper uses the full-
factor design to generate 16 sample points (four levels for design variables T, t, pf), as
shown in Figure 10. Subsequently, numerical simulation on these sample points is carried
out and corresponding response values are obtained.
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Figure 10. Design sample points of FB and HF.
4.3. Predictive Model

Since the construction of SEA and PCF forecasting models is important for the crash-
worthiness optimization, the accuracy of forecasting models needs to be verified. Firstly,
through polynomial regression analysis (PR), the functional relationship between the opti-
mization objective and design parameters is established, and the corresponding prediction
model is obtained. Then, the square value of index R (R?), adjusted R? (Rg g ].), root mean
square error (RMSE) and maximum relative error (MARE) are used to evaluate the accuracy
of this prediction model. The corresponding expression is as follows:

R2—1_ i (i — ?i)j ©)
(i)

RE=1-(1-R?) 1171—7;—11 (10)

(11)

mare = oy, (Wi 0 (12)

[yl

Among them, y; represents the value of the design points obtained by experiment
and numerical analysis, 7; is the predicted value of prediction model, n is the number
of experimental sample points, i represents the average value of y; and k is the number
of non-constant items. Normally, the closer R? is to 1, the higher the degree of fit; the
smaller the RSME and MARE, the more accurate the prediction model. Table 2 gives the
accuracy index of the forecasting model of FB, HF and empty tube. From Table 2, we can
see that all R? values are close to 1, and all MARE values are less than 6%. Therefore, it
can be considered that these PR mathematical models are accurate enough to be used in
crashworthiness optimization.

Table 2. Accuracy of the prediction model.

Objectives SEA PCF

Estimators R? R? adj MARE  RMSE R? R? aj ~ MARE ~ RMSE
FB 0.9891 0.98 2.39% 0.026 0.9949 09907  2.18% 1.291
HF 0.9784 09604  2.61%  0.0307 09558 09352  5.08%  0.3869

Empty tube  0.9987 0.9977 0.89% 0.0115 0.9981 0.9965 1.32% 1.1887

4.4. Particle Swarm Algorithm and Optimization Process

Since the particle swarm algorithm has the advantages of easy implementation, high
accuracy and fast convergence [46,47], this paper uses the particle swarm algorithm to

28



Metals 2022, 12,2163

obtain a Pareto relatively optimal solution of the prediction model. Ten particles are set
for tracking and each particle moves 100 times in the constrained space for accuracy. The
inertia weight w is an important parameter that affects the pros and cons of the particle
swarm algorithm. The solution of the HF prediction model obtained by the particle swarm
algorithm under different inertia weights is shown in Figure 11. It can be seen from the
picture that when the inertia weight is equal to 0.7, the solutions of the SEA and PCF
prediction models have undergone large oscillations at first, and then stabilized in a certain
area. Therefore, when the inertia weight is equal to 0.7, the convergence is best. The specific
parameters of the particle swarm algorithm are shown in Table 3. Figure 12 is the flow
chart of the optimized design. First, the full-factor experimental design is carried out on
the problem of clear optimized design. Further, perform simulation analysis on the sample
points to obtain the target response value. Then, the prediction models of SEA and PCF were
constructed through polynomial regression analysis. Finally, the Pareto optimal solution
set is given after the calculation of the prediction model by the optimized algorithm.
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Figure 11. The solutions of SEA and PCF under different inertia weights.
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Table 3. Parameters of particle swarm algorithm.

Parameters Value
Number of particles 10
Maximum number of iterations 100
Inertia weight 0.7
Personal learning coefficient 15
Global learning coefficient 15
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Figure 12. Optimization design flow chart.

4.5. Multi-Objective Optimization Results

To comprehensively analyze the crashworthiness difference between FB, HF and
empty tube more, the Pareto boundary obtained after particle swarm optimization is
compared and shown in Figure 13. It can be found from the figure that when the PCF
is constant, the closer the Pareto boundary is to the left, the greater the specific energy
absorption (SEA). The Pareto optimal solution set of HF is closest to the left, followed by
the empty tube. Therefore, the crashworthiness of HF is better than that of FB and empty
tube, and the crashworthiness of FB is the worst. In engineering applications, designers
can choose based on requirements of PCF. When the PCF is less than or equal to 15 KN, the
red five-pointed star in the map is the optimal design point of each structure. Figure 14
shows the force-displacement diagrams and deformation modes of these three optimal
structures. The PCF of the three structures in Figure 14a is less than 15 KN, and HF has the
largest PCF. In Figure 14b, local recessed area of the HF optimal structure presents an arc
shape, while both FB and empty tube present V shapes.
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Figure 13. Comparison of the Pareto boundary of FB, HF and empty tube.
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Figure 14. Comparison of the optimal structure: (a) force-displacement diagram; (b) deformation mode.

5. Conclusions

To further enhance the crashworthiness of the novel thin-walled structure, foam and
honeycomb are used to fill it. The numerical simulation model of the filled structure was
first built and verified using the nonlinear dynamic Abaqus software. Then, the impact
resistance of honeycomb-filled tubes, foam-filled tubes and empty tube under axial load
was systematically compared and analyzed. Furthermore, based on the force-displacement
curve, specific energy absorption and deformation model, a comparative analysis of the
mechanical behavior of filled tubes subjected to lateral impact was carried out. The op-
timization design of the most promising filling structure with excellent crashworthiness
was finally conducted to maximize the specific energy absorption and minimize the peak
collision force. The results of this study show that:

(1) The introduction of honeycomb filling and foam filling enabled the thin-walled
structures to absorb more energy. The total absorbed energy increases at least 8.8% com-
pared with the empty tube. At the same time, the crashworthiness of the filling structure
was closely related to the filling styles. The foam filling will greatly impair the weight
efficiency of the novel thin-walled tube. However, honeycomb filling was beneficial to the
improvement of SEA, which can be improved by up to 18.2%.

(2) Honeycomb filling was more conducive to the reduction of PCF than foam filling
under axial load. Among foam/honeycomb-filled tubes, fully filled FG/HG had the largest
PCF, followed by partially filled FE/HD and FB/HA was the smallest.

(3) Under the action of lateral load, foam- and honeycomb-filled tubes could withstand
a higher level of lateral impact and transmit greater bending moments than empty tube.
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Among foam/honeycomb-filled tubes, FB/HF was the most promising structure with
excellent crashworthiness.

(4) The particle swarm algorithm was further used for crashworthiness optimization
design of FB and HF, and the Pareto boundaries were obtained and compared. By way
of contrast, the optimal structure of HF showed the best crashworthiness. In practical
engineering applications, the use of honeycomb-filled novel thin-walled tube may be the
best choice.
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N S I

Abstract: The mechanical properties of Al-Si-Mg-Cu cast alloys are heavily determined by Cu content
due to the precipitation of relating strengthening precipitates during the aging treatment. In this study,
the microstructures and mechanical properties of Al-9Si-0.5Mg-xCu (x =0, 0.9, 1.5, and 2.1 wt.%)
alloys were investigated to elucidate the effect of Cu content on the evolution of their mechanical
properties. After T6 (480 °C + 6 h — 530 °C + 4 h, 175 °C + 10 h) treatment, Mg-rich and Cu-rich phases
were dissolved in the matrix; the main aging-precipitates of the alloys change from the needle-like
B’" phases in the base alloy to the granular Q" phases in the 0.9Cu alloy, the granular Q' phase in
the 1.5Cu alloy, the granular Q' phase, and 8’ platelets in the 2.1Cu alloy. The increase of Cu level
results in difference of the type, number density, and morphology of the nanoscale precipitated phase.
Because of precipitation strength, the yield strength was increased by 103-130 MPa depending on the
Cu contents. The precipitation strengthening effect of the precipitates was quantitatively evaluated
by the Orowan mechanism. The aging-treated Al-9Si-0.5Mg-2Cu alloy shows the good strength
and ductility: yield strength 351 MPa, ultimate tensile strength 442 MPa, and elongation 8.4%. The
morphologies of fracture surfaces of the alloys also were observed.

Keywords: Al-Si-Mg-Cu alloy; Cu content; microstructure; precipitate; mechanical properties

1. Introduction

Al-Si cast aluminum alloys are extensively used in the automobile field due to their
superior castability, satisfactory mechanical and physical properties, and low coefficient of
thermal expansion [1-4]. Adding Mg to Al-Si alloys plays a role in solid solution strength-
ening and precipitation hardening of aging treatment [5-7]. Cu can significantly increase
the mechanical properties of Al-Si-Mg alloys with the formation of nanoscale 8 and Q'
precipitates during aging [7-10]. Unlike that of Al-Si-Mg and Al-Si-Cu cast alloys, the
precipitation strengthening of the Al-Si-Mg-Cu alloy is mainly related to the B, 0, and/or
Q' phases; meanwhile, the type and volume fraction of Mg and/or Cu-rich precipitates are
closely related to heat-treatment conditions and Cu level [7,9,10]. However, the enhanced
strength of the Al-Si-Mg alloys with Cu addition is usually at the expense of their ductility.
In addition, the addition of Cu can decrease the melting point and eutectic temperature of
Al-Si-Mg alloys, leading to an increase in the solidification range of the alloys and facilitat-
ing porosity formation. Simultaneously, with the increase in Cu content, the precipitates in
Al-Si-Mg alloys constantly change in type, morphology, quantity, and size [7,9-13]. Some
useful understandings have been reported in the properties and precipitation behavior
change with Cu addition in these quaternary alloys [4,7,8]. Shang [12] systematically
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analyzed the phase component of these alloys with a wide Cu level (0.01-4.5 wt.%) and dis-
cussed the effect of precipitates on mechanical properties. The previous works mainly focus
on the strengthen effect of 0’ precipitates in high-Cu/low-Mg Al-Si-Mg-Cu alloy. When
Mg content increases and ratio of Cu/Mg decreases, the Q' nano-phase may show a high
fraction after aging treatment, which may change the aging-strengthen effect. However,
the work on systematic observation and characterization needs to be conducted in greater
detail in low-ratio of Cu/Mg alloy, including the effects of precipitates on the hardening
behavior of these alloys.

Therefore, the current study mainly evaluates the effect of Cu content on the mi-
crostructural evolution and mechanical properties of Al-95Si-0.5Mg-xCu alloys (Cu/Mg;:
0-4) and discusses the contribution of precipitates to the hardening behavior of Al-Si-Mg-
xCu alloys.

2. Materials and Methods
2.1. Material Preparation

Commercial-purity Al (99.9%), pure Mg (99.95%), pure Cu (99.9%), Al-20%Si master
alloys (all compositions quoted in this article are in weight percentage unless otherwise
mentioned), and Al-10%Sr alloy as metamorphic eutectic Si were used to prepare Al-Si-
Mg-Cu alloys in a 50 kW resistance furnace. Commercial-purity Al and Al-20%Si were
first melted in the resistance furnace. The melt was heated to 740 °C and held at that
temperature for 30 min to ensure all components were sufficiently mixed. Then, pure Cu
and Mg were added into the melt at 750 °C and held for 20 min, followed by slag removal.
The Al-10%Sr alloy was added into alloy melts at 730 °C. The alloy melt was ultimately
poured into a water-cooled copper mold (25 x 100 x 200 mm?, Figure 1) to form an as-cast
ingot [14-16].

200mm

100mm

Figure 1. Schematic of the sample position for microstructural and tensile tests.

2.2. Material Characterization

The measured compositions of the designed Al-Si-Mg-xCu alloys, which were noted
as Al, A2, A3, and A4 were measured using an SPECTROLAB stationary metal analyzer
(SPECTROLAB M12, Kleve, Germany). The results are listed in Table 1.

Table 1. Composition of the Al-Si-Mg-Cu alloys [wt.%].

Alloy Si Mg Cu Fe Sr Other Al
Al 8.53 0.43 0.01 0.116 0.0195 <0.01 Bal.
A2 8.52 0.42 0.89 0.116 0.0196 <0.01 Bal.
A3 8.51 0.44 143 0.117 0.0219 <0.01 Bal.
A4 8.54 0.43 2.08 0.117 0.0211 <0.01 Bal.
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Compositional analysis and microstructural evaluation were conducted on samples
near the center of the 10 mm tensile rods (the red area in Figure 1). The phase compositions
of the as-cast alloys were analyzed using a X-ray diffraction (XRD) to identify the phase
composition of the alloys with CuK«1 radiation by using PW3040/60X diffractometers.
The samples were etched for 2-10 s by using 0.5% hydrofluoric acid for scanning electron
microscopy (SEM) characterization using a Phenom X1 scanning electron microscopy (SEM)
equipped with X-ray energy dispersive spectroscopy (EDS). The secondary dendrite arm
spacing (SDAS) was measured by the intercept method. Quantitative measurements of
the SDAS were conducted by optical microscopy using image analysis software (MEDIA
CYBERNETICS, Rockville, MD, USA), at least 50 dendrites were measured and their
average value is considered as the representation of SDAS [17].

Transmission electron microscope (TEM) samples of the region near the fracture were
prepared by sectioning the tensile specimens in the transverse direction. The section near
the center of the specimen was polished by hand to approximately 50 um before a standard
3 mm disc was punched out. Then, the samples were placed on a Gatan 695 PIPS ion beam
thinner (Gatan, Inc., Pleasanton, CA, USA). A FEI Tolos F200x (TEM, Tolos F200x, FEI
Ltd., Pleasanton, CA, USA) transmission electron microscope equipped with the energy
dispersive X-ray spectrometer was operated at an accelerating voltage of 200 kV. All images
were taken along the <001>Al zone axis in order to characterize the cross-sections and
side views of the precipitates. The average length (I) was calculated using 500 precipitates
growing along [100] Al and [010] Al in total. The average area of cross-section of the
precipitates (Acs) were calculated in 60 HRTEM images.

2.3. Mechanical Testing

All samples were treated with the solution at 480 °C — 6 h + 530 °C — 4 h, followed
by cold water quenching (about 20 °C). Aging treatments were then performed at 175 °C
for 10 h. The tensile property of the samples was tested on a DNS-300 universal experi-
mental machine produced by Changchun Machinery Research Institute at a tensile rate of
1 mm/min. The extensometer with a gauge length of 25 mm was used. At least five tensile
test specimens were tested for each alloy.

3. Results and Discussions
3.1. As-Cast Microstructures

Figure 2 presents the backscattered SEM images of the as-cast alloys. All alloys
have «-Al dendritic microstructure, eutectic Si, and eutectic Mg/Cu-containing phases.
Secondary dendrite arm spacing was calculated by Image-Pro Plus (6.0, Media Cybernetics,
Inc, Rockville, MD, USA), and the values of the A1-A4 alloys were 22.76 mm, 18.66 mm,
18.02 mm, and 18.25 mm, respectively. As shown in Figure 2a, in the absence of Cu, several
black Chinese character-shaped phases are present in the as-cast Al alloy, and the Energy
Dispersive Spectrometer (EDS) result indicates that the composition of the back phase is
Al-1.79 at.%Mg-6.06 at.%Si, indicating the Mg, Si phase [4,5]. With Cu content increasing
to 0.9 wt.%, the quantity of Mg,Si phase decreases. The bright phases are observed in
the A2 alloy. The bright phases are dispersed in the eutectic silicon region (Figure 2b).
The EDS analysis indicates that the bright phase is Al-15.69 at.%Cu-12.46 at.%Mg-12.05
at.%Si. In A3 alloy, the bright phases increase and the Al,Cu phases are observed, the
composition is Al-29.01 at.%Cu. With the Cu content further increasing from 1.5 to 2.1 wt.%,
the bright Al,Cu phase increases (Figure 2d). Moreover, the Fe-containing phases were
observed in the four alloys (Figure 2), the composition of the Fe-rich phase are: Al-26.38
at.%Si-12.13 at.%Mg-3.78 at.%Fe in A1 alloy, Al-26.22 at.%Si-14.76 at.%Mg-4.29 at.%Fe in
A2 alloy, Al-25.45 at.%Si-17.19 at.%Mg-5.59 at.%Fe in A3 alloy, and Al-27.56 at.%Si-11.35
at.%Mg-3.42 at.%Fe in A4 alloy.
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Figure 2. SEM-BSE images of as-cast alloy (a) A1, (b) A2, (c) A3, (d) A4.

XRD patterns of the as-cast alloys are presented in Figure 3. The A1 alloy consisted
of x-Al, Si, and Mg,Si phases, which is consistent with the microstructural observation
in Figure 2a. Compared with that of the Al alloy, in A3 and A4 alloys, the diffraction
peaks of Q-AlCuMgSi and 6-Al,Cu phases were observed, indicating that the Cu addition
results in the formation of Q and 0 phases. These results are consistent with Figure 2c,d.
Therefore, the phase composition of the Al-Si-Mg-Cu alloy system was closely related to
the Cu content; meanwhile, the content of each phase was also determined by the Cu and
Mg contents [6-10]. In A2 alloys, the XRD results do not show the diffraction peaks of Q
and 0 phases, but the microstructure in Figure 2b indicates the presence of Q and 6 phases.
The low fractions of Q and 0 phases in low-Cu A2 alloy may result that they hardly be
detected by XRD. Moreover, the XRD results indicate the presence of AlsMg3FeSig phase in
Al1-A4 alloys.

3.2. Microstructures after T6 Treatment

Heat treatment can affect the microstructural features of Al-Si-Cu-Mg alloys [4,11].
Figure 4 presents the SEM-mapping images of the alloys after T6 treatment. Compared with
the as-cast state (Figure 2), the Cu-containing phases were mostly dissolved into the x-Al
matrix after solid solution treatment. The residual bright phases after solution treatment are
mainly Fe-containing phases, which show the same distribution of Mg and Fe in Figure 4a,b
and can be identified as the AlFeMgSi phase. In Figure 4c,d, it indicates that the other
Fe-containing phase of small quantity show in A3 and A4 alloys. Moreover, the slight
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Cu/Mg-containing phases is residual in high-Cu level A4 alloy. Except the dissolution of
Mg and Cu into the matrix, the eutectic Si happens evident spheroidization and dispersion,
as shown in Si mapping images of Figure 4.
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Figure 4. SEM-mapping images of the alloys after aging treatment (a) A1, (b) A2, (c) A3, (d) A4.

The TEM micrographs of the alloys after aging treatment are shown in Figure 5. The
comparison of the TEM images of the A1-A4 alloys indicates that the nano-precipitates
precipitated during aging process show a higher number density with increasing Cu level.
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By contrast, the lamellar precipitates were observed in A4 alloy. Here, the lamellar precipi-
tates are mainly Cu-containing phases, may be the sheet 6’ platelets specifically [7,8]. The
number density of precipitates is listed in Table 2. The number density of the precipitates
was estimated by n = 3 N, where N is the precipitate cross-section in the image. The factor
3 comprises the three growth directions of the precipitates [13]. In Table 2, the increase in
Cu content improves the number density of the precipitates in the aging-treated alloys.

Figure 5. Bright-field TEM images of the alloys after aging treatment (a) A1, (b) A2, (c) A3, (d) A4.

Table 2. Number density of precipitate in aging-treated samples.

Acs (Average Area of the

: 2 3

Alloy n (Number Density/ x 10> m—3) I (Average Length/nm) Cross-Section/nm?)
Al 6.56 22.41 16.6501
A2 6.98 22.85 17.8293
A3 8.01 24.52 19.6582
A4 8.21 27.59 22.3276

Figure 6 presents the TEM results for the precipitates in Al alloy after aging treat-
ment. This precipitate shows the monoclinic structure with lattice parameters of a = 1.51 and
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¢ = 0.67 nm (Figure 6b), in addition to the orientation relationships of (200) precipitate / / (301) a1
(Figure 6b) and [010]precipitate/ /[010] o1 (Figure 6c,d). These results indicate that these pre-
cipitates are 3” phases [13,18], and no other precipitates are observed. This precipitate is
regarded as the most common one in the aged Al alloy. HRTEM images (Figure 6b—d) show
that the precipitate is coherent with the Al matrix.
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Figure 6. 3” phase in A1 alloy in the <010>Al axis after aging treatment: (a) TEM image, (b) HRTEM
image, (c) corresponding FFT, (d) schematic pattern.

Figure 7 shows the TEM image and the corresponding FFT pattern of the precipitate in
A2 alloy. The HRTEM image and FFT pattern indicate that 3” precipitates are in the aged
A2 alloy. A closer check of A2 alloy reveals that the precipitation of another nanophase
(Figure 8) in addition to the extensive 3” phase (Figure 7). This precipitate shows an angle
of 120° between its a and b axes, and exhibits a typical dense stacked hexagonal lattice
(HCP) crystal structure. The lattice parameter of this precipitate is a = 1.032 nm, which is
obtained using an internal standard method. The precipitate interface was largely parallel
to the three crystal faces of the Al matrix—(501)4;, (103) o1, and (506) oj—but was mostly
distributed along <510>Al with an orientation relationship of (2110)precipitate/ /(501) a1
[0001 Jprecipitate/ /[010] 1. On the basis of previously reported literature data [19], this
precipitate in A2 alloy is identified as granular Q' phases. In general, the main precipitates
in A2 alloy are the needle-like 3” phase and the granular Q' phase. It can be seen from
Figures 7 and 8 that the precipitates are coherent with the Al matrix.
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Figure 7. 3” phase in A2 alloy in the <010>Al axis after aging treatment: (a) TEM image, (b) HRTEM
image, (c) corresponding FFT, (d) schematic pattern.

Figure 9 shows the TEM images and the corresponding FFT pattern of the granular
precipitate in the aged A3 alloy. The Q' nano-phase also can be observed, but no precipitate
of other type was observed. Combined with the results in Figure 8, this result indicates
that large quantity of Q" phases can be identified in A3 alloy. The size of the Q' phase is
approximately the same as in A2 alloy, and the predominant precipitates in the aged A3
alloy are the granular Q' phases, and it is coherent with the Al matrix. As can be seen
in Figure 10, the precipitates in A4 alloy have a crystal structure, lattice parameter, and
orientation relationship similar to those of the Q' phase.
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Figure 8. Q' phase in A2 alloy in the <010>Al axis after aging treatment: (a) TEM image, (b) HRTEM
image, (c) corresponding FFT.

Figure 9. Q' phase in A3 alloy in the <010>Al axis after aging treatment: (a) TEM image, (b) HRTEM
image, (c) corresponding FFT.

Figure 10. Q' phase in A4 alloy after aging treatment along the <010>Al axis: (a) HRTEM image,
(b) corresponding FFT.

Figure 11 shows the TEM images of the lamellar precipitates in A4 alloy, which
indicates that these precipitates are distributed along {200} Al. A closer examination shows
that the precipitates exhibit the crystal structure and lattice parameters: a = 0.404 nm,
¢ =0.58 nm, and an orientation relationship of (200)precipitate / / (200) a1, [010]precipitate / /[010] A1-
Therefore, this nano-phase is identified as 0’ [7,20], and the predominant precipitates
in the aged A4 alloy are Q' and 6. Additionally, normally, the reduction of interfacial
energy causes the precipitates to be compact, while reduction of elastic energy leads to
the formation of the plate shape. The ratio between the bulk elastic driving force and
the interfacial energy is size dependent, and thus, the tendency towards plate formation
depends on the precipitate size. The shape formation of smaller precipitates is mostly
driven by interface reduction and therefore the precipitates tend to be more spherical when
the interfacial energy is assumed to be isotropic. Combined with Figure 5, the precipitated
phase was gradually changed from short rod to granulate to lamellar with increasing
Cu content.
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Figure 11. 0/ phase in A4 alloy after aging treatment, observed along the <010>Al axis: (a) TEM
image, (b) HRTEM image, (c) corresponding FFT.

In summary, the types of aging-precipitate changes with the change of Cu level in
alloys, which transforms from needle-like B’" in Al alloy to granular Q' and needle-like
" in A2 alloy. A3 alloy mostly consists of granular Q' phase. When Cu level increases to
2.08%, the Q' and 0’ are the main precipitates in aged A4 alloy.

3.3. Tensile Properties

The ultimate tensile strength (UTS), 0.2% yield strength (YS), and the elongation to
fracture of the solution- and aging-treated alloys are listed in Table 3. The strength of the
studied alloys increases, and the elongation slightly decreases with increasing of Cu level.
Figure 12 presents the engineering stress—strain curves of the alloys under quenching and
aging conditions. Under solution-treated state, the YS increases from 161 to 221 MPa and
the UTS increases from 275 to 363 MPa when Cu content increases from 0-2%. Meanwhile,
the solution-treated alloys of A1-A4 show the high elongations of 16-18%. After aging
treatment, the YS and UTS markedly improve in A1-A4 alloys. With increasing Cu content,
the YS increases from 264 to 351 MPa, UTS increases from 322 to 442 MPa, and the elongation
decreases from 10 to 8.4%.

Table 3. Tensile properties of the designed alloys under different conditions.

Quenching State Aging Treatment
Alloy UTS (MPa) YS (MPa) Ags (%) UTS (MPa) YS (MPa) Ags (%)
Al 275 + 5.2 161 + 42 185+ 12 322442 264 + 4.6 10411
A2 335+ 53 194 + 4.4 171413 343 + 5.7 299 + 35 87408
A3 347 + 45 201 + 3.3 164 + 0.9 394 + 6.1 321 + 4.1 8.6+ 0.7
A4 363 +4.2 221 +45 16.1 = 1.6 442 +53 351 +49 84 4+0.6
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Figure 12. Engineering stress—strain curves of the alloys after solid solution and aging treatment.
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Comparing the tensile properties of the alloys treated under different conditions, the
change in strength of the alloys with different Cu contents can attribute to solid-solution
and aging strengthening. In solution-treated samples, the increase of Cu content results
in a higher solution content, which shows a higher solution strengthen effect. The YS and
UTS of solution-treated samples gradually increase when Cu content increases. After aging
treatment, the mechanical properties of the alloys markedly increase; the aging-treatment
is more effective than solution treatment on influence of strength in the Al-Si-Mg-xCu cast
alloy. Moreover, it indicates that the elongations of aging-treatment samples decrease due
to the inverted relationship between strength and ductility.

Notably, the yield strengths of the Al-Si-Mg-xCu alloys markedly improve after aging
treatment. The improvement in yield strength can be attributed to the nano-precipitates
of the B”, Q/, and 0’ phases. The contribution of the precipitates to yield strength can be
calculated by the Ashby-Orowan equation [13]:

0.84MGb r

= In-, 1
0 2n(1—v)2A b @

where M is the Taylor factor, M = 3.1, G and b were the shear modulus (2.65 x 1010 N/m?2)
and the Burgers vector of dislocations in the Al matrix (2.84 x 10719 m), and v is the
Poisson’s ratio for Al (0.33). The interspacing of the precipitates A depends on the radius r
and volume fraction Vy of the precipitates, as follows:

27 :
/\27'(32;]() ’ (2)

Volume fraction (V) of precipitates:
Vi =nlAgs, ®)

where 7 is the number density of precipitates, [ is the average length of dispersoids, and A
is the average area of the cross-section of precipitates. According to Equations (2)—(4), the
increase of yield strength caused by precipitates is calculated, which is listed in Table 4.

Table 4. Differences in the yield strength of the samples between quenching and aging and the
contribution to yield strength from precipitates calculated by the Orowan mechanism.

Improvement in Yield Precipitates
Al Yield Strength Yield Strength after Sfren th (MPa) (b Contribution to Yield
oy after Quenching (MPa) Aging (MPa) 8th | y Strength (MPa) (by
Experiment) .

Orowan Mechanism)
Al 161 £4.2 264 + 4.6 103 119.5
A2 194 £ 44 299 +£3.5 105 125.0
A3 201 £3.3 321 £4.1 120 128.1
A4 221 £4.5 351 £49 130 135.8

As can be seen from Table 4, the calculated data agree well with the improved exper-
imental data of yield strength after aging process. However, the measured increase is a
little bit lower than the calculated increase in yield strength contributed by the precipitates.
This difference can be explained by the decrease of solute strengthening, since the solute
concentration in solid solution decreases during aging process [13,21,22].

According to the Orowan bypass mechanism, the yield strength increment (Acs) shows
the relationship with the f and r (Equation (4)), where « is a constant for the material, f
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is the second-phase particle (aging precipitates) volume percentage, and r is the average
radius of the second phase particle (aging precipitates) [13,22]:

Ao cxoc‘fl/z-r_1 4)

This relationship was used to analyze variation tendency of yield strength increment
with the precipitate size, as shown in Figure 13. It indicates that the increasing effect of
the aging precipitates on the yield strength is proportional to f1/2.r~1. Therefore, the
increment of the yield strength is increased with the increase of f 172 p=1in Figure 13, which
is consistent with the Orowan mechanism.
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Figure 13. The variation tendency of yield strength increments with the f1/2.r~1,

Figure 14 shows the fracture surfaces of the alloys after T6 treatment. The casting
defect does not be observed in the fracture surfaces. The fracture surfaces of the four
alloys are occupied by dimples formed by spheroidizing and dispersive Si particles. These
dispersive Si particles can result in the fine and homogeneous dimples during one-axis
loading process, which is important for high ductility of Al-S5i-Mg-Cu cast alloy. In the
loading-bearing process, most granular Si particles were pulled out in dimples, and dimples
formed in the Al matrix, represented by the yellow arrows in Figure 14. Moreover, the
fracture surfaces in T6-treated samples do not show the residual Cu- and Fe-containing
phases, avoiding adverse effect on the ductility by coarse intermetallic. Therefore, the
elongations of aging-treated samples are higher than 8%, which can meet the engineering
application requirements of Al-Si-Cu-Mg casting alloy.

45



Metals 2023, 13,98

Figure 14. Fracture surfaces of the alloys after T6 treatment: (a) A1, (b) A2, (c) A3, (d) A4.

4. Conclusions

The microstructures and mechanical properties of Al-95Si-0.5Mg alloys with Cu addi-
tion were investigated. The following conclusions are drawn from this study.

(1)  With the Cu level increasing and Cu/Mg ratio changing, the mechanical properties
including yield and ultimate tensile strengths improve after solution and aging treat-
ments in A1-A4 alloys, the increase of Cu content results in higher solution and aging
strengthen effects and affects the aging precipitates. The aging-treated Al-9Si-0.5Mg-
2Cu alloy shows a better strength and ductility: yield strength 351 MPa, ultimate
tensile strength 442 Mpa, and elongation 8.4%.

(2)  With the Cu level increasing, the types of main precipitates in the aging-treated
samples changes from the needle-like 3” phase in base alloy to the 3" and granular
Q' phase in the 0.9%Cu alloy. When Cu content further increases to 1.5% and 2.1%,
the types of main precipitates show the Q' phase in the 1.5%Cu alloy, and the Q'
and 0/ phases in the 2.1%Cu alloy. After aging, the increase in Cu level leads to the
increase in the volume fraction, number density, and average cross-sectional area of
the precipitates.
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Abstract: The increasing application of aluminum alloy, in combination with the growth in the
complexity of components, provides new challenges for the numerical modeling of sheet materials.
The material elastic—plasticity constitutive model is the most important factor affecting the accuracy
of finite element simulation. The mixed hardening constitutive model can more accurately represent
the real hardening characteristics of the material plastic deformation process, and the accuracy of
the material property-related parameters in the constitutive model directly affects the accuracy of
finite element simulation. Based on the Hill48 anisotropic yield criterion, combined with the Voce
isotropic hardening model and the Armstrong—Frederic nonlinear kinematic hardening model, a
mixed hardening constitutive model that considers material anisotropy and the Bauschinger effect was
established. Analysis of the tension—compression experiment on the sheet using finite element method.
Using the finite element model, the optimum geometry of the tension—compression experiment
sample was determined. The cyclic deformation stress—strain curve of the 2A11 aluminum alloy sheet
was obtained by a cyclic tensile-compression test, and the material characteristic parameters in the
mixed hardening model were accurately determined. The reliability and accuracy of the established
constitutive model of anisotropic mixed hardening materials were verified by the finite element
simulation and by testing the cyclic tensile-compression problem, the springback problem, and the
sheet in bending, unloading, and reverse bending problems. The tensile-compression experiment is
an effective method to directly and accurately obtain the characteristic parameters of constitutive
model materials.

Keywords: 2A11 aluminum alloy plate; anisotropic; Bauschinger effect; mixed hardening; cyclic
tension—compression experiment

1. Introduction

The use of stamping to form parts is common in various fields, such as metal material
processing, the aerospace industry, the automobile industry, and scientific research [1,2].
The finite element numerical simulation technology is an effective means of shortening the
stamping die design cycle, achieving process optimization, and improving the quality of
stamping parts. In the stamping process with cyclic loading characteristics, the selection
of an elastic—plastic constitutive model and related hardening behavior are of great signif-
icance in predicting the actual forming process [3]. A kinematic hardening model and a
mixed hardening model can accurately represent the true hardening characteristics during
plastic deformation. The accuracy of material characteristic parameters in the constitutive
model directly affects the accuracy of the finite element simulation [4].

The elastic—plastic constitutive model of materials includes three components: yield
criterion, the flow rule, and a hardening model. In simulating stamping and forming,
the commonly used hardening models can be divided into isotropic hardening models,
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kinematic hardening models, and mixed hardening models. In the isotropic hardening
models, the subsequent yield surface B only changes in size and position relative to the
initial yield surface A, as shown in Figure 1a. The typical isotropic hardening models are
the Mises model and the Hill model, which are simple and easy to program. However, they
can only describe the similar changes in the yield surface under a single strain path and
they cannot describe some changes in material properties (such as the Bauschinger effect
and the cross effect) when the strain path changes [5]. In the kinematic hardening models,
the size of the subsequent yield surface remains unchanged only when the position changes,
as shown in Figure 1b. The Ziegler model and the Armstrong-Frederic (A-F) model are
widely used. Ziegler [6] proposed linear kinematic hardening based on the proportional
relationship between the back stress increment and the strain increment. The Armstrong—
Frederic nonlinear kinematic hardening model introduced a dynamic recovery item with
decreasing memory for the deformation path, eliminated the defects of linear kinematic
hardening, and better described the Bauschinger effect, which is the research foundation
for the nonlinear kinematic hardening model [7]. The kinematic hardening model avoids
the isotropic hardening model’s drawback of being unable to describe the Bauschinger
effect, but it cannot describe the expansion of the yield surface during deformation [8,9].

Subsequent
yield surface

The isotropic hardening The kinematic hardening The mixed hardening
(a) (b) (¢)
0, 0,
Loading point | A
Subsequent
yield surface Oy
g
O'| 0 J 83

Initial yield surface
Loading point 2

The kinematic hardening (center movement of yield surface
and corresponding uniaxial stress-strain curve)
(d)

Figure 1. Schematic diagram of yield surface variation in the classic hardening theories: (a) isotropic
hardening model; (b) kinematic hardening model; (¢) combined hardening model; (d) kinematic
hardening (center movement of yield surface and corresponding uniaxial stress—strain curve).

The above two hardening models only describe part of the hardening behavior of
materials. In plastic deformation, the yield surface of most materials undergoes both size
and position changes. Therefore, when describing the hardening behavior of actual metal
materials, the above two hardening models are often combined and a mixed hardening
model is used, as shown in Figure 1c. Han [10] and Li Qun et al. [11] established a mixed
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hardening model based on the Voce isotropic hardening model and the A-F kinematic
hardening model, introduced the hardening model into an equivalent drawbead resistance
model, proposed an equivalent drawbead model that considered the Bauschinger effect,
and verified the accuracy of the model via experiments. With the development of ABAQUS
software (version 6.14, Dassault Systemes Simulia Corp., Providence, RI, USA) for finite
element analysis, some parameters related to the material properties required by the
kinematic hardening model and the mixed hardening model can be directly input into the
software without sophisticated secondary development.

ABAQUS (version 6.14, Dassault Systemes Simulia Corp., Providence, RI, USA) pro-
vides linear and nonlinear kinematic hardening models to simulate the cyclic loading of
metals. The linear kinematic model has a constant hardening modulus, which is suitable
for analyzing hardening behavior with an approximately constant hardening rate. The non-
linear kinematic hardening model defines the kinematic hardening part as an incremental
combination of a pure motion term (the linear Ziegler hardening rule) and a relaxation
term (the recall term), so that nonlinearity is introduced to the kinematic hardening part.
At the same time, in ABAQUS/Explicit, the yield stress ratio R;; of the input plate can
be used with the Hill48 yield surface [12]. ABAQUS (version 6.14, Dassault Systemes
Simulia Corp., Providence, RI, USA) provides three methods—assigning parameter input,
assigning semi-cyclic tension-compression experiment data, and assigning sheet cyclic
tension-compression experiment data to define the kinematic hardening part. The kine-
matic hardening material characteristic parameters obtained from the cyclic stress—strain
curve of the sheet can most accurately reflect the hardening behavior of the plate under
cyclic loading. The cyclic sheet tension—compression test is required to obtain the cyclic
sheet tensile-compression stress—strain curve.

The buckling tendency of a thin sheet under compression is very large, and it is
difficult to obtain a large compression strain. In order to obtain the tensile and compressive
properties of a thin sheet under large strain, scholars have proposed various methods to
suppress the buckling of the thin plate in the compression process. Boger et al. [13] used a
solid plate to clamp the two sides of the thin sheet sample and applied normal pressure via
a hydraulic clamping system to constrain the buckling of the thin sheet during compression.
However, the thickness of the thin plate changes during the tensile—compression process,
and there will inevitably be a gap between the chuck of the tensile machine and the anti-
buckling fixture, resulting in excessive test error. Kuwabara et al. [14] designed a device
with two pairs of comb teeth to reduce areas that are not clamped. However, the comb-tooth
area is prone to bending, and the comb-tooth device is expensive. Yoshida [15] designed a
special device to combine multiple samples for the tensile-compression test to overcome
the defect of instability of a single sample. It measured the strain in the test process, but
could not avoid the compression instability under strain. On the basis of a wedge-shaped
unit designed by Cheng et al. [16], Cao et al. [17] designed an anti-buckling wedge fixture
using transparent materials, which could be used to measure the whole optical strain in the
deformation region of the sample by an optical strain-measurement method. Although this
method can obtain tensile-compression strain under a large strain, the sample is prone to
lateral instability. For the compression tests, Kurukuri [18] and Abedini et al. [19] prepared
bonded sheet laminates to overcome any buckling during the tests. Due to the action of the
glue between the plates, the test results had a large error, and the preparation of the sample
was very complicated. In summary, in order to make the cyclic tensile—compression test of
a thin sheet perform smoothly, the following three problems must be solved:

e designing a set of a reasonable thin-plate in-plane normal constraint device of thin
sheets that can not only prevent the instability of the sample, but also minimize
the increase in the axial compressive capacity caused by the friction force of the
normal constraint;

e  determining the best sample geometry that can minimize the effect of in-plane buckling
and improve the accuracy of stress measurement;
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e  selecting a high-precision optical strain-measuring instrument in order to accurately
measure the deformation of the thin sheet sample gauge.

Based on the above research, this paper aimed to establish an A-F nonlinear kinematic
hardening constitutive model according to the Hill48 anisotropic yield criterion. Based
on the Hill48 anisotropic yield criterion, the Voce isotropic hardening model, and the A-F
nonlinear kinematic hardening model, a constitutive model inclusive of anisotropy and
mixed hardening was established. A set of sheet tension-compression buckling-restrained
fixtures was designed, and the shape parameters that affect stress-measurement error and
inhibit in-plane buckling were determined. The optimal shape of the sample used in the
in-plane compression test was determined to accurately obtain the material properties-
related parameters of the kinematic hardening model and the mixed hardening model.
ABAQUES (version 6.14, Dassault Systemes Simulia Corp., Providence, RI, USA) finite
element software was used to analyze the applicability of the constitutive model for the
cyclic tensile-compression problem of the sheets and the problem of the plate after bending,
unloading, and reverse bending. The accuracy and reliability of the constitutive model
were verified by experiments. This provides a reliable research method for studying the
deformation behavior of sheet metal under complex loading conditions with cyclic loading
characteristics.

2. Description of the Constitutive Model
2.1. Establishment and Parameter Determination of the Nonlinear Kinematic Hardening
Constitutive Model

Most of the sheets used in stamping had anisotropy and a high material hardening
rate, so the Mises yield criterion and the isotropic hardening model could not truly reflect
the plastic behavior of the sheets during deformation. The Hill48 yield criterion considers
the anisotropic characteristics of the material and considers that the contribution of stress
in each direction of the sheet to the plastic yield is different, which information can be used
for the plastic description of the sheet-forming process.

Assuming that the thickness anisotropy index r is constant during the plastic deforma-
tion process, if the sheet metal conforms to the flow rule of the total strain theory, then the r
value can be obtained by measuring the strains in the width direction (ey) and thickness
direction (g;) using a single tensile test. Specifically, the r value is expressed as follows:

Ew
r= ?t 1)
The expressions for the ratio of six anisotropic yield stresses [12]—R11, Rp2, R33, R12, Ri3
and Rpz—can be derived by combining the Hill48 anisotropic yield conditions.

For the anisotropic behavior and the Bauschinger effect exhibited by the material
during plastic deformation, the kinematic hardening model provides a simple explanation
that the yield surface of the material only moves as a rigid body and does not rotate in the
stress space during deformation, and the back stress represents the center of the plastic
yield surface in the stress space.

The yield surface function of kinematic hardening materials is generally expressed as
follows:

qD:F((Ti]'—Déij)—O'y:O (2)

where 0y is the initial yield stress and ;; is the back stress.

The back stress represents the movement of the center of the yield surface in the stress
space, which plays a crucial role in the kinematic hardening model and in yield surface
evolution. Its value is related to the material hardening characteristics and deformation
history. As shown in Figure 1d, the material is subjected to unidirectional elastic—plastic
loading along the direction of 0, and the stress increases from ¢, = 0 to 02 = ¢y. During
the loading process, when the deformation state of the material changes from elastic
deformation to plastic deformation, the center of the yield surface begins to move. When
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the stress in the o direction is loaded to loading point 1, unloading and reverse loading are
implemented to deform the material and the material stress reaches the loading point 2 to
produce reverse plastic yield. It is clear from Figure 1d that the yield stress of the material
under reverse loading is smaller than the initial yield stress oy.

The A-F nonlinear kinematic hardening model has been extensively utilized to study
the cyclic plastic behavior of materials. This model contains a linear hardening term and a
dynamic restoration term. The evolution equation can be expressed as follows:

daj; = ngef’. — ywjjde” (3)
3 ]

where C and 1y are material parameters; a;; is the back stress component; def} is the increment

in the plastic strain; dé” is the equivalent plastic strain increment [11]; and d&” = |/ —i.

When the material is subjected to uniaxial tensile loading, de” = deP. Therefore, it can
be determined that

2
doay = ngs’; — 'yvclde’f 4)
The above equation can be simplified as follows:

d
ZL = de? ()
gc - rx

Integrating the above first-order differential equation, we obtain

2C 2C\ _o(ef_gt
m= 3o (s =35 )etdd ©)
where pc(l) is the initial value of the back stress and 8’17 o is the initial value of the plastic strain.

The initial conditions are ”‘(1) = 8'17 o = 0. Using these initial values, the back stress

equation can be obtained as follows:

a = g% (1-e) @)

According to the above equation, the parameters C and 7 can be determined by
the nonlinear fitting of the experimentally acquired plastic strain data and the real stress
obtained from the uniaxial tensile test of the sheet sample. The six anisotropic parameters
(R11, R22, R33, R12, Ry3, and Rp3) and the kinematic hardening parameters (C and ) were
input into the ABAQUS (version 6.14, Dassault Systemes Simulia Corp., Providence, RI,
USA) material model library to obtain the material characteristic parameters related to the
follow-up hardening constitutive model, based on the Hill48 yield criterion.

2.2. Establishment of the Mixed Hardening Constitutive Model

According to the Hill48 anisotropic yield criterion, combined with the Voce isotropic
hardening model and the A-F nonlinear kinematic hardening model, a constitutive model
that considers anisotropy and mixed hardening was established. The isotropic harden-
ing part adopted the Voce nonlinear isotropic hardening criterion, and the equation is
as follows:

T=0y+ Q(l - e*”si’) ®)

where s’lj is the plastic strain, Q and b are the parameters of the isotropic hardening materials,
and o is the initial yield stress.
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Under the uniaxial stress state, combined with the Equation (9), the material flow
stress can be expressed as follows:

(7=UO+Q(lfe’bsll)) +§%(1—e*75§)) 9)

In order to determine the nonlinear relationship between flow stress - and plastic strain
ef , it is necessary to determine the four material characteristic parameters Q, b, C, and 1.
These material characteristic parameters can be obtained by the cyclic tensile-compression
stress—strain curve obtained by the sheet cyclic tensile-compression test.

2.3. Material and Experimental Procedure

The 2A11 aluminum alloy plate with a thickness of 0.6 mm was selected as the research
object. 2A11 aluminum alloy is a hard aluminum alloy that is widely used in the aerospace
industry, the transportation industry, and other fields. The sheet sample was cut with a
line cutting machine, according to the China National Standard “Tensile testing method
for metal materials at room temperature” (GB/T 228-2002). The uniaxial tensile test of the
original sheet was conducted on the InspektTable-100 material universal testing machine
(Huibo, Germany). The standard size of the sheet sample used in the unidirectional
tensile test was 50 mm. Three groups of unidirectional tensile samples were cut along the
directions of 0°, 45°, and 90° with respect to the rolling direction. The strain rate during
the tensile test was 0.0013/s. To obtain the anisotropy coefficient, the axial strain, and the
transverse strain during the deformation process of the sample were recorded by an online
strain-measurement system based on digital image correlation (DIC). The testing machine
and the DIC online strain-measurement system are shown in Figure 2a, and the size of the
uniaxial tensile sample is shown in Figure 2b.

(a) Tensile test device
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Figure 2. Uniaxial tensile test diagram of 2A11 aluminum alloy sheet: (a) test drawing machine
diagram; (b) uniaxial tensile sample.
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The engineering stress—strain curve of the large sample was obtained by the uniaxial
tensile test, and the real stress—strain data were obtained according to the conversion
formula, as shown in Figure 3a. In the uniaxial tensile process of the sample in three
directions, the strains in the width and thickness directions were measured to obtain the r
value, and the results are shown in Figure 3b. According to Equation (9), the initial yield
point in the real stress—strain curve of 2A11 aluminum alloy sheet was taken as the starting
point of the back stress parameter fitting curve for obtaining the relevant parameters. The
parameters of each material model are listed in Tables 1 and 2.

250 ]
a4a True stress-strain curve =
- S : 5
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(a)True stress-strain curve of 2A 11 sheet (b)Anisotropy coefficient of 2A 11 sheet

Figure 3. (a) True stress-strain curve of 2A11 aluminum alloy sheet; (b) anisotropy coefficient of 2A11
aluminum alloy sheet.

Table 1. Simulation of material parameters required.

. Yield Strength Poisson’s Young’s Modulus
Material (MPa) Ratio (GPa) C/MPa Y
2A11 62.16 0.31 68.016 1258 152
Table 2. Ratio of anisotropic yield stress of materials.
Material R11 R22 R33 R12 R13 R23
2A11 1 1.09 0.96 1.05 1 1

3. Cyclic Sheet Tension-Compression Test and Sample Shape Optimization
3.1. Shape Optimization of Cyclic Sheet Tension-Compression Sample

The cyclic tensile-compression test of aluminum bars is relatively easy to perform and
there are corresponding standards to follow [20,21]. However, an aluminum alloy sheet
is prone to instability during compression, and the optimum sample shape to minimize
the stress-measurement error and suppress the in-plane buckling of the sample has not yet
been defined [22]. Therefore, this study used the finite element method (FEM) to identify
the shape parameters that had an effect on the stress-measurement error and the shape
parameters that had an effect on the suppression of in-plane buckling to determine the
optimum shape of the sample for use in the cyclic tension-compression tests.

Figure 4 represents the shape parameters of the sheet tensile-compression sample
evaluated in this study. The width and length of the parallel section are W and L, respec-
tively; the radius of the fillet of the transition section between the parallel section and the
clamping end is R; the width of the clamping end is B and the length of the clamping end
was determined by the clamping head size of the test machine and was set at 30 mm.

When a sheet tensile-compression sample was subjected to in-plane compression,
the deformation within the parallel section was not uniform due to the transition section
constraining the deformation near the ends of the parallel section, resulting in inconsistent
compressive stresses. Therefore, the sample shape had to be optimized to improve the
accuracy of the stress measurement. In addition, in order to retard the onset of in-plane
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buckling and to allow greater compression to be applied, shape parameters that helped
to suppress in-plane buckling had to be defined to optimize the cyclic drawing of the
sheet samples.

F
G
o, =— L
A4 o,
Measurable Immeasurable | Measurable
Adequacy Constitutive
of test relation

Figure 4. Geometrical parameters of the sample for in-plane compression test and schematic illustra-
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tion of the difference between mean stress oy’ and local stress oy .

(G)

In the cyclic sheet tensile-compression test, the average stress oy’ can be found from

the compression force F and the area of the central section of the sample derived from the
(L)

constant volume criterion. However, the local stress oy’ at the center of the sample in
the experiment could not be obtained in the sample and could be extracted in the post-

processing results of the FEM. The smaller the difference between the absolute value of the

local stress 0,((]“) and the mean stress 0)((6) in the central part of the sample, the higher the

accuracy of the stress measurement. Therefore, the FEM was used to analytically determine

the sample shape that minimizes the difference between the local stress 0‘>((L) and the mean
stress cr)((G).

The relative deviation of 0)(<L) from 0)(<G) is given by the following equation:

o0 |

Tn =

D)

a“)] x 100% (10)
X

The smaller the Ty, sample shape, the greater the accuracy of the stress measurement.

The deformation was not uniform in the parallel part of the sample, due to cyclic

tension—compression. To clarify the sample shape parameters that inhibit surface buckling

using the FEM, the width difference W-W; = 0.05 mm between the two ends of the parallel

section was set as the initial unevenness to perform the buckling analysis. Under compres-
L)

sion, the parallel section of the sample will produce shear stress oyy’. The ratio of shear
stress ci';) in the central part of the sample to local stress 0'>(<L) was used to determine the
buckling of the sample. The determination formula of in-plane buckling is as follows:

L
o)

|

Ts =

DI 100% (11)
0y

The smaller the T, the less the possibility of buckling during compression.
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3.2. FEM Model for Sample Shape Optimization

To obtain the optimum sample shape for the cyclic sheet tensile-compression test,
a finite element model for the cyclic sheet tensile-compression test was established, as
shown in Figure 5a. The aspect ratio of the deformation zone to the width of the clamping
end B and the corner radius R of the corner transition zone had a great influence on the
accuracy of the stress measurement and the compression limit, so a variety of dimensional
parameters were set for the FEM analysis, as shown in Figure 5b. The clamping plates on
both sides of the sample deformation zone were always clamped with a clamping force
of 940 N. The clamping plates on both sides of the clamping end were bound together
with the clamping end of the sample. The friction coefficient between the cyclic tension—
compression sample and the clamping plates was set to 0.084. The strain rate during the
cyclic tension-compression test was 0.0013/s. In the finite element model for the cyclic
sheet tensile-compression test, the cyclic sheet tensile-compression sample was set up as
a deformed body and all the remaining components were defined as rigid bodies. The
sample was set up with five integration points in the thickness direction by applying a
four-node curved thin-shell or thick-shell reduction integral, an S4R cell with finite film
strain, and an hourglass control. The element size of the sample was set to 0.5 mm to ensure
that no distortion occurred in the process of compression, so as to obtain accurate stress
calculation results.

& (a)Finite element simulation model b (b)Specimen geometries investigated in this study
> Sample R\ L |Width of sample 7/mm |12.5
:: The : ELenglh of Sample Z/mm |12.5,18.75,25,31.25,37.5
I—» compression W B leed?t\ (aspect ratio A=L/W) |(1.0,1.5,2.0,2.5,3.0)
::dlsplacement E Width of Clamping part 17.530 (B/W=1.42.4)
—» N B/mm .  a
e N “AThe deformation L

Clamping part clamp plate part clamp plate * R /mm 10,15.20 (R/=0.8,1.2,1.6)

Figure 5. (a) Finite element simulation model; (b) sample geometries investigated in this study.

3.3. Sample Shape Optimization Simulation Results
3.3.1. Effect of Sample Deformation Zone Aspect Ratio A and Clamping End Width B

During the compression of the cyclic sheet tensile-compression sample, B/W =14,
R/W=12;B/W=24,R/W =1.2 were set to investigate the effect of the aspect ratio A of the
deformation zone of the sample and the width B of the clamping end. From the simulation
results, as shown in Figure 6a,b, when the width B of the sample clamping end and the
radius R of the fillet area were certain, the stress-measurement accuracy gradually increased
with the increase in the sample deformation zone aspect ratio A. The stress-measurement
accuracy decreased due to the increase in the length of the sample deformation zone and
the influence of the corner area on the measurement accuracy became smaller when the
width of the clamping end B was too large. Buckling was more likely to occur when the
sample deformation zone was too long, as shown in Figure 6¢,d. The wider the sample
clamping end, the more serious the deformation of the rounded area as the transition area,
which exerted more influence on measurement accuracy. From the simulation results and
the above analysis, it can be seen that the longer the deformation zone of the sample, the
higher the accuracy of the stress measurement, but buckling was also more likely to occur;
therefore, the best aspect ratio of the deformation zone of the sample was moderately
chosen as A = 2. The deformation of the fillet area of the sample directly affects the accuracy
of the stress measurement, so it was necessary to investigate the influence of the shape and
size of the fillet area on the accuracy of the stress measurement.
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Figure 6. Effect of aspect ratio A on the variation of Ty and Ts with true strain: (a) B/W = 1.4;
(b)R/W=1.2;(c) B/W=24;(d)R/W=1.2.

During the compression of the cyclic sheet tensile-compression sample, B/W =14,
R/W =1.2; B/W =24, R/W = 1.2 were set to investigate the effect of the aspect ratio A
of the deformation zone of the sample and the width B of the clamping end. From the
simulation results, as shown in Figure 6a,b, when the width B of the sample clamping end
and the radius R of the fillet area were certain, the stress-measurement accuracy gradually
increased with the increase of the sample deformation zone aspect ratio A.

3.3.2. Effect of Fillet Radius R in the Fillet Area of the Sample

Applying B/W = 1.4, A =2, different sizes of fillet radius R were set to analyse the
effect on stress-measurement accuracy and buckling. The simulation results are shown in
Figure 7. An increase in the fillet radius improved the accuracy of stress prediction and it
was less likely that buckling occurred. The reason for this was that the large fillet radius
area weakened the restraint on both ends of the parallel section, so the parallel section
deformed more uniformly and was less likely to buckle.
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Figure 7. Effect of fillet radius R on (a) Tm and (b) 7s.
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3.3.3. Influence of n-Values of the Sample

With sheets of different materials, n-values (the strain hardening exponent in Swift’s
equation) vary widely, and it is known from studies related to buckling formation that
the larger the n-value of the sheet, the less likely it is to buckle [23]. The uniaixal tensile
curve of 2A11 aluminum alloy sheet was fitted and its n value was obtained as 0.3468.
The n-values of 0.2, 0.3468 and 0.5 were set, and the parallel section aspect ratio A = 2 and
B/W = 1.4 were used for FEM analysis. The results are shown in the Figure 8. With the
increase in n-value, the stress-measurement accuracy was higher and the tensile samples
were less likely to buckle during the compression process. In summary, the sheets with
large n-values had a higher stress-measurement accuracy in sheet drawing and in the cyclic
sheet tensile-compression test, due to stable deformation and the sample was less prone to
buckling; the plates with large n-values had better forming performance in stamping and
forming with cyclic loading characteristics.
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Figure 8. (a) Effect of n-values on Tpy,; (b) Effect of n-values on Ts.

Based on the above analysis of the FEM results for the optimization of the cyclic sheet
tensile-compression sample shape, it can be seen that the sample shape with a moderate
aspect ratio of parallel sections and larger radius of fillet was selected for higher accuracy
of stress measurement and less susceptibility to buckling. The final determination of the
shape and size of the cyclic sheet tensile-compression sample is shown in Figure 9b.

3.4. The Cyclic Sheet Tensile-Compression Test

To obtain the cyclic tensile-compression stress—strain curves of the studied sheets, an
anti-buckling fixture was designed, as shown in Figure 9a. The cyclic tensile-compression
test of the studied sheets used the specimen geometry of Figure 9b. The anti-buckling
fixture was made of transparent acrylic sheets on both sides as raw material, and optical
strain-measurement equipment was used to accurately measure the strain change of the
sample. The transparent acrylic sheet did not affect the DIC camera’s shooting, as shown in
Figure 9c. The sheet had a change in thickness during the tensile—compression process, so
the disc spring placed between the bolt and the clamping plate ensured that the clamping
plate was always clamping elastically during the clamping process.

The relative sliding between the tensile-compression sample and the clamping plate
generated friction, and the direction of the friction force was opposite to the direction of the
movement of the tester chuck, making the load measured by the tester large. Assuming that
the friction force was uniformly distributed on the contact surface, the Coulomb friction
formula was applied to calculate the magnitude of the friction force during the test, and
the friction force was removed from the measured test data to eliminate the error caused by
friction on the load measurement. In order to determine the friction coefficient between
the sheet and the clamping plate, the friction coefficient between the 2A11 aluminum alloy
sheet and the acrylic plate was tested using a friction and wear tester produced by the
Center for Tribology (CETR) in the United States The friction coefficient, using transparent
silicone oil as a lubricant, was 0.084. The anti-buckling fixture was used to perform cyclic
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tensile-compression tests on sheet metal on the InspektTable-100 material universal testing
machine, and the strain changes during sample deformation were recorded by the DIC
online strain-measurement system.

The sawtooth chuck Acrylic splint

Hexagon socket bolt

< L=25mm,
; S/
s L YT T — i
+ ~— |
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(b)> schematic plot of tensile compression sample

Testing machine
upper chuck
(movable chuck )

Initial installation
status of the test
device

DIC online strain
measurement
system

Testing machine
lower chuck
(fixed chuck )

(c) cyclic tension and compression test device

Figure 9. Cyclic tensile—compression test: (a) schematic diagram of cyclic tension and compression
test; (b) schematic drawing of used tensile-compression specimen; (c) cyclic tension and compression
test device.

The disc spring gasket was of type A (GB/T1972-2005), with dimensions of outer
diameter @10 mm, inner diameter 5.2 mm, thickness 0.5 mm, initial height 0.75 mm,
and compressible amount 0.25 mm. The disc springs buckled in two groups of the same
specification, each group made up of three stacked disc springs, and the combined buckling
disc spring group was compressed by 0.75 mm, as shown in Figure 10a, while the stiffness
curve of the single group of disc springs was measured by the InspektTable-100 material
universal testing machine (Huibo, Germany). In the cyclic sheet tensil-compression test,
the pre-compression of the disc spring group was 0.3 mm, and the total clamping force
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of the four groups of disc springs varied with the thickness of the sample, as shown in
Figure 10b. The cyclic stress—strain curve for the selected specimen of Figure 9b, after
eliminating the effect of fixture friction, is shown in Figure 10c. Similar data were obtained
by many cyclic tensile—compression tests, and the test results were reliable.
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Figure 10. (a) Stiffness curve of butterfly spring group/mm; (b) tension and compression process
node; (c) cyclic tension and compression stress—strain curve for the selected specimen of Figure 9b.

3.5. Determination of the Mixed Hardening Constitutive Model Parameter

The flow stress and the equivalent plastic strain in the constitutive model were non-
linearly mapped, and there were many parameters. In order to obtain each parameter
of the constitutive model accurately, the solution was based on the cyclic sheet tensile—
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compression stress—strain curve. The material flow stress in the uniaxial stress state in
uniaxial tension for the mixed hardening constitutive model can be expressed as follows:

c=a+Q(1-e") +§%(1fe’”’l’) (12)

When the uniaxial tension reached ¢ = ¢ and the plastic pre-strain was equal to ep
during reverse loading and unloading, the flow stress was calculated as follows:

o= —0y— Q(l - e’b‘Eq) — %% (1 - 877827) (1 -(2- 87750)67(8075?)) (13)

When it is reverse loading to ¢, it is reverse loading again. At this time, the plastic
strain is e, and the flow stress is as follows:

o =09+ Q(l — e*blea) + %% (1 — (2 —(2- e’WD)e7(£H’SD)e7<Ze”75”7€}1}))) (14)

LetA=0p+Q+ %, B = —Q,C =b,and E = v, and through the summary Equations
(12)—(14), it can be obtained that the general stress-strain equation in the process of the
uniaxial cyclic tension-compression loading process is as follows:

o= A+ BeCel + De Bt (15)

where, A, B, C, and E are material constants that can be obtained by fitting the cyclic
tensile-compression stress—strain curve derived from the cyclic sheet tensile-compression
test, and D is a constant related to the direction of the pre-strain, with a plus sign for the
forward direction and a minus sign for the reverse direction.

According to the cyclic tensile—-compression stress—strain curves derived from the
cyclic tensile-compression tests, four material characteristic parameters—Q, b, C, and y—in
the mixed hardening model can be obtained by fitting. The goodness of fit R> was 0.99 and
the fitting accuracy was high. Q and b are the parameters related to isotropic hardening; C
and v are the parameters related to kinematic hardening, as shown in Table 3.

Table 3. Parameters obtained in the combined hardening model.

Material Yield Strength (MPa) Q/MPa B C/MPa b R?
2A11 62.16 65.5 37 1453 168 0.99

4. Reliability Analysis of the Constitutive Model
4.1. The Application of the Constitutive Model in the Cyclic Sheet Tensile—Compression Problem

The material characteristic parameters of the A-F nonlinear kinematic hardening
constitutive model, based on the Hill48 anisotropic yield criterion, and the material char-
acteristic parameters of the mixed hardening constitutive model, based on the Hill48
anisotropic yield criterion, the Voce isotropic hardening model, and A-F nonlinear kine-
matic hardening model, were input into the cyclic sheet tensile-compression simulation
model. The simulation results of the two constitutive models were compared with the
experimental results, as shown in Figure 11.

In the initial tensile stage, the simulated results of the two constitutive models were in
general agreement with the experimental results. When the sheet was subjected to tensile
deformation unloading, and reverse compression, the simulated results deviated from
the experimental results, with an average deviation of 7.4% for the simulated results of
the kinematic hardening model and 2.1% for the simulated results of mixed hardening
model. When the sheet was stretched again, the average deviation of the simulated results
of mixed hardening model was 1.3%, while the average deviation of the simulated results
of kinematic hardening model was 11.7%.
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Figure 11. Fitting and calibration of constitutive elastic—plastic material model parameters and

comparison of simulation and experimental results.

4.2. The Application of the Constitutive Model in the Continuous Bending Problem

The kinematic hardening model and the mixed hardening constitutive model were
applied to the simulation of continuous bending, straightening, and reverse bending
deformation. The FEM model was established for simulation analysis, as shown in Figure 12.
The continuous bending model structural parameters were as follows: the transitions
rounding of the upper and lower die were 7.34 mm and 8 mm, respectively; the radii of the
semicircular rounding of the upper and lower die were 8.66 mm and 8 mm, respectively;
the 2A1laluminum alloy sheet with a thickness of 0.6 mm was chosen as the object of
study, and the sheet’s length, width, and thickness were 100 mm, 10 mm, and 0.6 mm,
respectively. After the upper and lower die closed the die, a gap of 0.06 mm was retained.
A 4-node reduced integration S4R unit was used to divide the sheet, and five integration
points were set in the sheet thickness direction. In order to ensure the smooth progress
of the continuous bending test, no fracture occurred in the sample, Coulomb friction was
used between the contact surface of the upper and lower die and the sheet, and the friction
factor was set to 0.096. The front end of the sheet was bound to the pulling plate and the

displacement constraint was used.

]
_Initial state-of sample
— =

Tensile compression R=8mm

Lower die
sample

100mm

The thickness of the shell:0.6mm

Figure 12. Finite element simulation model.

The material characteristic parameters of the A-F nonlinear kinematic hardening
constitutive model, based on the Hill48 anisotropic yield criterion, and the material char-
acteristic parameters of the mixed hardening constitutive model, based on the Hill48
anisotropic yield criterion, the Voce isotropic hardening model, and the A-F nonlinear
kinematic hardening model, were input into the sheet continuous-bending model and
compared with the sheet continuous-bending test for analysis.
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The continuous-bending test die of the sheet is shown in Figure 13. Figure 13a,b show
the upper and lower die of the continuous bending test die, respectively, and the size is
the same as the size of the die in the simulation model. The upper and lower dies were
fixed by bolts, and the upper chuck of the InspektTable-100 material universal testing
machine clamped the clamping end of the upper die, and the lower chuck of the universal
testing machine clamped the lower end of the continuous bending sample, as shown in
Figure 13c. In the continuous-bending test, the specimen was easy to break because of the
large bending deformation. In order to ensure the smooth progress of continuous-bending
test without fracturing the sample, an oil-based molybdenum disulfide lubrication was
applied between the continuous-bending sample and the mold, and the friction coefficient
was 0.096. During the test, the upper chuck was fixed and the lower chuck was moved
down at a constant speed of 50 mm/min. The state of the continuously bent sample after
the die assembly and after experiencing continuous bending is shown in Figure 13d.

. The deformed sample

Continuous bending Sample

Figure 13. (a) Upper die; (b) Lower die; (c) Continuous bending test die; (d) Continuous bending
Sample.

Figure 14 shows the results of the comparison between the lower chuck tension during
the continuous-bending test and the pulling plate tension in the simulation results. The
computational error of the mixed hardening model is smaller than that of the kinematic
hardening model and is closer to the test value. The wall thickness distribution of the
sample after continuous bending was measured with a micrometer and compared with
the simulation results of the two constitutive models in the same state. The wall-thickness
distribution of the samples in the simulation results of the kinematic hardening model and
the mixed hardening model was consistent with the trend of the experimental results, and
the simulation results of the mixed hardening model were closer to the experimental results,
with little deviation. It was demonstrated that the material characteristic parameters of the
mixed hardening constitutive model, based on the Hill48 anisotropic yield criterion, the
Voce isotropic hardening model, and the A-F nonlinear kinematic hardening model, can be
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used to study the continuous-bending deformation behavior of the sheet under a complex
loading condition, and its calculation results are reliable.

Error(%)
Simulation results Simulation results of Results of
of kinematic mixed hardening experimental The Kinematic The mixed
hardening model model hardening model hardening model
Tensile force F/kN 5416 5.842 5.768 6.1 13

—=&— Results of experimental /
——&— The kinematic hardening model 4
- The mixed hardening model

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
node
Results of experimental //mm 0.598 0.598]0.592 |0.581]0.568|0.561]0.549]0.534(0.5230.544 10.561 {0.562 10.564] 0.564 [0.564

The kinematic hardening model #/mm|0.5980.597|0.597 |0.583]0.573| 0.566| 0.557| 0.545]0.539]0.551]0.567]0.5690.572| 0.572|0.572

The mixed hardening model #mm [0.5990.599]0.591 |0.579]0.565(0.559(0.548]0.531{0.519{0.5410.558]0.561]0.563] 0.563 [0.563

Figure 14. Comparison between FEM results and experimental results.

4.3. Application of Constitutive Model in the Springback Problem

A three-point bending FEM model was created, as shown in Figure 15, to test the
correctness of the two constitutive models used to simulate the springback issue. The
three-point bending test model’s indenter diameter was 20 mm, the support point diameter
was 30 mm, the distance between the two support points was 100 mm, and the three-
point bending sample’s length, width, and thickness were 120 mm, 20 mm, and 0.6 mm,
respectively. The sheet material was divided into five integration points in the direction of
the sheet thickness using a 4-node reduced integration S4R cell. Coulomb friction was used
between the contact surfaces, and the friction factor was set to 0.1. Two support points
were fixed, and the indenter was constrained by displacement. The material characteristic
parameters of the A-F nonlinear kinematic hardening constitutive model, based on the
Hill48 anisotropic yield criterion, and the material characteristic parameters of the mixed
hardening constitutive model, based on the Hill48 anisotropic yield criterion, the Voce
isotropic hardening model, and the A-F nonlinear kinematic hardening model, were input
into the sheet three-point bending model and compared with the three-point bending test
for analysis.

In sheet metal forming, the prediction of springback is important to show the desired
final geometrical quality of the parts. Figure 15 presents the final result after springback
was obtained from the kinematic hardening model, the mixed hardening model, and the
experimental results. The results of the mixed hardening model matched the experimental
data with superior accuracy than the results of the kinematic model, according on com-
parisons of the final shapes after the anticipated springback.. This proved that the mixed
hardening model implemented in ABAQUS (version 6.14, Dassault Systemes Simulia Corp.,
Providence, RI, USA) can be applied for an accurate prediction of springback in complex
industrial sheet metal forming operations.
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Three point

bending
specimen )
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Figure 15. Comparison of the FEM results and the experimental results.

5. Conclusions

(1) The FEM analysis of the in-plane compression sample quantitatively specified
the shape parameters that minimize the measurement error of compressive stress and
help to suppress in-plane buckling. A transparent anti-buckling fixture was designed to
accurately measure the strain variation of the cyclic tensile-compression sample using
optical strain-measurement equipment.

(2) An anisotropic mixed hardening constitutive model based on the Hill48 anisotropic
yield criterion, the Voce isotropic hardening model, and the A-F nonlinear kinematic
hardening model was established. The cyclic deformation stress—strain curves of 2A11
aluminum alloy sheet were obtained by cyclic sheet tensile-compression tests, and the
material characteristic parameters in the mixed hardening model were accurately deter-
mined. The obtained material characteristic parameters were directly input into the Abaqus
simulation software, eliminating the need for tedious secondary development.

(3) The reliability and accuracy of the established constitutive model for anisotropic
mixed hardening materials were verified through finite element simulations and tests of
the aluminum alloy sheet cyclic tension-compression problem, the springback problem,
and the sheet in bending, unloading, and reverse bending problems. It provided a reliable
research tool for predicting the deformation behavior of the sheet under complex loading
conditions with cyclic loading characteristics.
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Abstract: Surface defects, which often occur during the production of aluminum profiles, can directly
affect the quality of aluminum profiles, and should be monitored in real time. This paper proposes
an effective, lightweight detection method for aluminum profiles to realize real-time surface defect
detection with ensured detection accuracy. Based on the YOLOv5s framework, a lightweight network
model is designed by adding the attention mechanism and depth-separable convolution for the
detection of aluminum. The lightweight network model improves the limitations of the YOLOv5s
framework regarding to its detection accuracy and detection speed. The backbone network GCANet
is built based on the Ghost module, in which the Attention mechanism module is embedded in
the AC3Ghost module. A compression of the backbone network is achieved, and more channel
information is focused on. The model size is further reduced by compressing the Neck network
using a deep separable convolution. The experimental results show that, compared to YOLOv5s,
the proposed method improves the mAP by 1.76%, reduces the model size by 52.08%, and increases
the detection speed by a factor of two. Furthermore, the detection speed can reach 17.4 FPS on
Nvidia Jeston Nano’s edge test, which achieves real-time detection. It also provides the possibility of
embedding devices for real-time industrial inspection.

Keywords: real-time detection; lightweight network structure; YOLOVS5s; attention mechanism;
edge computing

1. Introduction

Due to their excellent thermal conductivity and moisture resistance, aluminum profiles
have become an important primary material for buildings, vehicles, ships, houses, and
other fields. With the rapid development of related industries, the demand for high-
quality aluminum profiles is also increasing. Surface defects on aluminum profiles directly
affect the quality of products. Therefore, it is significant to detect those defects during
their production.

It is difficult to use traditional manual visual inspection to ensure the accuracy of
inspection results and inspection efficiency because manual processes can produce a series
of problems, such as inefficiency and human physiological fatigue [1]. Some scholars
have applied machine learning methods for industrial defect recognition to solve those
problems. Yu et al. [2] utilized SVM (support vector machine) to classify wood surface
defects. The recognition accuracy of the back propagation neural network model proposed
by the authors was 92.7% and 92.0% in the training and test sets, respectively. Hu et al. [3]
proposed an algorithm based on ellipse fitting with distance thresholding to detect crater
defects on steel shell surface. Elliptical fitting of the extracted inner circle curve was
performed, and thus there was high accuracy and detection efficiency for crater defects.
You et al. [4] identified crack defects of 0.15 mm using the C-scanning method. This
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approach can only identify crack defects and has its limitations. K et al. [5] realized the
detection of internal defects in carbon-fiber-reinforced plastics and glass-fiber-reinforced
plastics using recurrence methods and C-scans. Chen et al. [6] presented smooth filtering
to detect steel plate surface defects. Wang et al. [7] use SUSAN operator to detect the edges
of the foil image and obtain the threshold aluminum foil image to determine the effective
area of the foil in the image. The localization and identification of defects on the surface
of aluminum foil were achieved. Although the abovementioned works have achieved
some good results in surface defect detection, there are still some limitations, such as poor
robustness and weak adaptability.

With the convolutional neural networks (CNNSs) proposed, deep learning, which over-
comes the limitations of machine learning methods, has been widely used for surface defect
detection [8]. Deep-learning-based target detection algorithms are mainly divided into
two categories. One is a two-stage classification, and the representative algorithms include
R-CNN (regions with CNN features) [9], Fast R-CNN(fast region-based CNN) [10], and
Faster R-CNN [11]. These algorithms are applied to the creation and the classification of
candidate boxes. The other is single-stage classification, and the representative algorithms
include SSD (Single Shot MultiBox Detector) [12], YOLO (You Only Look Once) [13-16],
CenterNet [17], and Retinanet [18]. These algorithms generate class probability values and
coordinates of the position of the target object during the creation of a candidate frame.
The final detection result can be obtained directly after detecting the target. Fu et al. [19]
proposed an end-to-end model based on SqueezeNet to achieve steel strip detection under
inhomogeneous illumination with a detection speed of more than 100 fps. However, a
dataset with insignificant difference in defect target size was used. Li et al. [20] have
improved the network structure of YOLO and achieved an accurate detection of steel strips
with 95.86% mAP for defects. Yang et al. [21] have realized the detection of surface defects
in automotive pipe joints based on wavelet decomposition and convolutional neural net-
works. Amin et al. [22] fulfilled the detection of surface defects in steel based on U-NET [23].
Defects can be detected quickly, but the detection accuracy is only 0.731. Zhang et al. [24]
proposed the MRSDI-CNN algorithm, which combined SSD with YOLOv3 for the recog-
nition of surface defects on steel rails. The detection speed was improved to a certain
extent, but the real-time detection is not realized on embedded devices. Chen et al. [25]
have fulfilled the recognition of steel rail surface defects based on Faster R-CNN with 97.8%
mAP of blemishes. However, it is not real-time to detection of surface defects. Y et al. [26]
implemented the defect depth detection of 3D woven composites using Fully Convolu-
tional Neural Network and recurrence methods. Zhou et al. [27] implemented microtubule
defect detection on wafer surface by embedding DA attention module in YOLOVS5. The
algorithm model has good detection capability on small target defects; however, it is large
in size and cannot achieve real-time detection. A CNN-based detection algorithm can
be accurate regarding aluminum surface defects, but the detection speed cannot meet
industrial inspection needs.

With the development of lightweight network technology, many scholars have realized
the real-time detection of surface defects of aluminum profiles by adding a lightweight
network to the detection algorithm. Ma et al. [28] implemented the detection of surface
defects on aluminum strips by embedding a Ghost module with union attention mechanism
in YOLOvV4 network. The method achieved an mAP value of 94.68%, a model volume
reduction of 80.41%, a threefold increase in detection speed, and better performance than
the YOLOv4 model. However, the model size of the algorithm is 48.5 MB and the detection
speed is 20.749 {/s, so there is still room for improvement. Wang et al. [29] proposed an
improved MS-YOLOvV5 model based on the YOLOVS5 algorithm. A multi-stream network
was present as the first detection head of the algorithm, and the Neck layer was optimized.
The model recognition ability and model localization extraction at different sizes were
improved. However, the mAP of the model is 87.4%, which cannot meet the needs of
industrial inspection. Yang et al. [30] achieved accurate identification of dirty spots by
embedding FPN structures in Faster R-CNN to improve the model’s ability to extract feature
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information about defects. There were strong limitations for the algorithm. It was used to
only identify defects within a single category under specific conditions, and is not suitable
for surface defect detection of aluminum profiles in industrial manufacturing processes.
Li et al. [31] implemented the detection of 10 kinds of aluminum profile surface defects
based on migration learning, and the classification accuracy reached 98.47%. However,
the speed of detection was not mentioned. Wu et al. [32] proposed a defect detection
model based on YOLO X, which replaced the original CSP-DarkNet with CSP-ResNeXt
and integrated an attention mechanism. The algorithm achieved 90.69% mAP with a
detection speed of 33.6 FPS. Although the above work has achieved some good results in
the detection of aluminum surface defects, the detection speed and detection accuracy still
need to be further improved.

Deep-learning-based defect detection algorithms can achieve high accuracy rates for
specific datasets. As the size of defects on the surface of aluminum profiles varies greatly,
those methods fail to achieve good results, and real-time detection is difficult to implement
in embedded devices. Therefore, this study designs a novel lightweight network based on
the YOLOv5s algorithm to realize a real-time defect detection of aluminum profile surfaces
on an embedded system with promising detection accuracy. Depth-separable convolution
and Ghostconv are used to compress the lightweight network model, and an attention
mechanism is embedded in the backbone network to increase the attention of the network
to channel information. As a result, the detection accuracy of the algorithm is improved.
The proposed algorithm of the novel lightweight network can reach an accurate real-time
detection on embedded devices in this study. Specific innovation points are as follows:

(1) Alightweight model based on YOLOVS5s is proposed. Compared with the YOLOv5s
algorithm, the proposed model greatly improves the speed and accuracy, while the
model size is greatly reduced to facilitate the deployment of edge devices.

(2) GCANet is constructed by combining a Ghost module and attention mechanism,
which significantly improves the model detection speed, reduces memory consump-
tion, and ensures model accuracy. Moreover, the Attention mechanism module is
embedded in the backbone network, which mainly enhances the ability of the back-
bone network to focus on the channel information.

(3) In the neck network of the lightweight model, the regular convolution is replaced by
the depthwise separable convolution, which greatly compresses the model size and
further improves the detection speed.

2. Image Preprocessing and Datasets

Insufficient training samples during the training process can lead to low detection
accuracy, overfitting, and low robustness. The number of images is increased by appropriate
enhancement of the original images to effectively solve the problem of insufficient training
samples [33]. Four typical types of defects on the surface of an aluminum profile are
scuffing, soiling, folds, and pinholes, as shown in Figure 1. For the dataset, the pixel size
of each image is 640 x 480. A pinhole is caused by the formation of tiny pores during
the solidification of aluminum, with an average pixel size of 20 x 20. According to the
definition in the literature [34], a pinhole with less than 1.23% of annotated pixels is a
small object. Dirt is introduced by the contamination of equipment lubricants. Scratches
are caused by relative friction between aluminum and equipment during processing and
production. Folds are caused by unbalanced forces during aluminum processing and
production. Lin et al. [35] have improved the robustness of defect detection using Gaussian
filtering for noise reduction regarding the target. Simonyan et al. [36] processed the images
by random flip, rotate, and crop to effectively expand the dataset. This easily leads to
missed detection and false detection for low-resolution small targets, the presence of few
available features, and high positioning accuracy requirements and aggregation. To enhance
the semantic information of small targets, this paper adopts noise reduction by utilizing
Gaussian low-pass filtering during copy-pasting in specific regions. The pinholes generated
by copy-pasting and Gaussian blur techniques have more effective feature information.
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Following this, the images are expanded by random flip, rotation, and cutout. The cutout
is able to further enhance the localization capability of the model by requiring the model
to identify objects from a local view and adding information about other samples to the
cut region. Color space transformation generally eliminates lighting, luminance and color
differences. These image preprocessing operations increase the number of training datasets
to make them as diverse as possible, which in turn improves the generalization ability and
robustness of the model. The results of the expanded images are shown in Figure 2. After
image enhancement and expansion, the dataset reached 4400 images. Among the dataset,
3600 images are randomly selected for the training set, 400 images for the testing set, and
the remaining 400 images for the validation set.

(©) (d)

Figure 1. The four defects of aluminum profiles: (a) pinhole; (b) dirt; (c) fold; (d) scratch.

Copy-Pasting

Gaussian Blur

Figure 2. Cont.
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random flip,
rotate,etc.

Figure 2. Images were obtained using the expansion technique.

3. Description of Methodology
3.1. Network Architecture

In this study, a lightweight model network structure based on the four basic structural
frameworks of YOLOVS5s is proposed, and consists of Input, GCANet backbone, Neck,
and Prediction. Through the lightweight modules with embedded attention mechanisms,
real-time accurate detection of surface defects on aluminum profiles is achieved.

Figure 3 shows the lightweight model network structure based on YOLOv5s. In the
Input layer, the input image is resized to 640 x 640 x 3, and is input to the GCANet
backbone. The attention mechanism is embedded in the C3Ghost module to improve
ability of the model to focus on channel information and spatial information. Three scale
feature maps, (80 x 80) (40 x 40) (20 x 20), are extracted at different levels. Following this,
based on the DwConv module, the images are inputted to Neck for further compression of
the model. Finally, detection is performed in Prediction.

3.2. GCANet Backbone Structure

The GCANet backbone architecture consists of the CBL module, Ghost module, and
AC3Ghost module. The CBL module consists of Conv, BatchNorm, and Leaky relu. The
ghost module is from GhostNet, proposed by Huawei in 2020. Compared to traditional
convolution, Ghost convolution is divided into two steps, which can effectively reduce the
amount of computation and number of parameters. Firstly, the standard convolution is
used to compute and obtain m feature maps with fewer channel features, then s feature
maps are generated using cheap linear operations. Secondly, the two feature maps are
concatenated to obtain the new output of m - s feature maps. The structure of the Ghost
module is shown in Figure 4. In standard convolution, the number of convolution kernels
is assumed to be 7, the size of the input feature map is /1 - w - ¢, the output feature map is
n-h'-w', and the convolution kernel is k - k. The model floating-point computations for
standard convolution and Ghost convolution are q; and g, respectively.

gp=n-h-w-ck-k (1)
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qzzzvh’-w’-c-k~k+(sfl)~g-h’-w’~d~d )

where ¢ denotes the number of channels of the input image, k-k denotes the size of the
convolution kernel of the standard convolution operation,  and w are the height and width
of the original feature map by Ghost convolution, i’ and w’ denotes the height and width of
the original feature map generated by Ghost convolution, d-d is the size of the convolution
kernel of the linear operation, and s<<c.
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Figure 3. The lightweight model network structure based on YOLOv5s.
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Figure 4. Ghost module structure.

The comparison of the computation of the standard convolution operation and
the Ghost module is shown in (3). A comparison of the parametric quantities of the
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two convolutions is shown in (4). From Equations (3) and (4), it can be seen that when k
and d are equal in size, the number of parameters and the computational effort for feature
extraction of Ghost convolution is about 1/s for that of the standard convolution.

re = n-h'-w'-c-k-k
— ol ek —1)-2.n ' d-
L-h'w'-ckkt(s—1)-2-0-w'-d-d ®)

=S

ck- ~

— ~ S-C
%»ok-k+%»d>d s+c—1

n-c-k-k ~ S
§~c-k~k+(s—1)~g-d~d~s+c—1 -

)

Ye =

3.3. AC3Ghost Structure

Adding attention mechanisms to neural networks can effectively improve the perfor-
mance of network feature extraction. Hu et al. [37] proposed an SE attention mechanism
to establish spatial correlation in feature maps. Hou et al. [38] proposed the CA atten-
tion mechanism to integrate spatial coordinate information into feature maps effectively.
Woo [39] proposed the CBAM attention mechanism to pay attention to channel and spatial
information. To effectively utilize the channel and spatial information, this paper pro-
poses an AC3Ghost module consisting of the CBAM attention mechanism and C3Ghost
module, and the CBAM attention mechanism is embedded in C3Ghost. The structure
of the AC3Ghost module is shown in Figure 5. When the data processed by the Ghost
are input to AC3Ghost, the AC3Ghost module is divided into two branches to process
in parallel, one for hierarchical feature fusion by multiple Ghost Bottleneck stacks and
three 1 x 1 convolution modules, and the other for reducing the number of channels by
only one 1 x 1 convolution module. Following this, feature maps of the two branches are
fused as output feature maps by concat, and the CBAM attention mechanism focuses on
the channel and spatial information. Finally, it passes through a 1 x 1 convolution module.

GhostBottleneck

Figure 5. AC3Ghost module Structure.

3.4. DwConv Module

Depthwise separable convolution (DwConv) was proposed in MobileNet [40] in 2017.
DwConv reduces the number of parameters needed during the convolution calculation
and improves the efficiency of convolution by splitting the standard convolution in the
spatial dimension and channel dimension. As shown in Figure 6, the DwConv module
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Input channel image
MI1*N1*C1

structure is divided into two main processes of Depthwise Convolution and Pointwise
Convolution. One convolution kernel of Depthwise Convolution is responsible for one
channel. One channel is convolved by only one convolution kernel. The process producing
the Pointwise Convolution is very similar to regular convolution. It has a convolution
kernel size of 1 x 1, and is weighted in the direction of the map depth from the previous
step to generate a new feature map. The computational complexity of a regular convolution
Cconp is shown in Equation (5), and the computational complexity of a depth-separable
convolution Cseparapiecony 18 sShown in Equation (6). The ratio of the computational cost
of deep separable convolution to that of standard convolution is shown in Equation (7).
Experiments show [32] that the computation is 8-9 times less than the standard convolution
when the convolution kernel size of DwConv is set to 3 x 3.

CCunv = Dout 1 Dout 2+ Di1 - Dy - Cout Cin (5)

CseparubleConv = Dout 1 Dout 2 - Dkl . DkZ “Cin + Dout 1 Dout 2 - Cout - Cin (6)

CSEP””JWL’ Conv _ Dout 1 Dout 2 - Di1 - Do - Cin + Dout 1 Doutt - Cout Cin (7)
CConv Dout! “Dout 2+ Dkl . Dk2 - Cout - Cin

where Dj,1, Dinp are the input dimensions, Doyt 1, Doyt 2 are the output dimensions, Dy,
Dy, are the convolution kernel size, Ci,, is the number of input channels, and Coyt is the
number of output channels.

Output channel image

Filters*C2 Maps*C2

Filters*C1

Depthwise Convolution | Pointwise Conolution

Figure 6. DwConv module Structure.

4. Experiments and Discussion
4.1. Experimental Environment

All experiments were performed on a CPU with NVIDIA GeForce RTX 3090 24 GB
GPU and Intel i7-12700. The computing software environment was set to python 3.8,
CUDA Version 11.6, and the compiler was PyTorch 1.11. In the network training, this study
took a batch size of 64, a learning rate of 0.001, an epoch of 500, and an SGD momentum
is 0.937.

4.2. Evaluation of Model Performance

Average precision (AP) indicates the accuracy of categories. The mAP is the average of
AP, representing the averaged accuracy of all categories. mAP@0.5 indicates the mAP with
an IOU greater than 0.5, while mAP@0.5:0.95 indicates the mAP with an IOU at [0.5,0.95].
The IOU is shown in Equation (8). Precision measures the exactness of classification, as
shown in Equation (9). AP and mAP are shown in Equations (10) and (11), respectively. In
Equations (8)-(11), boxg; is the ground truth of the defect; box, is the predicted area of the
defect; TP and FP are, respectively, the numbers of true-positive cases and false-positive
cases; and 7 is the number of detection classes. TN and FN are, respectively, the numbers
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of true-negative cases and false-negative cases, and FPS is used to evaluate the detection
speed of the model. In this paper, mAP@0.5, mAP@0.5:0.95, FPS, and model size are chosen
to evaluate the experimental method.

_ }boxgt n boxp‘

IOU( box g, box p) ®)

N |boxgr U box, |
. TP
Precision = m 9)
n o p.
ap = Zizht (10)
n
k :
mAP = 72‘:}(141)1 (11)

4.3. Test Result of Defect Detection

This paper adopts a fivefold cross-validation method to test the algorithm’s accuracy.
The dataset is divided into five groups, four of them are used as training data, and the
remaining one as the test data. Experiments were conducted, with the results shown in
Table 1. The experiments with the best mAP in Table 1 will also be used for the subsequent
comparison experiments. The experiments show that the Precision, Recall and AP@.5 of
the fold reach 99.45, 100, and 99.37, respectively, which has a better performance, because
the folds are distinctive, fixed in shape, and easy to locate. Similarly, the accuracy and
detection rate of this paper’s method for both types of scratches and dirt are very high, and
there are few cases of missed detection. These two defects have distinctive features and
slight shape variations, and are less subject to interference from the background and other
defects. However, for Pinhole, which has fewer pixel points, the algorithm captures and
displays less texture information. In this paper, copy-pasting and Gaussian blur techniques
are used to generate more feature information to meet the model training requirements.
The results showed that the AP of the pinhole reached 82.45%. The various defect detection
visual results of image detection are shown in Figure 7. All four defects can be detected
accurately with a confidence score above 0.8.

Table 1. Test results for four types of defect detection.

Pinhole Scratch Dirt Fold
Precision 83.24 98.86 99.11 99.45
Recall 77.21 99.39 99.22 100.00
AP@0.5:0.95 51.94 79.80 81.10 80.60
AP@0.5 82.45 98.77 98.80 99.37
mAP@0.5:0.95 73.36
mAP@0.5 94.85

4.4. Comparison of the Effect of Different Defect Detection Algorithms

The proposed method in this paper is compared with the following single-stage algo-
rithms: SSD, YOLOv3-tiny, YOLOv4-tiny, YOLOv5-Mobilenetv3, YOLOv5-Shufflenetv2,
and YOLOVS5. The visualization results of the detection results of different algorithms are
shown in Figure 8. The features of mAP@0.5, mAP@0.5:0.95, Model Size, and Detection
Speed are compared, as shown in Table 2. Compared with the other six algorithms, the
proposed algorithm has the best performance in mAP@0.5 and mAP@0.5:0.95 with 94.85
and 73.36. YOLOv5-Mobilenetv3 and YOLOv5-Shufflenetv2 have good detection speed,
but the mAP@0.5 is below 90% and cannot achieve the accurate detection of surface defects
in aluminum profiles. From the analysis of the results, it can be seen that the proposed
method possesses great advantages in the accuracy and real-time detection of surface
defects in aluminum profiles, and the detection speed reaches 136 FPS.
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Figure 7. Visual inspection results for four types of defects.

Table 2. Results of different object detection models.

Algorithm mAP@0.5%  mAP@0.5:0.95% M"g\flle‘Z" SE::ZC&‘;,“S)
SSD 67.86 42.76 91.09 39
YOLOv3-tiny 85.82 65.89 33.19 66
YOLOv4-tiny 89.31 67.86 23.09 86
YOLOVSs 93.09 72,58 14.40 75
YOLOV5-Mobilenetv3 8971 67.78 596 158
YOLOV5-Shufflenetv2 89.65 66.86 330 176
Ours 94.85 7336 7.80 136

4.5. Ablation Study

To understand well the contribution of the improved module to the defect detection ef-
fect, a large number of ablation experiments were performed to further verify the YOLOvb5s.
The results of the ablation study are exhibited in Table 3, where the baseline is the YOLOv5s
after data enhancement is performed.

Table 3. Effects of various design modules on surface image.

Description Model Size (MB) mAP@0.5 (%) Change (%)
YOLOVvV5s 14.40 90.32 -
Baseline 14.40 93.09 +2.77
+GCANet Backbone Network Structure 7.90 93.90 +0.81
+AC3Ghost Structural 8.20 94.96 +1.06
+DwConv Module 7.80 94.84 —0.12
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Figure 8. Visual comparison of the results of the five algorithms on the dataset.

As shown in Table 3, image preprocessing has a good effect on the model’s accuracy.
Image preprocessing can increase the number and diversity of images and enrich the
characteristics of defects. The mAP@0.5 has been increased by 2.77%. Adding a GCANet
Backbone Network Structure on top of the proposed lightweight model can significantly
reduce the model’s size and improve the model’s detection capability, and mAP is increased
by 0.81%, because ghostconv in GCANet network can reduce a lot of redundant information
by linear transformation. Continually adding the AC3Ghost structure after the GCANet
Backbone, the detection accuracy of the model is improved further, and the model mAP is
increased by 1.06%, but the model size is also slightly increased by 0.3 MB. The DwConv
module improves the standard convolution by splitting the correlation between spatial
and channel dimensions, reducing the number of parameters needed for the convolution
calculation and improving the efficiency of the convolution. For DwConv Module, the
model size is reduced by 0.4 MB, and the mAP was slightly dropped from 94.96% to 94.84%,
only decreased by 0.12%. At the end, the overall mAP of the model was increased by
0.94%. These results verify that the proposed network model is effective for detecting
surface defects in aluminum strips, and that the detection accuracy can be ensured while
the model’s size is significantly reduced.

4.6. Edge Testing

To verify the detection of the improved algorithm on the embedded platform, an edge
surface defect-detection system was built, as shown in Figure 9 and Table 4. The system
consists of an LED light source, a CCD image sensor, a 7-inch touch screen, an Nvidia Jeston
Nano, an encoder, a conveyor belt, and two power supplies. The testing sample arrives at
the center of the CCD image sensor via a conveyor belt. The CCD image sensor detects the
sample and displays the results on the Touch screen. The experimental results show that the
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edge surface defect-detection system can achieve real-time detection of surface defects on
aluminum profiles with a detection speed of 17.4 FPS with good robustness. In summary,
the proposed method takes into account both accuracy and real-time operation, and can
achieve good detection results in the detection of defects in the industrial production of
aluminum profiles.

Figure 9. Edge surface defect detection system.

Table 4. Serial number and name of component in detection system.

Number Component Name
1 Conveyor belt
2 Encoder
3 Power supply
4 Nvidia Jeston Nano
5 Touch screen
6 CCD
7 LED light source

5. Conclusions

Surface defects on aluminum profiles directly affect their quality. Advanced inspection
processes and methods can ensure the accuracy of detection results with high-efficiency
detection process. In this paper, a lightweight network model was proposed by adding an
attention mechanism and depth-separable convolution for the detection of surface defects
in an aluminum strip. By combining the ghost module and the attention mechanism, a new
backbone was built. The model size was reduced by 6.2 MB and the mAP was increased
by 4.64%. In the neck network of the lightweight model, the regular convolution was
replaced by the deeply separable convolution. The model size was further compressed to
7.8 MB. Compared with other object detections and lightweight model experiments, the
proposed algorithm has better real-time performance and accuracy than other single-stage
detection algorithms. The detection accuracy mAP@0.5 is 94.85, mAP@0.5:0.95 is 73.36, and
the detection speed is 136.98 FPS. Furthermore, in edge testing, the proposed algorithm
in the present work can achieve real-time detection. Experiments show that it can detect
the surface defects of aluminum profiles in real time with guaranteed high accuracy. In
addition, the algorithm has high scalability and can be extended to other fields such as PCB
surface defects. In the future, this research work will be focused on continuing to improve
pinhole detection accuracy in complex contexts. At the same time, we will continue to
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carry out research efforts on the types of aluminum profile surface defects to achieve the
identification of more defect types.
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Abstract: Friction during contact between metals can be very complex in pulse current-assisted
forming. Based on stamping process characteristics, a reciprocating friction tester was designed to
study the friction characteristics between AA7075 aluminum alloy and P20 steel under different
current densities. Origin software was used to process the experimental data, and a current friction
coefficient model was established for the pulse current densities. The results show that the friction
coefficient of the aluminum alloy sheet decreased with the increase in the pulse current density
(2-10 A/mm?). After that, the friction mechanism was determined by observing microscopic mor-
phology and SEM: some oxide cracked on the friction surface when the current was large. Finally,
finite element simulations with Abaqus software and a cylindrical case validated the constant and
current friction coefficient models. The thickness distribution patterns of the fixed friction coefficient
and the current coefficient model were compared with an actual cylindrical drawing part. The results
indicate that the new current friction model had a better fit than the fixed one. The simulation results
are consistent with the actual verification results. The maximum thinning was at the corner of the
stamping die, which improved the simulation accuracy by 7.31%. This indicates the effectiveness of
the pulse current friction model.

Keywords: AA7075 aluminum alloy; friction; pulse current; friction coefficient; numerical simulation

1. Introduction

With the development of the automotive industry, lightweight materials have gradu-
ally replaced traditional steel and have become one of the hot spots in the development
direction of the automotive industry [1-3]. Among them, aluminum alloy has become
the first choice to replace traditional steel because of its low density, high strength, and
good processing formability. It has received attention for its use in lightweight automo-
biles [4]. Among the different types, 7075 aluminum alloy has the best intensity and is
commonly used in aircraft manufacturing [5]. Although the traditional hot forming tech-
nology can avoid the problems of easy cracking, it has a small drawing limit ratio and
there is considerable rebound of the aluminum alloy at room temperature [6]. Moreover,
the heating time is long, and the heating efficiency is low, which reduces the quality of
the sheet metal forming parts. It is therefore urgent to find a new forming technology
to replace the traditional forming technology [7]. Electro-assisted forming (EAF) [8-10]
improves metal forming performance by applying pulse current-assisted metal forming.
Many studies have shown [11] that deformation resistance and spring back can be reduced
under a pulse current, improving the metal-forming accuracy and quality. Hence, pulse
current-assisted metal-forming technology has gradually become a research focus in recent
years. Lv Z et al. [12] studied the electro-plastic effect of drawing high-strength steel; their
results showed that introducing a pulse current can effectively improve the forming perfor-
mance of high-strength steel and increase its deep drawing depth. The friction between
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sheet metal and stamping mold impacts the forming quality and simulation accuracy in
current-assisted hot stamping technology. Therefore, studying the friction characteristics
under different currents is essential to better apply current-assisted forming technology to
the sheet metal-forming process.

In recent years, some researchers have established friction models from a macroscopic
perspective to study the influence of process parameters on sheet forming. Nie Xin [13]
and Tan Guang et al. [14] of Hunan University measured DP480 high-strength steel con-
sidering the influence of temperature on the friction coefficient and established a variable
friction model, which showed that it could better describe the actual stamping situation.
Wang Peng et al. of the Hunan University of Technology [15] considered the influence
of different interface loads on the friction coefficient between aluminum alloy sheets and
mold steel under boundary lubrication conditions through the pin friction testing machine.
They established a variable friction model under different loads and through experimental
verification and finite element simulation. They found that the error of the variable friction
model was small and verified the effectiveness of the friction mode. Subsequently, Dou
S et al. [16] established a mixed friction model considering the influence of the sliding
velocity and boundary load on the friction coefficient under boundary lubrication con-
ditions, and combined experimental verification with finite element simulation to verify
the effectiveness of the hybrid friction model. X J Li et al. [17] used the anti-problem
optimization method to explore the influence of friction behavior on forming quality. They
tested hot stamping on 7075 aluminum alloy sheets with different lubricants and analyzed
the effects of the force—displacement curve, surface morphology, and thickness distribution.
The results showed that compared to the experimental results, the determined friction
coefficient could accurately predict the force-displacement curve and thickness distribution
of the formed parts under different lubrication conditions. Liu Yong [18], Xu Yupeng [19],
and Li Jiahao [20] of the Wuhan University of Science and Technology conducted a detailed
study on the high-efficiency stamping process of high-strength aluminum alloy, mainly
including the high-temperature rheological behavior of sheets and the high-temperature
friction and lubrication behavior of aluminum alloy and mold steel, and applied it to the
simulation of aluminum alloy sheet hot stamping. They analyzed the rupture mechanism
of aluminum alloy hot stamping forming and provided a basis and reference for the actual
stamping.

In addition, other researchers have begun to explain friction behavior from a micro-
scopic perspective, and friction models have been established based on this. C. Wang
et al. [21] established a micromechanical friction model considering the influence of the
temperature, contact pressure, volumetric strain, and relative sliding velocity on friction
during the forming process, and verified the model by comparing the actual contact area
and experimental results. The results showed that the model could be used for formability
analysis and the prediction of optimal stamping parameters, providing theoretical guidance
for actual stamping. However, C. Wang only established a cold stamping process friction
model based on temperature-dependent micromechanics. Jenny Venem [22] established
a multi-scale friction model considering local contact pressure, temperature, and strain.
They then applied it to hot stamping. The results showed that the model could predict the
friction of the actual stamping process well. Deng Liang et al. [23] proposed a finite ele-
ment model of the friction process at the microscopic scale based on the high-temperature
one-way friction experimental process. They analyzed the actual contact conditions under
the microscopic mechanism. The results showed that undulating the contact surface caused
the friction factor calculated using the finite element model of the friction process to change
within the range of the set friction factor. . Han [24] considered the changes in the tangen-
tial stiffness and friction coefficient caused by the difference in the stress distribution and
established a modified stick—slip friction model. The experimental verification and finite el-
ement simulation showed that the model could describe the friction behavior of the contact
parameters at different stages in the stick-slip process. Its simulation results agreed with
the experimental data, which showed significant improvement in the prediction accuracy
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of the mechanical system’s performance. The authors of [25] investigated the friction and
occlusion properties of 7075 aluminum alloy sheets at different temperatures and found
that the formation of a compaction layer on the wear surface affected the friction behavior.
They established a friction evolution model, which showed that at 25 °C and 150 °C, the
dominant friction mechanism was furrow friction, while at temperatures above 300 °C, the
dominant friction mechanism was sticking. Similarly, the authors of [26], in conjunction
with the hot forming of 7075 aluminum alloys, established a friction mechanism at high
temperatures, loads, and sliding speeds, which were used to explain the friction mechanism
and showed that the wear rate gradually decreased as the load and sliding speed increased.

With the general study of variable friction models, some researchers have begun to
study friction models related to current factors. ZH. C [27] used the pin-disc friction
testing machine and Matlab software to establish a mixed friction model based on friction,
sliding velocity, and average load. They verified the effectiveness of the friction model
by comparing it with the predicted value of the friction model through experimental
verification. Afterwards, the team led by ZH. C [28] conducted experiments to study the
relationship between frictional force and multiple current factors, established a LuGre static
model for frictional force on a bowstring, introduced dynamic parameters to develop a
LuGre dynamic model, and identified the model parameters using the genetic algorithm
combined with simulation. The results demonstrated the superiority of the dynamic model,
which can provide a reference for predicting frictional force and studying frictional wear
performance. On this basis, Ping Yu [29] of Liaoning Technical University considered
the law of change of fluctuating contact force and current with friction, combined this
with the Stribeck friction model, established a modified hybrid friction model of contact
force current, and verified the effectiveness of the friction model through experimental
measurement and model prediction. However, the application of the above models has
mainly been in the field of high-speed bullet trains. Jx Bao et al. [30] established a multi-
scale friction model considering the effect of the current density and size from a microscopic
perspective through a current-assisted compression test. The results showed that the model
could predict the friction coefficient well.

Many researchers have studied the friction characteristics in the hot forming process,
but the friction characteristics under a pulse current are unclear, and there is relatively
little research on related content. In this study, we used AA7075-T6 aluminum alloy as the
research object. We studied the influence of a pulse current on the friction coefficient of
materials under dry friction conditions and established a current friction model. Finally,
through simulation and experimental verification, we verified the effectiveness of the new
friction model by comparing it with the predicted values of the fixed friction coefficient.

2. Materials and Methods
2.1. Experimental Materials

The sheet used for this friction test was an AA7075-T6 aluminum alloy sheet with a
thickness of 0.5 mm, manufactured by Alcoa and marketed by Suzhou Xiehe Metal Co., Ltd.
(Suzhou, China). The chemical composition is shown in Table 1. First, the aluminum alloy
sheet was cut into 900 mm x 30 mm x 0.5 mm using the wire-cutting technique, as shown
in Figure la. In addition, this test used P20 die steel as the friction sub, whose chemical
composition is shown in Table 2. The die steel was heat-treated to a hardness of 50 HRC,
and the structure dimensions are shown in Figure 1b. The samples were then placed in an
ethanol solution, which was used to remove the oil from the surface of the samples. Finally,
the samples were ultrasonically cleaned for 15 min and then sealed for storage.

Table 1. Chemical composition of AA7075 aluminum alloy (mass fraction, %).

Si Ti Cu Mn Mg Cr Zn Fe Al
0.06 0.04 1.56 0.02 2.36 0.19 5.69 0.15 Bal.
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Figure 1. Structural dimensions of aluminum alloy strip and P20 steel pin. (a) 7075 Aluminum alloy
strip. (b) P20 steel pin diagram.

Table 2. Chemical composition of P20 steel material (mass fraction, %).

C Mn Cr Mo S
0.38 1.3 1.85 0.40 0.008

The microscopic structure of the sample surface of the aluminum strip is shown
in Figure 2a. This alloy predominantly comprises Al, Mg, and Zn, along with minor
Fe and Si constituents. Due to the limited solubility of most alloying elements in Al,
the microstructure of the alloy is characterized by a complex distribution of different
particle phases over the x-Al solid solution matrix. The primary particle phases present
in the 7075 alloys are n-MgZny, S-Al,CuMg, T-Al,Zn3Mg,, and T-Al,ZnzMg,. The non-
equilibrium MgZn; phase is the primary strength-reinforcing phase. The complex phase
particles are predominantly oriented along the tensile direction of the sample [31]. The EDS
of this surface indicates that the main components of the original sample are Al, Mg, and
Zn (Figure 2b).
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Figure 2. (a) A microscopic structure of the 7075 sample surface; (b) EDS surface analysis.

2.2. Test Principle

The pulse current friction tester, as shown in Figure 3a, mainly consisted of a fric-
tion test platform, control platform, pulse power loading platform, and data acquisition
platform. The device can perform friction tests under the action of different currents, and
its test schematic is shown in Figure 3b. In order to direct the current supplied by the
external power supply to the friction test, the tester needs to be modified. The conductive
clamps made by the group were installed on both sides of the aluminum alloy sheet, and
the current was passed to the conductive clamps, P20 mold steel, and the sheet in turn to
complete the closed circuit, as shown in Figure 3b.
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Figure 3. Testing machine. (a) Pulse current friction testing machine. (b) Schematic diagram of the
friction testing machine. (c) Detailed parts of the friction test rig.

In addition, to ensure the safety of the test, an alumina ceramic insulation ring was
installed on the drum, a nylon insulation pin was installed on the P20 mold steel, and an
insulation spacer made of polyether ether ketone material was installed between the fixture
and the plate material, thus insulating the conductive parts from the tester, as shown in
Figure 3c.

The friction coefficient test platform included friction measurement components and
vertical and horizontal actuators. The platform ensured insulation between the friction
tester and the sheet material through the alumina ceramic ring, the epoxy resin sheet,
and the nylon compression head. Using the fi