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Mathematical modelling plays a special role in ecology. Although traditional ecology is a largely empirical science, replicated experiments are not often possible because of the high complexity of ecological interactions and the impossibility to reproduce the weather conditions. Moreover, large-scale field experiments (where the consequences are usually not fully known) can be damaging for the ecological communities and costly or even dangerous for humans. Mathematical modelling provides an efficient supplement and sometimes even a substitute to an empirical study; it creates a virtual laboratory where different hypotheses can be tested safely, and at relatively low cost.

Application of mathematics to problems arising in ecology and population dynamics-to which we broadly refer as mathematical ecology-has a long and glorious history. It was mutually beneficial for both of the disciplines involved and there are many examples of that. Prey-predator population cycles are one of the core concepts of contemporary ecological theory, but the route of this idea goes back to the works of Vito Volterra. Food web analysis is a fruitful and fast developing area of ecology, but its progress would hardly be the same without the insights and tools from the mathematical theory of networks. Ecological research on the spatial spread of traits and species was the starting point for the mathematical theory of diffusion-reaction waves, and Alan Turing's study on morphogenesis led to the development of the theory of self-organized pattern formation.

New times have brought new challenges and stimulated further developments in mathematical ecology. This volume of Mathematics presents a carefully selected collection of papers that, taken together, provide a rather comprehensive account of the state of the art in this science. A broad range of problems is addressed. The first two papers [1,2] consider some new aspects of the classical problem of pattern formation. The dynamics of infectious diseases is another old problem where many aspects are still poorly understood; this is addressed [3,4]. Comparisons between different patterns of animal movement are made, [5] and the effect of dispersal and migration on the population dynamics in fragmented habitats are considered [6,7]. Biological invasion of an alien population of "ecosystem engineers" is considered [8], where it is shown how nonlinear feedbacks may lead to a self-organized regime shift resulting in the collapse of the invading population. The structural complexity of ecosystems is revisited in a review paper [9], where the meaning and value of various biodiversity indices is reassessed. The final paper [10] provides a new mathematical insight into a classical problem of genealogy.

We hope that, along with, obviously, shedding new light on several important problems, this volume also brings new questions and hence will stimulate future advances in mathematical ecology.
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#### Abstract

A model for the interactions of the invasive grey squirrel species as asymptomatic carriers of the poxvirus with the native red squirrel is presented and analyzed. Equilibria of the dynamical system are assessed, and their sensitivity in terms of the ecosystem parameters is investigated through numerical simulations. The findings are in line with both field and theoretical research. The results indicate that mainly the reproduction rate of the alien population should be drastically reduced to repel the invasion, and to achieve disease eradication, actions must be performed to reduce the intraspecific transmission rate; also, the native species mortality plays a role: if grey squirrels are controlled, increasing it may help in the red squirrel preservation, while the invaders vanish; on the contrary, decreasing it in favorable situations, the coexistence of the two species may occur. Preservation or restoration of the native red squirrel requires removal of the grey squirrels or keeping them at low values. Wildlife managers should exert a constant effort to achieve a harsh reduction of the grey squirrel growth rate and to protect the remnant red squirrel population.


Keywords: competition; dynamical systems; invasive species; squirrel poxvirus (SQPV); transmissible diseases
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## 1. Introduction

The Eurasian red squirrel (Sciurus vulgaris Linnaeus, 1758) is an arboreal mammal with a large Palearctic range, and in Europe, it is a native and widespread species in most areas, with a few exceptions. It is absent from the southwest of Spain and from the majority of Mediterranean islands, and it occurs only sporadically in the Balkans [1]. The species is known to locally disappear because of the competition with the Eastern grey squirrel (Sciurus carolinensis Gmelin, 1788), which has been introduced from North America into the British Isles, mainly from 1890 onwards [2,3], and in Italy [4], where the species was first reported in 1948. Because of its severe impacts on the red squirrel and on forest biodiversity [5], the grey squirrel was previously reported by the International Union for Conservation of Nature (IUCN) in the list of 100 worst invasive species [6]. More recently, it has been included in the list of invasive alien species of European concern (EU Regulation No. 1143/2014; EU Implementing Regulation No. 1141/2016).

The grey squirrel out-competes the smaller red squirrel in the use of trophic resources. Both species feed on tree seeds, and they largely overlap in their use of habitat [7-9]. The work in [10] suggested
that interspecific competition for scatterhoarded seeds, with grey squirrels pilfering red squirrels' food caches, can play a role in the replacement of red by grey squirrels. In sympatric conditions, when the core area of red squirrel home ranges largely overlaps with grey squirrel ranges, these authors observed a reduction in the daily energy intake by red squirrels. The spring body mass of red squirrels was also negatively correlated with the percentage of interspecific core area overlap. In a high-quality mixed deciduous woodland in Italy, [9] estimated a large tree-species niche overlap (about 70\%), and taking into account both activity and foraging behavior in time and space, there was no evidence of interspecific niche partitioning. Thus, red squirrels seemed unable to avoid competition with grey squirrels. Furthermore, the invasive species often occurs at higher densities than the native one, and it has higher breeding rates. When red squirrels tend to avoid good quality habitats with high grey densities, their demography may be negatively affected, with a decrease in juvenile recruitment [11]. Available data thus suggest that competition between red and grey squirrels for habitat and food is very likely and that it may affect red squirrel population dynamics, finally playing a role in the observed replacement of the red species by the grey squirrel.

In the United Kingdom, the interspecific competition between squirrels is also mediated by a squirrel poxvirus (SQPV), the Chordopoxviridae genus [12,13]. The virus causes exudative erythematous dermatitis [14], characterized by ulcerated and hemorrhagic scabs affecting the skin around the eyes, nose and lips first, then spreading to the ventral thorax, inguinal area and feet $[15,16]$. The disease was unrecorded before the grey squirrel introduction [16]; it was then reported in England since 1930 [2] and later confirmed by electron microscopy in several regions [14,16]. Recently, the virus was also detected in Scotland [17]. Serological evidence supported the theory that the virus was introduced to the U.K. with the grey squirrel [13] and [18] proved that the parapoxvirus can cause a debilitating disease in red squirrels, whilst having no apparent impact on greys. According to the experimental tests of these authors, in red squirrels, the disease effects would include ulceration and infection of the skin lesions, along with lethargy, almost certainly causing mortality in the wild within 10-20 days. Only a few red squirrels could survive the infection [19] or at least they could experience a prolonged disease course, so that ultimately the disease may also be transmitted between red squirrels in the wild [18]. Transmission of the poxviruses differs between genera, being spread either by aerosol, contaminated fomites, direct contact or arthropods [13]. In particular, for the SQPV, current data support a direct transmission mechanism. According to [20], in England and Wales, cases of SQPV disease occurred in red squirrels only in geographic areas with seropositive grey squirrels, and a critical community size of squirrels may be required for disease epidemics in red squirrels to occur. This is also suggested by the delay observed between the establishment of invading grey squirrels in new areas and the cases of the disease in the red squirrels. Grey squirrel must probably reach a threshold density or number before the virus is transmitted to reds. Anyway, no evidence was found that the density or number of both squirrel species was controlling the onset of disease outbreaks, as expected when micro-parasites have a reservoir host, and the even spread of cases of disease across months also suggested that a direct rather than vector-borne transmission route was more likely.

Consistent with the hypothesis of an endemic infection of low pathogenicity in most grey squirrel populations, in several United Kingdom populations [19], it was found that $61 \%$ of grey squirrels appeared to have been exposed to SQPV, whereas only four (about 3\%) of the red squirrels tested had antibodies to parapoxvirus. Out of these four animals, three also had parapoxvirus-associated disease. Overall, these data clearly supported the hypothesis that parapoxvirus spill-over from grey squirrel reservoirs of infection may significantly affect red squirrel populations. As a consequence, in England, the decline of the latter has been attributed not only to direct competition, but it has also been associated with the epidemic outbreaks of the disease [15,21]. Indeed, clinical signs observed in red squirrels by [18] were the same observed on squirrels recovered dead in the wild [16,20-23], and detailed studies demonstrated that the competitive interactions alone could not account for the observed rate and pattern of replacement observed in some areas of the United Kingdom [24,25].

Since this viral disease had such a significant impact on the decline of the red squirrel in the U.K., it is particularly interesting to focus on the epidemiological dynamics of the red-grey squirrel system. In this respect, deterministic approaches such as the one developed by [26] are particularly useful to provide a clear understanding of the interaction mechanisms. Here, in particular, we develop a mathematical model for a three-population system, including grey squirrels and both healthy and infected red squirrels, in order to highlight the potential effects of the SQPV transmission on the long-term population dynamics of the native species. Even though, so far, the virus has been detected only in the United Kingdom, the development of general models is fundamental, and because grey squirrels have been mainly introduced outside North America as pets, multiple releases in the wild have occurred and are still expected. As a consequence, it is not possible to exclude that the virus will appear in new areas in the future. In this respect, our model provides insights into the dynamics of the two-species system, identifying the parameter space allowing for species coexistence and for disease eradication. Management alternatives to achieve red squirrel conservation are also discussed.

In particular, this paper attempts a different approach than other current research in the field [25,27]. While these models include space in the model formulation and tend to be more specific (e.g., [27] for the Anglesey peninsula in U.K.), here we try to concentrate on a more ample view. The main aim is indeed to obtain more general results and to possibly provide an indication of how to approach the invasion problem in different scenarios. Furthermore, in setting up our model, we consider a frequency-dependent term for disease transmission, in epidemiology also known as standard incidence. This assumption is justified in the discussion on the model formulation, but here, we stress that this approach is rather different from previous model setups that have appeared in the grey squirrel invasion literature. In this way, red squirrels can be wiped out also by the epidemics. This remark prompts the field ecologists to perform new investigations, to ascertain actual disease-related extinction, thus absolving one of the tasks of theoretical models, i.e., suggesting the possible appearance of ecological phenomena. Finally, although recent investigations suggest that squirrelpox prevalence may fluctuate in grey populations, thereby implying also a change in the disease transmission, our basic assumption removes the possibility that some of the grey squirrels are virus-free. This may very well not be the case, but apart from the mathematical simplification that ensues from having a three-dimensional system rather than dealing with four differential equations, we are actually looking at the worst possible invasive scenario, in order to preserve the utmost conservative viewpoint. The analysis of a worst scenario is also justified if we consider that, where SQPV has been present, the decline in red squirrel distribution can be 17-25 times faster than in areas where SQPV is known not to be present [28].

## 2. Materials and Methods

### 2.1. The Model

We introduce at first the model using the grey squirrel $G$, healthy red squirrel $R$ and infected red squirrel I populations. All the populations are counted by numbers. As a consequence, essentially all the parameters denoting rates are frequencies, measured in $t^{-1}$. The main point is that the red squirrels are partitioned into two subpopulations, to investigate possibly the epidemic effects on them. The grey squirrels are instead assumed to be immune from the disease, although asymptomatic carriers of the virus. Therefore, interactions between healthy red squirrels and grey squirrels may lead to new cases of the disease and move the red individual to the class of infected.

Note that all squirrels are local creatures. Indeed, they usually establish home ranges whose extension varies as a function of habitat type, (e.g., from 2 to about 30 hectares for red squirrels; [29-31]), and they hardly travel long distances. Dispersal occurs usually once or twice a year, and movements are confined within the range of a few kilometers (e.g., for the grey squirrel, see [32,33]). Basically then, for the interaction terms between populations due to possible competition for resources, we assumed a functional response similar to the classical Holling Type II, thereby modeling the fact that
if a population is large, because these are essentially sedentary animals, only the influence of the closest neighbors will most directly determine the dynamics of an individual of the other population. The disease transmission is assumed to be modeled by a standard incidence function, for the same reasons. Both of these assumptions, as in standard epidemic models, lead to a singularity in the cases respectively that both populations or the disease-affected one vanish. Mathematically, this means that the origin and the case $G=N=0$ must be excluded from the domain of the dynamical system (1). Assuming further that all the parameters are nonnegative, the model reads as follows:

$$
\begin{align*}
\frac{d G}{d t} & =r G\left(1-\frac{G}{E}\right)-\frac{k R G}{G+c(R+I)}  \tag{1}\\
\frac{d R}{d t} & =s R\left(1-\frac{R}{K}\right)-\frac{a R G}{G+c(R+I)}-R \frac{\lambda I+\beta G}{R+I+G} \\
\frac{d I}{d t} & =R \frac{\lambda I+\beta G}{R+I+G}-\mu I
\end{align*}
$$

Note that we can take the initial condition $I(0)=0$ to indicate that initially the disease may very well be absent.

The first equation describes the grey squirrel dynamics, while the remaining two illustrate respectively the healthy and infected red squirrel populations' evolution. For the grey squirrel, logistic growth is assumed, and then, competition only with the healthy red squirrels is taken into account. Indeed, the point is that the disease is highly virulent for the latter, weakens and kills them in just a short time, so that any of their possible interference for sharing resources with the grey squirrels can be easily ruled out. Note that we take the competition term to be a saturating function both in terms of $G$ and $R$ because the squirrels are mainly residing in a fixed place, for which their interactions with possible neighbors are limited. Thus, even if either one of the populations grows at high values, there is a saturation in the contact rate. The direct competition with infected squirrels instead is disregarded because the latter are too weak, but we take them into account in the denominator, because if there is a large number of them, the interactions between the susceptible red squirrels and the grey ones will diminish, as more infected red squirrels will be the neighbors of the grey, and therefore, the competition damage to the grey population will be reduced.

The healthy red squirrels also follow a logistic growth in which, for the very same reasons just outlined, the intraspecific competition is confined only to their healthy similars. Note that the two carrying capacities of the grey and red squirrels are assumed to be different, respectively $E$ and $K$, because in suitable habitats, the grey squirrel can live at higher densities (e.g., 1.45-2.99 individuals /ha, up to 7-10 or even more than 10 ind./ha [34-37]) than the red squirrel, whose densities are usually lower than 1-2 ind./ha [7,27,30,31,38-42]. Furthermore, their net reproductive rates differ, $r$ and $s$, respectively [43]. The competition has the same form as in the first equation because similar considerations as for the grey squirrel competition term hold for this corresponding red squirrel term in this equation. In addition, the red squirrels suffer from the competition of the grey ones, third term of the equation, at a rate $a$ that once more differs from the corresponding one holding for the grey squirrels, $k$, because of the latter having a larger body size and being more efficient in the use of trophic resources [10,44]. Further, we need to consider the disease effects. Note that there are two ways that a susceptible red squirrel can contract the disease. This can occur if it comes in contact with an infected consimilar at rate $\lambda$, which is modeled by the fourth term, or also at rate $\beta$ by the interaction with a grey individual, which is always an asymptomatic carrier, as stated earlier, the last term of the second equation. Rates of viral shedding from infected grey and red squirrels may be different [45], but a transmission rate of 3.27 between and within each species was obtained by matching model and field data on the seroprevalence in the U.K. [27,46]. Note that we take the interspecific transmission term to be in a rational form because the squirrels are mainly residing in a fixed place, for which their interactions with possible neighbors are limited. Thus, even if either one of the populations grows at high values, there is a saturation in the contact rate.

Infected red squirrels are recruited via the two infection mechanisms just described for the healthy red ones and appear as the first two terms of the last equation. In addition, they experience natural plus disease-related mortality at rate $\mu$. In view of their weakness, the fast replication process of the virus in their bodies and high lethality of the disease, no other vital dynamics is possible for this class of individuals. Indeed, pregnancy lasts longer than the disease itself: on average, they indeed respectively last $38-40$ [47] and 10-20 days [18]. Table 1 summarizes the model parameters.

Table 1. A summary of the model parameters and their interpretation.

| Name | Interpretation | Unit |
| :--- | :--- | :--- |
| $r$ | grey squirrels' net growth rate | $t^{-1}$ |
| $E$ | grey squirrels' carrying capacity | pure number |
| $S$ | red squirrels' net growth rate | $t^{-1}$ |
| $k$ | grey squirrels' damage due to interspecific competition | $t^{-1}$ |
| $a$ | red squirrels' damage due to interspecific competition | $t^{-1}$ |
| $K$ | red squirrels' carrying capacity | pure number |
| $\lambda$ | intraspecific disease transmission rate for red squirrels | $t^{-1}$ |
| $\beta$ | interspecific disease transmission rate for red squirrels | $t^{-1}$ |
| $\mu$ | red squirrels' natural plus disease-related mortality | $t^{-1}$ |
| $c$ | competitivity weight among different squirrel species | $t^{-1}$ |

### 2.2. Model Reparametrization

We now reformulate Model (1) in terms of the total red squirrel population $N=R+I$, the disease prevalence $i=I N^{-1}$ among the latter, while keeping the grey squirrels' population unchanged. This transformation is rather common in epidemic [48] and ecoepidemic models [49,50], in spite of the fact that it breaks down when $N=0$, because it allows distinguishing the two different vanishing modes of this population, namely when the disease remains endemic in it, affecting the whole vanishing population, or when some of the red squirrels remain still healthy in the process. Two equilibria arise for the situation in which the local population is eradicated by the successful replacement of the invaders, both corresponding to red squirrels' disappearance in the original Model (1). They are not artificial because they allows us to understand better the role played by the epidemic in the native species disappearance. Thus, they represent a valuable piece of information that, without this transformation, we would not be able to gather. The reformulation leads to the following system:

$$
\begin{align*}
\frac{d G}{d t} & =G\left[r\left(1-\frac{G}{E}\right)-\frac{k N(1-i)}{G+c N}\right]  \tag{2}\\
\frac{d N}{d t} & =N\left[s(1-i)\left(1-\frac{N(1-i)}{K}\right)-\frac{a(1-i) G}{G+c N}-\mu i\right], \\
\frac{d i}{d t} & =(1-i)\left[\frac{\lambda i N+\beta G}{G+N}-\mu i-s i\left(1-\frac{N(1-i)}{K}\right)+\frac{a i G}{G+c N}\right]
\end{align*}
$$

once again initially assuming no disease in the red squirrel population, $i(0)=0$.

### 2.3. Study of the Ecosystem Behavior

Taking into account the described model, we analyze the existence and stability of equilibrium solutions, and we also perform numerical simulations to better investigate the current situation. For the latter, we use a set of reference parameter values:

$$
\begin{equation*}
r=1.2, \quad E=1.25, \quad k=0.61, \quad s=1, \quad K=0.5, \quad a=1.65, \quad \lambda=3.27, \quad \beta=3.27 \tag{3}
\end{equation*}
$$

These values are obtained from the literature, mainly from $[27,51]$. Instead, the natural plus disease-related mortality for the red squirrels and the weight of the two populations are arbitrarily assumed:

$$
\begin{equation*}
\mu=2, \quad c=1 \tag{4}
\end{equation*}
$$

Note that the natural plus disease-related mortality $\mu$ is chosen at a high value in view of the high virulence and lethality of the epidemics, for the red squirrels. In addition, note that the literature $[27,43,51]$ reports that some of them vary in the following suitable ranges:

$$
\begin{equation*}
r \in[1.2,1.3], \quad E \in[0.6,2.5], \quad K \in[0.35,0.65] \tag{5}
\end{equation*}
$$

Thus, we also investigate the sensitivity of the system with respect to some of the ecosystem parameters. In all simulations the initial conditions are chosen as follows, with no initial infectives, as this was the pristine situation before the introduction of the invasive grey population:

$$
G(0)=0.07, \quad G(0)=2.80, \quad G(0)=0
$$

## 3. Results

### 3.1. Equilibria

As noted earlier, the origin $P_{0}$ and the point at which the ecosystem collapses, but with the disease remaining endemic among the red squirrels, $P_{2}=(0,0,1)$, are outside the dynamical system domain. There are only four possible remaining equilibria: the healthy-red-squirrels-only point $P_{1}=(0, K, 0)$, the best possible ecosystem outcome, then an equilibrium in which the red population collapses, but the disease remains endemic, while grey squirrels thrive, for which, however, a pair of points is detected, $P_{3}=(E, 0,1)$ and $P_{4}=\left(E, 0, i_{4}\right)$; the grey-squirrels-free point $P_{5}=\left(0, N_{5}, i_{5}\right)$, which is another desirable ecosystem outcome, implying the invasive grey squirrel extinction, although the disease remains endemic among the red ones, and the coexistence of the three populations $P_{*}=\left(G_{*}, N_{*}, i_{*}\right)$, which would also be less welcome, but still acceptable, as the local individuals would thrive anyway. Note that the pair of points $P_{3}$ and $P_{4}$ denotes two really different situations: although the native squirrel population disappears, in the former case, the disease affects the whole vanishing population, while in the latter, it is still endemic, but part of the red squirrels are still healthy.

### 3.1.1. Feasibility

Specifically, for the red-squirrels-free equilibrium, observe that there are two cases depending on the status of the disease in the population, while the species itself is disappearing. In both, the grey squirrels attain carrying capacity. In the former, $P_{3}$, the totality of red squirrels is infected, while the population declines to zero, while for the second, equilibrium $P_{4}$, for the disease prevalence among the vanishing red squirrels, we find the value:

$$
i_{4}=\frac{\beta}{\mu+s-a}
$$

indicating that if $i_{4}<1$, a fraction of the healthy red squirrels is still present in the vanishing population. This restriction implies:

$$
\begin{equation*}
a<\mu+s \tag{6}
\end{equation*}
$$

for feasibility, while:

$$
\begin{equation*}
a+\beta \leq \mu+s \tag{7}
\end{equation*}
$$

to have really a different outcome than $P_{3}$.

For $P_{5}$, we find:

$$
N_{5}=\frac{K \lambda(s+\mu-\lambda)}{s \mu}, \quad i_{5}=1-\frac{\mu}{\lambda}
$$

Feasibility requires then:

$$
\begin{equation*}
s+\mu \geq \lambda \geq \mu \tag{8}
\end{equation*}
$$

The possible coexistence equilibrium is investigated numerically, both for feasibility as well as for stability.

### 3.1.2. Stability

The Jacobian $J=\left(J_{k \ell}\right)$ has the following entries:

$$
\begin{array}{r}
J_{11}=r\left(1-\frac{2 G}{E}\right)-\frac{c k N^{2}(1-i)}{(G+c N)^{2}}, \quad J_{12}=-\frac{k G^{2}(1-i)}{(G+c N)^{2}}, \quad J_{13}=\frac{k G N}{G+c N}, \quad J_{21}=-\frac{a N(1-i)}{(G+c N)^{2}}, \\
J_{22}=s(1-i)\left(1-\frac{2 N(1-i)}{K}\right)-\frac{a G^{2}(1-i)}{(G+c N)^{2}}-\mu i, \quad J_{23}=-s N\left(1-\frac{2 N(1-i)}{K}\right)+\frac{a G N}{G+c N}-\mu N, \\
J_{31}=(1-i) N\left[\frac{\beta-\lambda i}{(G+N)^{2}}+\frac{a i c}{(G+c N)^{2}}\right], \quad J_{32}=(1-i)\left[\frac{(\lambda i-\beta) G}{(G+N)^{2}}-\frac{i a c G}{(G+c N)^{2}}+\frac{i s}{K}(1-i)\right], \\
J_{33}=i\left[\mu+s\left(1-\frac{N(1-i)}{K}\right)-\frac{a G}{G+c N}\right]-\frac{\lambda N i+\beta G}{G+N}+(1-i)\left[\frac{\lambda N}{G+N}-(\mu+s)+\frac{s N}{K}(1-2 i)+\frac{a G}{G+c N}\right] .
\end{array}
$$

Again, although the points $P_{0}$ and $P_{2}$ are not equilibria, in their neighborhood, the trajectories are repulsed away from them, because the dominant terms are the linear ones, and they depend on the positive reproduction rates $r, s>0$, so that the populations will rebound if reduced to very low terms.

We now evaluate $J$ at each equilibrium, to assess their local stability. $P_{1}$ is conditionally stable; one eigenvalue is $-s<0$, and the remaining ones provide its stability conditions:

$$
\begin{equation*}
\lambda<\mu, \quad c r<k \tag{9}
\end{equation*}
$$

$P_{3}$ has two negative eigenvalues, $-r$ and $-\mu$, while the third one provides the stability condition:

$$
\begin{equation*}
\mu+s<\beta+a \tag{10}
\end{equation*}
$$

There is an obvious transcritical bifurcation between $P_{3}$ and $P_{4}$; compare (7) and (10).
Furthermore, for $P_{4}$, the eigenvalues are explicit, $-r, s-a-\beta$ and $\beta-(\mu+s-a)$, leading to the following stability conditions:

$$
\begin{equation*}
s<a+\beta<\mu+s . \tag{11}
\end{equation*}
$$

At $P_{5}$, again, one eigenvalue is explicit, giving:

$$
\begin{equation*}
c r \lambda<k \mu \tag{12}
\end{equation*}
$$

for stability. Other inequalities come from the Routh-Hurwitz conditions on the remaining minor $\widehat{J}\left(P_{5}\right)$. The trace condition is satisfied, since the diagonal entries are negative in view of the feasibility conditions (8):

$$
J_{22}=(s+\mu-\lambda)\left(\frac{\mu}{\lambda}-2\right)<0, \quad J_{33}=\frac{\mu^{2}}{\lambda^{2}}(\lambda-s-\mu)<0
$$

while the determinant ultimately gives the stability condition:

$$
\begin{equation*}
4 \lambda \mu^{2}+2 s \lambda \mu+2 \lambda^{3}<5 \lambda^{2} \mu+\mu^{3}+s \mu^{2}+s \lambda^{2} \tag{13}
\end{equation*}
$$

Remark 1. The equilibria $P_{1}, P_{3}$ and $P_{4}$ have real eigenvalues, so that no Hopf bifurcation is possible in their neighborhood.

Proposition 1. Taking $\lambda$ as the bifurcation parameter, there exists a Hopf bifurcation at $P_{5}$, for the critical threshold:

$$
\lambda_{\dagger}=s+\mu
$$

Proof. Note that the trace is:

$$
\operatorname{tr}\left(\widehat{J}\left(P_{5}\right)\right)=(s+\mu-\lambda) \phi(\lambda), \quad \phi(\lambda)=\frac{1}{\lambda^{2}}\left(\lambda^{2}-\mu \lambda+\mu^{2}\right)>0, \quad \forall \lambda
$$

Now, for $\lambda_{+}$, the trace vanishes, while for the determinant, we find:

$$
\operatorname{det}\left(\widehat{J}\left(P_{5}\right)\right)=-\left(s+\mu-\lambda_{+}\right)^{2}\left(\frac{\mu}{\lambda}-2\right) \frac{\mu^{2}}{\lambda_{\dagger}^{2}}-N_{5}\left(s+\mu-2 \lambda_{+}\right) \frac{s i_{5}}{K}\left(1-i_{5}\right)^{2}=N_{5} \lambda_{+} \frac{s i_{5}}{K}\left(1-i_{5}\right)^{2}>0
$$

Hence, the eigenvalues are pure imaginary.

### 3.2. Simulations

In this section, the ecosystem behavior is explored by means of simulations carried out by standard MATLAB routines for the integration of ordinary differential equations.

The first results are shown in Figure 1. It is clear that the red squirrels disappear with all individuals contracting the epidemics. The role of the mortality appears only in the speed of disappearance; the faster it is, the higher the mortality rate. For this, compare the two frames, where the right one shows the simulations for a value of the mortality, which is one tenth of the one used in the left frame. The results shown in the left frame of Figure 2 indicate nevertheless that even a one thousand-fold reduction in this mortality does not prevent extinction, but as can also be seen by a close look at the prevalence graphs in Figure 1, favor a faster epidemics propagation, because the disease affects the whole population in a much shorter time. A ten-fold increase in this mortality rate prevents the disease from reaching every individual of the red squirrel population, but it clearly favors the vanishing of this population; see the right frame of Figure 2. However, this can hardly be of any help because the native squirrel population cannot be preserved anyway. This situation is known in communities, where the optimum for an (infected) individual, namely its life span, becomes a danger for the community, because more individuals would be infected by its presence. Conversely, the worst for the single individual is in this case optimal from the community point of view: by being removed, it cannot further spread the epidemics.

In all these situations, the grey squirrels are unaffected, as should be expected. Indeed, they might suffer from the red squirrels' competition, but as the latter disappear, after a short transient, they reach their natural carrying capacity.

We then investigate the sensitivity of the system to the choice of the ecosystem parameters, keeping all the parameters that do not vary as given in (3), (4) and in (5) when not otherwise specifically stated.


Figure 1. The three populations are plotted versus time: $G$ grey squirrels, dash-dotted; $N$ total red squirrels, dashed; $i$ disease prevalence among red squirrels, continuous line. (Left frame) This is the current situation obtained with the basic parameter values (3); red squirrels are wiped out. (Right frame) This is the situation with the basic parameter values (3), but taking a much lower value of the natural plus disease-related mortality $\mu=0.2$, one tenth of the previous one. In both cases, it is apparent that the red squirrel population is doomed, disappearing while all individuals contract the epidemics. Only the speed of its disappearance varies, being lower for lower mortality rates.


Figure 2. The three populations are plotted versus time: $G$ grey squirrels, dash-dotted; $N$ total red squirrels, dashed; $i$ disease prevalence among red squirrels, continuous line. (Left frame) This is the current situation obtained with the basic parameter values (3), but $\mu=0.002$. The red squirrels would eventually disappear, but in a much longer time span. (Right frame) This is the situation with the basic parameter values (3), but taking a ten-times higher value of the natural plus disease-related mortality, $\mu=20.0$. The red squirrel population still vanishes, but now, not all its individuals will be affected by the epidemics. This of course is no help in the preservation cause of the native squirrel population.

For the arbitrary parameters $c$ and $\mu$, we use a range that encompasses the conditions (4). Figure 3 shows that if the red squirrels have much more weight in the interspecific competition (small $c$ ), for moderate to large values of the natural plus disease-related mortality, they could outcompete the invading species, at the same time eradicating the disease, as well. However, this occurs for a value of $c$ perhaps too small. The next question is to evaluate how the system responds to changes in the reproductive rate of grey squirrels, so we compare again the range of $c$ with a suitable range of $r$ around the value given in (5). However, the red squirrels vanish altogether with the disease affecting the whole population, over the entire range of the parameter space. The results are not shown. Combining $c$ with the disease intraspecific transmission rate $\lambda$, again, a small stripe of low parameter values for $c$ and moderate for $\lambda$ ensure that the native species thrives with low endemicity and invading species almost vanishing, the results being shown in Figure 4.


Figure 3. The ecosystem behavior as a function of $c$ and $\mu$; in a very narrow stripe for moderate values of the mortality and small values of $c$, meaning that the native squirrels can better compete with the invaders, the red squirrels could thrive, with the disease being eradicated, as well as the invaders vanishing.


Figure 4. In the $c$ and $\lambda$ parameter space, similar results hold as for Figure 3.

The next question is to evaluate how the system responds to changes in the reproductive rate of grey squirrels. The simulations show that no change in the behavior occurs; letting $r$ vary as indicated in (5) and taking $\mu \in[0.1,10.0]$, no substantial changes occur in the ecosystem behavior. To better explore this situation, we explore also what happens if a reduction in the reproductive rates
is implemented in the wild. Figure 5 shows the continuation plot when $r \in[0.01,1.01]$, for the same range of $\mu$. If artificially, the growth rate of the grey squirrel is controlled, there might be hope to restore the pristine situation, for a suitably medium value of the natural-plus-disease-related mortality.


Figure 5. The ecosystem behavior as function of $r$ and $\mu$. The grey squirrel reproduction rate must fall really to low values to allow the survival of the native population together with the disappearance of both the disease and the invading species. Higher grey squirrel reproduction rates are allowed if the red squirrels' natural plus disease-related mortality becomes higher.

Simultaneous perturbations of the two carrying capacities do not lead to any change whatsoever. No changes are observed either in the $K-\lambda$ parameter space; native squirrels are wiped out, all carrying the disease in the process. Essentially, the same occurs in the $K-c$ and in $K-\mu$ parameter space; in the latter, only an extremely narrow stripe, surprisingly for low $K$, ensures red squirrel survival, but with the disease infecting the whole population; otherwise, the red squirrels disappear anyway even by increasing their own carrying capacity; see Figure 6.

In the $E-r$ parameter space, no changes in the ecosystem behavior are observed; for the other parameters given in (3), the invasion of the grey squirrels is successful.

Letting the grey squirrel carrying capacity $E$ vary as suggested in (5), coupling it once again with $\mu$ leads to almost a direct linear relationship with the grey squirrel population size, this time independent of $\mu$. The results (not shown) indicate that the red squirrel population is wiped out, and the prevalence is heavily affected by $\mu$ and almost independent of changes in $E$. Furthermore, in the $\beta-r$ parameter space, independent of the grey squirrel reproduction rate $r$, a small transmission rate induces a reduction in the prevalence, but the red squirrels are wiped out anyway. Combining the interspecific transmission rate $\beta$ with $K$, the same effect occurs: for low values of $\beta$, the disease prevalence drops, independent of the value of the red squirrels' carrying capacity, but the latter do not survive anyway.

We now investigate the combined changes of both reproductive rate and carrying capacity of grey squirrels, at first with a low value of the natural plus disease-related mortality, $\mu=0.2$. In this case, the red squirrels are wiped out with an epidemic that in the process affects the whole population. The grey squirrel population instead grows linearly with its carrying capacity, almost independently of the reproduction rate (result not shown).


Figure 6. For low values of $K$ independent of the interspecific transmission rate $\beta$, an apparent, but very low recovery of the red squirrels occurs, although they are all infected. The oscillations observed in the grey squirrel population are due to noise, as they attain the carrying capacity throughout the whole parameter space.

Taking a larger intermediate value, $\mu=5.0$, instead shows that there is again a narrow stripe in the parameter space in which the red squirrels thrive. It is obtained for low values of the grey squirrel reproduction rate, $r \leq 0.2$ approximately, while the grey squirrel population increases linearly with $E$; see Figure 7. We finally take $\mu=10.0$. The behavior is similar as for $\mu=5.0$, but now for small values of $E$ and moderate values of $r$, the red squirrels survive, at a similar level as before; compare Figures 7 and 8 , the latter corresponding to this simulation. In this case, the disease is also heavily affected, since it is eradicated for very low $r$, but also when it is endemic, its prevalence is very much reduced; note indeed that the vertical scale for $i$ in Figure 8 is less than half of the corresponding one in Figure 7. The grey squirrel population, when surviving, is hardly influenced by the change of $r$.


Figure 7. Simulation with $\mu=5.0$. The red squirrels thrive for low $r$, independent of $E$. For small $E$, they also thrive, but at low population values. The grey squirrel population increases linearly with $E$.


Figure 8. Simulation with $\mu=10.0$. Now, the red squirrels survive also for small $E$, at higher values. Disease prevalence is very much reduced; compare the right plot's vertical scale of each frame.

We consider also changes in the respective competitive rates, $a$ and $k$, but in the present conditions (3) and (4), no significant changes are observed; the red squirrels are wiped out, although the disease does not affect the whole population.

We finally tried to see how the influence of the disease transmission is felt by the ecosystem. By comparing the respective influences of the two transmission rates, trying to lessen the interspecific transmission rate $\beta$ appears to induce more important changes in the ecosystem than reducing the intraspecific one, $\lambda$.

Furthermore, a drastic reduction of the interspecific transmission rate $\beta$ combined with higher natural-plus-disease-related mortality $\mu$ cannot help in preserving the native population. The analysis of the combination of $\lambda$ and $\mu$ does not lead to native squirrels' survival, as should be expected from the previous above results on the intraspecific disease transmission rate, but their prevalence decreases as the mortality increases.

Decreasing $r, E$ and $\beta$, while increasing $\mu$ from the reference values (3) and (4), namely taking $r=0.3, E=0.5, \mu=10.0, \beta=0.6$, the red squirrel population is preserved with the epidemics disappearing, while the grey squirrels are also eliminated; see the left frame of Figure 9.

Increasing $r$ alone, in these same conditions, however, does not lead to coexistence, as past a value of the invasive species reproduction rate that lies in the range $[0.57,0.58]$, the grey squirrels instead eliminate the native species; see the right frame of Figure 9.

We attempt at last multiple changes of the parameters, taking new values as follows:

$$
\begin{equation*}
r=0.5, \quad a=0.4, \quad \mu=1.5, \quad \beta=0.4 \tag{14}
\end{equation*}
$$

For these values, the coexistence of the three populations occurs with the disease not affecting the whole native population; see the left frame of Figure 10. Therefore, for our in silico experiments, from now on, we use the parameters (14). In this four-dimensional parameter space, we study once more the sensitivity. At first, we use the pair $E \in[0.1,0.8]$ and $\beta \in[0.1,1.0]$ that has not yet been considered; the results are not shown. When both parameters attain their lowest value in these respective ranges,
the red squirrel population survives, with low endemicity, while the grey squirrels' competitors are sensibly kept in check. We also once more compare the coexistence as a function of $E \in[0.1,0.8]$ and the mortality $\mu \in[8,12]$; see Figure 11. Coexistence occurs for lower values of $E$ with a thriving native population at moderate levels, low prevalence and the grey squirrels kept in check at reasonably low values. Furthermore, this result appears to be almost independent of the values of the mortality. The most relevant parameter for obtaining this outcome is the interspecific disease transmission rate $\beta$, because if it is low, the native population thrives also for higher values of the grey squirrel carrying capacity.


Figure 9. (Left frame) Native squirrels are preserved, and disease, as well as invaders are eradicated with very low prevalence for $r=0.3, E=0.5, \mu=10.0, \beta=0.6$. (Right frame) Invader squirrels thrive while the natives disappear, with the disease remaining endemic, through $r=0.58$ and the remaining values as before.


Figure 10. (Left frame) The coexistence equilibrium obtained with the basic parameters (3) coupled with (14). When both values of the parameters in their ranges are low, native squirrels can thrive, and prevalence is low; while the grey ones are reduced, and disease prevalence also drops. This ecosystem behavior depends more on the values of $E$ than on those of $\beta$. (Right frame) Persistent oscillations in the prevalence, obtained for $r=0.1, \beta=0.3$, and the other parameters as given in (3) and (14).

Next, we compare the ecosystem outcome as a function once more of the grey squirrel reproduction rate $r$ and the competition $a$ suffered by the native population. The native population survives less for increasing competition, but better if $r$ is very small, just in which case, the invaders suffer greatly; the disease prevalence is confined to reasonably low values for intermediate values of the parameters, in the range explored (results not shown).

As functions of the grey squirrels reproduction rate and interspecific disease transmission rate, the populations survive in an intermediate range of this parameter space, with declining native population as the incidence rate grows. The grey squirrels suffer from a very own low reproduction rate, as should be expected, but in this range, while the red squirrel population is also much reduced or
vanishes altogether, persistent prevalence oscillations are observed, indicating that the disease remains endemic while the population disappears; see the right frame of Figure 10.


Figure 11. Coexistence sensitivity in terms of $E$ and $\beta$. When both values of the parameters in their ranges are low, native squirrels can thrive, and prevalence is low; while the grey ones are reduced. Increasing the disease transmission rate soon leads to the native squirrel disappearance. This ecosystem behavior depends more on the values of $\beta$ than on those of $E$.

The ecosystem behavior in terms of $\mu$ and $\beta$ shows that the role of mortality is less important; the red squirrels are preserved independently of it if the transmission rate is low enough. Prevalence drops with higher mortality though, the invasive population picks up instead with higher transmission rates.

Low values of $r$ and moderate values of the mortality ensure the disappearance of the invaders and the survival of the red squirrels. Some oscillations for the prevalence are detected in the same range. A simultaneous reduction in both $a$ and $\beta$ leads to coexistence with a somewhat reduced grey squirrel population, while the native species thrives at good levels, and the disease is sensibly reduced.

## 4. Discussion

Our analyses revealed that the three-populations system has different equilibria. From a conservation and wildlife management perspective, the most desirable one is the healthy-red-squirrels-only point $P_{1}=(0, K, 0)$, followed by $P_{5}=\left(0, N_{5}, i_{5}\right)$. Apart from the origin, $P_{0}$, these are the only equilibria leading to the grey squirrel extinction, and it is thus particularly interesting to evaluate their conditions. Equilibrium $P_{1}$ is always feasible, and stability can be attained only if conditions (9) are satisfied, while $P_{5}$ is feasible and stable if (8), (12) and (13) hold (see Table 2). For both points, the conditions often involve the intraspecific disease transmission rate for red squirrels $(\lambda)$ and the overall red squirrel mortality $(\mu)$, whose combination did not lead to native squirrel survival according to our simulations. Using the reference parameter values (3), the system is rather likely to evolve from a two-population ecosystem towards a grey-squirrel-only situation, with the disappearance of the red squirrel population in a time span that depends on the value of the red squirrel overall mortality (Figures 1 and 2). Indeed, excluding the unstable $P_{2}$, all other equilibria imply the persistence of the grey squirrel population, with the native species vanishing while the disease remains endemic in it. This is consistent with the results obtained through other models. For instance in [52], it was also found that, in the absence of control of the invading species, native populations are driven to extinction and that this occurs both in the absence of disease (through competition only; see also $[25,43]$ ) and more rapidly when the disease is included [28].

Table 2. Summary of the feasibility and stability conditions for the equilibria with at least one vanishing population.

| Equilibrium | Feasibility | Stability |
| :---: | :---: | :---: |
| $P_{1}=\left(0, N_{1}, 0\right)$ | always | $\lambda<\mu, c r<k$ |
| $P_{3}=\left(G_{3}, 0, i_{3}\right)$ | $i_{3}=1$ | $\mu+s<\beta+a$ |
| $P_{4}=\left(G_{4}, 0, i_{4}\right)$ | $a<\mu+s$ | $s<a+\beta<\mu+s$ |
| $i_{4} \leq 1$ | $a+\beta \leq \mu+s$ |  |
| $P_{5}=\left(0, N_{5}, i_{5}\right), i_{5}<1$ | $s+\mu \geq \lambda \geq \mu$ | $c r \lambda<k \mu$ |

Investigating the sensitivity of the system with respect to the parameter values, we highlighted that the red squirrel could outcompete the alien species and at the same time eradicate the disease if it had much more weight in the interspecific competition (small c, Figures 3 and 4). This is unlikely to happen in most of the habitat types where the grey squirrel successfully settles (e.g., where its carrying capacity is the highest, as in mixed and broadleaved woodlands), but it could locally occur in coniferous forests [51].

The system may also respond to changes in the growth rate $(r)$ of the grey squirrel population. The latter is certainly the parameter that can be manipulated most easily in natural conditions. As shown in Figures 5 and 6, if artificially, the growth rate of the grey squirrel is controlled, the alien species may disappear from the system, with cascade effects on the transmission of the disease to reds. The native species can thus recover and return to its natural carrying capacity. However, to obtain such a result, the reduction in $r$ must be very harsh: the parameter value should be smaller than 0.2 . This is required for all values of $E$ (Figure 7), i.e., independent of the habitat type and of its carrying capacity for the grey squirrel. Interestingly, decreasing the growth rate $(r)$, the grey squirrel carrying capacity $(E)$ and the intraspecific transmission rate $(\beta)$ at the same time and increasing the red mortality $(\mu)$, the red squirrel population can be preserved even for $r=0.3$ (Figure 9). In this case, the grey squirrels are eliminated, and the epidemics disappears. Again, $[51,52]$ also found that grey squirrel control can protect red populations in strongholds, although in their specific case study, periodic outbreaks of the disease could not be prevented because of occasional recolonization of the stronghold by grey squirrels from neighboring areas. The work in [52] also highlighted that there is a threshold level of control (expressed as the proportion of grey squirrels to be removed), above which the invading population can be prevented from establishing and the native species can be protected. Another study [28] also investigated what level of population control of grey squirrels would be necessary to suppress the disease-induced decline in red squirrels. They found that the kill rate required to avoid the spread of the invasive species should be in excess of $60 \%$ grey squirrels. For any level of control below this threshold, the grey squirrels were predicted to expand with a concomitant decline in red squirrel populations.

Since achieving $r \leq 0.3$ could still be difficult, managers could also aim at a larger 0.5 value. Assuming that the reduction in the growth rate is achieved through the removal of the grey squirrels, the red squirrel damage due to interspecific competition $(a)$ and the intraspecific transmission rate $(\beta)$ could also be smaller (e.g., 0.4 as in (14)), and the overall red mortality ( $\mu$ ) should also be reduced. Under these conditions, the coexistence of the three populations is ensured, and the grey squirrels are kept in check at reasonably low values. We also note that the reduction in the interspecific transmission rate $(\beta)$ appears more important in the ecosystem than the intraspecific one, $\lambda$, and more important than $E$ (Figure 11). In this respect, [25] also indicated that the progress of the disease within individual populations is largely dependent on the probability of virus transmission between the two species.

Different combinations of the parameter values may thus allow wildlife managers to achieve different objectives. Simulations highlighted that the most desirable outcome could be achieved only in favorable conditions for the red squirrel (very small $c$ ) or for very small values of $r$ (e.g., 0.2 or 0.3 ). How the growth rate of grey squirrels could be reduced, in practice, depends on the specific
circumstances, including the stage of the invasion. Actually, two strategies have been proposed to eradicate or at least to control grey squirrels in the wild.

The first strategy involves the removal of squirrels through capture and subsequent euthanasia. Evidence for its effectiveness is provided by data from the U.K. [46], and other mathematical models highlighted its potential to protect red populations and to prevent the spread of SQPV [27,51,52]. According to our results, the removal control approach could ensure the conservation of the native red squirrel population if $r$ is substantially reduced ( $r \leq 0.5$ ). In this respect, it should be noted that the removal of the animals is advantageous, since it allows for a reduction in $r$, and in turn, it could affect other model parameters, such as $a$ and $\beta$, in a favorable way for the conservation of red squirrels. Culling can indeed remove in parallel both the competitive and disease threats posed to red by grey squirrels [46]. Its application is also consistent with the provisions of EU Regulation No. 1143/2014. According to this regulation, rapid eradication should be now implemented when an alien species of European concern is detected in a new area. In the first phases of an invasion, the number of alien individuals should be limited, and their population should be in the lag phase that typically precedes rapid expansion and demographic growth. It should thus still be possible to affect the growth rate of the population by removing a few individuals. On the contrary, if the invasive population is large, reducing $r$ would require a huge capture effort.

The second suggested strategy relies on the reduction of the reproductive rate, as achieved through surgical sterilization or inhibition of fertility, e.g., using immunocontraceptive vaccines. In particular, gonadotrophin-releasing hormone (GnRH) vaccines seem to offer great promise for the control of populations. They interfere with the regulation of reproductive hormones, and they have been successful at reducing fertility in several mammals [53]. Available data on their potential impact on the population dynamics of other squirrel species [54] suggest they could reduce populations, without eradicating them, if at least $70 \%$ of the females were treated [54-57]. At present, this requires the capture of the animals in order to inject the vaccine, and it could be necessary to capture and treat each animal more than once, since the long-term effects of the vaccine have not been demonstrated so far [58,59]. On the basis of a theoretical model, [56] concluded that $90 \%$ of females should be treated in order to eradicate a grey squirrel population within $7 / 8$ years, ensuring a constant sterilization effort. The need to ensure a constant effort in reducing the reproductive rate is in agreement with the results of our model, since we found that, if the reproductive rate of the grey squirrel is artificially controlled, there might be hope to restore the pristine situation, for a suitably medium value of the natural-plus-disease-related mortality of the red squirrels. Anyway, sterilization also implies the subsequent release of the individuals in the wild, so that through this approach, we could not expect prompt effects on the model parameters, other than $r$. In particular, in this case, we would expect no immediate reduction in the occurrence of the disease and, thus, no major impact on the SQPV interspecific transmission rate.

In conclusion, our model confirms that the native red squirrel populations can be preserved or restored, under specific parameter conditions, if the grey squirrel population is removed or kept in check at low values. Independent of the adopted methodology, wildlife managers should aim at a harsh reduction of the grey squirrel growth rate, and a constant effort should be ensured to protect the remnant red squirrel populations, if the complete removal of the alien species is not achieved at the early stages of invasion. As concerns the SQPV, actions should mainly aim at the reduction of the interspecific transmission rate, one of the most important parameters in determining the ecosystem response to the disease, although how to effectively carry out this task in practice may still be an open question. At the moment, programs for the grey squirrel control, or even local eradication, are implemented both in the U.K. and in Italy. The insights provided by our general model could be considered by these programs to improve the planning of management actions. Although modeling outcomes have already been used by other authors to critically analyze the efficiency of removal activities (e.g., [27]), as implemented in specific contexts, future research could concentrate on the analysis of a more general system, including also the control strategy in its formulation, as is commonly
used for instance in the case of epidemics [60-62]. This approach may provide useful indications to the ecologists that deal with this problem in practice.
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#### Abstract

Kingman's coalescent process is a mathematical model of genealogy in which only pairwise common ancestry may occur. Inter-arrival times between successive coalescence events have a negative exponential distribution whose rate equals the combinatorial term $\binom{n}{2}$ where $n$ denotes the number of lineages present in the genealogy. These two standard constraints of Kingman's coalescent, obtained in the limit of a large population size, approximate the exact ancestral process of Wright-Fisher or Moran models under appropriate parameterization. Calculation of coalescence event probabilities with higher accuracy quantifies the dependence of sample and population sizes that adhere to Kingman's coalescent process. The convention that probabilities of leading order $N^{-2}$ are negligible provided $n \ll N$ is examined at key stages of the mathematical derivation. Empirically, expected genealogical parity of the single-pair restricted Wright-Fisher haploid model exceeds 99\% where $n \leq \frac{1}{2} \sqrt[3]{N}$; similarly, per expected interval where $n \leq \frac{1}{2} \sqrt{N / 6}$. The fractional cubic root criterion is practicable, since although it corresponds to perfect parity and to an extent confounds identifiability it also accords with manageable conditional probabilities of multi-coalescence.


Keywords: Markov chain; multiple coalescence; transition probability; Wright-Fisher model

## 1. Introduction

Kingman's coalescent process is a mathematical model of ancestral lineages that inspired a paradigmatic era in population genetics [1-3]. Kingman's coalescent process [4-7] relies on negligibility of coalescence probabilities, and inter-arrival times, other than those of single pair-wise coalescence. Negligibility depends on terms of leading order $N^{-2}$ or less that can be omitted from the process in the limit of a large population size. A comparative study of data generation simulators that implement Kingman's coalescent process demonstrates the utility of this conventional approximation to the exact ancestral process [8]. Phylogenetic trees in general contain a coalescent process of ancestral lineages from the corresponding sub-population within each branch of the phylogeny. The ancestral process within the branches of a phylogeny are often modeled using Kingman's coalescent [9] or theory of branching processes [10]. Statistical distribution theory of the Ewens' sampling formula is derived in population genetics by superimposing unique event mutations on the genealogical structure of Kingman's coalescent [11,12].

### 1.1. Coalescent Theory of Ancestral Processes

Kingman's coalescent process can be derived in a straightforward manner based on the genealogy of a Wright-Fisher model [13]. Consider a parent and an offspring generation, where the haploid population size $N$ is kept fixed in each generation. The probability of zero coalescence events, such that none of the offspring are direct descendants of any parent in common, equals

$$
\begin{equation*}
\prod_{i=1}^{n-1}\left(1-\frac{i}{N}\right)=1-\left(\sum_{i=1}^{n-1} \frac{i}{N}\right)+\mathcal{O}\left(N^{-2}\right)=1-\frac{\binom{n}{2}}{N}+\mathcal{O}\left(N^{-2}\right) \tag{1}
\end{equation*}
$$

with respect to $n$ ancestral lines. This conventional approximation defines a geometric probability distribution for the number of generations that pass until a coalescence event,

$$
\begin{equation*}
\left\{1-\frac{\binom{n}{2}}{N}\right\}^{j-1\binom{n}{2}} \frac{N}{N} \tag{2}
\end{equation*}
$$

where $j=1,2,3, \ldots$ denotes the generation in which at least one coalescence occurs. Recalibrated coalescent units of time $t=\frac{j}{N}$ generations in Equation (2) yields a negative exponential probability distribution, $\operatorname{Pr}(T>t)=e^{-\binom{n}{2} t}$, where $T$ denotes the waiting time until a coalescence event in the limit of a large population size. Consider $\operatorname{Pr}(\breve{T} \geq j)=(1-p)^{j}$, where $\breve{T} \sim \operatorname{Geom}(p)$. Take $p=\frac{\left(\begin{array}{l}(n)\end{array}\right) \text { and }}{N}$ $j=N t$ to get an approximation of the geometric distribution relevant to Kingman's coalescent process. The binomial formula $(x+y)^{n}=\sum_{i=0}^{n}\binom{n}{i} x^{i} y^{n-i}$ thus yields an infinite series, in the limit of a large population size,

$$
\begin{gather*}
\operatorname{Pr}(\breve{T} \geq j)=\left(1-\frac{\binom{n}{2}}{N}\right)^{N t}=1-\binom{n}{2} t+\binom{N t}{2}\left(\frac{\binom{n}{2}}{N}\right)^{2}-\binom{N t}{3}\left(\frac{\binom{n}{2}}{N}\right)^{3}+-\cdots \\
=1-\binom{n}{2} t+\left[\frac{\left(\binom{n}{2} t\right)^{2}}{2}-\frac{\binom{n}{2}^{2} t}{2 N}\right]-\left[\frac{\left(\binom{n}{2} t\right)^{3}}{3!}-\frac{\binom{n}{2}^{3} t^{2}}{2 N}+\frac{\binom{n}{2}^{3} t}{3 N^{2}}\right]+\cdots  \tag{3}\\
\\
\approx 1-\binom{n}{2} t+\frac{\left(\binom{n}{2} t\right)^{2}}{2}-\frac{\left(\binom{n}{2} t\right)^{3}}{3!}+\cdots
\end{gather*}
$$

Now, consider practical approximation, where $t=1 \Rightarrow j=N$ and one unit of coalescent time equals $N$ discrete generations in the geometric distribution. Thus, the negative exponential series in Equation (3) yields the conventional result, $\operatorname{Pr}(T>t)=e^{-\binom{n}{2} t}$, when the process is observed in this rewind coalescent time under the approximation of a large finite population size.

Simulation of the trade-off between $n$ versus $N$ had suggested that $n^{2}<N$ should ensure Kingman's coalescent process ([14], pp. 5-6). Alternatively, a classic theoretical approximation due to R.A. Fisher yields a recursion of expected genealogical branch lengths to quantify single nucleotide polymorphisms as a function of sample size upon effective population size [15]. Further simulation study of the Kingman coalescent had suggested its validity threshold should be $n \approx \sqrt{2 N}$ [16]. Evaluations in that work compared probabilities of pair-wise, multiple pair-wise and multi-coalescence events. Exploratory analysis concludes that Kingman's coalescent should be a robust approximation of the Wright-Fisher model in terms of genealogical timing, with external branch lengths likely to differ significantly. Another simulation study, under a similar approximation to the Kingman coalescent, calculates percentages of multi-coalescence events and statistics of mutational activity throughout a genealogy of high sample sizes with alternative demographics [17]. The results in Sections 2 and 3 herein clearly demonstrate the region of validity for the Kingman coalescent depends on population size. Furthermore, multi-coalescence events yield sensitivity in terms of fine-scale topological variation towards the tips. The negligibility of multiple coalescence events by which the Kingman coalescent should accurately approximate the exact Wright-Fisher ancestral process tends to
be indirectly addressed in the literature of applied probability modeling and evolutionary biology on multi-coalescent processes.

### 1.2. Coalescent Theory of Branching Processes

An active research field on extension of discrete generations Wright-Fisher models, overlapping generations Moran models, and generalizations to the Cannings model, are based on their multinomial offspring distribution variance and moments to develop multi-coalescents [18-20]. Derivations of alternative coalescent processes usually retain the conventional proportionality to $N^{-2}$ ([21], Theorem 3.2 via Equation (5); [22], Theorem 2.1 via Equation (4)). These generalizations are in turn based on the partition structures of equivalence classes described in terms of sampling distributions not originally connected to genealogy [23-25]. The corresponding convergence-to-coalescent results tend to rely upon fast continuous time scales rather than generational ancestral processes. Thus, multi-coalescent processes replace a multinomial offspring distribution with a variety of continuous population frequency distributions that yield non-negligible jump transitions of lineage decrements greater than one in continuous-time Markov chains. There are alternative approaches to the development of multi-coalescents: (i) branching process theory ([26-28], for an application see [29]); and (ii) measure-valued diffusion theory [30,31]. Both approaches model proliferation of lineages over time. Further examples include $\beta$-coalescent [32], $\Lambda$-coalescent [33,34], $\Xi$-coalescent [35,36], and Galton-Watson theory [37,38]. Technical mathematical treatments tend to assume the foundations of ancestral processes. The quantitative analysis of Sections 2 and 3 in this work clearly identifies regions of adherence and detraction from the Wright-Fisher ancestral process, in terms of transition probabilities and expected inter-arrival times, due to the linearization of Kingman's coalescent that neglects multi-coalescence events.

## 2. Ancestral Process, per Generation

Error threshold is the forefront of the issue for computationally-intensive methodologies and statistical models based on Kingman's coalescent. Six main points arise: (i) discrepancy between the exact and linearized non-coalescence probability in Equation (1); (ii) validity of the linearized coalescence probability in Equation (2); (iii) conditional probabilities of single-pair and multi-coalescences given at least one coalescence; (iv) parity of reduced ancestral processes that suppress multi-coalescences, when compared to the exact ancestral process; (v) genealogical topology; and (vi) subsequent inter-arrival times.

### 2.1. Zero Coalescence Events

The exact probability of $k$ offspring genes that are descendants of $k$ different parents, without shared ancestry in the parental generation, was given by Equation (1). The corresponding approximation derives from the product in Equation (1), where expansion yields

$$
\begin{gather*}
1-N^{-1} \sum_{i=1}^{n-1} i+N^{-2} \sum_{i=1}^{n-2} i \sum_{j=i+1}^{n-1} j-N^{-3} \sum_{i=1}^{n-3} i \sum_{j=i+1}^{n-2} j \sum_{k=j+1}^{n-1} k+ \\
N^{-4} \sum_{i=1}^{n-4} i \sum_{j=i+1}^{n-3} j \sum_{k=j+1}^{n-2} k \sum_{l=k+1}^{n-1} l+\cdots+(-1)^{n-2} N^{-(n-2)}(n-1)!\sum_{i=1}^{n-1} \frac{1}{i}+  \tag{4}\\
(-1)^{n-1} N^{-(n-1)}(n-1)!.
\end{gather*}
$$

In Equation (4), calculate the summation of the quadratic term, $N^{-2}$, to get a coefficient

$$
\begin{equation*}
[n(n-1)(n-2)(3 n-1)] / 24 \tag{5}
\end{equation*}
$$

Similarly, the summation of the cubic term, $N^{-3}$, yields a coefficient

$$
\begin{equation*}
\left[n^{2}(n-1)^{2}(n-2)(n-3)\right] / 48 \tag{6}
\end{equation*}
$$

Derivation of Equations (5) and (6) are deferred to Appendix A.
The default population size in this work is set at $N=2 \times 10^{5}$, unless otherwise stated, then the exponent increased and decreased by one or two to verify generality for criterion that are expressed as functions of $N$. Refer to Figure 1 that compares the first and third order approximation non-coalescence probabilities. The criterion $\sqrt{2 N}$ [16] sets the error tolerance down to where the linearized non-coalescence probability, per generation, goes negative at $n=633$; clearly, negativity must occur at $n(n-1)>2 N$. The criterion $\sqrt{N}[14]$ sets the error tolerance greater than $15 \%$, and the corresponding proportion of the exact probability equals 0.825979 at $n=447$. Reduction to precisely $1 \%$ error tolerance occurs at $n=233$. Exact non-coalescence probability can be compared to its linearized, quadratic and cubic approximation; refer to Figures 2 and 3. The difference between the quadratic and cubic terms of Equation (4) determines the error of the linearization, since non-linear terms of higher degree do not significantly affect the exact value even with many lineages present in the genealogy; refer to Figure 4. Evaluation of the non-coalescence probability suggests a criterion of $1 \%$ proportional error after round-up be $\sqrt{N / 3}$.


Figure 1. Proportions of the exact non-coalescence probability: quotients of the linearized $1-\binom{n}{2} / N$ and (cubic) third order approximation of Equation (4) upon the exact non-coalescence probability of Equation (1), respectively. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 240$ (inset $n=2, \ldots, 633$ ).


Figure 2. Proportion of exact non-coalescence probability: quotients of the linearized $1-\binom{n}{2} / N$, (quadratic) second order and (cubic) third order approximation of Equation (4) upon the exact non-coalescence probability of Equation (1), respectively. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 500$ (inset $n=2, \ldots, 240$ ).


Figure 3. Non-coalescence probabilities: exact Equation (1), linearized $1-\binom{n}{2} / N$, (quadratic) second order and (cubic) third order approximation of Equation (4), respectively. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 500$ (inset $n=2, \ldots, 100$ ).


Figure 4. Quadratic term given by Equation (5) minus cubic term given by Equation (6) of Equation (4), and exact Equation (1) minus linearized $1-\binom{n}{2} / N$ non-coalescence probabilities. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 633$ (inset $n=2, \ldots, 50$ ).

Remark 1. In this case, coalescence probability absolute error, linearized minus exact value, yields an empirical criterion for greater than (precisely) 99\% expected genealogical parity; $n \leq 33$. The Wright-Fisher ancestral process restricted to single-pair coalescence thus yields $n \leq 34$. The total linearization error of the Kingman coalescent, which includes non-coalescence error, thus yields $n \leq 26$. Refer to the exposition of parity in Section 4 for the details of these criteria.

### 2.2. Single Pair Coalescence Events

Identically to Equation (1), precisely two lineages with the same parent occurs with probability

$$
\begin{equation*}
\frac{\binom{n}{2}}{N} \prod_{i=1}^{n-2}\left(1-\frac{i}{N}\right) \tag{7}
\end{equation*}
$$

The form of Equation (7) can be explained by analogy to Equation (1). Common ancestry among two lineages occurs with probability $1 \cdot \frac{1}{N}$, since the same individual must be picked uniformly at random from the parent generation by two individuals from the offspring generation in a population of fixed size $N$. Exchangeability renders a combinatorial term $\binom{n}{2}$, since any single pair of the $n$ lineages from the offspring generation participate in such a common ancestry event. There is no common ancestry among the remaining $n-2$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=1,2, \ldots, n-2$.

Compare the linearized probability of at least one coalescence $\frac{1}{2} n(n-1) N^{-1}$ from Equation (2) and the exact pair-wise coalescence probability of Equation (7). Clearly, the linearization omits the corresponding non-coalescence probability product.

Remark 2. The single-pair coalescence restriction is questionable prima facie with respect to the exact coalescence probabilities, since the complimentary event to non-coalescence in Equation (1) describes at least one coalescence. This includes combinations of single-pairs or multi-coalescence. The $N^{-1}$ term of Equation (4) linearizes the probability of at least one coalescence, which is to be distinguished from the probability of single pair coalescence.

The differences between the corresponding linearized and exact probabilities cancel out as equal and opposite, whereas the relative proportions yield asymmetric linearized substitutions; refer to Figure 5. Both substitutions equal the exact value at $n=2$; as $n$ increases, linearized non-coalescence probability underestimates and linearized coalescence probability overestimates. Although the absolute errors have zero sum, linearization exaggerates coalescence transition probabilities and by comparison slightly reduces non-coalescence transition probabilities; refer to Section 2.3. Thus, Kingman's coalescent detracts from the exact ancestral process.


Figure 5. Quotients of linearized upon exact probabilities: (i) linearized $1-\binom{n}{2} / N$ upon exact Equation (1) non-coalescence probability; (ii) linearized coalescence ( $\left.\begin{array}{l}n \\ 2\end{array}\right) / N$ upon exact at least one coalescence probability (complimentary event of Equation (1)); and (iii) linearized coalescence $\binom{n}{2} / N$ upon the exact single-pair coalescence probability of Equation (7). Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 250$ (inset $n=2, \ldots, 50$ ).

Table 1 quantifies decreased accuracy of coalescence probability linearization, in Figure 5 (ii), for alternative population sizes, $N$.

Table 1. Percentage overestimation of linearized coalescence probability reached at $n$ lineages.

| $\boldsymbol{N}$ | $\mathbf{1} \%$ | $\mathbf{5} \%$ | $\mathbf{1 0} \%$ | $\mathbf{1 5} \%$ | $\mathbf{2 0} \%$ | $\mathbf{2 5} \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2 \times 10^{4}$ | 30 | 64 | 90 | 109 | 124 | 138 |
| $2 \times 10^{6}$ | 284 | 629 | 882 | 1072 | 1229 | 1364 |

Remark 3. Does the conventional substitution correspond to omission of the multi-coalescence probabilities, or constraint of emergent coalescence events by suppression of multi-coalescence and replacement with single pair coalescence? Answer: The latter, since the probability of at least one coalescence is linearized in Equation (1).

Define the absolute error (type I) as the difference between linearized and exact single pair coalescence probabilities; $\binom{n}{2} / N$ minus Equation (7). The quotient of the absolute error (type I) upon the exact single pair coalescence probability defines the relative error (type I). After cancellation, when $n$ lineages remain, this equals the quotient of exact probabilities for at least one coalescence upon non-coalescence from $n-2$ lineages. Alternatively, define absolute error (type II) as the difference between linearized and exact at least one coalescence probabilities; $\binom{n}{2} / N$ minus the probability of the complimentary event to Equation (1). The quotient of the absolute error (type II) upon the exact at least one coalescence probability defines the relative error (type II). Refer to Equations (14) and (16) in Section 4 for further explanation.

The absolute and relative errors heighten a probability structure that would be invisible otherwise; refer to Figures 6 and 7. Thus, the robustness of the Kingman coalescent gets a qualitative measure. The quotient of relative errors illustrates their comparative proportional growth as $n$ increases; refer to Figure 8. In this case, a minmax transition occurs around $n=20$ between two gradient phases that correspond to the quotients of relative error type I upon type II. Intuitively, the two types of relative errors follow maximum and minimum detraction, respectively; type I corresponds to suppression of multi-coalescence altogether, whereas type II corresponds to replacement of multi-coalescence events with a single-pair, which accords to the Kingman coalescent. The single-pair and at least one coalescence probabilities for small to moderate numbers of lineages look equivalent; refer to Figure 9 in Section 2.3.


Figure 6. Absolute errors types I and II, inset relative errors types I and II; per generation, $n=2, \ldots, 50$. Population size $N=2 \times 10^{5}$.


Figure 7. Absolute error types I and II, inset relative error types I and II; per generation, $n=2, \ldots, 500$. Population size $N=2 \times 10^{5}$.


Figure 8. Minmax phase transition by comparison of relative errors; type I upon type II, per generation. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 500$.


Figure 9. Exact coalescence probability: at least one coalescence (complimentary event of Equation (1)), single-pair (Equation (7)), double-pair (Equation (8)) and triple-pair (Equation (10)) coalescence probabilities. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 500$ (inset $n=2, \ldots, 50$ ).

Relative error (type II), per generation, does not exceed precisely $1 \%$ where $n \leq 90$, in this case.

### 2.3. Multiple Coalescence Events

There is no implementation of multiple coalescence events in fastsimcoal, version 2.6 (fsc26), according to their online documentation [39-41]. Extension of an original SimCoal package [42] simulates genetic data serially sampled, Serial SimCoal [43], and implements a heuristic double-pair coalescence transition probability (software and documentation available online: http:/ /web.stanford. edu/group/hadleylab/ssc/index.html).

Consider the ancestral process in which at coalescence a decrement of two lineages can occur; double-pair or triplet coalescence. Precisely two pairs of lineages, with a different parent in common for each pair, occurs with probability

$$
\begin{equation*}
\frac{1}{2} \frac{\binom{n}{2}\binom{n-2}{2}}{N^{2}} \prod_{i=1}^{n-3}\left(1-\frac{i}{N}\right) \tag{8}
\end{equation*}
$$

since discounting permutation of both pairs yields a factor one half. Similar with Equation (7), precisely one pair-wise common ancestry event occurs with probability $\binom{n}{2} / N$, since this event involves any two of the $n$ lineages present in the offspring generation. The second pair-wise common ancestry event picks a different common parent to the first pair and this occurs with probability $\left(\frac{N-1}{N}\right) \frac{1}{N}\binom{n-2}{2}$. Permutation of the first and second pairs does not count due to the exchangeability of lineages in the ancestral process and requires the factor $\frac{1}{2}$. There is no common ancestry among the remaining $n-4$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=2,3, \ldots, n-3$.

Three lineages with the same parent occurs with probability

$$
\begin{equation*}
\frac{\binom{n}{3}}{N^{2}} \prod_{i=1}^{n-3}\left(1-\frac{i}{N}\right) \tag{9}
\end{equation*}
$$

Common ancestry among three lineages occurs with probability $1 \cdot \frac{1}{N} \cdot \frac{1}{N}$, since the same individual from the parent generation is picked uniformly at random by three individuals from the offspring generation in a population of fixed size $N$. Exchangeability renders a combinatorial term $\binom{n}{3}$, since any triplet of the $n$ lineages from the offspring generation participate in such a common ancestry event. There is no common ancestry among the remaining $n-3$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=1,2, \ldots, n-3$.

Consider the ancestral process in which at coalescence a decrement of three lineages can occur; triple-pair, both a single-pair and a triplet, or quadruplet coalescence. Three pairs of lineages, with a different parent in common for each pair, occurs with probability

$$
\begin{equation*}
\frac{1}{3!} \frac{\binom{n}{2}\binom{n-2}{2}\binom{n-4}{2}}{N^{3}} \prod_{i=1}^{n-4}\left(1-\frac{i}{N}\right) \tag{10}
\end{equation*}
$$

since discounting permutation of the triple-pair yields a factor one sixth. Similar with Equation (8), the first pair-wise common ancestry event occurs with probability $\binom{n}{2} / N$. The second pair-wise common ancestry event picks a different common parent to the first pair and this occurs with probability $\left(\frac{N-1}{N}\right)\left(\begin{array}{c}n-2\end{array}\right) / N$. The third pair-wise common ancestry event picks a different common parent to the first and second pairs and this occurs with probability $\left(\frac{N-2}{N}\right)\binom{n-4}{2} / N$. Permutation of the first, second and third pairs does not count due to the exchangeability of lineages in the ancestral process and requires the factor $\frac{1}{6}$. There is no common ancestry among the remaining $n-6$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=3,4, \ldots, n-4$.

One single-pair and one triplet of lineages, with a different parent in common, occurs with probability

$$
\begin{equation*}
\frac{1}{2} \frac{\binom{n}{2}\binom{n-2}{3}}{N^{3}} \prod_{i=1}^{n-4}\left(1-\frac{i}{N}\right) \tag{11}
\end{equation*}
$$

since discounting permutation of the pair and the triplet yields a factor one half. The pair-wise common ancestry event occurs with probability $\binom{n}{2} / N$. Similar with Equation (9), the triplet common ancestry event now picks a different common parent to the pair and this occurs with probability $\left(\frac{N-1}{N}\right) \frac{1}{N} \frac{1}{N}\binom{n-2}{3}$. The alternative combinatorial product $\binom{n}{3}\binom{n-2}{2}$ yields the same function of $n$ as in Equation (11). In this sense, the two alternatives cannot be distinguished. However, the usual permutation discount of simultaneous common ancestry events, one single pair and one triplet, applies with the factor $\frac{1}{2}$ due to exchangeability. There is no common ancestry among the remaining $n-5$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=2,3, \ldots, n-4$.

Precisely four lineages with the same parent occurs with probability

$$
\begin{equation*}
\frac{\binom{n}{4}}{N^{3}} \prod_{i=1}^{n-4}\left(1-\frac{i}{N}\right) . \tag{12}
\end{equation*}
$$

Common ancestry among four lineages occurs with probability $1 \cdot \frac{1}{N} \cdot \frac{1}{N} \cdot \frac{1}{N}$, since the same individual from the parent generation is picked uniformly at random by four individuals from the offspring generation in a population of fixed size $N$. Exchangeability renders a combinatorial term $\binom{n}{4}$, since any quadruplet of the $n$ lineages from the offspring generation participate in such a common ancestry event. There is no common ancestry among the remaining $n-4$ lineages in the offspring generation, which yields the corresponding product of $(N-i) / N$ for $i=1,2, \ldots, n-4$.

The probabilities of Equations (7)-(12) constitute a subset of all possible types of coalescences and therefore yield a restricted ancestral process. These probabilities correspond in every generation until a coalescence event occurs, with those of certain multi-coalescences equal to zero for small $n$. That is, such probabilities apply from one generation to the next among the offspring while $n$ lineages remain. At coalescence, adjust $n$ accordingly and continue the ancestral process, until eventually absorption occurs with a most recent common ancestor of the entire initial sample.

The exact at least one coalescence probability, compliment to Equation (1), and multiple exact coalescence probabilities of Equations (8) and (10) evaluated for small, moderate and larger numbers of lineages demonstrate their region of negligibility; refer to Figure 9.

The significance of coalescence probabilities of Equations (7)-(12) is of direct relevance to computer simulation and importance sampling methodology of the ancestral Markov chain, particularly as linearization errors accumulate. For the present purpose, quantitative analysis of conditional coalescence probability given the event of at least one coalescence, compliment to Equation (1), occupies Section 3.1.

## 3. Genealogical Topology and Expected Inter-Arrival Generations

Realization of the entire ancestral process yields one resultant genealogy. Statistical inference of genealogical time, for instance importance sampling methodologies, should be robust under a subset of ancestral transitions restricted to lineage decrements of one unless other genetic or exogenic processes act to emphasize the external branches.

### 3.1. Conditional Probabilities of Multi-Coalescence

The conditional probability of multi-coalescences given a coalescence event determine the genealogical topology in realization of the ancestral process. Refer to Figure 10, where conditional probability is given the event of at least one coalescence, either linearized or exact. Given exact coalescence: when $n=10, \operatorname{Pr}$ (double-pair I coalescence) $<1 / 14,286, \operatorname{Pr}$ (triplet I coalescence) $<1 / 75,003$ and $\operatorname{Pr}$ (triple-pair I coalescence) $<1 / 571,428,571$. When $n=20,1 / 2615,1 / 33,344$ and $1 / 13,071,895$, respectively. Thus, in the region of most significance to timing, such multi-coalescence events rarely occur under genealogical stochastic reiteration.

Figures 11-13 illustrate the rapid decline of significant intervals for timing the genealogy and quantify the extent of multi-coalescence event rarity. Multi-coalescence event probabilities vary substantially within such regions, and negligibility becomes less extensive as population size decreases; refer to Figures 14-16.


Figure 10. Conditional probabilities of double-pair (Equation (8)), triple-pair (Equation (10)), and triplet (Equation (9)) given either linearized coalescence $\binom{n}{2} / N$ or exact at least one coalescence (complimentary event of Equation (1)), respectively; $N=2 \times 10^{5}$ and $n=2, \ldots, 500$ (inset $n=2, \ldots, 50$ ).


Figure 11. Exact conditional probabilities of single-pair (Equation (7)) and double-pair (Equation (8)) coalescence given the event of at least one coalescence (compliment of Equation (1)), respectively. Percentage of expected cumulative total genealogical inter-arrival generations shows significance of expected interval durations with $n$ lineages present. Population size $N=2 \times 10^{5}$ and $n=2, \ldots, 500$ (inset $n=2, \ldots, 50$ ).


Figure 12. Exact conditional probabilities of single-pair (Equation (7)) and double-pair (Equation (8)) coalescence given the event of at least one coalescence (complimentary event of Equation (1)), respectively. Percentage of expected cumulative total genealogical inter-arrival generations shows the significance of expected interval durations with $n$ lineages present. Population size $N=2 \times 10^{4}$ and $n=2, \ldots, 200$ (inset $n=2, \ldots, 30$ ).


Figure 13. Exact conditional probabilities of single-pair (Equation (7)) and double-pair (Equation (8)) coalescence given the event of at least one coalescence (complimentary event to Equation (1)), respectively. Percentage of expected cumulative total genealogical inter-arrival generations shows significance of expected interval durations with $n$ lineages present. Population size $N=2 \times 10^{6}$ and $n=2,3 \ldots, 1200$ (inset $n=2,3 \ldots, 300$ ).


Figure 14. Exact conditional multi-coalescence probabilities given the event of at least one coalescence (complimentary event of Equation (1)); double-pair (Equation (8)), triplet (Equation (9)), triple-pair (Equation (10)), single-pair with triplet (Equation (11)), and quadruplet (Equation (12)) coalescence. Population size $N=2 \times 10^{5}$ and $n=3, \ldots, 100$.


Figure 15. Exact conditional multi-coalescence probabilities given the event of at least one coalescence (complimentary event of Equation (1)); double-pair (Equation (8)), triplet (Equation (9)), triple-pair (Equation (10)), single-pair with triplet (Equation (11)), and quadruplet (Equation (12)) coalescence. Population size $N=2 \times 10^{4}$ and $n=3, \ldots, 100$.


Figure 16. Exact conditional multi-coalescence probabilities given the event of at least one coalescence (complimentary event of Equation (1)); double-pair (Equation (8)), triplet (Equation (9)), triple-pair (Equation (10)), single-pair with triplet (Equation (11)), and quadruplet (Equation (12)) coalescence. Population size $N=2 \times 10^{6}$ and $n=3, \ldots, 300$.

In the first regions, these conditional probabilities of triplets exceed triple-pairs; this trend switches in the second regions and triple-pairs far exceed triplets. Thus, only the slightest relative contribution of multiple coalescence transition probabilities occurs in the ancestral process, per generation. Substantial replication of the ancestral process will be required before realizing a genealogy that contains multi-coalescence events. That is, unless the genealogy consists of many lineages or the population size is diminished substantially.

### 3.2. Single-Pairs Dominate Double-Pairs?

Consider the relative probabilities of double-pair and single-pair coalescence, namely the quotient of Equation (8) upon Equation (7),

$$
\begin{equation*}
\frac{(n-2)(n-3)}{4 N-4(n-2)} \tag{13}
\end{equation*}
$$

Equation (13) equals case $i=1$ [16] (Equation (19)), which required correction since it should be $(n-2 i)(n-2 i-1) /[2 N(i+1)-2(i+1)(n-i-1)]$, where the denominator term $2 N(i+1)$ replaces $4 N(i+1)$. This expression equals the quotient of the $(i+1)$ st multiple and the $i$ th multiple-pair coalescence probability. Thus, $i=1$ corresponds to the quotient of double-pair upon single-pair coalescence probabilities.

The quotient of Equation (13) explains the dominance of expected inter-arrival times by single-pair coalescence. This is because the geometric distribution yields expectation equal to the reciprocal of the sum of Equation (7) plus Equation (8), when double and single-pair coalescences may occur in the ancestral process. Thus, double-pair coalescence is negligible in terms of the expected inter-arrival generations in the ancestral process due to Equation (13). Refer to Figure 17, the quotient of double-pair upon single-pair coalescence probabilities per generation has increased from nil at $n=2$ to $1 \%(0.1 \%$, $N=2,000,000$ ) at $n=92$, whereas the relative proportion of the total expected generations in the genealogy then equals $0.0121 \%$. The expected inter-arrival generations determined by single-pair and double-pair coalescence probability, respectively, equals $1 / p_{s}$ of Equation (7) and $1 / p_{d}$ of Equation (8);
refer to Figure 18. The exact probability of avoiding a double-pair coalescence per expected interval, according to the geometric distribution with parameter $p_{d}$ at $n=92$ equals 0.990032 .


Figure 17. Quotient of single-pair coalescence probability upon double-pair coalescence probability. Evaluation of Equation (13) as lineages $n$ vary; population sizes $N=2 \times 10^{4}, 2 \times 10^{5}, 2 \times 10^{6}$ and $n=3,4, \ldots, 500$. Percentage of expected cumulative total genealogical inter-arrival generations shows significance of expected interval durations with $n$ lineages present, the case $n=2$ omitted (equals one).


Figure 18. Logarithm base 10 of expected inter-arrival generations obtained from the reciprocals of single-pair (Equation (7)) and double-pair (Equation (8)) exact coalescence probabilities. Population size $N=2 \times 10^{5}$ and $n=2,3, \ldots, 500$ (inset $n=2,3, \ldots, 50$ ). Due to a property of the Wright-Fisher model such that a geometric distribution determines the number of generations until a coalescence event occurs, the success probability of the distribution equals either Equation (7) or Equation (8).

In the next Section, calculation of multiple coalescence event probabilities per expected interval leads to a paradox of negligibility and its resolution obtained.

## 4. Parity of the Kingman Coalescent

Empirical calculations in this section yield a criterion of coalescence probability error, linearized minus exact value, such that expected genealogical parity be greater than $99 \%$ where $n \leq \frac{1}{2} \sqrt[3]{N}$. The Wright-Fisher ancestral process restricted to single pair coalescence empirically yields the same criterion as that just described. Total error of the Kingman coalescent that includes linearized non-coalescence probability thus yields $\frac{1}{2} \sqrt[3]{N / 2}$.

In general, per generation, consider error to be the probability of a neglected coalescence; parity the probability of avoiding a neglected coalescence. The parity, per expected interval, is obtained by raising parity, per generation, to the power of an exponent given by $1 / p$, where $p$ equals the probability of coalescence, per generation. For instance, using the linearized coalescence probability yields the expected inter-arrival generations of Kingman's coalescent. The product of parity, per expected interval, across all intervals from the initial sample to its most recent common ancestor yields expected genealogical parity. Non-occurrence of neglected coalescence events anywhere in the expected genealogical realization represents perfect parity. This maximum stringency confounds observability, since the impact of neglected coalescence depends on position within the genealogy. Therefore, parity, per expected interval, is more directly informative.

### 4.1. Linearization Errors

The linearization of Kingman's coalescent yields error in both the non-coalescence and the coalescence probabilities, which cancel each other and sum to zero when the coalescence error is with respect to the exact probability of at least one coalescence. Consider $n$ lineages to be present in the genealogy. Define the linearization error (type I) with respect to the exact probability of single-pair coalescence, per generation,

$$
\begin{equation*}
\left\{\left\{1-\frac{\binom{n}{2}}{N}\right\}-\prod_{i=1}^{n-1}\left(1-\frac{i}{N}\right)\right\}+\left\{\frac{\binom{n}{2}}{N}-\frac{\binom{n}{2}}{N} \prod_{i=1}^{n-2}\left(1-\frac{i}{N}\right)\right\} \tag{14}
\end{equation*}
$$

Equation (14) simplifies as the exact multi-coalescence probability and is equivalent to the error of the Wright-Fisher ancestral process restricted to single-pair coalescence. Thus, one minus the linearization error (type I) defines linearization parity (type I), per generation,

$$
\begin{equation*}
\left[1+\frac{(n-1)(n-2)}{2 N}\right] \prod_{i=1}^{n-2}\left(1-\frac{i}{N}\right) \tag{15}
\end{equation*}
$$

Note Equation (15) equals one plus the linearized coalescence probability then multiplied by the exact non-coalescence probability, while $n-1$ lineages remain in the genealogy. Equation (15) is quantified as $n$ varies, per expected interval and expected cumulative genealogy, according to reduced, mid-range and enlarged constant population sizes in Figures 19-24. These Figures also illustrate that inclusion of multi-coalescence transition probabilities of Equations (8)-(12) sustain parity of restricted Wright-Fisher models.


Figure 19. Parity, per expected interval, restricted Wright-Fisher models: inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrement of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{5}$ and $n=2,3, \ldots, 500$ (inset $n=2,3, \ldots, 100$ ).


Figure 20. Expected genealogical parity, restricted Wright-Fisher models, inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrement of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{5}$ and $n=2,3, \ldots, 500$ (inset $n=2,3, \ldots, 100$ ).


Figure 21. Corresponds to Figure 19 with population size reduced ten-fold. Parity, per expected interval, restricted Wright-Fisher models: inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrement of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{4}$ and $n=2,3, \ldots, 200$ (inset $n=2,3, \ldots, 40$ ).


Figure 22. Corresponds to Figure 20 with population size reduced ten-fold. Expected genealogical parity, restricted Wright-Fisher models, inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrements of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{4}$ and $n=2,3, \ldots, 200$ (inset $n=2,3, \ldots, 40$ ).


Figure 23. Corresponds to Figure 19 with population size enlarged ten-fold. Parity, per expected interval, restricted Wright-Fisher models: inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrement of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{6}$ and $n=2,3, \ldots, 1200$ (inset $n=2,3, \ldots, 300$ ).


Figure 24. Corresponds to Figure 20 with population size enlarged ten-fold. Expected genealogical parity, restricted Wright-Fisher models, inclusively expanded set of ancestral transitions; single-pair, double-pair, triplet, decrements of three (comprises triple-pair, single-pair with triplet, and quadruplet). Normalized curve accords with Equation (17) of the Kingman coalescent. Population size $N=2 \times 10^{6}$ and $n=2,3, \ldots, 1200$ (inset $n=2,3, \ldots, 300$ ).

Ancestral process of restricted Wright-Fisher models:
In the single-pair exact ancestral process, parity, per expected interval, exceeds precisely $99 \%$ where $n \leq 91$; refer to Table 2. An identical criterion was observed with relative error (type II) of the linearized coalescence probability; refer to Section 2.1. In the single- or double-pair exact ancestral process, parity, per expected interval, exceeds precisely $99 \%$ where $n \leq 316$.

Table 2. Restricted Wright-Fisher models; column headings describe inclusively expanded sets of ancestral transitions. Maximum lineages $n$ such that parity, per expected interval, exceeds $99 \%$.

| Population Size, $\boldsymbol{N}$ | Single-Pair | Double-Pair | Triplet | Decrements of Three |
| :---: | :---: | :---: | :---: | :---: |
| 2000 | 10 | 29 | 34 | 52 |
| 20,000 | 30 | 98 | 102 | 164 |
| 200,000 | 91 | 316 | 319 | 516 |
| $2,000,000$ | 284 | 1002 | 1004 | 1633 |
| $20,000,000$ | 895 | 3174 | 3178 | 5159 |

Values in Table 2 signal a clear loss of parity in the single-pair restricted Wright-Fisher model. Empirical criteria of the single-pair restricted Wright-Fisher model, linearization parity (type I):

- parity, per expected interval, exceeds $99 \%$ where (approximately) $n \leq \frac{1}{2} \sqrt{N / 6}$
(Table 2 verified this case where $N=2000 ; 20,000 ; 200,000 ; 2,000,000$ and 20,000,000); and
- $\quad$ expected genealogical parity exceeds $99 \%$ where $n \leq \frac{1}{2} \sqrt[3]{N}$
(precise, $N=20,000$ and 200,000; plus one, $N=2,000,000$ and 20,000,000; minus one, $N=2000$ ).
Otherwise, define the linearization error (type II), per generation,

$$
\begin{equation*}
\left\{\left\{1-\frac{\binom{n}{2}}{N}\right\}-\prod_{i=1}^{n-1}\left(1-\frac{i}{N}\right)\right\}+\left\{\frac{\binom{n}{2}}{N}-\left[1-\prod_{i=1}^{n-1}\left(1-\frac{i}{N}\right)\right]\right\} \equiv 0 \tag{16}
\end{equation*}
$$

The constituent errors in Equation (16) have opposite polarity. Heuristically, reverse the sign of the underestimated non-coalescence probability then add the overestimated coalescence probability to obtain a normalized error (type II). Thus, one minus the normalized error (type II) defines normalized parity (type II), per generation,

$$
\begin{equation*}
3-\frac{n(n-1)}{N}-2 \prod_{i=1}^{n-1}\left(1-\frac{i}{N}\right) \tag{17}
\end{equation*}
$$

Equation (17) is quantified as $n$ varies, per expected interval and expected cumulative genealogy, according to reduced, mid-range and enlarged constant population sizes in Figures 19-24.

Empirical heuristic criteria of Kingman's coalescent:

- parity, per expected interval, exceeds $99 \%$ where $n \leq \frac{1}{4} \sqrt{N / 3}$
(normalized parity criterion, per expected interval: $n$ minus one $N=2000,20,000$; plus one 200,000; plus two 2,000,000; overestimates maximum lineages by $1.49 \%$ when $20,000,000$ ); and
- expected genealogical parity exceeds $99 \%$ where $n \leq \frac{1}{2} \sqrt[3]{N / 2}$
(normalized expected genealogical parity criterion: precise, $N=2000,20,000,200,000$ and 2,000,000; $n$ plus one when 20,000,000).

Parity criteria of linearization coalescence error (type II) essentially equals that observed with linearization error (type I); verified with $N=20,000,200,000$, and 2,000,000. Parity based on linearization coalescence error (type II) is realistic since application of the Kingman coalescent usually involves only linearized coalescence probabilities with non-coalescence probabilities implicitly assumed.

Remark 4. Pr(decrement of $2 \mid$ coalescence) rises to $1 \%$ at $n$ lineages when parity, per expected interval, falls to 99\%; verified as $N$ varies. An alternative interpretation of this coupling is that the fractional cubic root criterion of expected genealogical parity occurs at values of $n$ lineages where multi-coalescence transitions remain probabilistically insignificant.

### 4.2. Parity Paradox

The single-pair coalescence probability dominates the expectation of generations between adjacent coalescence events in the genealogy, although inclusion of the double-pair coalescence probability sustains genealogical parity significantly beyond that obtained with single-pair coalescence. The paradox is resolved by two points: (i) relative probability values of single and double-pair coalescence explains the expected inter-arrival generations; and (ii) binomial expansion of the geometric probability for avoidance of omitted multi-coalescence events until the expected inter-arrival generations elapse.

Recall from Section 3.2 that single-pairs dominate expectation of inter-arrival generations. Then, let $G=1 / p_{n}$, where $p_{n}$ equals Equation (7). Consider the binomial expansion of parity

$$
\begin{equation*}
(x+y+z)^{G}=(x+y)^{G}+G x^{G-1} z+\binom{G}{2} x^{G-2}\left[2 y z+z^{2}\right]+\binom{G}{3}\left[3 y^{2} z+3 y z^{2}+z^{3}\right]+\cdots+z^{G} \tag{18}
\end{equation*}
$$

where $x, y$, and $z$ denote non-coalescence, single-pair and double-pair coalescence probabilities of Equations (1), (7) and (8), respectively. The left-side of Equation (18) quantifies the long run non-occurrence probability of omitted multi-coalescence events within the expected interval duration, while $n$ lineages remain. Double-pair coalescence yields a non-negligible probability in total, since Equation (18) contains a sum of terms on the order $\frac{1}{2} G^{2}$ multiplied by Equation (8). Therefore, accumulation of double-pair coalescence probabilities over many generations sustains parity. Hence, parity of the double-pairs restricted Wright-Fisher model is significantly greater than that of the single-pairs restricted Wright-Fisher model. Additional multi-coalescence transition probabilities strengthen parity accordingly.

The conventional standard deviation of the generations expected in between successive coalescence events equals $\frac{\sqrt{\sigma_{n}}}{p_{n}}$, where $q_{n}=1-p_{n}$, and the subscript denotes the dependence of the coalescence probability on $n$ lineages present. Note the conventional variance replaces a pathological mathematical variance of the geometric probability distribution (refer to Appendix B, for derivation of the mathematical variance). The higher moments do not resolve the conundrum that double-pair coalescence sustains genealogical parity, whereas single-pair coalescence determines expected inter-arrival generations. Consider the functional forms of Equations (A6), (A9) and (A10) in two cases: (i) Equation (7); and (ii) the sum of Equations (7) and (8). Therefore, single pair coalescence probability dominates the first, second, (to a lesser extent) third, and fourth moments similarly to the discussion of Section 3.2.

## 5. Conclusions

Linearization potentially affects the Kingman coalescent in two ways: (i) suppression of multi-coalescence events induces upward size bias; and (ii) inflation of coalescence probabilities due to linearization induces downward size bias. Quantitative analyses demonstrate such affects unlikely. More specifically, genealogical topology is predominantly unaffected from root to tips provided lineage numbers remain small to moderate. This relegates similar conjectured compensatory mechanism [15-17] to regions of many lineages. Many lineages render significant multi-coalescence probabilities and inflated linearized coalescence probabilities, although expected inter-arrival times diminish on external branches, in this region Kingman's coalescent therefore detracts from the exact ancestral process.

Kingman's coalescent is a reasonably robust genealogical model of population genetics, although unsuitable for a wide range of sample sizes dependent on population size. Regions of validity
were quantified with restricted versions of the exact ancestral process. Computationally-intensive statistical inference methods usually require many millions of genealogical realizations to converge. Thus, small waiting-time adjustments and slightly inflated coalescence event probabilities could be investigated more fully for significant elaboration of the sample space upon which resultant parametric estimates depend.

Double-pairs and higher combinations of multi-coalescence have proven to be negligible in the region of most significance for timing the genealogy, in both the linearized and exact ancestral processes. In contrast, parity quantifies the long run avoidance of omitted multi-coalescences across many generations as the sample size increases. Multi-coalescence affects the shape towards the tips of large sample genealogies, and then yields only fine-tuning effects of ancestral timing properties. The loss of parity of the Kingman coalescent, under relaxation of its conventional limit of a large population size, was quantified. The resultant empirical criteria, that a valid sample size is less than certain fractional square and cubic roots of population size, were all verified to hold for a wide range of population sizes. Finally, utilizing genomic data for the discovery of ecological evolutionary dynamics represents an important challenge [44] that demands extremely robust statistical models of genealogy applicable to phylogenetics.
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## Appendix A

To obtain Equation (5)

$$
\begin{equation*}
\sum_{i=i}^{n-1}\left\{i \sum_{j=1, j \neq i}^{n-1} j\right\}=\sum_{i=1}^{n-1} i\left\{\left(\sum_{j=1}^{n-1} j\right)-i\right\}=\binom{n}{2}^{2}-\frac{n(n-1)(2 n-1)}{6} \tag{A1}
\end{equation*}
$$

it is necessary to multiply Equation (A1) by a factor of $\frac{1}{2}$ to get an equivalent coefficient of the quadratic term $N^{-2}$ in Equation (4), since the expansion above counts permutations. Therefore, the convenient Expression (A1) proves Equation (5).

To obtain Equation (6)

$$
\begin{align*}
\sum_{i=1}^{n-1} i \sum_{j=1, j \neq i}^{n-1} j & \sum_{k=1, k \neq i, j}^{n-1} k \\
& =\sum_{i=1}^{n-1} i\left\{\left(\sum_{j=1}^{n-1} j\left[\sum_{k=1}^{n-1} k-j-i\right]\right)-i \sum_{k=1}^{n-1} k-2 i\right\} \\
& =\left(\sum_{i=1}^{n-1} i\right)^{3}-\left(\sum_{i=1}^{n-1} i\right)\left(\sum_{j=1}^{n-1} j^{2}\right)-\left(\sum_{i=1}^{n-1} i^{2}\right)\left(\sum_{j=1}^{n-1} j\right)  \tag{A2}\\
& -\left(\sum_{i=1}^{n-1} i^{2}\right)\left(\sum_{k=1}^{n-1} k\right)+2\left(\sum_{i=1}^{n-1} i^{3}\right)
\end{align*}
$$

the summations in Equation (A2) yield a general expression of the total

$$
\begin{equation*}
\frac{n^{3}(n-1)^{3}}{8}-3 \frac{n(n-1)}{2} \frac{n(n-1)(2 n-1)}{6}+2 \frac{n^{2}(n-1)^{2}}{4}=\frac{n^{2}(n-1)^{2}}{8}(n-2)(n-3) \tag{A3}
\end{equation*}
$$

It is necessary to multiply Equation (A2) by a factor of $\frac{1}{6}$ to get an equivalent coefficient of the cubic term $N^{-3}$ in Equation (4), since the expansion above counts permutations. Therefore, the convenient Expression (A3) proves Equation (6).

## Appendix B

To obtain the correct variance of a geometrically distributed random variable with success probability $p$, factorize the second moment

$$
\left.\begin{array}{c}
E\left(X^{2}\right)=p \sum_{i=1}^{\infty} x^{2} q^{x-1}=p\left(1+4 q+9 q^{2}+16 q^{3}+25 q^{4}+\cdots\right) \\
=p\left(1+2 q+3 q^{2}+4 q^{3}+5 q^{4}+\cdots\right. \\
+q+q^{2}+q^{3}+q^{4}+q^{5}+\cdots \\
+q+2 q^{2}+3 q^{3}+4 q^{4}+5 q^{5}+\cdots \\
+q^{2}+q^{3}+q^{4}+q^{5}+\cdots \\
+2 q^{2}+3 q^{3}+4 q^{4}+5 q^{5}+\cdots \\
+q^{3}+q^{4}+q^{5}+\cdots \\
+3 q^{3}+4 q^{4}+5 q^{5}+\cdots \\
+q^{4}+q^{5}+\cdots \\
+4 q^{4}+5 q^{5}+\cdots \\
+q^{5}+\cdots \\
+\cdots)
\end{array}\right\} \begin{gathered}
E\left(X^{2}\right)=p\left(E(X)+q E\left(X^{2}\right)+q \frac{1}{(1-q)^{2}}\right) \\
E\left(X^{2}\right)=\frac{1 / p}{1-p q^{\prime}}
\end{gathered}
$$

since

$$
\begin{gather*}
E(X)=p \sum_{i=1}^{\infty} x q^{x-1}=p\left[1+2 q+3 q^{2}+4 q^{3}+\cdots\right]=p\left[1+q+q^{2}+q^{3}+q^{4}+\cdots\right]^{2}  \tag{A7}\\
=\frac{p}{(1-q)^{2}}
\end{gather*}
$$

by convergence of the geometric series when $|q|<1$.
Thus,

$$
\begin{equation*}
\operatorname{Var}(X)=E\left(X^{2}\right)-E^{2}(X)=\frac{1}{p}\left[\frac{1}{1-p q}-\frac{1}{p}\right]=\frac{q}{p^{2}}\left[\frac{p-1}{1-p q}\right]<0 \tag{A8}
\end{equation*}
$$

The conventional variance accords with that obtained from the adjusted second derivative of the moment generating function, $E\left(e^{t X}\right)$, evaluated at $t=0$.

Similar factorizations to those of Equation (A4) yield

$$
\begin{gather*}
E\left(X^{3}\right)=p\left[q E\left(X^{3}\right)+(1+2 q) E\left(X^{2}\right)+q E(X)\right]=\frac{1+2 q}{(1-p q)^{2}}+\frac{q}{1-p q}  \tag{A9}\\
E\left(X^{4}\right)=p\left[q E\left(X^{4}\right)+(1+3 q) E\left(X^{3}\right)+3 q E\left(X^{2}\right)+q E(X)\right] \\
=\frac{(1+2 q)(1+3 q)}{(1-p q)^{3}}+\frac{3 q}{p(1-p q)^{2}}+\frac{q}{p(1-p q)} \tag{A10}
\end{gather*}
$$

## References

1. Wakeley, J. Coalescent Theory: An Introduction, 1st ed.; Roberts and Company Publishers: Greenwood Village, CO, USA, 2009; ISBN 978-0-9747077-5-4.
2. Hein, J.; Schierup, M.H.; Wiuf, C. Gene Genealogies, Variation and Evolution: A Primer in Coalescent Theory, 1st ed.; Oxford University Press: Oxford, UK, 2005; ISBN 0-19-852996-1.
3. Tavaré, S. Ancestral inference in population genetics, Part 1. In Ecole d'Eté de Probabilités de Saint-Flour XXXI-2001, 1st ed.; Picard, J., Ed.; Lectures on Probability Theory and Statistics, 1837; Springer: Berlin/Heidelberg, Germany, 2004; pp. 1-188. ISBN 3-540-20832-1.
4. Kingman, J.F.C. On the genealogy of large populations. J. Appl. Probab. 1982, 19, 27-43. [CrossRef]
5. Kingman, J.F.C. The coalescent. Stoch. Proc. Appl. 1982, 13, 235-248. [CrossRef]
6. Kingman, J.F.C. Exchangeability and the evolution of large populations, In Exchangeability in Probability and Statistics, 1st ed.; Koch, G., Spizzichino, F., Eds.; North-Holland: Amsterdam, The Netherlands, 1982; pp. 97-112, ISBN 04448644032.
7. Kingman, J.F.C. Origins of the coalescent: 1974-1982. Genetics 2000, 156, 1461-1463. [PubMed]
8. Yang, T.; Deng, H.W.; Niu, T. Critical assessment of coalescent simulators in modelling recombination hotspots in genomic sequences. BMC Bioinform. 2014, 15, 3. [CrossRef] [PubMed]
9. Allman, E.S.; Degnan, J.H.; Rhodes, J.A. Identifying the rooted species tree from the distribution of unrooted gene trees under the coalescent. J. Math. Biol. 2011, 62, 833-862. [CrossRef] [PubMed]
10. Steel, M. Phylogeny: Discrete and Random Processes in Evolution, 1st ed.; CMBS-NSF Regional Conference Series in Applied Mathematics 89; Society for Industrial and Applied Mathematics (SIAM): Philadelphia, PA, USA, 2016; ISBN 978-1-611974-47-8.
11. Crane, H. The ubiquitous Ewens Sampling Formula. Stat. Sci. 2016, 31, 1-19. [CrossRef]
12. Crane, H. Rejoinder: The ubiquitous Ewens Sampling Formula. Stat. Sci. 2016, 31, 37-39. [CrossRef]
13. Kingman, J.F.C. The genealogy of the Wright-Fisher model, appendix II. In Mathematics of Genetic Diversity, 1st ed.; CMBS-NSF Regional Conference Series in Applied Mathematics 34; Society for Industrial and Applied Mathematics (SIAM): Philadelphia, PA, USA, 1980; pp. 63-66, ISBN 0-89871-166-5.
14. Felsenstein, J. Trees of genes in populations, chapter 1. In Reconstructing Evolution: New Mathematical and Computational Advances, 1st ed.; Steel, M., Gascuel, O., Eds.; Oxford University Press: Oxford, UK, 2007; pp. 3-29, ISBN 978-0-19-920822-7.
15. Wakeley, J.; Takahashi, T. Gene genealogies when the sample size exceeds the effective size of the population. Mol. Biol. Evol. 2003, 20, 208-213. [CrossRef] [PubMed]
16. Fu, Y.X. Exact coalescent for the Wright-Fisher model. Theor. Popul. Biol. 2006, 69, 385-394. [CrossRef] [PubMed]
17. Bhaskar, A.; Clark, A.G.; Song, Y.S. Distortion of genealogical properties when the sample is very large. Proc. Natl. Acad. Sci. USA 2014, 111, 2385-2390. [CrossRef] [PubMed]
18. Wakeley, J. Coalescent theory has many new branches. Theor. Popul. Biol. 2013, 87, 1-4. [CrossRef] [PubMed]
19. Lessard, $S$. Recurrence equations for the probability distribution of sample configurations in exact population genetic models. J. Appl. Probab. 2010, 47, 732-751. [CrossRef]
20. Möhle, M. Robustness results for the coalescent. J. Appl. Probab. 1998, 35, 438-447. [CrossRef]
21. Möhle, M. Ancestral processes in population genetics-The coalescent. J. Theor. Biol. 2000, 204, 629-638. [CrossRef] [PubMed]
22. Möhle, M.; Sagitov, S. A classification of coalescent processes for haploid exchangeable population models. Ann. Probab. 2001, 29, 1547-1562. [CrossRef]
23. Kingman, J.F.C. Random discrete distributions. J. R. Stat. Soc. B 1975, 37, 1-22.
24. Kingman, J.F.C. Random partitions in population genetics. Proc. R. Soc. Lond. A 1978, 361, 1-20. [CrossRef]
25. Kingman, J.F.C. The representation of partition structures. J. Lond. Math. Soc. 1978, 18, 374-380. [CrossRef]
26. Sagitov, S. The general coalescent with asynchronous mergers of ancestral lines. J. Appl. Probab. 1999, 36, 1116-1125. [CrossRef]
27. Pitman, J. Coalescents with multiple collisions. Ann. Probab. 1999, 27, 1870-1902. [CrossRef]
28. Sagitov, S. Convergence to the coalescent with simultaneous multiple mergers. J. Appl. Probab. 2003, 40, 839-854. [CrossRef]
29. Sargsyan, O.; Wakeley, J. A coalescent process with simultaneous multiple mergers for approximating the gene genealogies of many marine organisms. Theor. Popul. Biol. 2008, 74, 104-114. [CrossRef] [PubMed]
30. Donnelly, P.; Kurtz, T. Particle representations for measure-valued population models. Ann. Probab. 1999, 27, 166-205. [CrossRef]
31. Birkner, M.; Blath, J.; Capaldo, M.; Etheridge, A.; Möhle, M.; Schweinsberg, J.; Wakolbinger, A. $\alpha$-stable branching and $\beta$-coalescents. Electron. J. Probab. 2005, 10, 303-325. [CrossRef]
32. Steinrücken, M.; Birkner, M.; Blath, J. Analysis of DNA sequence variation within marine species using $\beta$-coalescents. Theor. Popul. Biol. 2013, 87, 15-24. [CrossRef] [PubMed]
33. Heuer, B.; Sturm, A. On spatial coalescents with multiple mergers in two dimensions. Theor. Popul. Biol. 2013, 87, 90-104. [CrossRef] [PubMed]
34. Huillet, T.; Möhle, M. On the extended Moran model and its relation to coalescents with multiple collisions. Theor. Popul. Biol. 2013, 87, 5-14. [CrossRef] [PubMed]
35. Dong, R.; Gnedin, A.; Pitman, J. Exchangeable partitions derived from Markovian coalescents. Ann. Appl. Probab. 2007, 17, 1172-1201. [CrossRef]
36. Freund, F.; Möhle, M. On the number of allelic types for samples taken from exchangeable coalescents with mutation. Adv. Appl. Probab. 2009, 41, 1082-1101. [CrossRef]
37. Bertoin, J. The structure of the allelic partition of the total population for Galton-Watson processes with neutral mutations. Ann. Probab. 2009, 37, 1502-1523. [CrossRef]
38. Burden, C.J.; Simon, H. Genetic drift in populations governed by a Galton-Watson branching process. Theor. Popul. Biol. 2016, 109, 63-74. [CrossRef] [PubMed]
39. Excoffier, L. fsc26 Manual, online documentation for Fastsimcoal Version 2.6, Swiss Institute of Bioinformatics, Lausanne, Switzerland. 2016. Available online: http:/ /cmpg.unibe.ch/software/fastsimcoal2 (accessed on 23 November 2017).
40. Excoffier, L.; Dupanloup, I.; Huerta-Sánchez, E.; Foll, M. Robust demographic inference from genomic and SNP data. PLoS Genet. 2013, 9, e1003905. [CrossRef] [PubMed]
41. Excoffier, L.; Foll, M. Fastsimcoal: A continuous-time coalescent simulator of genomic diversity under arbitrarily complex evolutionary scenarios. Bioinformatics 2011, 27, 1332-1334. [CrossRef] [PubMed]
42. Excoffier, L.; Novembre, J.; Schneider, S. SIMCOAL: A general coalescent program for the simulation of molecular data in interconnected populations with arbitrary demography. J. Hereditary 2000, 91, 506-509. [CrossRef]
43. Anderson, C.N.K.; Ramakrishnan, U.; Chan, Y.L.; Hadley, E.A. Serial SimCoal: A population genetics model for data from multiple populations and points in time. Bioinformatics 2005, 21, 1733-1734. [CrossRef] [PubMed]
44. Rudman, S.A.; Barbour, M.A.; Csillérry, K.; Gienapp, P.; Guillaume, F.; Hairston, N.G., Jr.; Hendry, A.P.; Lasky, J.R.; Rafajlović, M.; Räsänen, K.; et al. What genomic data can reveal about eco-evolutionary dynamics. Nat. Ecol. Evol. 2018, 2, 9-15. [CrossRef] [PubMed]
© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

## Article

# The "Lévy or Diffusion" Controversy: How Important Is the Movement Pattern in the Context of Trapping? 

Danish A. Ahmed ${ }^{1, *}$, Sergei V. Petrovskii ${ }^{2, *}$ and Paulo F. C. Tilles ${ }^{2,3}$<br>1 Department of Mathematics and Natural Sciences, Prince Mohammad Bin Fahd University, Al-Khobar, Dhahran 34754, Saudi Arabia<br>2 Department of Mathematics, University of Leicester, University Road, Leicester LE1 7RH, UK<br>3 Departament of Matematica, Universida de Federal de Santa Maria, Santa Maria CEP 97105-900, Brazil; paulo.tilles@ufsm.br<br>* Correspondence: dahmed1@pmu.edu.sa or daa119@outlook.com (D.A.A.); sp237@le.ac.uk (S.V.P.)

Received: 30 March 2018; Accepted: 24 April 2018; Published: 9 May 2018


#### Abstract

Many empirical and theoretical studies indicate that Brownian motion and diffusion models as its mean field counterpart provide appropriate modeling techniques for individual insect movement. However, this traditional approach has been challenged, and conflicting evidence suggests that an alternative movement pattern such as Lévy walks can provide a better description. Lévy walks differ from Brownian motion since they allow for a higher frequency of large steps, resulting in a faster movement. Identification of the 'correct' movement model that would consistently provide the best fit for movement data is challenging and has become a highly controversial issue. In this paper, we show that this controversy may be superficial rather than real if the issue is considered in the context of trapping or, more generally, survival probabilities. In particular, we show that almost identical trap counts are reproduced for inherently different movement models (such as the Brownian motion and the Lévy walk) under certain conditions of equivalence. This apparently suggests that the whole 'Levy or diffusion' debate is rather senseless unless it is placed into a specific ecological context, e.g., pest monitoring programs.
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## 1. Introduction

Pests form a significant threat to agricultural ecosystems worldwide, and therefore, effective and reliable monitoring is required to ease the decision making process for intervention. In agro-ecosystems, monitoring is an essential component of integrated pest management programs (IPM) [1,2], where a control action is implemented if necessary. If the population abundance exceeds a certain predefined threshold level, and given that resource effort and expense is readily available, then intervention becomes imminent. Usually, the control action takes the form of pesticide application, which has many negative implications, such as environmental damage in the form of air, soil and water pollution. Such human-induced pressures on the environment often contribute towards bio-diversity loss and affect the functioning of ecosystems [3-5]. Other major drawbacks, which are not necessarily related, include cancer-related diseases for those handling such chemicals [6,7], increased consumer costs [8], poor efficiency in reaching targeted pests [9], pest resistance to regular use [10] and lethal effects on natural enemies [11], possibly leading to a resurgence of the pest population or a secondary pest to emerge. Therefore, in order to avoid unnecessary pesticide application or the risk of triggering pest outbreaks, accurate evaluation of population abundance is key [12]. Traps are usually installed in the field under controlled experimental conditions as a means to estimate population abundance [13-15]. They are then exposed for the duration of study, insects are caught, traps are
normally emptied at regular intervals and the total number that falls into the trap is counted and forms the trap counts. It is precisely these counts that are converted to the pest population density at trap locations and then used to estimate the total pest population size $[16,17]$.

A major ecological challenge is to develop relevant theoretical and mathematical models that can explain patterns and observations obtained from field data [18-20]. This is primarily due to the fact that inherent complexity found in the behavior of animals can be difficult to incorporate. However, insects and some invertebrates are easier to model since they have been thought of as non-cognitive. In the case of either single or multiple traps in the same field, individual insect movement can be modeled successfully using a random walk framework [12]. The earliest attempts were based on Brownian motion, which provided a framework to characterize patterns of movement with broad applications to conservation [21,22], biological invasions [23-25] and, in particular, insect pest monitoring [12,26-28]. Theoretical arguments supported by empirical observations suggest that individuals with limited sensory capabilities tend to follow a Brownian movement pattern, more so at large temporal and spatial scales [29-34]. The corresponding mean field counterpart describes the spatial-temporal population dynamics, which is governed by the diffusion equation $[12,27,28,35]$. Recently, both Brownian motion (BM) and the diffusion model have been often criticized and deemed to be oversimplified descriptions [36]. Other revised models have attempted to account for possible intermittent stop-start movement [37] or inherent intensive/extensive behavioral changes [38]. Simultaneously, there are also other studies with growing empirical evidence that support an alternative description, which postulates that animal movement can exhibit Lévy walking behavior [39,40]. Lévy walks (LW) are differentiated from Brownian movement, since they allow for arbitrarily large steps, that is the probability of executing a larger step is much higher; which results in a faster movement pattern altogether [26,27,41,42].

The usage of the terms Lévy walks or Lévy flights can vary between disciplines. In the physical sciences, a clear distinction is made, but in the ecological literature, the terminology is often interchanged [43]. Some have stressed the crucial distinction between this [44], and others have taken a more relaxed approach [40]. Lévy flights allow for arbitrarily large steps, which can theoretically result in infinite velocities; which is an unphysical/unrealistic phenomenon. On the other hand, Lévy walks ensure that steps are randomly drawn such that the velocity is constant, or nearly so. In order to avoid confusion, we will use Lévy walks as a reference to a random walk whose step distribution has the property of heavy power-law tails, although technically, this is a Lévy flight (see later Section 4.1 for more details). Note that subsequent results and analysis within this study therefore apply indirectly to Lévy walks.

The Lévy or diffusion controversy has arisen from ongoing debates that provide pro and con arguments for each description [42]. Some cases that provide promising evidence for Lévy-type movement [45] have been later classified as Brownian [41] and then have been reclassified as Lévy afterwards [46]. The confusion arises partly due to different studies providing mixed and often conflicting messages. For example, the movement pattern can switch from Brownian to Lévy in a context-specific scenario where resources are scarce [47]. In another study, Lévy-type characteristics can emerge as a consequence of the fundamental observation that individuals of the same species are non-identical [48]. It is also possible that the underlying movement pattern can be misidentified, since variation in the individual walking behavior of diffusive insects can create the impression of a Lévy flight [49]. Furthermore, composite correlated random walks can produce similar movement patterns as Lévy walks; therefore, current methods fail to reliably differentiate between these two models (although recent attempts have been made to address this issue [50]). On the other hand, diffusive properties can appear for a population of Lévy walking individuals due to strong interactions, e.g., if movement is stopped when individuals encounter each other [51]. Even more recently, the diffusion and Brownian framework has been revisited and shown to be in excellent agreement with field data [28]. In either case, it is still unclear which type of movement is adopted by insects, what conditions can alter the pattern and which mathematical framework is most efficient; hence, the controversy persists.

The idea of using a modified diffusion model as an equivalent framework for Lévy walking individuals was first introduced by Ahmed [35] and later further developed [26,27]. In particular, it was demonstrated that in the context of pest monitoring, trap count patterns could be reproduced when comparing a type of Lévy walk to time-dependent diffusion. Further discussions have highlighted that the ecological basis behind incorporating time-dependent diffusion is not clearly understood and how this is linked to the type of mechanisms [26,52,53]. Our study has been instigated by these fruitful discussions leading to an extension to the previous study by Ahmed and Petrovskii [27]. Our aim is two-fold; that is to propose a diffusion model that consists of parameters that are of ecological significance and can be interpreted with reference to the diffusive properties; also, to investigate if trap counts can be effectively reproduced for a broader class of Lévy walks using diffusion. If so, we question the relative importance of identifying the underlying movement pattern. From a cost perspective, it may make sense to concentrate more on the geometry and design of the experiment rather than the particular movement model.

## 2. BM vs. LW: Equivalence I

### 2.1. Brownian Motion

Individual-based models provide a complementary cost-effective methodology to field experiments and can be used to simulate movement and analyze trap counts [12,18,54]. The idea is to replicate these experiments through a virtual environment where supplementary and even alternative information is sought [55]. In the specific case of low-density populations, the magnitude of stochastic fluctuations can be quite large, and an individual-based modeling framework can be particularly useful to describe the movement dynamics, i.e., if dangerous pests are present. Note that movement patterns of the Lévy-type have not been identified in field studies for insects, and therefore, our motivation is from a theoretical viewpoint. Our interest is primarily based on understanding the underlying mechanisms that govern movement; it is sufficient to focus on a 1D conceptual scenario. Despite the fact that this case is hardly realistic in terms of modeling movement in a real field setting, however it does provide a theoretical background for the more realistic 2D case [56]. Furthermore, any unnecessary additional complexity that would arise due to the effects of trap and field geometries is then avoided.

The basic idea in 2D is to model walking or crawling insect movement along a continuous curvilinear path, which can be mapped to a broken line with the position recorded at discrete times [18]. In mathematical terms, the 1D analogue over unbounded space for a population of $N$ individuals records the position $X_{i}^{(n)}$ of the $n$-th individual at time $t$, which is discretized as $t_{i}=\left\{t_{0}=0, t_{1}, t_{2}, \cdots, t_{S}=T\right\}, i=0,1, \cdots, S, n=1,2, \cdots, N$, so that $X_{i}^{(n)}=X^{(n)}\left(t_{i}\right)$. Here, the script $(n)$ is included to differentiate between movement tracks of different individuals of the same insect. We assume that positions are recorded at regular intervals with constant time increment:

$$
\Delta t=t_{i}-t_{i-1}=\frac{T}{S}
$$

where the first observation is recorded at time $t=0$ with the total number of steps $S$ and total time $t_{S}=T$. Each individual moves from position $X_{i-1}^{(n)}$ to $X_{i}^{(n)}$ with step length:

$$
l_{i}^{(n)}=\left|X_{i}^{(n)}-X_{i-1}^{(n)}\right|
$$

and velocity:

$$
v_{i}^{(n)}=\frac{\left|X_{i}^{(n)}-X_{i-1}^{(n)}\right|}{\Delta t}
$$

defined over each step. The $n$-th individual placed at some position $X_{i}^{(n)}$ can move either to the right or to the left with resulting position $X_{i+1}^{(n)}$. Assuming that each subsequent step is completely random ${ }^{1}$ and generated according to a predefined probability distribution $\phi(\xi)$, then each further position can be determined by:

$$
\begin{equation*}
X_{i+1}^{(n)}=X_{i}^{(n)}+\xi, i=0,1, \cdots, S, n=1,2, \cdots, N, \tag{1}
\end{equation*}
$$

where $\xi$ is a random variable. Trap counts can then be obtained if the individuals that fall within a well-pre-defined region are removed from the system at regular intervals and counted [12,35].

Generally, animal movement is anisotropic due to the mere fact that animals have a front and rear end [57], resulting in a correlated random walk [30]. For simpler movement modes, such as that of insects, we can assume that the walk is uncorrelated and the direction of movement is completely independent of previous directions. Each position is then solely dependent on the previous location, and therefore essentially Markovian [58,59]. Under this assumption, the resulting movement is isotropic, and there is no preferential direction, i.e., no advection or drift of any kind; which can arise in the presence of an attractant. In relation to the step distribution, $\phi(\xi)$ is a symmetric probability density function (pdf) with zero mean, that is $\phi(\xi)=\phi(-\xi)$. In the case of Brownian motion, the corresponding pdf is normal, which reads:

$$
\begin{equation*}
\phi_{n}(\xi)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{\xi^{2}}{2 \sigma^{2}}\right) \tag{2}
\end{equation*}
$$

with scale parameter $\sigma$, which can possibly be dependent on time (the subscript $n$ refers to normal). Alternatively, we write $\xi \sim \mathbf{N}\left(0, \sigma^{2}\right)$, which denotes that $\xi$ is randomly drawn from a normal distribution with mean zero and variance $\sigma^{2}$. In realistic ecological applications, many insects are released into the field instead of a single individual. Using the 1D scenario as a baseline case, the corresponding analogy is to initially distribute $N$ individuals along a finite spatial interval $x \in(0, L)$. Common release methods used in trap count studies are either of two types; that is uniform or a point source. In the uniform case, we prescribe the initial position as $X_{0}^{(n)} \sim U(0, L)$, where $U(a, b)$ denotes the uniform distribution over the interval $a<x<b$. For a point source, we have $X_{0}^{(n)}=\tilde{x}$ for all $n=1,2, \cdots, N$ at $t=0$ with $x=\tilde{x}$ as the centralized location of the release point. The resulting movement pattern is then completely determined by the type of initial condition and step distribution $\phi(\xi)$. Note that the population distribution essentially becomes uniform for larger times, and therefore, identical trap counts are obtained irrespective of the type of initial distribution. This effect is realized due to the inherent random movement of individuals in the field. For more detailed information on how the shape of the trap count profile is affected by the type of initial condition, the reader is redirected to [35]. Generally, in most field applications, a uniform initial population distribution can be reasonably assumed. Even in the case when the true release distribution is characterized by multiple point source releases, the effect on trap count variation is somewhat minimal [28]. Henceforth, all simulations in this paper adopt the uniform distribution as an initial condition.

To describe the individual-based model fully, boundary conditions are enforced and defined as follows: an impermeable stop-go 'sticky'-type boundary is installed at the external boundary at $x=L$ [60], such that at any instant in time, if the individual position exceeds this boundary, that is if $X_{i}^{(n)}>L$, then it remains at location $x=L$. The next position in the process is determined purely by (1), and the individual continues to interplay with the dynamics of the system provided $0<X_{i+1}^{(n)}<L$ at the next step; otherwise, it either remains at the external boundary, if $X_{i+1}^{(n)} \geq L$ or is deemed to be trapped if $X_{i+1}^{(n)}<0$. The trap boundary at $x=0$ introduces a perturbation to the movement and is incorporated

[^0]in the following way: if $X_{i}^{(n)}<0$ at any instant in time, then the individual is removed from the system and the total trap count increases by one, functioning as an absorbing boundary. Cumulative trap counts $J_{t}$ are obtained at each step over discrete times $t=i \Delta t$, resulting in a stochastic trap count trajectory. It may be important to mention that the choice of time step $\Delta t$ has some significance, since it is known that time scale invariance is lost in the presence of an absorbing and/or stop-go boundary, possibly leading to noticeable differences in trap count recordings [60]. Therefore, $\Delta t$ is chosen small enough so that trap counts are in line with counts obtained using alternative methods, such as the mean field analytic or numerical solutions (see Section 3 and Appendix A for details). Furthermore, at the same time, $\Delta t$ is chosen to be sufficiently large, so that the assumption that subsequent steps are uncorrelated is feasible $[12,31]$.

### 2.2. Condition of Equivalence

In many ecological applications (such as, for instance, conservation and monitoring), it is important to know the probability that a given animal will remain inside a certain domain or area. Since the movement is described by the probability distribution function (pdf) $\phi(\xi)$, one can expect that the probability of remaining inside the domain depends on the properties of $\phi$, in particular on its rate of decay at large distances.

We first consider the case where $\phi(\xi)$ is fat-tailed, $\phi(\xi) \sim|\xi|^{-(\alpha+1)}$ with $0<\alpha<2$, which is the characteristic exponent for Lévy walks (see Section 4.1 for more details later). We focus on the special case $\alpha=1$ as it is thought, based both on observations of movement patterns [61,62] and on some evolutionary argument [51], to be ecologically the most relevant. In this case, the pdf for the Lévy walk is described by the Cauchy distribution:

$$
\begin{equation*}
\phi_{c}(x ; \gamma)=\frac{\gamma}{\pi} \frac{1}{x^{2}+\gamma^{2}}, \tag{3}
\end{equation*}
$$

where $\gamma$ is a scale parameter and the subscript $c$ refers to Cauchy.
In the case that at $t=0$, the animal is at $x=0$, Function (3) gives the probability density of its position after one step. It is straightforward to see that the pdf of the animal position after $i$ steps, i.e., at time $t_{i}=i \Delta t$, is given by the same distribution, but with a re-scaled value of the parameter $\gamma$, that is:

$$
\begin{equation*}
\phi_{c}(x ; i \gamma)=\frac{i \gamma}{\pi} \frac{1}{x^{2}+(i \gamma)^{2}} \tag{4}
\end{equation*}
$$

From Equation (4), we may define a symmetric interval of interest $x_{i}(\gamma, \epsilon)$, such that the integral in this interval is always equal to a certain quantity $\epsilon$,

$$
\begin{equation*}
\int_{-x_{i}}^{x_{i}} \phi_{c}(x ; i \gamma) d x=\epsilon \tag{5}
\end{equation*}
$$

and determine the limits of this interval as a function of the parameters of the process and the arbitrary probability $\epsilon$ :

$$
\begin{equation*}
x_{i}(\gamma, \epsilon)=i \gamma \tan \left(\frac{\pi \epsilon}{2}\right) \tag{6}
\end{equation*}
$$

Our goal is to obtain an alternative stochastic process, composed by the sum of random variables from the Gaussian family, which may be comparable to this one in the sense that it replicates the same probability $\epsilon$ over the interval of interest (e.g., see [28]). To do that, we will consider the sum $\bar{Y}=Y_{1}+\Upsilon_{2}+\cdots+Y_{i}$ of normally-distributed random variables, defined by the pdf:

$$
\begin{equation*}
\phi_{n}\left(y ; \Delta_{i}\right)=\frac{1}{\Delta_{i} \sqrt{2 \pi}} \exp \left(-\frac{y^{2}}{2 \Delta_{i}^{2}}\right), \tag{7}
\end{equation*}
$$

where the variance $\Delta_{i}^{2}$ is just the sum of the variances from each random variable $Y_{k}$,

$$
\begin{equation*}
\Delta_{i}^{2}=\sum_{k=1}^{i} \sigma_{k}^{2} \tag{8}
\end{equation*}
$$

As the relation between the two process is obtained by equating the integrals on the same domain $\left[-x_{i}, x_{i}\right]$, we may compute the probability $\epsilon$ over the Gaussian process using Equation (7),

$$
\begin{equation*}
\int_{-x_{i}}^{x_{i}} \phi_{n}\left(y ; \Delta_{i}\right) d y=\operatorname{erf}\left(\frac{x_{i}}{\Delta_{i} \sqrt{2}}\right)=\epsilon, \tag{9}
\end{equation*}
$$

and introducing the inverse error function as $\Phi(\cdot) \equiv \operatorname{erf}^{-1}(\cdot)$ (see footnote ${ }^{2}$ ), we relate the two processes by the following relation:

$$
\begin{equation*}
\Delta_{i}^{2}(\gamma, \epsilon)=\frac{x_{i}(\gamma, \epsilon)}{2 \Phi^{2}(\epsilon)}=\frac{i^{2} \gamma^{2} \tan ^{2}\left(\frac{\pi \epsilon}{2}\right)}{2 \Phi^{2}(\epsilon)} \tag{10}
\end{equation*}
$$

In order to determine the behavior of the increments $\sigma_{k}^{2}(\gamma, \epsilon)$, i.e., the variance of each additional Gaussian variable required to be comparable to the original Cauchy process, we only need to write Equation (8) as:

$$
\begin{equation*}
\Delta_{i}^{2}=\sigma_{i}^{2}+\Delta_{i-1}^{2} \tag{11}
\end{equation*}
$$

which immediately leads to the expression:

$$
\begin{equation*}
\sigma_{i}^{2}(\gamma, \epsilon)=\frac{(2 i-1) \gamma^{2} \tan ^{2}\left(\frac{\pi \epsilon}{2}\right)}{2 \Phi^{2}(\epsilon)} \tag{12}
\end{equation*}
$$

Now, we recall that $i$ is the time of the movement (measured in steps). From Equation (12), we therefore conclude that the probability $\epsilon$ to confine the insect performing the Lévy walk over the spatial domain $-L<x<L$ coincides exactly with the probability of the same event in the case where the insect performs the Brownian motion, provided the variance of the Brownian motion (i.e., essentially, the diffusion coefficient) increases linearly with time, $\sigma_{t}^{2} \sim 2 t$.

## 3. Time-Dependent Diffusion

Insect movement is inherently more complex in nature, due to the contribution from both external and internal factors. Typical external factors include environmental effects or stimuli, which can be quite challenging to incorporate from a modeling perspective. Since our interest lies in the actual mechanisms at play, we assume homogeneity in the sense that external factors are absent. In terms of the underlying movement mechanisms, examples of internal factors include individual variation, composite and/or intermittent movement or even time-density-dependent diffusive behavior [63,64]. The main challenge is then to develop a coherent model that can include these different processes and accurately describe the population dynamics. Obviously, the issue becomes more difficult if a combination of these features is present. In the context of insect pest monitoring, diffusion models have been shown to provide a good theoretical framework and the means for trap count interpretation $[12,27,35]$. In particular, time-dependent diffusion provides an adequate description for more complicated behavior, at least where standard diffusion fails [26,27,35,65]. The notion of insect movement with time-dependent diffusivity is not new and has been observed in field studies [19].

The 1D diffusion equation for the population density $u(x, t)$ with time-dependent diffusion coefficient $D=D(t)$ over the semi-infinite domain $0<x<\infty$, with initial density $u(x, t=0)=u_{0}(x)$ and zero density condition $u(x=0, t)=0$ at the trap boundary, reads:

[^1]\[

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D(t) \frac{\partial^{2} u}{\partial x^{2}}, u(x, t=0)=u_{0}(x), u(x=0, t)=0,0<x<\infty, t>0 \tag{13}
\end{equation*}
$$

\]

By introducing a change of the time variable:

$$
\begin{equation*}
\tau(t)=\int_{0}^{t} D(s) d s \tag{14}
\end{equation*}
$$

the system of equations (13) transforms to:

$$
\begin{equation*}
\frac{\partial u}{\partial \tau}=\frac{\partial^{2} u}{\partial x^{2}}, u(x, \tau=0)=u_{0}(x), u(x=0, \tau)=0,0<x<\infty, \tau>0 \tag{15}
\end{equation*}
$$

The general solution $[26,27,66]$ is then given by:

$$
\begin{equation*}
u(x, \tau)=\int_{0}^{\infty}\left(F\left(x-x^{\prime}, \tau\right)-F\left(x+x^{\prime}, \tau\right)\right) u_{0}\left(x^{\prime}\right) d x^{\prime} \tag{16}
\end{equation*}
$$

where:

$$
\begin{equation*}
F(x, \tau)=\frac{1}{\sqrt{4 \pi \tau}} \exp \left(-\frac{x^{2}}{4 \tau}\right) \tag{17}
\end{equation*}
$$

is the fundamental solution of the diffusion equation in (15), which reduces to $F(x, t)=\frac{1}{\sqrt{4 \pi D t}} \exp \left(-\frac{x^{2}}{4 D t}\right)$ in the specific case of constant diffusivity. The diffusive flux through the boundary at $x=0$ corresponds to trap counts $j(\tau)$, which can be determined by Fick's law, that is $j(\tau)=-\left.\frac{\partial u(x, \tau)}{\partial x}\right|_{x=0}$ with cumulative trap counts $J(\tau)$ (total flux) given by:

$$
\begin{equation*}
J(\tau)=\int_{0}^{\tau} j\left(\tau^{\prime}\right) d \tau^{\prime}=\int_{0}^{\infty} u_{0}\left(x^{\prime}\right) \operatorname{erfc}\left(\frac{x^{\prime}}{\sqrt{4 \tau}}\right) d x^{\prime} \tag{18}
\end{equation*}
$$

where $\operatorname{erfc}(z)=1-\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(-z^{\prime 2}\right) d z^{\prime}$ is the complimentary error function. Therefore, the total number of trap counts $J(t)$ for the system (13) in normal time $t$ is given by,

$$
\begin{equation*}
J(t)=\int_{0}^{\infty} u_{0}\left(x^{\prime}\right) \operatorname{erfc}\left(\frac{x^{\prime}}{2 \sqrt{\int_{0}^{t} D(s) d s}}\right) d x^{\prime} \tag{19}
\end{equation*}
$$

In the case of a uniform distribution $u_{0}(x)=U_{0}$, (19) reduces to:

$$
\begin{equation*}
J(t)=2 U_{0} \sqrt{\frac{1}{\pi} \int_{0}^{t} D(s) d s} \tag{20}
\end{equation*}
$$

with:

$$
\begin{equation*}
J(t)=2 U_{0} \sqrt{\frac{D t}{\pi}} \tag{21}
\end{equation*}
$$

in the special case with constant diffusivity $D$, corresponding to standard diffusion.

## Equivalence of Trap Counts: Brownian Motion vs. Diffusion in a Semi-Bounded Space

For the diffusion Equation (15), the mean location and mean squared displacement (MSD) are useful statistics that characterize the movement,

$$
\begin{equation*}
\langle x(\tau)\rangle=\int_{-\infty}^{\infty} x F(x, \tau) d x=0, \quad\left\langle x^{2}(\tau)\right\rangle=\int_{-\infty}^{\infty} x^{2} F(x, \tau) d x=2 \tau \tag{22}
\end{equation*}
$$

where $F(x, \tau)$ is defined by (17). It is well known that diffusion is the macroscopic description of Brownian motion [67], where the MSD is equal to the variance of the step distribution $\phi(\xi)$,

$$
\begin{equation*}
\left\langle x^{2}(\tau)\right\rangle=\mathbb{E}\left(\tilde{\zeta}^{2}\right) . \tag{23}
\end{equation*}
$$

From this, we obtain a link between the scale parameter in (2) and the diffusion coefficient,

$$
\begin{equation*}
\sigma^{2}(t)=2 \tau=2 \int_{0}^{t} D(s) d s \tag{24}
\end{equation*}
$$

For a discrete time model, one can expect that this remains valid, at least approximately, for a small, but finite value of $\Delta t$, that is:

$$
\begin{equation*}
\sigma^{2}(t) \approx 2 D(t) \Delta t \tag{25}
\end{equation*}
$$

In the case of standard diffusion, the MSD grows linearly with time and is related to the scale parameter by:

$$
\begin{equation*}
\sigma^{2}(t)=2 D t \tag{26}
\end{equation*}
$$

which is known as the hallmark of Brownian motion [12,18,68]. More generally, for anomalous diffusion, the MSD grows according to some power law relationship:

$$
\begin{equation*}
\left\langle x^{2}(t)\right\rangle \sim t^{2 H} \tag{27}
\end{equation*}
$$

where $H$ is the Hurst exponent. Here, $H=\frac{1}{2}$ corresponds to standard diffusion (26), $\frac{1}{2}<H<1$ corresponds to super-diffusion and $H=1$ corresponds to ballistic or wavelike motion. A full comprehensive summary of movement properties with reference to $H$ can be found in [59].

To demonstrate equivalence between Brownian motion and an anomalous diffusion model, consider as a baseline case:

$$
\begin{equation*}
D(t)=D_{0}+D_{1} t^{2 H-1}, H \geq \frac{1}{2} \tag{28}
\end{equation*}
$$

where $D_{0}$ is the initial diffusivity and $D_{1}$ controls the effect of time dependency for a larger time. This structure is chosen as an example, so that the scale parameter (24) is in accordance with (27), i.e.,

$$
\begin{equation*}
\sigma^{2}(t)=2 \int_{0}^{t}\left(D_{0}+D_{1} s^{2 H-1}\right) d s=2 D_{0} t+\frac{D_{1}}{H} t^{2 H} \sim t^{2 H} \quad \text { provided } \quad H \geq \frac{1}{2} \tag{29}
\end{equation*}
$$

The analytical solution for the model with an initial uniform distribution can be derived from (20), which reads:

$$
\begin{equation*}
J(t)=2 U_{0} \sqrt{\frac{D_{0} t}{\pi}}\left(1+\frac{D_{1}}{2 D_{0} H} t^{2 H-1}\right)^{\frac{1}{2}} \tag{30}
\end{equation*}
$$

and approximates the flux for constant diffusion (21) for small time.
In Figure 1, Plot (a), we find that there is almost identical agreement between trap counts obtained from the Brownian individual-based model and the mean field diffusion model, as expected from theory. More specifically, it is shown here that the diffusive flux can be used to reproduce trap count patterns for standard diffusion $H=\frac{1}{2}$, super diffusion $H=\frac{3}{4}$ and ballistic movement $H=1$, to a high level of accuracy. Intuitively, we expect that this holds for diffusion coefficients that have a more complicated time-dependency. The diffusion coefficient consists of three unknown parameters, namely $D_{0}, D_{1}$ and $H$. In terms of usage, if initial diffusivity can be measured through experiments, then other parameters can be estimated using the tools outlined in [27], i.e., by approximating the flux rate in the limit $t \rightarrow 0$ and relating it to the expected number of individuals trapped after one time step. Note that, since an analytical solution cannot be obtained for the diffusion model (15) over a finite
domain, the numerical solution is also shown for consistency. See Appendix A for details on the explicit finite difference scheme used and how the flux is computed at the trap boundary.


Figure 1. (a) Diffusive flux: Solid curves show the total flux $J(t)$ obtained from the diffusion model over time $0<t<5$ with the analytic solution given by (30), with fixed diffusion constants $D_{0}=0.05$, $D_{1}=0.15$ and varying Hurst exponents $H=\frac{1}{2}$ (standard diffusion), $H=\frac{3}{4}$ (super-diffusion) and $H=1$ (ballistic). The solution is defined over the semi-infinite domain $0<x<\infty$ with initial uniform distribution $u(x, t=0)=U_{0}=200$ and point trap $u(x=0, t)=0$. Trap counts: Bold dots plot cumulative trap counts $J_{t}$ for Brownian motion with total population $N=1000$ recorded at times $t=0,0.1,0.2, \cdots, 5$. Discrete time scale parameter is defined by combining (25) and (28), that is $\sigma^{2}(t) \approx 2\left(D_{0}+D_{1} t^{2 H-1}\right) \Delta t$ with $D_{0}, D_{1}, H$ given above. Each individual executes a total of $S=5000$ steps with constant time step increment $\Delta t=0.001$ and total time $T=S \Delta t=5$. Individuals initially uniformly distributed $X_{0}^{(n)} \sim U(0, L=5)$. The trap installed at position $x=0$ and simulations are conducted with the external boundary condition described in Section 2.1. Trap counts are replicated and averaged over ten realizations to reduce the effect of stochasticity. Numerical solution: The green dashed line represents the mean field numerical solution using the method of explicit finite differences. See Appendix A for further details on the numerical scheme. (b) Absolute relative error: $A(t)$ plotted at times $t=h k, h=0.1, k=0,1,2, \cdots, 50$, with average $\bar{A}=0.306$ (red), 0.157 (blue) and 0.167 (black), to illustrate the magnitude of the discrepancy between the analytic solution and trap counts (for the interpretation of the references to color in this figure legend, and all subsequent figures, the reader is referred to the web version of the article).

We introduce the average absolute error $\bar{A}$ as a means to quantify the discrepancy between the models. Although advanced statistical tools exist to measure differences between stochastic and deterministic processes, for our purposes, this simple statistical metric will suffice and will later prove to be effective. The absolute error (relative to the total population) evaluated at discrete times $t=h k$ is defined by,

$$
\begin{equation*}
A\left(t_{k}\right)=\frac{\mid \text { Diffusive flux }- \text { Trap counts } \mid}{\text { Total population }}=\frac{\left|J(h k)-J_{h k}\right|}{N}, \quad k=0,1,2, \cdots, K \tag{31}
\end{equation*}
$$

with time increment $h$ and total time $T=h K$. The errors are then averaged over $(K+1)$ differences,

$$
\begin{equation*}
\bar{A}\left(t_{k}\right)=\frac{1}{N(K+1)} \sum_{k=0}^{K}\left|J(h k)-J_{h k}\right| . \tag{32}
\end{equation*}
$$

Plot (b) illustrates the discrepancy using the absolute error, which lies within 0.6 and $0.7 \%$ of all total trap counts. Theoretically, the Brownian and corresponding diffusion model are equivalent, and the errors can be dismissed as somewhat negligible, partly due to the accumulation of small computational errors. We expect this error to tend to zero, with the magnitude of stochastic fluctuations decreasing as $N^{-\frac{1}{2}}$ in the limit $N \rightarrow \infty$ [69]. Furthermore, longer time simulations (not shown) demonstrate that the discrepancy increases as the effect of external boundary encounters is realized. Therefore, we require that
the finite domain is large enough, that is $\frac{L^{2}}{D}$ is much larger than the typical characteristic trapping time. The quantified errors in Table 1 are probably not useful on their own; however, for now, they function as benchmark values, which indicate an extremely good fit; indicating equivalence. As a general rule of thumb, we classify the level of fit as equivalent $0<\bar{A} \leq 0.5$, good fit $0.5<\bar{A} \leq 1$, moderate fit $1<\bar{A} \leq 1.5$ and poor fit $\bar{A}>1.5$. These will be useful later as a point of reference, when comparisons are made between various diffusion models, in an attempt to reproduce Lévy trap count data.

Table 1. Tabulated values of the average absolute relative error $\bar{A}$ as defined by (32), to compare the fit between the anomalous diffusion model (30) and trap counts obtained from Brownian motion (see Figure 1).

|  | Standard Diffusion $H=\frac{1}{2}$ | Super Diffusion $H=\frac{3}{4}$ | Ballistic Diffusion $H=\mathbf{1}$ |
| :--- | :---: | :---: | :---: |
| Brownian trap counts | 0.306 | 0.157 | 0.167 |

## 4. BM vs. LW: Equivalence II

### 4.1. Stable Laws

In the case of Brownian motion, the step distribution is normal (2), and the end tails decay exponentially fast (thin tail). A large number of studies has shown that animal movement can follow a more complicated movement pattern where the step distribution decays much more slowly according to some type of inverse power law (heavy or fat tail), known as Lévy walks [32,45,70]. As a result, individuals have a greater chance of executing 'rare' large steps, and therefore, the properties of the random walk are altered. The biological consequence is such that the overall movement pattern is faster in comparison to what is typically observed in Brownian motion. Lévy walks can be characterized by Lévy $\alpha$-stable distributions, simply known as stable laws. A distribution is said to be stable if the sum (or, more generally, a linear combination with positive weights) of two independent random variables has the same distribution up to a scaling factor and shift [44,71]. The mechanisms behind the resulting movement are governed by the step distribution, which is completely described using four parameters, namely a tail index $\alpha \in(0,2]$, skewness parameter $\beta \in[-1,1]$, scale parameter $\gamma \in(0, \infty)$ and location parameter $\delta \in \mathbb{R}$. The asymptotic behavior of the end tails is,

$$
\begin{equation*}
\phi(\xi) \sim|\xi|^{-(\alpha+1)}, \xi \rightarrow \pm \infty \tag{33}
\end{equation*}
$$

where $\alpha \in(0,2]$ determines the rate at which the tails of the distribution taper off. For $\alpha \leq 0$, the distribution cannot be normalized, and therefore, the pdf cannot be defined. For $\alpha \geq 2$, the end tails decay sufficiently fast at large $|\xi|$, ensuring that all moments exist and the central limit theorem (CLT) applies, that is the probability density of the walker after $S$ steps converges to the normal distribution as $S \rightarrow \infty$. The generalized central limit theorem (gCLT) states that the sum of identically-distributed random variables with distributions having inverse power law tails converges to one of the stable laws, of which the normal distribution is a special case. For the range $0<\alpha<2$, the gCLT applies, and the condition on the second moment is relaxed; that is, second moments diverge, and the tails are asymptotically equivalent to a Pareto law. Since their first introduction, usage of stable laws has been overlooked and somewhat neglected, mainly due to difficulties arising from an infinite variance. However, there are now well-developed and readily-available algorithms that can be exploited for simulation runs [72,73], and thus, stable laws are increasingly being considered, particularly in movement ecology [40].

Stable laws can be parametrized in $\mathcal{Z}$ different, but equivalent ways, and currently, there exists at least eleven different variations, which has led to much confusion [74,75]. Each type has an advantage over the others, and the parameter $\mathcal{Z}$ is often chosen based on the purpose of use, i.e., simulation-based studies, data fitting or the study of algebraic/analytic properties. Since our focus is primarily based on
obtaining trap counts from simulations, we choose the $\mathcal{Z}=0$ parametrization and henceforth use this setting. We adopt the notation introduced by [71]; that is, the random variable $\xi$ is drawn from the stable distribution:

$$
\mathbf{S}(\alpha, \beta, \gamma, \delta ; \mathcal{Z})
$$

Since explicit pdfs are not available for all values of $\alpha \in(0,2]$, the distribution is often described in terms of the characteristic function: the inverse Fourier transform of the pdf,

$$
\ln \mathbb{E} e^{i \omega \xi}=\left\{\begin{array}{r}
-\gamma^{\alpha}|\omega|^{\alpha}\left[1+i \beta \tan \frac{\alpha \pi}{2} \cdot \operatorname{sign}(\omega) \cdot\left(|\gamma \omega|^{1-\alpha}-1\right)\right]+i \delta \omega,  \tag{34}\\
-\gamma|\omega|\left[1+\frac{2 i \beta}{\pi} \cdot \operatorname{sign}(\omega) \cdot \log |\gamma \omega|\right]+i \delta \omega,
\end{array} \quad \alpha=1\right.
$$

For an isotropic random walk, the pdf of the step distribution is symmetrical, and therefore, both the skewness and location parameters are fixed with $\beta=\delta=0$. The resulting distribution is known as an $\alpha$-stable symmetric Lévy distribution, which is then completely characterized solely by the index $\alpha$ and scale parameter $\gamma$. For brevity, we adopt the notation:

$$
\mathbf{S}(\alpha, \beta=0, \gamma, \delta=0 ; \mathcal{Z}=0)=\mathbf{S}(\alpha, \gamma)
$$

where it is understood that all parameters are zero except $\alpha$ and $\gamma$. The resulting characteristic function in (34) reads:

$$
\begin{equation*}
\mathbb{E} e^{i \omega \xi}=\exp \left(-\gamma^{\alpha}|\omega|^{\alpha}\right) \tag{35}
\end{equation*}
$$

which is a useful way to mathematically describe all (symmetric) stable distributions, since a closed form or analytical expression does not exist for all indices $\alpha$, with the exception of the normal $\alpha=2$ and Cauchy $\alpha=1$ cases;

$$
\begin{array}{lr}
\text { Normal } \xi \sim \mathbf{S}\left(2, \gamma_{n}\right) & \phi_{n}(\xi)=\frac{1}{2 \gamma_{n} \sqrt{\pi}} \exp \left(-\frac{\xi^{2}}{4 \gamma_{n}^{2}}\right), \gamma_{n}=\frac{\sigma}{\sqrt{2}} \\
\text { Holtsmark } \xi \sim \mathbf{S}\left(\frac{3}{2}, \gamma_{h}\right) & \phi_{h}(\xi) \quad \text { Cannot be expressed in closed form } \\
\text { Cauchy } \xi \sim \mathbf{S}\left(1, \gamma_{c}\right) & \phi_{c}(\xi)=\frac{\gamma_{c}}{\pi\left(\gamma_{c}^{2}+\xi^{2}\right)} \\
\text { Symmetric-Lévy } \xi \sim \mathbf{S}\left(\frac{1}{2}, \gamma_{l}\right) & \phi_{l}(\xi)
\end{array} \text { Cannot be expressed in closed form }
$$

where the subscripts $n, h, c, l$ have been included to distinguish between the different distributions. For the normal distribution, $\sigma$ is the standard deviation shown in the step distribution (2), with $\gamma_{n}$ defined in this way due to the choice of parametrization. This relation can be easily derived through the characteristic function (35). Note that, some authors use the term 'Lévy distribution' to refer to stable laws; however, more commonly, it refers to $\alpha=\frac{1}{2}, \beta=1$, which is a skewed distribution, defined for $\xi \geq 0$ [71]. Since we consider symmetric distributions, i.e., $\beta=0$, we will refer to (39) as the 'symmetric'-Lévy distribution. In some cases, the pdf can be expressed analytically, even if it cannot be written in closed form, e.g., the Holtsmark distribution (37) can be written using hyper-geometric functions (if symmetric) or the Whittaker function (if skewed). Furthermore, the symmetric-Lévy distribution can be expressed in terms of special functions, such as Fresnel integrals [74]. However, these representations are bulky and not useful in the context of this study.

Figure 2 illustrates pdfs for symmetric stable laws with the decay of end tails characterized by different indices $\alpha=\frac{1}{2}, 1, \frac{3}{2}, 2$, with faster decay rates as $\alpha$ increases and exponential fast decay in the case of the normal distribution.


Figure 2. (a) Probability density functions $\phi(\xi)$ for stable laws; normal $\alpha=2$, Holtsmark $\alpha=\frac{3}{2}$, Cauchy $\alpha=1$ and symmetric-Lévy $\alpha=\frac{1}{2}$ with fixed scaling parameter $\gamma=1$ chosen for illustrative purposes (see (36)-(39)). (b) Comparison of end tails for different $\alpha$, defined by (33).

### 4.2. Equivalence of Trap Counts: Cauchy Walk vs. Diffusion

Standard diffusion provides an oversimplified description [76], partly due to an underlying assumption that all individuals are identical in terms of their movement capabilities. In reality, this is not entirely true, and it is known that individuals in the field do not possess an equal ability for self-motion. Even in the case of a population of an identical insect species type, distinct traits can significantly affect movement abilities, such as body mass, length of wings or more generally shape and size [77]. To overcome this assumption, modified diffusion models have been successfully introduced. For example, [48] take into account that the diffusion coefficient can vary according to some type of diffusivity distribution function, rather than being constant. As a result, it is shown that by introducing the concept of a statistically-structured population, the fat tails that are inherent in Lévy walks can appear due to the fact that individuals of the same species are non-identical. Therefore, the mechanism of fat tails' formation in a real population is always present, even if it can sometimes be induced by a mixture of other processes. This is not the only approach that attempts to explain the phenomena of fat tails appearing. We propose an alternative model (see later Section 4.3), where diffusivity varies continuously with time. On an individual level, the interpretation is such that distinct diffusive rates are adopted, and therefore, the model takes into account individual variation. However, at the population level, when rates are aggregated, the movement is governed by time-dependent diffusion.

In Section 3, it was demonstrated that equivalent trap counts can be obtained for Brownian movement using an anomalous diffusion model (30). Here, we test whether this same model can explain trap counts from non-Brownian movement, with particular interest in the level of discrepancy.

Figure 3, Plot (a), compares trap counts $J_{t}$ from the Cauchy walk ${ }^{3}$ against the diffusive flux $J(t)$ for exponents; standard diffusion $H=\frac{1}{2}$, super-diffusion $H=\frac{3}{4}$ and ballistic diffusion $H=1$. A non-linear curve fitting tool is used to determine the best-fit parameters $D_{0}, D_{1}$ by fitting the analytic solution (30) against trap count recordings in the least squares sense (see Table B1 for the complete list of trap count recordings). Plot (b) illustrates the discrepancy between the trap counts and diffusion model. The relative error is shown (instead of the absolute relative error used previously in Figure 1) to distinguish between the time intervals when trap counts are either over- or under-estimated; here, a positive relative error corresponds to the diffusive flux forming an overestimation, and vice versa.

[^2]Table 2 quantifies the fit and compares whether the diffusion model can reproduce trap counts as effectively as what was previously seen in the Brownian case (see Figure 1).



Figure 3. (a) Comparison of trap counts $J_{t}$ for the Cauchy walk $\mathbf{S}\left(\alpha=1, \gamma_{c}=0.002\right)$ (see (38)) against the diffusive flux $J(t)$ for anomalous diffusion for the three cases; standard diffusion $H=0.5,\left\{D_{0}, D_{1}\right\}=\{0.1431,1.6730\}$, super-diffusion $H=0.75,\left\{D_{0}, D_{1}\right\}=\{0.7263,1.1776\}$ and ballistic diffusion $H=1,\left\{D_{0}, D_{1}\right\}=\{1.228,0.5844\}$ (see (30)). Trap counts were averaged over five realizations to reduce the effect of stochasticity. Total number of individuals $N=1000$ uniformly distributed over a finite domain $L=5$ with population density $U_{0}=200$. Each individual executes a total of $S=3000$ steps with constant time step increment $\Delta t=0.001$ and total time $T=S \Delta t=3$. (b) Relative error (\%) measures the discrepancy between trap counts for the random walk and diffusion model defined by $\frac{J(t)-J_{t}}{N}$ plotted at times $t=0,0.1,0.2, \cdots, 3$.

Table 2. Tabulated values of the average absolute relative error $\bar{A}$ as defined by (32), to compare the fit between the anomalous diffusion model (30) and trap counts obtained from Brownian motion (see Figure 1) and the Cauchy walk (see Figure 3).

|  | Standard Diffusion $H=\frac{1}{2}$ | Super Diffusion $H=\frac{3}{4}$ | Ballistic Diffusion $H=\mathbf{1}$ |
| :---: | :---: | :---: | :---: |
| Brownian trap counts | 0.306 | 0.157 | 0.167 |
| Cauchy trap counts | 2.035 | 0.849 | 1.120 |

From Figure 3, Plot (b), it is clear that standard diffusion fails to predict trap counts adequately, with a maximum relative error of about $5 \%$. This is expected since standard diffusion corresponds to the random walk model with a normal step distribution whose end tails decay exponentially, unlike the Cauchy distribution. On comparison, Table 2 shows that both super diffusion and ballistic diffusion provide a good/moderate fitting, respectively. Petrovskii et al. [26] demonstrated that in the case of some simple diffusion models, such as linear dependency on time $D(t)=a t+b$ and its variation $D(t)=a t+b t^{\frac{1}{3}}$ ( $a, b$ constant), both of which constitute ballistic motion, provide a reasonable fit to trap count data. Figure 3 also confirms a reasonable fit for the ballistic case where the relative error lies within approximately $3 \%$; however, still, an evident discrepancy is noticed. Trap counts are much better reproduced by super-diffusion, in this case $H=\frac{3}{4}$ with relative error within approximately $2 \%$. This is somewhat expected, since it is well known that generally, super diffusion has long been acquainted with Lévy walks [43,78]. Despite this promising accuracy, note that the diffusion flux tends to alternate; in the sense that trap counts are overestimated for small time, underestimated for intermediate time and overestimated again on a larger time scale; for both the super diffusive and ballistic case. This phenomenon is also realized for other Hurst exponents in the super-diffusive and ballistic regime (simulations not shown here), even when a variety of scale parameters is considered.

Although the accuracy of the matching is somewhat ecologically acceptable in either case, a diffusion coefficient that yields trap counts at a higher level of precision is sought.

In a recent study, Ahmed and Petrovskii [27] demonstrated that the time-dependency of the diffusion coefficient could be inherently more complex than that proposed by anomalous diffusion. Subsequently, a time-dependent diffusion model was developed to provide an alternative framework for a Cauchy walk with the step distribution (38). In particular, passive trap counts were reproduced effectively, and the study indicated that in the case of a Cauchy walk, the problem of trap count interpretation can be addressed with a high precision based on the diffusion equation. However, some drawbacks with this model ${ }^{4}$ include, firstly, that the complicated structure of the diffusion coefficient leads to practicality issues, since it is not expressed in closed form. Secondly, the model consists of multiple unknown parameters with little room for interpretation, i.e., the ecological significance of parameters or how they relate to the movement pattern is unclear. Finally, the study is constrained to Cauchy walks, and it is not known whether the diffusion model is effective at predicting trap counts for a broader range of tail indices $\alpha$. With this background, we attempt to address the following: Can trap counts obtained from a system of genuine Lévy walkers be accurately reproduced using the diffusion equation, in particular, with a greater accuracy than what is observed for anomalous diffusion in Figure 3? If so, what is the structure of the diffusion coefficient, and how can the behavior of the resulting diffusion profiles be explained from an ecological viewpoint in relation to any parameters?

### 4.3. Proposed Diffusion Coefficient

Observations of trap count patterns (such as those typically observed in Figure 3) suggest that the coefficient proposed should consist of some type of growth function $G(t)$, which should behave as a controlling mechanism for diffusivity on a short and/or intermediate time scale. In addition to this, a suitable decay function should also be introduced to induce a dampening effect to ensure that trap counts are not overestimated for larger times, typically observed when the movement process grows faster than standard diffusion. Intuitively, we propose the following structure:

$$
D(t)=\underbrace{D_{0}}_{\begin{array}{c}
\text { Initial }  \tag{40}\\
\text { diffusivity }
\end{array}}+\underbrace{G(t)}_{\begin{array}{c}
\text { Growth } \\
\text { function }
\end{array}} \cdot \underbrace{e^{-v t}}_{\begin{array}{c}
\text { Exponential } \\
\text { decay }
\end{array}}
$$

with $G(0)=0$, i.e., growth is zero at $t=0$ so that initial diffusivity is defined as $D(0)=D_{0}$, with obvious meaning. Here, the growth function is subject to exponential decay causing the diffusivity to be damped over larger times with damping coefficient $v$. Subsequently, the diffusivity returns to an initial state $D_{0}$ in the large time limit as $t \rightarrow \infty$, provided the growth function is not faster than exponential growth, that is $\lim _{t \rightarrow \infty} G(t) e^{-v t}=0$. The corresponding diffusive flux for an initial uniform population density $U_{0}$ across a semi-infinite domain $x>0$ with zero density condition at $x=0$ (described in Section 3) can be derived using (20), which reads:

$$
\begin{equation*}
J(t)=2 U_{0} \sqrt{\frac{D_{0} t}{\pi}+\frac{1}{\pi} \int_{0}^{t} G(s) e^{-v s} d s} \tag{41}
\end{equation*}
$$

A number of possible candidates for the growth function exist in the literature, but are often applied to model population dynamics. Examples of such include logistic, Gompertz, von Bertalanffy and generalized or hyper-logistic growth [79]. The simplest of these is the logistic type, and an example of an application is the Rosenzweig and MacArthur [80] model for predator-prey interactions with

[^3]logistically growing prey. We propose that the growth function $G(t)$ in (40) grows logistically, as a means to model diffusivity, rather than the typical use of modeling populations, so that:
\[

$$
\begin{equation*}
G(t)=D_{1} t\left(1-\frac{t}{k}\right) \tag{42}
\end{equation*}
$$

\]

with corresponding diffusion coefficient:

$$
\begin{equation*}
D(t)=D_{0}+D_{1} t\left(1-\frac{t}{k}\right) e^{-v t} \tag{43}
\end{equation*}
$$

The movement dynamics are then completely governed by set parameters $\left\{D_{0}, D_{1}, k, v\right\}$, all positive. This growth function is a parabolic function of time, which increases from $G=0$ at time $t=0$, until a maximum $G_{\max }=\frac{1}{4} D_{1} k$ is attained at time $t=\frac{k}{2}$, and then decreases until the growth diminishes, i.e., $G=0$ at time $t=k$. The corresponding diffusion coefficient is still valid for negative growth over the interval $k<t<t^{*}$ provided $D(t)>0$, where $t^{*}$ is a solution of $\ln D_{1}\left(t^{*}-k\right)-v t^{*}=\ln D_{0} k$. For fixed $D_{1}$, the value of $k$ controls the maximum growth capacity and also determines the instant in time when growth alternates from positive to negative. In the special case, for sufficiently small time with large $k$, the term $\frac{t}{k}$ in (43) is negligible, and the growth function is approximately linear $G(t) \approx D_{1} t$, and in the limiting case as $k \rightarrow \infty$,

$$
\begin{equation*}
G(t)=D_{1} t \tag{44}
\end{equation*}
$$

with corresponding diffusion coefficient,

$$
\begin{equation*}
D(t)=D_{0}+D_{1} t e^{-v t} \tag{45}
\end{equation*}
$$

which now depends on three parameters $\left\{D_{0}, D_{1}, v\right\}$. The corresponding diffusive flux can be derived for the logistic model (42) from (41), which results in:

$$
\begin{equation*}
\text { Model 1: } \quad J(t)=\frac{2 U_{0}}{\sqrt{\pi}}\left(D_{0} t+\frac{D_{1}}{v^{2}}\left[1-(1+v t) e^{-v t}\right]+\frac{D_{1}}{k v^{3}}\left[\left(v^{2} t^{2}+2 v t+2\right) e^{-v t}-2\right]\right)^{\frac{1}{2}} \tag{46}
\end{equation*}
$$

and simplifies to:

$$
\begin{equation*}
\text { Model 2: } \quad J(t)=\frac{2 U_{0}}{\sqrt{\pi}}\left(D_{0} t+\frac{D_{1}}{v^{2}}\left[1-(1+v t) e^{-v t}\right]\right)^{\frac{1}{2}} \tag{47}
\end{equation*}
$$

in the reduced linear case (44). Henceforth, we will refer to this as Models 1 and 2, respectively.
Figure 4, Plot (a), illustrates the logistic growth function as a parabolic profile for different values of $k$, with linear growth as $k \rightarrow \infty$. Figure 4, Plot (b), shows how the diffusion coefficient behaves for particular parameter values. In ecological terms, the mechanistic process is such that insect diffusivity increases from the initial value $D_{0}$ until maximum diffusivity $D_{\max }$ is attained at time $t=\frac{k}{2}+\frac{1}{v}-\frac{k}{2} \sqrt{1+\frac{4}{(k v)^{2}}}$. We presume that this increase in diffusion rate can induce faster movement, which can be comparable (at some level) to the pattern inherent in Lévy walks. Following this, the diffusivity begins to decrease until it reaches a minimum level $D_{\text {min }}$ at time $t=\frac{k}{2}+\frac{1}{v}+\frac{k}{2} \sqrt{1+\frac{4}{(k v)^{2}}}$ and then asymptotically approaches the initial state $D_{0}$ in the large time limit. In the special case of the linear growth function, insect diffusivity reaches $D_{\max }=D_{0}+\frac{D_{1}}{e v}$ at time $t=\frac{1}{v}$ with no subsequent local minimum and the same asymptotic behavior as $t \rightarrow \infty$. Figure 4, Plot (c), illustrates the flux for each corresponding diffusion coefficient in Plot (b), and it is precisely these diffusion Models 1 and $2((46)-(47))$ that will be tested in Section 4.4 against Lévy trap count data.


Figure 4. (a) Growth function: Logistic $G(t)=D_{1} t\left(1-\frac{t}{k}\right)$, which reduces to linear growth $G(t)=D_{1} t$ as $k \rightarrow \infty$. (b) Diffusion coefficient: $D(t)=D_{0}+D_{1} t\left(1-\frac{t}{k}\right) e^{-v t}$, which reduces to $D(t)=D_{0}+D_{1} t e^{-v t}$ as $k \rightarrow \infty$. Parameter values (chosen for illustrative purposes): $D_{0}=2.5$, $D_{1}=10, v=0.8$ with different values $k=1.5,5$, including the limiting case $k \rightarrow \infty$. (c) Diffusive flux given by ((46)-(47)).

### 4.4. Reproducing Lévy Trap Counts Using Diffusion

In this section, we test Models 1 (46) and 2 (47) against Lévy trap count data (see Figure 5 and Table B1). The simulation setting, alongside the initial and boundary conditions, is precisely that which is outlined in Section 2.1, with the difference that the steps $\xi$ are now randomly drawn from those stable laws, defined in ((37)-(39)). Furthermore, the assumptions that the walk is uncorrelated and unbiased in a homogeneous environment still apply. In a system of $N$ individuals executing a Lévy walk, the position of the $n$-th individual at the $(i+1)$-th step can be described by:

$$
\begin{equation*}
X_{i+1}^{(n)}=X_{i}^{(n)}+\xi, \quad i=0,1, \cdots, S, n=1,2, \cdots, N, \quad \xi \sim \mathbf{S}(\alpha, \gamma), \quad \alpha \in(0,2) \tag{48}
\end{equation*}
$$

The trap count is expected to grow faster with time, compared to what is usually recorded for Brownian movement. This is due to the frequency of long jumps increasing, and therefore, the contribution from remote parts of the population to the trap count also increases. For our purposes, we simulate trap counts for the tail indices $\alpha=\frac{3}{2}, 1, \frac{1}{2}$, referring to the Holtsmark (37), Cauchy (38) and symmetric-Lévy (39) distributions, previously introduced in Section 4.1. The movement dynamics are completely governed by the scale parameters $\gamma_{h}, \gamma_{c}, \gamma_{l}$. Although, comparing random walks prior to simulation runs can reveal information on parameter selection [81] (also see Section 2.2), for our purposes, it suffices to arbitrarily select three distinct scale parameters for each case, i.e., $\gamma_{h}=0.01,0.02,0.04, \gamma_{c}=0.0005,0.002,0.003$ and $\gamma_{l}=1 \times 10^{-6}, 4 \times 10^{-6}, 2 \times 10^{-5}$. Here, parameters are chosen so that trap count data are obtained with a reasonable level of variation (see Table B1). The diffusive flux curves $J(t)$ given by Model 1 (46) and Model 2 (47) are then fitted (in the least squares sense) against these trap counts using a non-linear curve fitting tool, and the best-fit parameters are estimated, listed in Table 3.


Figure 5. Simulation details: In accordance with the simulation setting in Section $2.1, N=1000$ individuals are initially uniformly distributed along a 1D spatial domain $0<x<L=5$. After one time step $\Delta t=0.001$, each individual executes a single step, with the subsequent position defined by the recurrence relation (48). A total number of $S=3000$ steps is executed, with the total time of exposure $T=S \Delta t=3$. Prior to the simulation run, an impermeable external boundary is installed at $x=5$ ensuring that no individual can escape or enter the system at this end (no-migration/immigration), by forcing the condition: if $X_{i}^{(n)}>5$ at any instant in time, then $X_{i}^{(n)}=5$. The point trap at $x=0$ functions in the following way: if $X_{i}^{(n)}<0$ at any instant in time, then the individual is removed from the system, and the accumulated trap count increases by one. Consequently, the number of individuals in the population decrease as time flows, and an increasing stochastic trap count trajectory is formed. Trap counts: Bold dots depict cumulative trap counts $J_{t}$ recorded for the cases (a) Holtsmark, (b) Cauchy and (c) symmetric-Lévy at times $t=0,0.1,0.2, \cdots, 3$. Different scale parameters are considered for each respective case. Furthermore, trap counts are averaged over five realizations to reduce the effect of stochasticity (for the full list of recordings, see Table B1). Diffusive flux: Curves $J(t)$ shown for Model 2 in all three cases (red, blue and black curves). Model 1 shown only for the case corresponding to Holtsmark $\mathbf{S}\left(\alpha=1.5, \gamma_{h}=0.04\right)$ (magenta curve). All best-fit parameters are listed in Table 3.

Table 3. Best-fit parameters using a non-linear curve fitting tool (in the least squares sense) by fitting Model 1 (46) and Model 2 (47) against cumulative trap counts (see Table B1 for the complete list of recordings). The diffusion coefficients in Figure 6 are those plotted with highlighted parameters in the table below.

|  | $\boldsymbol{D}_{0}$ | $\boldsymbol{D}_{\mathbf{1}}$ | $v$ | $\boldsymbol{k}$ | $\boldsymbol{D}_{\mathbf{0}}$ | $\boldsymbol{D}_{\mathbf{1}}$ | $\boldsymbol{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{h}=0.01$ | 1.974 | 3.186 | 0.615 | 1286.032 | 1.9745 | 3.1834 | 0.6158 |
| 0.02 | 5.798 | 16.488 | 1.102 | 2846.675 | 5.7984 | 16.4881 | 1.1025 |
| 0.04 | 22.552 | 26.262 | 0.631 | $\mathbf{1 . 2 3 5}$ | 11.1403 | 133.0602 | 2.3539 |
| $\gamma_{c}=0.0005$ | 0.286 | 2.083 | 0.327 | 2598.906 | 0.2861 | 2.0828 | 0.3276 |
| 0.002 | 1.374 | 10.971 | 0.687 | 1918.029 | 1.3743 | 10.9709 | 0.6874 |
| 0.003 | 5.218 | 27.968 | 1.036 | 2589.831 | 5.2184 | 27.9676 | 1.0365 |
| $\gamma_{l}=1 \times 10^{-6}$ | 0.271 | 11.137 | 0.541 | 2608.857 | 0.2715 | 11.1369 | 0.5405 |
| $4 \times 10^{-6}$ | 2.099 | 34.539 | 0.935 | 2613.735 | 2.0992 | 34.5388 | 0.9345 |
| $2 \times 10^{-5}$ | 4.671 | 152.605 | 1.847 | 5202.465 | 4.6706 | 152.6045 | 1.8471 |

Figure 5 illustrates the fitting between the diffusive flux $J(t)$ and Lévy trap count data $J_{t}$, for the Holtsmark $\alpha=\frac{3}{2}$, Cauchy $\alpha=1$ and symmetric-Lévy $\alpha=\frac{1}{2}$ distributions, respectively. Model 2 is shown and found to form an almost identical fit, with the exception of the Holtsmark case with $\gamma_{h}=0.04$. In this special case, we find that Model 2 eventually overestimates trap counts, which is more apparent for larger $\gamma_{h}$. Here, we find that Model 1 forms a better fit, and this can also be realized upon inspection of the best-fit parameters in Table 3. The parameter $k$ is significant (compare the order of magnitude of boxed value $(k=1.235)$ with other $k)$, and therefore, the term $\frac{t}{k}$ behaves as some type of correction term, which slows the diffusivity rate. The corresponding growth function is of the logistic type, with diffusion coefficient $D(t)=D_{0}+D_{1} t\left(1-\frac{t}{k}\right) e^{-\nu t}$. In all other cases, $k$ is relatively large, and therefore, on a short time scale, the term $\frac{t}{k}$ in this diffusion coefficient is negligible. As a result, the growth function is then approximately linear, and Model 1 reduces to Model 2 with diffusion coefficient $D(t)=D_{0}+D_{1} t e^{-\nu t}$.

Figure 6 shows a plot of the diffusion coefficients, corresponding to each case in Figure 5. The diffusive profiles tend to follow a particular pattern. Typically, the diffusivity begins at some initial value $D_{0}$, begins to increase until it peaks at $D_{\max }$ and then subsequently decays to re-approach the initial value for a larger time (where the latter is not typically essential as the interest is in short time dynamics). In the special case, seen in Plot (a), the rate of decay for Model 2 (black curve) is slower than required, resulting in larger diffusivity and explains the overestimation previously observed in Figure 5, Plot (a), for the Holtsmark case with $\gamma_{h}=0.04$. On comparing the diffusion coefficients for both models, we find that trap counts are better estimated using a profile with larger initial diffusivity, a smaller peak and a faster decay (see the dashed curve).


Figure 6. Plots (a), (b), (c) Solid curves (red, blue black) show the diffusion coefficients given by (45) for Model 2. Dashed curve in (a) shows the diffusion coefficient given by (43) for Model 1. Best-fit parameters used are those highlighted in Table 3.

Figure 7 illustrates that a high level of accuracy is maintained, where the error lies roughly within $1 \%$ using (i) Model 1 for the Holtsmark case with $\gamma_{h}=0.04$ (magenta circles in Plot (a)) and (ii) Model 2 for all other cases. On comparing the absolute relative error in Table 4, we find that the proposed diffusion models significantly improve trap count prediction more than what is obtained from super diffusion. Moreover, the numerical values in Table 4 are indicative of equivalence (compare the boxed values to the others), since these values lie within the interval $0<\bar{A} \leq 0.5$, also previously seen when comparing standard diffusion to Brownian motion, which are theoretically equivalent movement processes (see Table 1). Evidently, these proposed diffusion models can be used effectively to reproduce
trap counts for a system of Lévy walking individuals to a remarkable level of accuracy, yielding almost identical counts.

Table 4. Tabulated values of the average absolute relative error $\bar{A}$ as defined by (32), to compare the fit between Models 1 (46) and 2 (47) and trap counts. $\bar{A}$ is also included for the anomalous diffusion model; see Figure 3 and Table 2. Boxed values signify 'equivalence' between the diffusion and Lévy movement models.

| Diffusion | $\gamma_{h}=0.01$ | $\mathbf{0 . 0 2}$ | $\mathbf{0 . 0 4}$ | $\gamma_{c}=0.0005$ | 0.002 | 0.003 | $\gamma_{l}=10^{-6}$ | $4 \times 10^{-6}$ | $\mathbf{2 \times 1 0 ^ { - 5 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Standard $H=\frac{1}{2}$ |  |  |  |  | 2.035 |  |  |  |  |
| Super $H=\frac{3}{4}$ <br> Ballistic $H=1$ <br> Model $1(46)$ |  |  |  |  | 0.849 |  |  |  |  |
| Model 2 (47) | $\mathbf{0 . 1 6 2}$ | 0.198 | 0.839 | 0.123 | 0.135 | 0.299 | 0.194 | 0.370 | 0.394 |



Figure 7. Absolute relative error between trap counts and diffusive flux for the cases (a) Holtsmark, (b) Cauchy and (c) symmetric-Lévy. Each color corresponds to those cases with scale parameters shown in Figure 5.

## 5. Discussion

The concept of Lévy walks emerging from time-dependent diffusion in the physical or biological sciences in not uncommon. For example, Ott et al. [82] argued that anomalous diffusion of tracer particles in systems of polymer-like breakable micelles ('living polymers') provides an experimental realization of a Lévy walk. A more recent example is that of Chen et al. [83], who showed from experiments that active transport within living cells described by time-dependent Brownian walks can self-organize into (truncated) Lévy walks. Other examples demonstrating this concept can be found elsewhere in the literature, e.g., swarming bacteria [84], pollen dispersal [85], etc. Despite this, from an ecological viewpoint, such as insect trapping, the motivation behind time-dependent diffusion, and how this is linked to the type of mechanisms involved, to date, has not been clearly understood [52].

In this study, the diffusion coefficient introduced (43) consists of parameters of ecological significance with obvious meaning, in the sense that they are not all arbitrary and are related to the underlying movement dynamics. One possible explanation of the type of diffusive pattern seen in Figure 6 can be arrived at through the concept of differential energetics [86-88]. If an individual
executes a large step, then this will incur higher energy costs than a small step, so energy expenditure for different step lengths is a given. In relation to basic individual traits, such as body mass, a heavier body requires a larger force and a larger energy expense to change direction or execute a larger step. Therefore, it may be expected that the frequency of moving long distances is lower for heavier individuals. Furthermore, for those individuals that do prefer to take large steps, this could possibly induce larger rest pauses contributing towards intermittent behavior [89], from which the decrease in the rate of diffusivity can be explained. On the other hand, the mechanisms behind the movement behavior could involve a degree of spatial synchronization of individual variation. In the case of movement with a physiological origin, this could result from a diffusivity distribution as indicated by Petrovskii and Morozov [48] or, alternatively, even time-dependent diffusion. Furthermore, with reference to behavioral effects, a sudden event may trigger a change in behavior in one individual that results in swarming behavior, leading to a change at the population level [90]. It must also be realized that the build up of the insect population and following changes in diffusivity can also be a result of transient environmental factors, e.g., temperature [91], as sudden temperature changes can excite movement or even lead to erratic behavior. If one or more of these factors can bring about diffusive movement varying with time, then as a consequence, the pattern produced by an insect population performing Brownian motion may be indistinguishable from the pattern produced by insects performing Lévy walks. Altogether, it seems that identifying a genuine Lévy walk may be more challenging than previously thought. In light of this, it is not surprising that the Lévy or diffusion controversy has been persistent, with strong evidence arguing for either side; in this study, we have demonstrated that both sides are somewhat equivalent, at least in the context of trapping.

On a final note, we would like to mention some limitations and suggest possible further research directions. Although this study is purely theoretical and attempts to answer some important issues in movement ecology, it is limited to the 1D spatial scale. In a more practical scenario, it would be interesting to see a similar study in a more realistic 2D domain, which would be more relevant to field studies with the trapping of walking/crawling insects [12,28]. The problem would then have enhanced complexity due to the introduction of a single trap of different possible shapes and sizes. For example, Reynolds [92] suggests that trap size will become a relevant quantity when the analysis is extended from the 1D case to higher dimensions. The movement pattern would then be altered, as the effects of trap and field boundaries are realized by enforcing a confined or restricted space [60]. In particular, interest would lie in how the time-dependent diffusion model could be further refined in order to produce trap counts at a high level of accuracy within these different geometries. The diffusion model can then be checked and tested for good agreement against insect trap counts in the real field, given that there is evidence of Lévy-type movement beforehand. Developing a corresponding model in 2D would be the next obvious step to take.

Attempting to model more realistic scenarios would further increase the level of model complexity. For example, in the real field, very rarely, a single trap is installed; rather, a multiple trapping system is implemented [93]. In terms of modeling, the geometry of the domain becomes intrinsically complicated, and the effects of perturbations from each trap may become difficult to unravel. In addition, removing the assumption that the random walk is unbiased would result in directed movement. This can be related to baited traps, which are widely used in practice to increase the frequency of captures [94,95]. Application of a certain agent can induce behavioral responses and attract insects to the trap, such as light, odors or pheromone. Since installation of baited traps considerably alters the insect behavior, they are much more difficult to model [96], and the corresponding theory is largely absent. In this case, the convenient mathematical framework would consist of advection-diffusion equations, where possibly, a time-dependent diffusivity may be used.

## 6. Concluding Remarks

In this paper, we show that the diffusion coefficients (43) and the reduced version (45) can be incorporated into a time-dependent diffusion model, which can then be used to predict,
almost identically, trap counts from a system of individuals who undergo a Lévy walk. Moreover, we show that this can be achieved for a broad range of Lévy tail indices. Furthermore, we find that these proposed diffusion models are much more accurate and effective when compared to super diffusion. Alongside the development of the models, we explore the biological basis for time-dependent diffusion in more detail and interpret parameters in relation to diffusive patterns. We argue that, if these inherently different movement models yield almost identical trap counts, then how important is the movement pattern in the context of trapping? This study suggests that the movement pattern is not that important after all, and rather, emphasis should be on the ecological context, at least in integrated pest monitoring programs.
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## Appendix A. Mean Field Numerical Solution

Consider the 1D diffusion equation for the population density $u(x, t)$ with time-dependent diffusion coefficient $D=D(t)$ over the finite domain $0<x<L$, with initial uniform density $u(x, t=0)=U_{0}$. The boundary conditions include the zero density condition $u(x=0, t)=0$ at the trap boundary and no-flux condition $\frac{\partial u(L, t)}{\partial x}=0$ at the external boundary. To summarize,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D(t) \frac{\partial^{2} u}{\partial x^{2}}, u(x, t=0)=U_{0}, \quad u(x=0, t)=0, \quad \frac{\partial u(L, t)}{\partial x}=0 \tag{A1}
\end{equation*}
$$

An analytical solution can only be derived for the system (A1) over the semi-infinite domain $L=\infty$, previously demonstrated in Section 3. In the case of finite $L$, a numerical solution can be sought using the method of explicit finite differences $[97,98]$ by introducing a uniform computational grid. We discretize the spatial and temporal scales,

$$
\begin{gather*}
t_{k+1}=k \Delta t, \quad k=0,1,2, \cdots  \tag{A2}\\
x_{1}=0, \quad x_{n+1}=x_{n}+\Delta x, \quad n=1,2, \cdots, N \tag{A3}
\end{gather*}
$$

with constant time $\Delta t$ and spatial $\Delta x$ increments. For brevity, using the notation:

$$
u\left(x_{n}, t_{k}\right)=u_{n}^{k}, u\left(x_{n}, t_{k}+\Delta t\right)=u_{n}^{k+1} \quad \text { and } \quad u\left(x_{n}+\Delta x, t_{k}\right)=u_{n+1}^{k}
$$

we can approximate the partial derivatives as:

$$
\begin{equation*}
\frac{\partial u}{\partial t} \approx \frac{u_{n}^{k+1}-u_{n}^{k}}{\Delta t}, \quad \frac{\partial^{2} u}{\partial x^{2}} \approx \frac{u_{n+1}^{k}-2 u_{n}^{k}+u_{n-1}^{k}}{(\Delta x)^{2}} . \tag{A4}
\end{equation*}
$$

Here, we have used a forward difference for $\frac{\partial u}{\partial t}$ and a central difference for $\frac{\partial^{2} u}{\partial x^{2}}$. The numerical scheme is said to be explicit since the solution at the $(k+1)^{s t}$ time step, namely $u_{n}^{k+1}$, is given explicitly in terms of the values $u_{n}^{k}$ from the previous time layer $t_{k}$. Discretizing the diffusion equation in (A1) and rearranging, we obtain the recurrence relation:

$$
\begin{equation*}
u_{n}^{k+1}=u_{n}^{k}+\frac{D(k \Delta t) \Delta t}{(\Delta x)^{2}}\left(u_{n+1}^{k}-2 u_{n}^{k}+u_{n-1}^{k}\right) . \tag{A5}
\end{equation*}
$$

The theoretical approximation related to this numerical scheme is $O\left(\Delta x^{2}+\Delta t\right)$, and in the case of short time dynamics of trap counts, we are interested in the solution for small time $t$, where we can assume that the approximation error $O(\Delta t)$ is negligible. The reader is redirected to [99] for a discussion on local/global truncation and round-off errors. The spatial-temporal increments must also satisfy the Courant-Friedrichs-Lewy condition:

$$
\begin{equation*}
\frac{D(k \Delta t) \Delta t}{(\Delta x)^{2}}<\frac{1}{2} \tag{A6}
\end{equation*}
$$

to ensure stability. Other numerical schemes such as the method of implicit finite differences relax this condition; however, since our interest lies in calculating the flux through the trap boundary for small times, the explicit scheme suffices with simpler computation. The initial condition can be written as $u_{n}^{0}=u\left(x_{n}, t_{0}\right)=U_{0}$, and the discretization of the trap boundary reads $u_{1}^{k}=0$ with the no-flux condition $u_{N+1}^{k}=u_{N}^{k}$ at the external boundary. The flux $j(t)$ through the trap boundary at time $t$ is given by $j(t)=-D \frac{\partial u(x=0, t)}{\partial x}$. To compute this, we approximate the derivative $\frac{\partial u}{\partial x} \approx \frac{u_{n+1}^{k}-u_{n}^{k}}{\Delta x}$, and at the trap location $x=0$ corresponding to grid node $n=1$, this reduces to $\frac{\partial u(x=0, t)}{\partial x} \approx \frac{u_{2}^{k}-u_{1}^{k}}{\Delta x}$. Therefore, the flux through the boundary at time $t_{k}$ is given by:

$$
\begin{equation*}
j\left(t_{k}\right)=D(k \Delta t) \frac{\left|u_{2}^{k}-u_{1}^{k}\right|}{\Delta x} \tag{A7}
\end{equation*}
$$

Here, we take the absolute value instead of omitting the ' -' sign, which would be required since the flux is in the opposite direction of the positive $x$-axis. A linear approximation is used in (A7); alternatively, a more accurate way to compute the flux uses a quadratic polynomial [56], which yields an error in line with the numerical scheme, i.e., $O\left(\Delta x^{2}\right)$. For our simulations, the linear approximation suffices, and we choose the spatial step $\Delta x$ to be sufficiently small to ensure that any accumulated errors are negligible. The cumulative flux passing through the trap boundary between times $t_{k}$ and $t_{k+1}$ can be computed as:

$$
\begin{equation*}
J^{k, k+1}=j\left(t_{k}\right) \Delta t=\frac{\Delta t D(k \Delta t)\left|u_{2}^{k}-u_{1}^{k}\right|}{\Delta x} \tag{A8}
\end{equation*}
$$

The cumulative flux $J^{k+1}$ from time $t>0$ is then computed by summing:

$$
\begin{equation*}
J^{k+1}=J^{k}+\frac{\Delta t D(k \Delta t)\left|u_{2}^{k}-u_{1}^{k}\right|}{\Delta x} \tag{A9}
\end{equation*}
$$

It is precisely this flux through the trap boundary that is used to model the cumulative trap counts in the diffusion model.

## Appendix B. Trap Count Recordings

Table B1. Trap count recordings for the cases (a) Holtsmark $S\left(\alpha=\frac{3}{2}, \gamma_{h}\right)$, (b) Cauchy $S\left(\alpha=1, \gamma_{c}\right)$ and (c) symmetric-Lévy $S\left(\alpha=\frac{1}{2}, \gamma_{l}\right)$, with tail exponent $\alpha$ and scale parameter $\gamma$. Simulation details with all parameter values are given in the caption of Figure 5.

| Time $(t)$ | $\gamma_{h}=\mathbf{0 . 0 1}$ | $\mathbf{0 . 0 2}$ | $\mathbf{0 . 0 4}$ | $\gamma_{c}=\mathbf{0 . 0 0 0 5}$ | $\mathbf{0 . 0 0 2}$ | $\mathbf{0 . 0 0 3}$ | $\gamma_{l}=\mathbf{1} \times \mathbf{1 0}^{-\mathbf{6}}$ | $\mathbf{4 \times 1 0 ^ { - \mathbf { 6 } }}$ | $\mathbf{2} \times \mathbf{1 0 ^ { - \mathbf { 5 } }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 54 | 93.8 | 188 | 21.6 | 48.6 | 91 | 32.6 | 69.4 | 134.2 |
| 0.2 | 83.2 | 147.2 | 283.4 | 36.4 | 86.4 | 147.8 | 60.6 | 123.4 | 241.6 |
| 0.3 | 106.6 | 195.6 | 355.2 | 53.2 | 120.2 | 206.2 | 94 | 173 | 324.8 |
| 0.4 | 127.6 | 235.6 | 413.8 | 68.4 | 145 | 252.6 | 123.2 | 222.2 | 399.4 |
| 0.5 | 146.2 | 270.6 | 466 | 78.4 | 171 | 291.2 | 147.4 | 263.6 | 460.8 |
| 0.6 | 163.2 | 299.6 | 510.4 | 91.6 | 194.4 | 328.4 | 171.6 | 305 | 513 |
| 0.7 | 180.6 | 326.2 | 551.8 | 103.8 | 218.6 | 364.4 | 196 | 340.4 | 560. |
| 0.8 | 195.6 | 351.6 | 588.8 | 116.6 | 240.2 | 394.8 | 219.6 | 376.4 | 603. |
| 0.9 | 209.8 | 376.8 | 629.6 | 126 | 262.6 | 425.4 | 238.4 | 409.6 | 645.8 |
| 1.0 | 225.6 | 400.8 | 661 | 133.8 | 282.2 | 451.6 | 258 | 438.2 | 686.4 |
| 1.1 | 238.2 | 421.8 | 689.6 | 143.2 | 302.6 | 476 | 279 | 466.2 | 717.4 |
| 1.2 | 251.4 | 442.4 | 715.2 | 155.4 | 321.6 | 498.4 | 298.6 | 491.6 | 746.4 |
| 1.3 | 260.8 | 460.4 | 740.6 | 166.4 | 335.8 | 521.2 | 321.4 | 513 | 773.2 |
| 1.4 | 271 | 482 | 760.4 | 175.2 | 355 | 545 | 341.4 | 536.2 | 797 |
| 1.5 | 282.6 | 499 | 783 | 184.2 | 372.6 | 563.8 | 358.6 | 555.2 | 820.2 |
| 1.6 | 290.6 | 516.2 | 804 | 194.2 | 384.6 | 584 | 374.8 | 575.8 | 839 |
| 1.7 | 301 | 531.4 | 821.2 | 204.8 | 398 | 600.8 | 390.2 | 596 | 856.8 |
| 1.8 | 311 | 546.4 | 836.4 | 214.2 | 413 | 617.4 | 407.8 | 612.2 | 871.2 |
| 1.9 | 323 | 562.8 | 851.6 | 222.6 | 427 | 633.8 | 422.8 | 632 | 883 |
| 2.0 | 333.2 | 574 | 864 | 231.8 | 439.6 | 652.6 | 435 | 648.6 | 894.8 |
| 2.1 | 342.6 | 586.2 | 877.2 | 333.2 | 574 | 864 | 446.6 | 668.4 | 904.6 |
| 2.2 | 350.4 | 599 | 888.8 | 241.8 | 452.2 | 669 | 462 | 681 | 912.4 |
| 2.3 | 359.2 | 609.2 | 898.8 | 246.4 | 465.2 | 683.8 | 474.2 | 694.2 | 919.4 |
| 2.4 | 369.4 | 620.2 | 907.6 | 254.2 | 476.6 | 695.2 | 488.6 | 704 | 928.2 |
| 2.5 | 376.2 | 631 | 914.8 | 263 | 488.2 | 708.2 | 502.6 | 716.4 | 934.6 |
| 2.6 | 386.2 | 645.8 | 921.8 | 271.6 | 499.2 | 721.2 | 515 | 730.4 | 941.6 |
| 2.7 | 394.4 | 655.4 | 928.4 | 280 | 509 | 735.2 | 525.6 | 747.4 | 946.2 |
| 2.8 | 399.4 | 666.8 | 934.4 | 288 | 518.2 | 745.8 | 538 | 756.4 | 950.2 |
| 2.9 | 407.6 | 678.2 | 938.8 | 294.2 | 527.2 | 757 | 550 | 768.2 | 956.2 |
| 3.0 | 415 | 686.8 | 943.8 | 301.2 | 536.8 | 766.8 | 560.8 | 779.2 | 961.2 |
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#### Abstract

A major contribution to the onset and development of autoimmune disease is known to come from infections. An important practical problem is identifying the precise mechanism by which the breakdown of immune tolerance as a result of immune response to infection leads to autoimmunity. In this paper, we develop a mathematical model of immune response to a viral infection, which includes T cells with different activation thresholds, regulatory T cells (Tregs), and a cytokine mediating immune dynamics. Particular emphasis is made on the role of time delays associated with the processes of infection and mounting the immune response. Stability analysis of various steady states of the model allows us to identify parameter regions associated with different types of immune behaviour, such as, normal clearance of infection, chronic infection, and autoimmune dynamics. Numerical simulations are used to illustrate different dynamical regimes, and to identify basins of attraction of different dynamical states. An important result of the analysis is that not only the parameters of the system, but also the initial level of infection and the initial state of the immune system determine the progress and outcome of the dynamics.
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## 1. Introduction

An immune system can only be viewed as effective when it can robustly identify and destroy pathogen-infected cells, while also distinguishing such cells from healthy cells. In the case of breakdown of immune tolerance, the immune system fails to discriminate between self-antigens and foreign antigens, which results in autoimmune disease, i.e., undesired destruction of healthy cells. Under normal conditions, once foreign epitopes are presented on antigen presenting cells (APCs) to T cells, this results in the proliferation of T cells and eliciting their effector function. While this mechanism is responsible for a successful clearance of infection, cross-reactivity between epitopes associated with foreign and self-antigens can lead to a T cell response against healthy host cells $[1,2]$.

For many autoimmune diseases, the disease occurs in a specific organ or part of the body, such as retina in uveitis, central nervous system in multiple sclerosis, or pancreatic $\beta$-cells in type- 1 diabetes [3-5]. It is extremely difficult to identify the specific causes of autoimmunity in individual patients, as it usually has contributions from a number of internal and external factors, including a genetic predisposition, age, previous immune challenges, exposure to pathogens etc., [6-9]. Even though genetic predisposition is known to play a very significant role, it is believed that some additional environmental triggers are required for the onset of autoimmunity, and these are usually represented by infections [10,11]. A very recent work has experimentally identified a gut bacterium that, when present in mice and humans, can migrate to other parts of the body, facilitating subsequent triggering of autoimmune disease in those organs [12]. Various mechanisms of onset of pathogen-induced autoimmune disease have been identified, including bystander activation [13] and molecular mimicry [14,15], which is particularly important in the context of autoimmunity caused by viral infections.

A number of mathematical models have looked into dynamics of onset and development of autoimmune disease. Segel et al. [16] analysed interactions between effector and regulatory T cells in the context of T cell vaccination, without explicitly specifying possible causes of autoimmunity. Similar models were later studied by Borghans et al. [17,18] who demonstrated possible onset of autoimmune state, defined as stable above-threshold oscillations in the number of autoreactive cells, as a result of interactions between regulatory and autoreactive T cells. León et al. [19-21] and Carneiro et al. [22] have studied interactions between different T cells, with an emphasis on the suppressing role of regulatory T cells in the dynamics of immune response and control of autoimmunity. Alexander and Wahl [23] have also looked into the role of regulatory T cells, in particular focusing on their interactions with professional APCs and effector cells for the purpose of controlling immune response. Iwami et al. [24,25] explicitly included a separate compartment representing the viral population in their models of immune response, and showed that the functional form of the growth function for susceptible host cells can have a significant effect on the resulting immune dynamics. Despite being able to explain the emergence of autoimmunity as a by-product of immune response to infection, these models were not able to exhibit another practically important dynamical regime of normal viral clearance. For the case of pathogen-induced autoimmunity arising through bystander activation, Burroughs et al. [26-28] have developed a model that investigates interactions between T cells and interleukin-2 (IL-2), an important cytokine, in mediating the onset of autoimmunity.

Among various parts of the immune system involved in coordinating an effective immune response, a particularly significant role is known to be played by the T cells, with experimental evidence suggesting that regulatory T cells are vitally important for controlling autoimmunity [29-32]. To account for this fact in mathematical models, Alexander and Wahl [23] and Burroughs et al. [26,27] have explicitly included a separate compartment for regulatory T cells that are activated by autoantigens and suppress the activity of autoreactive T cells. Another framework for modelling the effects of T cells on autoimmune dynamics is by using the idea that T cells have different or tunable activation thresholds (TAT), which result in different immune functionality of the same T cells, and also allow T cells to adjust their response to simulation by autoantigens. This approach was proposed for the analysis of the peripheral and central T cell dynamics [33-35], it has also been used to study differences in activation/response thresholds that are dependent on the activation state of the $T$ cell [36]. Murine and human experiments have confirmed that activation of T cells can indeed change dynamically during their circulation [37-40]. To model this feature, van den Berg and Rand [41], and Scherer et al. [42] developed stochastic models for the tuning of activation thresholds.

Blyuss and Nicholson $[43,44]$ have proposed a mathematical model of autoimmunity resulting from immune response to a viral infection through a mechanism of molecular mimicry. This model explicitly includes the virus population and two types of T cells with different activation thresholds, and it also accounts for a biologically realistic scenario where infection and autoimmune response can occur in different organs of the host. Besides the normal viral clearance and chronic infection, in some parameter regime the model also exhibits an autoimmune state characterised by stable oscillations in the amounts of cell populations. From a clinical perspective, such behaviour is to be expected, as it is associated with relapses and remissions that have been observed in a number of autoimmune diseases, such as autoimmune thyroid disease, MS, and uveitis [45-47]. One deficiency of this model is the fact that the oscillations associated with autoimmune regime can only occur if the amount of free virus and the number of infected cells are also exhibiting oscillations, while in clinical and laboratory settings, autoimmunity usually occurs after the initial infection has been fully cleared. To overcome this limitation, Fatehi et al. [48] have recently developed a more advanced model that also includes regulatory T cells and cytokines, which has allowed the authors to obtain a more realistic representation of immune response and various dynamical regimes. A particularly important practical insight provided by this model is the observation that it is not only the system parameters, but also the initial level of infection and the initial state of the immune system, that determine whether the host will just successfully clear the infection, or will proceed to develop autoimmunity. Approaching the same problem from another
perspective, Fatehi et al. [49] have investigated the role of stochasticity in driving the dynamics of immune response and determining which of the immune states is more likely to be attained. The authors have also determined an experimentally important characterisation of autoimmune state, as provided by the dependence of variance in cell populations on various system parameters.

In this paper, we develop and analyse a model of autoimmune dynamics, with particular focus on the role of time delays associated with different aspects of immune response, as well as an inhibiting effect of regulatory T cells on secretion of IL-2. In the next section, we introduce the model and discuss its basic properties. Section 3 contains systematic analysis of all steady states, including conditions for their feasibility and stability. Section 4 contains a bifurcation analysis of the model and demonstrates various types of behaviour that the system exhibits depending on parameters and initial conditions, which includes identification of attraction basins of various states. The paper concludes in Section 5 with the discussion of results.

## 2. Model Derivation

To understand how interactions between different parts of the immune system and the cytokine can lead to autoimmunity, we consider a model illustrated in a diagram shown in Figure 1. In this model, unlike earlier work of Blyuss and Nicholson [43,44], we consider a situation where a viral infection and possible autoimmunity occur in the same organ of the host. The healthy host cells, whose number is denoted by $A(t)$, in the absence of infection are assumed to grow logistically with linear growth rate $r$ and carrying capacity $N$, and they acquire infection at rate $\beta$ from the infected cells $F(t)$. Since experimental evidence suggests that antibodies play a secondary role compared to T cells [50], and autoimmunity can develop even in the absence of B cells [51], we do not include antibody response in the model, but focus solely on the dynamics of T cell populations. Naïve (inactivated) T cells $T_{i n}(t)$ are assumed to be in homeostasis [24,25,43], and once they are activated through interaction with infected cells, which occurs at rate $\alpha$, a proportion $p_{1}$ of them will go on to differentiate into additional regulatory T cells, a fraction $p_{2}$ will become normal activated T cells $T_{n o r}(t)$ able to destroy infected cells at rate $\mu_{F}$ upon recognition of foreign antigen present on their surface. The remaining proportion of $\left(1-p_{1}-p_{2}\right)$ of T cells will become autoreactive T cells $T_{\text {aut }}(t)$ that, in light of their lower activation threshold will be eliminating both infected cells and healthy host cells at rate $\mu_{a}$ due to the above-mentioned cross-reactivity between some epitopes in self- and foreign antigens. Regulatory T cells $T_{\text {reg }}(t)$ are assumed to be in their own homeostasis [52], and their main contribution to immune dynamics lies in suppressing autoreactive T cells at rate $\delta_{1}$. To reduce the dimensionality of the model, it is assumed that the process of viral production is occurring very fast compared to other characteristic timescales of the model, thus the viral population can be represented by its quasi-steady-state approximation, i.e., it is taken to be proportional to the number of infected cells, and this eliminates the need for a separate compartment for free virus.

A number of different cytokines mediate immune response to infection, and in the context of T cell dynamics, a particular important role is played by interleukin 2 (IL-2), represented by the variable $I(t)$ in the model, which acts to enhance the proliferation of T cells, which, in turn, secrete further IL-2. One of the actions of regulatory T cells is to suppress the expression of IL-2 [53], which is only produced by the activated T cells, but not by the regulatory T cells $[54,55]$. To represent this mathematically, we will assume that $T_{\text {nor }}$ and $T_{\text {aut }}$ produce IL-2 at rates $\sigma_{1}$ and $\sigma_{2}$, and conversely, IL-2 enhances proliferation of $T_{\text {reg }}, T_{\text {nor }}$ and $T_{\text {aut }}$ at rates $\rho_{1}, \rho_{2}$, and $\rho_{3}$. We include in the model suppression of IL- 2 by regulatory T cells at rate $\delta_{2}$, in a manner similar to Burroughs et al. [28].


Figure 1. A schematic diagram of immune response to infection. Blue indicates host cells (susceptible and infected), red denotes different T cells (naïve, regulatory, normal activated, and autoreactive T cells), yellow shows cytokines (interleukin 2). $\tau_{i}$ inside each of the subnetworks shows the time delay associated with that process.

While the production of new virus particles by infected cells is assumed to be fast, we explicitly include in the model time delay $\tau_{1}$ associated with the actual process of infection, which includes multiple stages of the eclipse phase of viral life cycle, such as virus attachment, cell penetration and uncoating [56,57]. We also include the time delay $\tau_{2}$ associated with simulation and proliferation of T cells by IL-2, and the time delay $\tau_{3}$ between antigen encounter and resulting T cell expansion [58].

With the above assumptions, the complete model takes the form

$$
\begin{aligned}
& \frac{d A}{d t}=r A\left(1-\frac{A}{N}\right)-\beta A F-\mu_{a} T_{\text {aut }} A, \\
& \frac{d F}{d t}=\beta A\left(t-\tau_{1}\right) F\left(t-\tau_{1}\right)-d_{F} F-\mu_{F} T_{\text {nor }} F-\mu_{a} T_{\text {aut }} F, \\
& \frac{d T_{\text {in }}}{d t}=\lambda_{\text {in }}-d_{\text {in }} T_{\text {in }}-\alpha T_{\text {in }} F, \\
& \frac{d T_{\text {reg }}}{d t}=\lambda_{r}-d_{r} T_{\text {reg }}+p_{1} \alpha T_{\text {in }}\left(t-\tau_{3}\right) F\left(t-\tau_{3}\right)+\rho_{1} I\left(t-\tau_{2}\right) T_{\text {reg }}\left(t-\tau_{2}\right), \\
& \frac{d T_{\text {nor }}}{d t}=p_{2} \alpha T_{\text {in }}\left(t-\tau_{3}\right) F\left(t-\tau_{3}\right)-d_{n} T_{\text {nor }}+\rho_{2} I\left(t-\tau_{2}\right) T_{\text {nor }}\left(t-\tau_{2}\right), \\
& \frac{d T_{\text {aut }}}{d t}=\left(1-p_{1}-p_{2}\right) \alpha T_{\text {in }}\left(t-\tau_{3}\right) F\left(t-\tau_{3}\right)-d_{a} T_{\text {aut }}-\delta_{1} T_{\text {reg }} T_{\text {aut }}+\rho_{3} I\left(t-\tau_{2}\right) T_{\text {aut }}\left(t-\tau_{2}\right), \\
& \frac{d I}{d t}=\sigma_{1} T_{\text {nor }}+\sigma_{2} T_{\text {aut }}-\delta_{2} T_{\text {reg }} I-d_{i} I .
\end{aligned}
$$

Introducing non-dimensional variables

$$
\begin{aligned}
& \hat{t}=r t, \quad A=N \hat{A}, \quad F=N \hat{F}, \quad T_{\text {in }}=\frac{\lambda_{\text {in }}}{d_{\text {in }}} \hat{T}_{\text {in }}, \quad T_{\text {reg }}=\frac{\lambda_{\text {in }}}{d_{\text {in }}} \hat{T}_{\text {reg }}, \\
& T_{\text {nor }}=\frac{\lambda_{\text {in }}}{d_{\text {in }}} \hat{T}_{\text {nor }}, \quad T_{\text {aut }}=\frac{\lambda_{\text {in }}}{d_{i n}} \hat{T}_{\text {aut }}, \quad I=\frac{\lambda_{\text {in }}}{d_{i n}} \hat{I}
\end{aligned}
$$

where

$$
\begin{aligned}
& \hat{\beta}=\frac{\beta N}{r}, \quad \hat{\mu}_{a}=\frac{\mu_{a} \lambda_{i n}}{r d_{i n}}, \quad \hat{d}_{F}=\frac{d_{F}}{r}, \quad \hat{\mu}_{F}=\frac{\mu_{F} \lambda_{i n}}{r d_{i n}}, \quad \hat{d}_{i n}=\frac{d_{i n}}{r}, \quad \hat{\alpha}=\frac{\alpha N}{r}, \\
& \hat{\lambda}_{r}=\frac{\lambda_{r} d_{i n}}{\lambda_{i n} r}, \quad \hat{d}_{r}=\frac{d_{r}}{r}, \quad \hat{d}_{n}=\frac{d_{n}}{r}, \quad \hat{d}_{a}=\frac{d_{a}}{r}, \quad \hat{\rho}_{i}=\frac{\rho_{i} \lambda_{i n}}{r d_{i n}}, \quad i=1,2,3, \\
& \hat{\delta}_{1}=\frac{\delta_{1} \lambda_{i n}}{r d_{i n}}, \quad \hat{\delta}_{2}=\frac{\delta_{2} \lambda_{i n}}{r d_{i n}}, \quad \hat{\sigma}_{1}=\frac{\sigma_{1}}{r}, \quad \hat{\sigma}_{2}=\frac{\sigma_{2}}{r}, \quad \hat{d}_{i}=\frac{d_{i}}{r},
\end{aligned}
$$

yields a rescaled model

$$
\begin{align*}
& \frac{d A}{d t}=A(1-A)-\beta A F-\mu_{a} T_{\text {aut }} A, \\
& \frac{d F}{d T}=\beta A\left(T-\tau_{1}\right) F\left(T-\tau_{1}\right)-d_{F} F-\mu_{F} T_{\text {nor }} F-\mu_{a} T_{\text {aut }} F, \\
& \frac{d T_{\text {in }}}{d T}=d_{\text {in }}\left(1-T_{\text {in }}\right)-\alpha T_{\text {in }} F, \\
& \frac{d T_{\text {reg }}}{d T}=\lambda_{r}-d_{r} T_{\text {reg }}+p_{1} \alpha T_{\text {in }}\left(T-\tau_{3}\right) F\left(T-\tau_{3}\right)+\rho_{1} I\left(T-\tau_{2}\right) T_{\text {reg }}\left(T-\tau_{2}\right),  \tag{1}\\
& \frac{d T_{\text {nor }}}{d T}=p_{2} \alpha T_{\text {in }}\left(T-\tau_{3}\right) F\left(T-\tau_{3}\right)-d_{n} T_{\text {nor }}+\rho_{2} I\left(T-\tau_{2}\right) T_{\text {nor }}\left(T-\tau_{2}\right), \\
& \frac{d T_{\text {aut }}}{d T}=\left(1-p_{1}-p_{2}\right) \alpha T_{\text {in }}\left(T-\tau_{3}\right) F\left(T-\tau_{3}\right)-d_{a} T_{\text {aut }}-\delta_{1} T_{\text {reg }} T_{\text {aut }}+\rho_{3} I\left(T-\tau_{2}\right) T_{\text {aut }}\left(T-\tau_{2}\right), \\
& \frac{d I}{d T}=\sigma_{1} T_{\text {nor }}+\sigma_{2} T_{\text {aut }}-\delta_{2} T_{\text {reg }} I-d_{i} I,
\end{align*}
$$

where all hats in variables and parameters have been dropped for simplicity of notation, and all parameters are assumed to be positive. It is easy to show that this system is well-posed, i.e., solutions with non-negative initial conditions remain non-negative for all $t \geq 0$.

As a first step in the analysis of model (1), we look at its steady states

$$
S^{*}=\left(A^{*}, F^{*}, T_{i n}^{*}, T_{r e g}^{*}, T_{n o r}^{*}, T_{a u t}^{*}, I^{*}\right)
$$

that can be found by equating to zero the right-hand sides of Equation (1) and solving the resulting system of algebraic equations, deferring the discussion of conditionally stable steady states to Section 3. First, we consider a situation where there are no infected cells at a steady state, i.e., $F^{*}=0$, which immediately implies $T_{i n}^{*}=1$. In this case, there are four possible combinations of steady states depending on whether $T_{\text {nor }}^{*}$ and $T_{\text {aut }}^{*}$ are each equal to zero or positive. If $T_{\text {nor }}^{*}=T_{\text {aut }}^{*}=0$, there are two steady states

$$
S_{1}^{*}=\left(0,0,1, \frac{\lambda_{r}}{d_{r}}, 0,0,0\right), \quad S_{2}^{*}=\left(1,0,1, \frac{\lambda_{r}}{d_{r}}, 0,0,0\right)
$$

of which $S_{1}^{*}$ is always unstable, and $S_{2}^{*}$ is a disease-free conditionally stable steady state.
For $T_{\text {nor }}^{*} \neq 0$ and $T_{\text {aut }}^{*}=0$, we again have two steady states

$$
S_{3}^{*}=\left(0,0,1, \frac{\lambda_{r} \rho_{2}}{\rho_{2} d_{r}-\rho_{1} d_{n}}, T_{n o r}^{*}, 0, \frac{d_{n}}{\rho_{2}}\right), \quad S_{4}^{*}=\left(1,0,1, \frac{\lambda_{r} \rho_{2}}{\rho_{2} d_{r}-\rho_{1} d_{n}}, T_{n o r}^{*}, 0, \frac{d_{n}}{\rho_{2}}\right),
$$

where $T_{n o r}^{*}=\frac{d_{n}\left(\lambda_{r} \delta_{2} \rho_{2}+d_{i} d_{r} \rho_{2}-d_{i} d_{n} \rho_{1}\right)}{\rho_{2} \sigma_{1}\left(\rho_{2} d_{r}-\rho_{1} d_{n}\right)}$, but they are both unstable for any values of parameters.

In the case when $T_{\text {nor }}^{*}=0$ and $T_{\text {aut }}^{*} \neq 0$, we have two further steady states $S_{5}^{*}$ and $S_{6}^{*}$,

$$
\begin{aligned}
& S_{5}^{*}=\left(0,0,1, T_{r e g}^{*}, 0, \frac{\left(d_{i}+\delta_{2} T_{r e g}^{*}\right)\left(d_{a}+\delta_{1} T_{r e g}^{*}\right)}{\rho_{3} \sigma_{2}}, \frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}\right), \\
& S_{6}^{*}=\left(A^{*}, 0,1, T_{r e g}^{*}, 0, \frac{\left(d_{i}+\delta_{2} T_{r e g}^{*}\right)\left(d_{a}+\delta_{1} T_{r e g}^{*}\right)}{\rho_{3} \sigma_{2}}, \frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}\right),
\end{aligned}
$$

where $A^{*}=1-\frac{\mu_{a}\left(d_{i}+\delta_{2} T_{\text {reg }}^{*}\right)\left(d_{a}+\delta_{1} T_{\text {reg }}^{*}\right)}{\rho_{3} \sigma_{2}}$, and

$$
T_{r e g}^{*}=\frac{d_{r} \rho_{3}-\rho_{1} d_{a} \pm \sqrt{\left(d_{r} \rho_{3}-\rho_{1} d_{a}\right)^{2}-4 \rho_{1} \delta_{1} \lambda_{r} \rho_{3}}}{2 \rho_{1} \delta}
$$

The steady state $S_{5}^{*}$ has $A^{*}=0$, which implies the death of host cells, whereas the steady state $S_{6}^{*}$ corresponds to an autoimmune regime. The steady state $S_{7}^{*}$ with $T_{\text {nor }}^{*} \neq 0$ and $T_{\text {aut }}^{*} \neq 0$ exists only for a particular combination of parameters, namely, when

$$
\delta_{1} \rho_{2}^{2} \lambda_{r}=\left(\rho_{3} d_{n}-\rho_{2} d_{a}\right)\left(\rho_{2} d_{r}-\rho_{1} d_{n}\right)
$$

and is always unstable. Finally, when $F^{*} \neq 0$, the system (1) can have a steady state $S_{8}^{*}$ with all of its components being positive, but it does not appear possible to find a closed form expression for this state.

In summary, besides the unconditionally unstable steady states, the model (1) has at most for conditionally stable steady states: the disease-free steady state $S_{2}^{*}$, the steady state with the death of host cells $S_{5}^{*}$, the autoimmune steady state $S_{6}^{*}$, and the persistent or chronic steady state $S_{8}^{*}$.

## 3. Stability Analysis of the Steady States

### 3.1. Stability Analysis of the Disease-Free Steady State

Linearising the system (1) near the disease-free steady state $S_{2}^{*}$ yields the following equation for characteristic roots $\lambda$

$$
\begin{equation*}
\lambda+d_{F}-\beta e^{-\lambda \tau_{1}}=0 \tag{2}
\end{equation*}
$$

If $d_{F}<\beta$, the above equation always has a real positive root for any value $\tau_{1} \geq 0$, implying that the disease-free steady state is always unstable for any value of the time delays. If, however, the condition $d_{F}>\beta$ holds, the disease-free steady state is stable for $\tau_{1}=0$. To find out whether it can lose stability for $\tau_{1}>0$, we look for solutions of Equation (2) in the form $\lambda=i \omega$. Separating real and imaginary parts yields

$$
\begin{aligned}
& d_{F}=\beta \cos \left(\omega \tau_{1}\right) \\
& \omega=-\beta \sin \left(\omega \tau_{1}\right)
\end{aligned}
$$

Squaring and adding these two equations gives the following equation for potential Hopf frequency $\omega$

$$
\omega^{2}+d_{F}^{2}-\beta^{2}=0
$$

since $d_{F}>\beta$, this equation does not have real roots for $\omega$, suggesting that there can be no roots of the form $\lambda=i \omega$ of the characteristic Equation (2). This implies that in the case $d_{F}>\beta$ the disease-free steady state $S_{2}^{*}$ is stable for all values of the time delay $\tau_{1} \geq 0$.

### 3.2. Stability Analysis of the Death, Autoimmune and Chronic Steady States

The steady state $S_{5}^{*}\left(\right.$ respectively, $\left.S_{6}^{*}\right)$ is stable if

$$
\begin{equation*}
P<\frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}<\frac{d_{n}}{\rho_{2}}, \tag{3}
\end{equation*}
$$

and all roots of the following equation have negative real part

$$
\begin{equation*}
\Delta\left(\tau_{2}, \lambda\right)=p_{2}(\lambda) e^{-2 \lambda \tau_{2}}+p_{1}(\lambda) e^{-\lambda \tau_{2}}+p_{0}(\lambda)=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& p_{2}(\lambda)=\frac{\rho_{1}\left(d_{a}+\delta_{1} T_{\text {reg }}^{*}\right)^{2}}{\rho_{3}}\left(\lambda+2 d_{i}+\delta_{2} T_{\text {reg }}^{*}\right) \\
& \begin{aligned}
p_{1}(\lambda)=-\frac{\left(d_{a}+\delta_{1} T_{\text {reg }}^{*}\right)}{\rho_{3}}\{ & \left(\rho_{1}+\rho_{3}\right) \lambda^{2}+\left[\rho_{1}\left(d_{i}+d_{a}+\delta_{1} T_{\text {reg }}^{*}\right)+\rho_{3}\left(d_{r}+2 d_{i}+2 \delta_{2} T_{\text {reg }}^{*}\right)\right] \lambda \\
& \left.\quad+d_{i}\left(\rho_{1} d_{a}+2 d_{r} \rho_{3}\right)+\delta_{2} T_{\text {reg }}^{*}\left(-\rho_{1} \delta_{1} T_{\text {reg }}^{*}+2 d_{r} \rho_{3}\right)\right\},
\end{aligned} \\
& p_{0}(\lambda)=\left(\lambda+d_{r}\right)\left(\lambda+d_{i}+\delta_{2} T_{\text {reg }}^{*}\right)\left(\lambda+d_{a}+\delta_{1} T_{\text {reg }}^{*}\right)
\end{aligned}
$$

and

$$
P= \begin{cases}\frac{\sigma_{2}}{\mu_{a}\left(d_{i}+\delta_{2} T_{\text {reg }}^{*}\right)}, & \text { for } S_{5}^{*} \\ \frac{\sigma_{2}\left(\beta-d_{F}\right)}{\mu_{a}(1+\beta)\left(d_{i}+\delta_{2} T_{\text {reg }}^{*}\right)}, & \text { for } S_{6}^{*}\end{cases}
$$

This steady state undergoes a steady-state bifurcation if

$$
\begin{equation*}
\frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}=P, \quad \text { or } \quad \frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}=\frac{d_{n}}{\rho_{2}}, \quad \text { or } \quad \delta_{1} \rho_{1}\left(T_{r e g}^{*}\right)^{2}=\lambda_{r} \rho_{3} \tag{5}
\end{equation*}
$$

For $\tau_{2}=0$ these steady states are stable if $T_{\text {reg }}^{*}$ satisfies (3) and

$$
\begin{align*}
& \delta_{1} \rho_{1}\left(T_{r e g}^{*}\right)^{2}>\lambda_{r} \rho_{3} \\
& a_{5}\left(T_{\text {reg }}^{*}\right)^{5}+a_{4}\left(T_{\text {reg }}^{*}\right)^{4}+a_{3}\left(T_{r e g}^{*}\right)^{3}+a_{2}\left(T_{\text {reg }}^{*}\right)^{2}+a_{1} T_{r e g}^{*}+a_{0}>0 \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{5}=-\delta_{1} \delta_{2}\left(\delta_{1} \rho_{1}-\delta_{2} \rho_{1}+\delta_{2} \rho_{3}\right), a_{4}=d_{a} \delta_{2}\left(\delta_{2} \rho_{2}-\delta_{1} \rho_{1}-\delta_{2} \rho_{3}\right)-d_{i} \delta_{1}\left(\delta_{1} \rho_{1}-\delta_{2} \rho_{1}+2 \delta_{2} \rho_{3}\right), \\
& a_{3}=-d_{i} \delta_{1}\left(d_{a} \rho_{1}+d_{i} \rho_{3}\right)+d_{a} d_{i} \delta_{2}\left(\rho_{1}-2 \rho_{3}\right)+\lambda_{r} \delta_{2}\left(\delta_{1} \rho_{1}+\delta_{2} \rho_{3}\right) \\
& a_{2}=-d_{a} d_{i}^{2} \rho_{3}+\lambda_{r} \delta_{2}\left(d_{a} \rho_{1}+2 d_{i} \rho_{3}\right), a_{1}=\lambda_{r} \rho_{3}\left(d_{i}^{2}+\delta_{2} \lambda_{r}\right), a_{0}=d_{i} \rho_{3} \lambda_{r}^{2} .
\end{aligned}
$$

To investigate whether stability can be lost for $\tau_{2}>0$, we use an iterative procedure described in $[59,60]$ to determine a function $F(\omega)$, whose roots give the Hopf frequency associated with purely imaginary roots of Equation (4). Substituting $\lambda=i \omega$ into Equation (4), we define $\Delta^{(1)}\left(\tau_{2}, \lambda\right)$ as

$$
\Delta^{(1)}\left(\tau_{2}, \lambda\right)=\overline{p_{0}(i \omega)} \Delta\left(\tau_{2}, i \omega\right)-p_{2}(i \omega) e^{-2 i \omega \tau_{2}} \overline{\Delta\left(\tau_{2}, i \omega\right)}=p_{0}^{(1)}(i \omega)+p_{1}^{(1)}(i \omega) e^{-i \omega \tau_{2}}
$$

where

$$
\begin{aligned}
& p_{0}^{(1)}(i \omega)=\left|p_{0}(i \omega)\right|^{2}-\left|p_{2}(i \omega)\right|^{2} \\
& p_{1}^{(1)}(i \omega)=\overline{p_{0}(i \omega)} p_{1}(i \omega)-\overline{p_{1}(i \omega)} p_{2}(i \omega)
\end{aligned}
$$

and the bar denotes the complex conjugate. If we define

$$
F(\omega)=\left|p_{0}^{(1)}(i \omega)\right|^{2}-\left|p_{1}^{(1)}(i \omega)\right|^{2}
$$

then $\Delta\left(\tau_{2}, i \omega\right)=0$ whenever $\omega$ is a root of $F(\omega)=0$. The function $F(\omega)$ has the explicit form

$$
F(\omega)=\omega^{12}+b_{10} \omega^{10}+b_{8} \omega^{8}+b_{6} \omega^{6}+b_{4} \omega^{4}+b_{2} \omega^{2}+b_{0}
$$

with

$$
\begin{aligned}
b_{0}=\frac{\left(\delta_{1} d_{a}+T_{r e g}^{*}\right)^{4}}{\rho_{3}^{4}} & \left(d_{i}+\delta_{2} T_{r e g}^{*}\right)\left(2 T_{r e g}^{*} \delta_{1} \rho_{1}+d_{a} \rho_{1}-d_{r} \rho_{3}\right) \\
& {\left[\left(d_{i}+\delta_{2} T_{r e g}^{*}\right)\left(d_{a} \rho_{1}+3 d_{r} \rho_{3}\right)+2 d_{i} \rho_{1}\left(d_{a}+\delta_{1} T_{r e g}^{*}\right)\right] } \\
& {\left[\rho_{1}\left(d_{a}+\delta_{1} T_{r e g}^{*}\right)\left(2 d_{i}+\delta_{2} T_{r e g}^{*}\right)-d_{r} \rho_{3}\left(d_{i}+\delta_{2} T_{r e g}^{*}\right)\right]^{2} . }
\end{aligned}
$$

The explicit formulae for other coefficients of $F(\omega)$ can be found in Appendix A. Introducing $s=\omega^{2}$, the equation $F(\omega)=0$ can be equivalently rewritten as follows,

$$
\begin{equation*}
h(s)=s^{6}+b_{10} s^{5}+b_{8} s^{4}+b_{6} s^{3}+b_{4} s^{2}+b_{2} s+b_{0}=0 . \tag{7}
\end{equation*}
$$

Without loss of generality, suppose that Equation (7) has six distinct positive roots denoted by $s_{1}$, $s_{2}, \ldots, s_{6}$, which means that the equation $F(\omega)=0$ has six positive roots

$$
\omega_{i}=\sqrt{s_{i}}, \quad i=1,2, \ldots, 6
$$

Substituting $\lambda_{k}=i \omega_{k}$ into Equation (4) gives

$$
\tau_{k, j}=\frac{1}{\omega_{k}}\left[\arctan \left(\frac{\omega_{k}\left(\left(\rho_{1}+\rho_{3}\right) \omega_{k}^{4}+f_{2} \omega_{k}^{2}+f_{0}\right)}{\left(\rho_{3} Z-d_{r} \rho_{1}-\rho_{3}^{2} I^{*}-\rho_{1} \delta_{2} T_{r e g}^{*}\right) \omega_{k}^{4}+g_{2} \omega_{k}^{2}+g_{0}}\right)+j \pi\right]
$$

for $k=1,2, \ldots, 6, j=0,1,2, \ldots$, where

$$
\begin{aligned}
f_{0}= & -\rho_{1}^{2} \rho_{3}^{2} I^{* 3} Z-\rho_{1} \rho_{3}\left(2 \rho_{1}+3 \rho_{3}\right) I^{* 2} Z^{2}+\rho_{1} \rho_{3} T_{r e g}^{*}\left(-\delta_{1} \rho_{1}+3 \delta_{2} \rho_{1}+\delta_{2} \rho_{3}\right) I^{* 2} Z \\
& -T_{r e g}^{*}{ }^{2} \delta_{2}^{2} \rho_{1}^{2} \rho_{3} I^{* 2}-T_{r e g}^{*} \delta_{1} \rho_{1} \rho_{3} I^{*} Z^{2}+d_{r} \rho_{3}\left(-\delta_{1} \rho_{1} T_{r e g}^{*}+d_{r} \rho_{3}\right) I^{*} Z \\
& +d_{r}\left(-T_{r e g}^{*} \delta_{1} \rho_{1}+2 d_{r} \rho_{3}\right) Z^{2}, \\
f_{2}= & -\rho_{1}^{2} \rho_{3} I^{* 2}+\rho_{3}^{2} I^{*} Z+\left(\rho_{1}+2 \rho_{3}\right) Z^{2}+\rho_{1} T_{r e g}^{*}\left(\delta_{1}-\delta_{2}\right) Z-d_{r}\left(T_{r e g}^{*} \delta_{2} \rho_{1}-d_{r} \rho_{3}\right), \\
g_{0}= & \rho_{1}{ }^{2} \rho_{3}^{2} I^{* 3}\left(2 Z^{2}-3 T_{r e g}^{*} \delta_{2} Z+T_{r e g}^{* 2} \delta_{2}^{2}\right)+\rho_{1} \rho_{3}\left(-2 T_{r e g}^{*} \delta_{1} \rho_{1}+3 d_{r} \rho_{3}\right) I^{* 2} Z^{2} \\
& +\rho_{1} \rho_{3} \delta_{2} T_{r e g}^{*}\left(T_{r e g}^{*} \delta_{1} \rho_{1}-d_{r} \rho_{3}\right) I^{* 2} Z+d_{r} \rho_{3}\left(T_{r e g}^{*} \delta_{1} \rho_{1}-2 d_{r} \rho_{3}\right) I^{*} Z^{2}, \\
g_{2}= & \rho_{3} I^{*}\left(\rho_{1}^{2} \rho_{3} I^{* 2}-\rho_{1}^{2} I^{*} Z-2 \rho_{3} Z^{2}-T_{r e g}^{*} \delta_{1} \rho_{1} Z-d_{r}^{2} \rho_{3}\right)-\rho_{1}\left(d_{r}+\delta_{1} T_{r e g}^{*}\right) Z^{2} \\
& +d_{r}\left(-T_{r e g}^{*} \delta_{1} \rho_{1}+T_{r e g}^{*} \delta_{2} \rho_{1}+d_{r} \rho_{3}\right) Z,
\end{aligned}
$$

and

$$
I^{*}=\frac{d_{a}+\delta_{1} T_{r e g}^{*}}{\rho_{3}}, \quad Z=d_{i}+\delta_{2} T_{r e g}^{*}
$$

This allows us to find

$$
\tau^{*}=\tau_{k_{0}, 0}=\min _{1 \leq k \leq 6}\left\{\tau_{k, 0}\right\}, \quad \omega_{0}=\omega_{k_{0}}
$$

as the first time delay for which the roots of the characteristic Equation (4) cross the imaginary axis. To determine whether these steady states actually undergo a Hopf bifurcation at $\tau_{2}=\tau^{*}$, we have to compute the sign of $d \operatorname{Re}\left[\lambda\left(\tau^{*}\right)\right] / d \tau_{2}$. For $\tau=\tau^{*}, \lambda\left(\tau^{*}\right)=i \omega_{0}$, and we also define $s_{0}=\omega_{0}^{2}$.

Lemma 1. Suppose $h^{\prime}\left(s_{0}\right) \neq 0$ and $p_{0}^{(1)}\left(i \omega_{0}\right) \neq 0$. Then the following transversality condition holds

$$
\operatorname{sgn}\left\{\left.\frac{d \operatorname{Re}(\lambda)}{d \tau_{2}}\right|_{\tau_{2}=\tau^{*}}\right\}=\operatorname{sgn}\left[p_{0}^{(1)}\left(i \omega_{0}\right) h^{\prime}\left(s_{0}\right)\right]
$$

Proof. Considering $p_{j}\left(i \omega_{0}\right)=x_{j}\left(\omega_{0}\right)+i y_{j}\left(\omega_{0}\right)$ for $j=0,1,2$, we have

$$
\begin{aligned}
& p_{0}^{(1)}\left(i \omega_{0}\right)=x_{0}^{2}+y_{0}^{2}-x_{2}^{2}-y_{2}^{2} \\
& p_{1}^{(1)}\left(i \omega_{0}\right)=\left(x_{0} x_{1}+y_{0} y_{1}-x_{1} x_{2}-y_{1} y_{2}\right)+\left(x_{0} y_{1}+x_{2} y_{1}-x_{1} y_{0}-x_{1} y_{2}\right) i,
\end{aligned}
$$

where all $x_{j}$ and $y_{j}$ are expressed in terms of system parameters and steady state values of the variables. Substituting these expressions into $\Delta\left(\tau_{2}, i \omega_{0}\right)=0$ and $\Delta^{(1)}\left(\tau_{2}, i \omega_{0}\right)=0$, and then separating real and imaginary parts gives

$$
\left\{\begin{array}{l}
x_{2} \cos \left(2 \omega_{0} \tau^{*}\right)+y_{2} \sin \left(2 \omega_{0} \tau^{*}\right)+x_{1} \cos \left(\omega_{0} \tau^{*}\right)+y_{1} \sin \left(\omega_{0} \tau^{*}\right)=-x_{0} \\
y_{2} \cos \left(2 \omega_{0} \tau^{*}\right)-x_{2} \sin \left(2 \omega_{0} \tau^{*}\right)+y_{1} \cos \left(\omega_{0} \tau^{*}\right)-x_{1} \sin \left(\omega_{0} \tau^{*}\right)=-y_{0} \\
\left(x_{0} x_{1}+y_{0} y_{1}-x_{1} x_{2}-y_{1} y_{2}\right) \cos \left(\omega_{0} \tau^{*}\right)+\left(x_{0} y_{1}+x_{2} y_{1}-x_{1} y_{0}-x_{1} y_{2}\right) \sin \left(\omega_{0} \tau^{*}\right) \\
\quad=-x_{0}^{2}-y_{0}^{2}+x_{2}^{2}+y_{2}^{2} \\
\left(x_{0} y_{1}+x_{2} y_{1}-x_{1} y_{0}-x_{1} y_{2}\right) \cos \left(\omega_{0} \tau^{*}\right)-\left(x_{0} x_{1}+y_{0} y_{1}-x_{1} x_{2}-y_{1} y_{2}\right) \sin \left(\omega_{0} \tau^{*}\right)=0
\end{array}\right.
$$

Solving this system of equations provides the values of $\sin \left(\omega_{0} \tau^{*}\right), \cos \left(\omega_{0} \tau^{*}\right), \sin \left(2 \omega_{0} \tau^{*}\right)$, and $\cos \left(2 \omega_{0} \tau^{*}\right)$. Taking the derivative of Equation (4) with respect to $\tau_{2}$, one finds

$$
\left(\frac{d \lambda}{d \tau_{2}}\right)^{-1}=\frac{p_{2}^{\prime}(\lambda) e^{-2 \lambda \tau_{2}}+p_{1}^{\prime}(\lambda) e^{-\lambda \tau_{2}}+p_{0}^{\prime}(\lambda)}{\lambda\left(2 p_{2}(\lambda) e^{-2 \lambda \tau_{2}}+p_{1}(\lambda) e^{-\lambda \tau_{2}}\right)}-\frac{\tau_{2}}{\lambda} .
$$

Hence,

$$
\begin{aligned}
& \left(\left.\frac{d \operatorname{Re}(\lambda)}{d \tau_{2}}\right|_{\tau_{2}=\tau^{*}}\right)^{-1}=\operatorname{Re}\left\{\frac{p_{2}^{\prime}(\lambda) e^{-2 \lambda \tau_{2}}+p_{1}^{\prime}(\lambda) e^{-\lambda \tau_{2}}+p_{0}^{\prime}(\lambda)}{\lambda\left(2 p_{2}(\lambda) e^{-2 \lambda \tau_{2}}+p_{1}(\lambda) e^{-\lambda \tau_{2}}\right)}\right\}_{\tau_{2}=\tau^{*}}-\operatorname{Re}\left\{\frac{\tau_{2}}{\lambda}\right\}_{\tau_{2}=\tau^{*}} \\
& =\operatorname{Re}\left\{\frac{p_{2}^{\prime}\left(i \omega_{0}\right) e^{-2 i \omega_{0} \tau_{2}}+p_{1}^{\prime}\left(i \omega_{0}\right) e^{-i \omega_{0} \tau_{2}}+p_{0}^{\prime}\left(i \omega_{0}\right)}{i \omega_{0}\left(2 p_{2}\left(i \omega_{0}\right) e^{-2 i \omega_{0} \tau_{2}}+p_{1}\left(i \omega_{0}\right) e^{-i \omega_{0} \tau_{2}}\right)}\right\} \\
& =\frac{1}{\omega_{0}} \operatorname{Im}\left\{\frac{p_{2}^{\prime}\left(i \omega_{0}\right) e^{-2 i \omega_{0} \tau_{2}}+p_{1}^{\prime}\left(i \omega_{0}\right) e^{-i \omega_{0} \tau_{2}}+p_{0}^{\prime}\left(i \omega_{0}\right)}{2 p_{2}\left(i \omega_{0}\right) e^{-2 i \omega_{0} \tau_{2}}+p_{1}\left(i \omega_{0}\right) e^{-i \omega_{0} \tau_{2}}}\right\} \\
& =\frac{1}{\Lambda \omega_{0}}\left[-x_{2} x_{2}^{\prime}-y_{2} y_{2}^{\prime}+x_{0} x_{0}^{\prime}+y_{0} y_{0}^{\prime}+\left(x_{2} y_{1}^{\prime}-y_{2} x_{1}^{\prime}+x_{0} y_{1}^{\prime}-x_{1}^{\prime} y_{0}\right) \sin \left(\omega_{0} \tau^{*}\right)\right. \\
& \quad+\left(x_{0} x_{1}^{\prime}+y_{0} y_{1}^{\prime}-x_{1}^{\prime} x_{2}-y_{1}^{\prime} y_{2}\right) \cos \left(\omega_{0} \tau^{*}\right)+\left(x_{2} y_{0}^{\prime}-x_{0}^{\prime} y_{2}+x_{0} y_{2}^{\prime}-x_{2}^{\prime} y_{0}\right) \sin \left(2 \omega_{0} \tau^{*}\right) \\
& \left.\quad+\left(x_{0} x_{2}^{\prime}+y_{0} y_{2}^{\prime}-x_{0}^{\prime} x_{2}-y_{0}^{\prime} y_{2}\right) \cos \left(2 \omega_{0} \tau^{*}\right)\right],
\end{aligned}
$$

where

$$
\Lambda=\left|2 p_{2}\left(i \omega_{0}\right) e^{-2 i \omega_{0} \tau_{2}}+p_{1}\left(i \omega_{0}\right) e^{-i \omega_{0} \tau_{2}}\right|^{2}
$$

Substituting the values of $\sin \left(\omega_{0} \tau^{*}\right), \cos \left(\omega_{0} \tau^{*}\right), \sin \left(2 \omega_{0} \tau^{*}\right)$, and $\cos \left(2 \omega_{0} \tau^{*}\right)$ found earlier gives

$$
\left(\left.\frac{d \operatorname{Re}(\lambda)}{d \tau_{2}}\right|_{\tau_{2}=\tau^{*}}\right)^{-1}=\frac{1}{\Lambda \omega_{0}} \frac{F^{\prime}\left(\omega_{0}\right)}{2 p_{0}^{(1)}\left(i \omega_{0}\right)}=\frac{h^{\prime}\left(s_{0}\right)}{\Lambda p_{0}^{(1)}\left(i \omega_{0}\right)}
$$

Therefore

$$
\begin{aligned}
\operatorname{sgn}\left\{\left.\frac{d \operatorname{Re}(\lambda)}{d \tau_{2}}\right|_{\tau_{2}=\tau^{*}}\right\} & =\operatorname{sgn}\left\{\left(\left.\frac{d \operatorname{Re}(\lambda)}{d \tau_{2}}\right|_{\tau_{2}=\tau^{*}}\right)^{-1}\right\}=\operatorname{sgn}\left\{\frac{h^{\prime}\left(s_{0}\right)}{\Lambda p_{0}^{(1)}\left(i \omega_{0}\right)}\right\} \\
& =\operatorname{sgn}\left[p_{0}^{(1)}\left(i \omega_{0}\right) h^{\prime}\left(s_{0}\right)\right]
\end{aligned}
$$

which completes the proof.
We can now formulate the main result concerning stability of the steady states $S_{5}^{*}$ and $S_{6}^{*}$.
Theorem 1. Suppose the value of $T_{\text {reg }}^{*}$ satisfies conditions (3) and (6). If Equation (7) has at least one positive root $s_{0}$, and $p_{0}^{(1)}\left(i \omega_{0}\right) h^{\prime}\left(s_{0}\right)>0$ with $\omega_{0}=\sqrt{s_{0}}$, then the steady state $S_{5}^{*}$ (respectively, $S_{6}^{*}$ ) is stable for $0 \leq \tau_{2}<\tau^{*}$, unstable for $\tau_{2}>\tau^{*}$, and undergoes a Hopf bifurcation at $\tau_{2}=\tau^{*}$.

Since $T_{\text {reg }}^{*}$ satisfies conditions (3) and (6), the steady state $S_{5}^{*} / S_{6}^{*}$ is stable for $\tau_{2}=0$. Lemma 1 then ensures that $\tau^{*}$ is the first positive value of the time delay $\tau_{2}$, for which the roots of the characteristic Equation (4) cross the imaginary axis with positive speed. Hence, the steady state $S_{5}^{*} / S_{6}^{*}$ is stable for $0 \leq \tau_{2}<\tau^{*}$, unstable for $\tau_{2}>\tau^{*}$, and undergoes a Hopf bifurcation at $\tau_{2}=\tau^{*}$.

Remark 1. A similar result can be formulated for a subcritical Hopf bifurcation of the steady state $S_{5}^{*} / S_{6}^{*}$ at some higher value of $\tau_{2}$.

The only remaining steady state is the persistent (chronic) equilibrium $S_{8}^{*}$ with all of its components being positive. Since it did not prove possible to find a closed form expression for this steady state, its stability also has to be studied numerically.

## 4. Numerical Stability Analysis and Simulations

To investigate the role of different parameters in the dynamics of model (1), in this section we perform a detailed numerical bifurcation analysis and simulations of this model. Stability of different steady states is determined numerically by computing the largest real part of the characteristic eigenvalues, which is achieved by using a pseudospectral method implemented in a traceDDE suite in MATLAB [61].

Analytical results from the previous section suggest that at $\beta=d_{F}$, the disease-free steady state $S_{2}^{*}$ undergoes a transcritical bifurcation. For $\beta<d_{F}$, the disease-free steady state $S_{2}^{*}$ is stable, and the chronic steady state is infeasible. On the contrary, when $\beta>d_{F}$, the disease-free steady state $S_{2}^{*}$ is unstable, and in this case it makes sense to investigate stability of the chronic steady state. Therefore, these two cases are considered separately, and as a first step we fix the baseline values as given in Table 1. For this choice of parameters, we have $d_{F}-\beta>0$, implying that $S_{2}^{*}$ is always stable, and Figure 2 illustrates how the stability of $S_{5}^{*}$ and $S_{6}^{*}$ is affected by parameters. This figure indicates that the steady states $S_{5}^{*}$ and $S_{6}^{*}$ are only biologically feasible if the regulatory T cells do not grow too rapidly and do not clear autoreactive T cells too quickly. Importantly, Figure 2 shows that the value of the rate $\delta_{2}$ of clearance of IL-2 by regulatory T cells does not have any effect on the thresholds of $\lambda_{r}$ and $\delta_{1}$, where the steady states $S_{5}^{*}$ and $S_{6}^{*}$ lose their feasibility. Moreover, if $\lambda_{r}$ and $\delta_{1}$
are small, then increasing the rate $\delta_{2}$ at which Tregs inhibit the production of IL- 2 makes $S_{6}^{*}$ become unfeasible, resulting in a stable steady state $S_{5}^{*}$, which has the zero population of host cells $A$. On the other hand, the steady state $S_{6}^{*}$ associated with autoimmune responses is favoured for higher values of $\delta_{1}$ and $\lambda_{r}$. In the case stable periodic solutions around these steady states, increasing $\delta_{2}$ results in the disappearance of oscillations and stabilisation of the associated steady state. At the intersection of the lines of Hopf bifurcation and the steady-state bifurcation, as determined by Theorem 1 and conditions (5), one has the co-dimension two fold-Hopf (also known as zero-Hopf or saddle-node Hopf) bifurcation [62].

Table 1. Table of parameter values.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $\beta$ | 1 | $\rho_{3}$ | 2 |
| $\mu_{a}$ | 20 | $d_{n}$ | 1 |
| $d_{F}$ | 1.1 | $d_{a}$ | 0.001 |
| $\mu_{F}$ | 6 | $\delta_{1}$ | 0.0025 |
| $d_{i n}$ | 1 | $\delta_{2}$ | 0.001 |
| $\alpha$ | 0.4 | $\sigma_{1}$ | 0.15 |
| $\lambda_{r}$ | 3 | $\sigma_{2}$ | 0.33 |
| $d_{r}$ | 0.4 | $d_{i}$ | 0.6 |
| $p_{1}$ | 0.4 | $\tau_{1}$ | 1.4 |
| $p_{2}$ | 0.4 | $\tau_{2}$ | 0.6 |
| $\rho_{1}$ | 10 | $\tau_{3}$ | 0.6 |
| $\rho_{2}$ | 0.8 |  |  |



Figure 2. (a) Regions of feasibility and stability of the steady states $S_{5}^{*}$ and $S_{6}^{*}$ with parameter values from Table 1; and (b) with $\mu_{a}=10$. Black and red curves indicate the boundaries of feasibility and the steady-state bifurcation, whereas dashed lines (blue/brown) show the boundaries of Hopf bifurcation of the steady states $S_{5}^{*}$ and $S_{6}^{*}$, respectively, with ' fH ' indicating the fold-Hopf bifurcation. The first digit of the index refers to $S_{5}^{*}$, while the second corresponds to $S_{6}^{*}$, and they indicate that in that parameter region the respective steady state is unfeasible (index is ' 0 '), stable (index is ' 1 '), unstable via Hopf bifurcation with a periodic solution around this steady state (index is ' 2 '), or unstable via a steady-state bifurcation (index is ' 3 '). In all plots, the condition $\beta<d_{F}$ holds, so the disease-free steady state $S_{2}^{*}$ is also stable.

Since our earlier analysis showed that stability of the steady states $S_{5}^{*} / S_{6}^{*}$ is affected by the time delay $\tau_{2}$, in Figure 3 we consider stability of these equilibria depending on $\tau_{2}$ and the rate $\delta_{2}$. For the steady state $S_{5}^{*}$, if the effect of IL-2 on promoting proliferation of T cells is fast (i.e., $\tau_{2}$ is small), there is
a large range of $\delta_{2}$, starting with some very low values, for which $S_{5}^{*}$ is stable. Increasing the time delay $\tau_{2}$ results in the Hopf bifurcation of this steady state as described in Theorem 1. One should note that for intermediate values of $\delta_{2}$, the steady state $S_{5}^{*}$ undergoes stability switches, whereby increasing the delay $\tau_{2}$ further results in a subcritical Hopf bifurcation, which stabilises $S_{5}^{*}$, but after some number of such stability switches eventually the steady state $S_{5}^{*}$ is unstable. For higher still values of $\delta_{2}$, the steady state $S_{5}^{*}$ remains stable for an entire range of $\tau_{2}$ values, and the only way to lose its stability is via a steady state bifurcation as given by (5). In the case of autoimmune steady state $S_{6}^{*}$, the situation is somewhat different in that increasing $\delta_{2}$ beyond some critical values makes this steady state biologically infeasible. At the same time, for an entire range of $\delta_{2}$ values where it is feasible, this steady state exhibits a single loss of stability through a Hopf bifurcation for some critical value of the time delay $\tau_{2}$, in agreement with Theorem 1.


Figure 3. Stability of the steady states $S_{5}^{*}(\mathbf{a})$, and $S_{6}^{*}(\mathbf{b})$ with parameter values from Table 1 . White area shows the region where the steady state $S_{6}^{*}$ is infeasible. Colour code denotes max $[\operatorname{Re}(\lambda)]$ for the steady states when they are feasible. In all plots the condition $d_{F}>\beta$ holds, so the disease-free steady state $S_{2}^{*}$ is stable. Basins of attraction of different steady states depending on the initial conditions (c), with other initial conditions specified in (8), and parameter values from Table 1, except for $\tau_{2}=18$. Cyan and pink areas are the basins of attraction of $S_{2}^{*}$ and $S_{6}^{*}$, respectively.

As mentioned earlier, for parameter values used in Figure 3, the disease-free steady state $S_{2}^{*}$ is stable. Hence, the system exhibits a bi-stability between a disease-free state and either stable steady states $S_{5}^{*} / S_{6}^{*}$, or periodic solutions around these steady states. To investigate this bi-stability, we choose parameter values as in Table 1 except for $\tau_{2}=18$, which corresponds to a stable steady state $S_{6}^{*}$, and we fix initial conditions for state variables as follows,

$$
\begin{equation*}
\left(A(0), T_{\text {in }}(0), T_{\text {nor }}(0), T_{\text {aut }}(0), I(0)\right)=(0.9,0.8,0,0,0) \tag{8}
\end{equation*}
$$

except for initial amounts of infected cells and regulatory T cells that are allowed to vary. Figure 3c illustrates the bi-stability between $S_{2}^{*}$ and $S_{6}^{*}$ in terms of their basins of attraction. It is worth noting that recently significant research in approximation theory and meshless interpolation has focused on developing techniques for detection and analysis of attraction basins [63-68]. Figure 3c suggests that for very large initial amounts of regulatory T cells, the system converges to the disease-free steady state. It also indicates that if the initial amount of infected cells is very small or is bigger than some specific value, then the infection will be cleared. Interestingly, increasing the initial amount of the regulatory T cells results in a larger range of initial amounts of infection, for which the system tends to a stable autoimmune state $S_{6}^{*}$. In Figure 3b we discovered that increasing $\tau_{2}$ makes the autoimmune steady state $S_{6}^{*}$ undergo a Hopf bifurcation, in which case the system will exhibit a bi-stability between stable $S_{2}^{*}$ and a periodic solution around $S_{6}^{*}$. Our numerical investigation suggests that the shape of basins of attraction in this case is qualitatively similar to that shown in Figure 3c, with the basin of
attraction of the stable steady state $S_{6}^{*}$ being replaced by the basin of attraction of the periodic solution around this steady state.

Figure 4 shows temporary evolution of the system (1) in the regime of bi-stability between a stable disease-free steady state and a stable autoimmune steady state $S_{6}^{*}$ (similar pattern of behaviour is exhibited in the case of bi-stability between $S_{2}^{*}$ and $S_{5}^{*}$ ). It also illustrates how the system develops a periodic solution around the steady state $S_{6}^{*}$ for a higher value of $\tau_{2}$. Periodic oscillations around the steady state $S_{6}^{*}$ biologically correspond to a genuine autoimmune state: after the initial infection is cleared, the system exhibits sustained endogenous oscillations, characterised by periods of significant reduction in the number of organ cells through a negative action of autoreactive T cells, separated by periods of quiescence. This type of behaviour is often observed in clinical manifestations of autoimmune disease [44-47]. This result has substantial biological significance as effectively it suggests that even for the same kinetic parameters of immune response, the ultimate state of the system, which can be either a successful clearance of infection without lasting consequences, or progression to autoimmunity, also depends on the strength of the initial infection and of the initial state of the immune system, as represented by the initial number of regulatory T cells.


Figure 4. Numerical solutions of the model with parameters values from Table 1, except for $\tau_{2}=18$. $(\mathbf{a}, \mathbf{b})$ Stable disease-free steady state $S_{2}^{*}$ for $F(0)=0.18$, and $T_{r e g}(0)=100$. ( $\mathbf{c}, \mathbf{d}$ ) Transient oscillations settling on a stable steady state $S_{6}^{*}$ for $F(0)=0.18$, and $T_{r e g}(0)=10$. (e,f) Autoimmune dynamics represented by periodic oscillations around the steady state $S_{6}^{*}$ for $\tau_{2}=32, F(0)=0.18$, and $T_{\text {reg }}(0)=10$.

Next we consider a situation where $\beta>d_{F}$, so the disease-free steady state is unstable, and the system can have three steady states $S_{5}^{*}, S_{6}^{*}$ and $S_{8}^{*}$. Our earlier results [48] suggest that in the case where regulatory T cells do not inhibit the production of IL-2, i.e., for $\delta_{2}=0$, the steady state $S_{6}^{*}$ is stable. Figure 5 shows regions of feasibility and stability of these steady states depending on $\delta_{2}$ and $\tau_{2}$ in this case. One observes that $S_{5}^{*}$ and $S_{6}^{*}$, whose stability boundaries are determined by Theorem 1, exhibit the same behaviour as in Figure 3, namely, for $S_{5}^{*}$ increasing $\tau_{2}$ causes multiple stability switches for smaller values of $\delta_{2}$, and the steady state is unstable for very small $\delta_{2}$ and stable for large $\delta_{2}$; in
contrast, $S_{5}^{*}$ exhibits a single loss of stability via Hopf bifurcation at some critical value of the time delay $\tau_{2}$, which itself increases with $\delta_{2}$. Behaviour of $S_{8}^{*}$ is similar to that of $S_{5}^{*}$ in that there are multiple stability switches for increasing value of $\tau_{2}$ and small to intermediate values of $\delta_{2}$, while for high values of $\delta_{2}$, the chronic steady state $S_{8}^{*}$ is stable for all values of $\tau_{2}$. Figure 5 d divides the $\delta_{2}-\tau_{2}$ plane into different regions based on feasibility and stability of these steady states and shows that increasing $\delta_{2}$ makes the autoimmune steady state $S_{6}^{*}$ infeasible. In other regions, the system can exhibit a bi-stability between a stable steady state $S_{8}^{*}$ and either a stable steady state $S_{5}^{*}$, or a periodic solution around $S_{5}^{*}$.


Figure 5. Stability of $S_{5}^{*}(\mathbf{a}), S_{6}^{*}(\mathbf{b})$, and $S_{8}^{*}(\mathbf{c})$, with parameter values from Table 1, except for $\beta=1.4$ and $\sigma_{2}=1$, so that $\beta>d_{F}$. White area shows the region where the steady state is infeasible. Colour code denotes $\max [\operatorname{Re}(\lambda)]$ for each steady states when it is feasible. (d) Summary of stability results. Green indicates the region where $S_{6}^{*}$ and $S_{8}^{*}$ are stable, and $S_{5}^{*}$ is unstable, whereas red is the area where $S_{5}^{*}$ and $S_{8}^{*}$ are stable, and $S_{6}^{*}$ is infeasible. Yellow is where $S_{8}^{*}$ is stable, $S_{5}^{*}$ is unstable, and $S_{6}^{*}$ is infeasible. Purple shows the region where $S_{6}^{*}$ is stable, but $S_{5}^{*}$ and $S_{8}^{*}$ are unstable. Blue and cyan indicate the regions where $S_{5}^{*}$ and $S_{6}^{*}$ are unstable, but $S_{8}^{*}$ is stable or unstable, respectively.

Figure 6 illustrates the basins of attraction of the steady states $S_{5}^{*}, S_{6}^{*}$ and $S_{8}^{*}$, as well as periodic solutions around $S_{8}^{*}$. Figure 6a shows the basins of attraction of the steady states $S_{5}^{*}$ and $S_{8}^{*}$ and demonstrates that if the initial number of regulatory T cells or infected cells is sufficiently high, or the initial amount of infected cells is very low, the immune response neither eliminates infection nor clears autoreactive T cells, and the system approaches the stable steady state $S_{5}^{*}$. Figure 6 b illustrates bi-stability between the stable steady state $S_{6}^{*}$ and a periodic solution around $S_{8}^{*}$, and has a different behaviour to than shown in Figure 6a. This figure suggests that for a specific range of $F(0)$ the system
converges to a stable autoimmune state $S_{6}^{*}$ for all values of $T_{\text {reg }}(0)$. However, if the initial number of infected cells is very high or very low, the system instead develops a periodic solution around the steady state $S_{8}^{*}$ associated with chronic infection.


Figure 6. Bi-stability analysis of the steady states $S_{5}^{*}, S_{6}^{*}$, and $S_{8}^{*}$ with the same parameter values as in Figure 5 , except for (a) $\delta_{2}=0.1$, (b) $\delta_{2}=0.02$. Yellow indicates the basin of attraction of the chronic steady state $S_{8}^{*}$, purple is the basin of attraction of periodic solutions around $S_{8}^{*}$. Red and pink are the basins of attraction of the steady states $S_{5}^{*}$ and $S_{6}^{*}$, respectively.

Figure 7 illustrates a regime of bi-stability between a stable steady state $S_{6}^{*}$ and a periodic solution around $S_{8}^{*}$ for combinations of initial conditions indicated by crossed in Figure 6b. It also illustrates how the system develops a stable solution around the steady state $S_{8}^{*}$ for a higher value of $\tau_{2}$. This figure shows that by increasing the initial number of infected cells the behaviour of the system changes, as it then approaches the autoimmune steady state $S_{6}^{*}$. Interestingly, one can observe that for high values of $F(0)$ the system can eliminate the infection, but it cannot clear the autoreactive T cells, in which case the system converges to $S_{6}^{*}$. On the other hand, for a smaller number of infected cells the system develops a periodic solution around the endemic steady state.

Figure 8 shows how the stability of the chronic infection steady state $S_{8}^{*}$ changes with respect to time delays. Figure 8a indicates that for small values of $\tau_{2}$ (i.e., when the influence of IL-2 on proliferation of T cells is occurring quite rapidly), the steady state $S_{8}^{*}$ is stable, and increasing the time delay $\tau_{1}$ associated with viral eclipse phase does not have an effect on its stability. At the same time, if $\tau_{2}$ exceeds some specific value, by increasing $\tau_{1}$ the chronic steady state switches between being stable or unstable. Figure 8b demonstrates a different behaviour, suggesting that for each value of $\tau_{1}$, there is small range of $\tau_{3}$ values where $S_{8}^{*}$ is stable, but for smaller and larger values of $\tau_{3}$ it is unstable. For intermediate values of the eclipse phase delay $\tau_{1}$, there is an additional narrow range of $\tau_{3}$ values where $S_{8}^{*}$ is stable. Figure 8c illustrates that for very small, respectively very large, values of $\tau_{3}$, the chronic infection steady state is stable, respectively unstable for any value of $\tau_{2}$; for intermediate values of $\tau_{3}$, this steady state undergoes a finite number of stability switches for increasing values of $\tau_{2}$ and eventually becomes unstable.

It should be noted Figure 8 shows that unlike $\tau_{1}$ and $\tau_{2}$, once the steady state $S_{8}^{*}$ loses stability via Hopf bifurcation due to increasing $\tau_{3}$, it cannot regain stability for higher values of $\tau_{3}$.


Figure 7. Numerical solutions of the model with same parameters values as Figure 6b. (a,b) Stable steady state $S_{6}^{*}$ for $F(0)=0.002$ and $T_{\text {reg }}(0)=200$. ( $\left.\mathbf{c}, \mathbf{d}\right)$ Periodic oscillations around the steady state $S_{8}^{*}$ for $F(0)=0.001$ and $T_{\text {reg }}(0)=200$. (e,f) Transient oscillations settling on a stable steady state $S_{8}^{*}$ for $\tau_{2}=25, F(0)=0.001$ and $T_{\text {reg }}(0)=200$.


Figure 8. Colour code denotes $\max [\operatorname{Re}(\lambda)]$ for the endemic steady state $S_{8}^{*}$ depending on (a) $\tau_{1}-\tau_{2}$; (b) $\tau_{1}-\tau_{3}$; and (c) $\tau_{3}-\tau_{2}$, with the parameter values taken from Table 1, except for $\beta=1.4, \sigma_{2}=1$, and $\delta_{2}=0.04$.

## 5. Conclusions

In this paper, we have developed and analysed a time-delayed model of immune response to a viral infection, which accounts for T cells with different activation thresholds, a cytokine mediating T cell proliferation, as well as regulatory T cells. Particular attention is payed to the dual suppressive role of regulatory T cells in terms of reducing the amount of autoreactive T cells, and also inhibiting IL-2. To achieve better biological realism of the model, we have explicitly included time delays associated with
the eclipse phase of the virus life cycle, stimulation/proliferation of T cells by IL-2, and suppression of IL-2 by regulatory T cells. Depending on the values of parameters, the system can have four steady states: the disease-free state, the state characterised by the death of host cells, the autoimmune state, and a state of chronic infection. We have established conditions for stability and steady-state or Hopf bifurcations of these steady states in terms of system parameters.

In the case where the natural death rate of infected cells exceeds the infection rate, the immune system is able to clear the infection, and the disease-fee steady state is stable. In this regime, the system can also support the autoimmune steady state or the steady state with the death of host cells, either of which can be stable, or give rise to a periodic solution emerging via Hopf bifurcation. In the opposite case, when the natural death rate of infected cells is smaller than the infection rate, the disease-fee steady state is unstable, but it is possible to have a bi-stability between the other three steady states or periodic solutions around them. To better understand bi-stability between different dynamical regimes, we have used numerical simulations to identify basins of attraction of different steady states and periodic solutions depending on the initial level of infection and the initial number of regulatory T cells. The fact that for the same parameter values the system can exhibit bi-stability between a disease-free steady state and an autoimmune state, represented by sustained periodic oscillations following the clearance of infection, is very important from a clinical point of view, as effectively it suggests that the progress and eventual outcome of viral infection is also determined by the strength of infection and the initial state of the immune system. One counter-intuitive observation is that in the case of bi-stability with a disease-free steady state, for higher initial numbers of regulatory T cells, the autoimmune steady state is actually stable for a wider range of initial levels of infection. In this regime of bi-stability, increasing the time delay associated with the positive impact of IL-2 on proliferation of T cells results in the loss of stability of autoimmune steady state and emergence of autoimmune dynamics, characterised by stable periodic oscillations. On the contrary, in the case where the disease-free steady state is unstable, increasing this time delay results in stabilisation of the chronic infection.

There are several directions in which the work presented in this paper can be extended. One direction is exploration of the contributions from other components of immune response, more specifically, antibodies and memory T cells, to the onset and progress of autoimmunity [69,70]. This is particularly important from the perspective that clinically the onset of autoimmune disease is often taking place on a much longer scale than the timescale of a regular immune response to a viral infection, so memory T cells can be expected to play a more substantial role. While our model has focused on one specific growth cytokine IL-2, a number of other cytokines, such as IL-7 [71], TNF $\beta$ and IL-10 [29], are known to significantly affect homeostasis and proliferation of different types of T cells, as well as mediate their efficiency in eliminating the infection. Including these immune mediators explicitly in the model can provide further significant insights into the dynamics of immune response, as has been recently demonstrated on the example of a detailed model of immune response to hepatitis B [72]. Another biologically relevant and mathematically challenging problem is the investigation of the interplay between stochasticity, which is known to be an intrinsic feature of immune response [49,73], and effects of time delays associated with various aspects of immune dynamics.
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## Appendix A

Coefficients of Equation (7) for Hopf frequency are given below.
$b_{2}=\left(-\delta_{1}{ }^{4} \delta_{2}^{4} \rho_{1}{ }^{2} Y^{2}+2 d_{r}{ }^{2} \delta_{1}{ }^{4} \delta_{2}^{4}\right) T_{\text {reg }}^{*}{ }^{8}+\left(-2 \delta_{1}{ }^{3} \delta_{2}{ }^{3} \rho_{1}\left(d_{a} \delta_{2} \rho_{1}+d_{i} \delta_{1} \rho_{1}-2 d_{r} \delta_{2} \rho_{3}\right) I^{* 2}+\right.$ $\left.8 d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2}{ }^{3}\left(d_{a} \delta_{2}+d_{i} \delta_{1}\right)\right) T_{r e g}^{*}{ }^{7}+\left(-2 \delta_{1}{ }^{2} \delta_{2}{ }^{3} \rho_{1}{ }^{2} \rho_{3}\left(4 \delta_{1} \rho_{1}+\delta_{2} \rho_{1}+5 \delta_{2} \rho_{3}\right) I^{* 4}-\delta_{1}{ }^{2} \delta_{2}{ }^{2}\left(d_{a}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+\right.\right.$ $2 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1}^{2}-8 d_{a} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}+d_{i}{ }^{2} \delta_{1}^{2} \rho_{1}^{2}-12 d_{i} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 d_{r}{ }^{2} \delta_{1}^{2} \rho_{1}^{2}+2 d_{r}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}+6 d_{r}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+$ $\left.\left.d_{r}^{2} \delta_{2}^{2} \rho_{1}^{2}+8 d_{r}^{2} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 2}+2 d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2}\left(6 d_{a}^{2} \delta_{2}^{2}+16 d_{a} d_{i} \delta_{1} \delta_{2}+6 d_{i}^{2} \delta_{1}^{2}+d_{r}^{2} \delta_{1}^{2}+d_{r}^{2} \delta_{2}^{2}\right)\right) T_{r e g}^{*}{ }^{6}+$ $\left(-2 \rho_{3} \delta_{2}^{2} \rho_{1} \delta_{1}\left(6 d_{a} \delta_{1} \delta_{2} \rho_{1}^{2}+6 d_{a} \delta_{2}^{2} \rho_{1} \rho_{3}+9 d_{i} \delta_{1}^{2} \rho_{1}^{2}+5 d_{i} \delta_{1} \delta_{2} \rho_{1}^{2}+22 d_{i} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+6 d_{r} \delta_{1}^{2} \rho_{1}^{2}+\right.\right.$ $\left.2 d_{r} \delta_{1} \delta_{2} \rho_{1}^{2}-4 d_{r} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 4}+2 \delta_{1} \delta_{2}\left(d_{a}^{2} d_{i} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}+2 d_{a}^{2} d_{r} \delta_{2}^{3} \rho_{1} \rho_{3}+d_{a} d_{i}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}+10 d_{a} d_{i} d_{r} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-\right.$ $3 d_{a} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-2 d_{a} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-8 d_{a} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-8 d_{a} d_{r}^{2} \delta_{2}^{3} \rho_{3}^{2}+6 d_{i}^{2} d_{r} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-d_{i} d_{r}^{2} \delta_{1}^{3} \rho_{1}^{2}-$ $3 d_{i} d_{r}{ }^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-8 d_{i} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-2 d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-16 d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{3}^{2}+d_{r}{ }^{3} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}+$ $\left.2 d_{r}{ }^{3} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}+2 d_{r}{ }^{3} \delta_{2}{ }^{3} \rho_{1} \rho_{3}\right) I^{* 2}+4 d_{r}^{2} \delta_{1} \delta_{2}\left(2 d_{a}{ }^{3} \delta_{2}^{3}+12 d_{a}{ }^{2} d_{i} \delta_{1} \delta_{2}^{2}+12 d_{a} d_{i}^{2} \delta_{1}^{2} \delta_{2}+2 d_{a} d_{r}{ }^{2} \delta_{1}^{2} \delta_{2}+d_{a} d_{r}^{2} \delta_{2}^{3}+\right.$ $\left.\left.2 d_{i}^{3} \delta_{1}^{3}+d_{i} d_{r}^{2} \delta_{1}^{3}+2 d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2}\right)\right) T_{\text {reg }}^{*}{ }^{5}+\left(-2 \delta_{2}^{2} \rho_{1}^{2} \rho_{3}{ }^{2}\left(\delta_{1}^{2} \rho_{1}{ }^{2}+\delta_{1} \delta_{2} \rho_{1}{ }^{2}+3 \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 \delta_{2}^{2} \rho_{3}{ }^{2}\right) I^{* 6}-\right.$ $2 \rho_{3} \delta_{2} \rho_{1}\left(2 d_{a}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+d_{a}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}+9 d_{a} d_{i} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+24 d_{a} d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+12 d_{a} d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-4 d_{a} d_{r} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+\right.$ $4 d_{i}^{2} \delta_{1}^{3} \rho_{1}^{2}+8 d_{i}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}+33 d_{i}^{2} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}+9 d_{i} d_{r} \delta_{1}^{3} \rho_{1}^{2}+9 d_{i} d_{r} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}+2 d_{i} d_{r} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-20 d_{i} d_{r} \delta_{1} \delta_{2}^{2} \rho_{3}^{2}-$ $\left.4 d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-6 d_{r}{ }^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-4 d_{r}{ }^{2} \delta_{1} \delta_{2}^{2} \rho_{3}{ }^{2}+d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{3}{ }^{2}\right) I^{* 4}+\left(2 d_{a}{ }^{3} d_{i} \delta_{1} \delta_{2}^{3} \rho_{1}{ }^{2}+\right.$ $6 d_{a}^{2} d_{i}{ }^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{1}^{2}+4 d_{a}{ }^{2} d_{i} d_{r} \delta_{1} \delta_{2}^{3} \rho_{1} \rho_{3}-7 d_{a}{ }^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{1}{ }^{2}-2 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1}{ }^{2}-14 d_{a}{ }^{2} d_{r}^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-$ $8 d_{a}^{2} d_{r}^{2} \delta_{2}^{4} \rho_{3}{ }^{2}+2 d_{a} d_{i}^{3} \delta_{1}^{3} \delta_{2} \rho_{1}^{2}+12 d_{a} d_{i}^{2} d_{r} \delta_{1}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-6 d_{a} d_{i} d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1}{ }^{2}-12 d_{a} d_{i} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{1}^{2}-$ $42 d_{a} d_{i} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+2 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1}{ }^{2}-8 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-64 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+2 d_{a} d_{r}{ }^{3} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+$ $8 d_{a} d_{r}{ }^{3} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}+4 d_{i}^{3} d_{r} \delta_{1}^{3} \delta_{2} \rho_{1} \rho_{3}-d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}^{4} \rho_{1}^{2}-6 d_{i}{ }^{2} d_{r}^{2} \delta_{1}^{3} \delta_{2} \rho_{1}{ }^{2}-14 d_{i}^{2} d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-2 d_{i}{ }^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{1}^{2}-$ $12 d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-48 d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2} \rho_{3}{ }^{2}+10 d_{i} d_{r}^{3} \delta_{1}{ }^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+12 d_{i} d_{r}{ }^{3} \delta_{1} \delta_{2}^{3} \rho_{1} \rho_{3}-5 d_{r}{ }^{4} \delta_{1}^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-$ $\left.4 d_{r}{ }^{4} \delta_{2}{ }^{4} \rho_{3}{ }^{2}\right) I^{* 2}+2 d_{r}{ }^{2}\left(d_{a}{ }^{4} \delta_{2}{ }^{4}+16 d_{a}{ }^{3} d_{i} \delta_{1} \delta_{2}{ }^{3}+36 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+6 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+d_{a}{ }^{2} d_{r}{ }^{2} \delta_{2}{ }^{4}+16 d_{a} d_{i}{ }^{3} \delta_{1}{ }^{3} \delta_{2}+\right.$ $\left.\left.8 d_{a} d_{i} d_{r}^{2} \delta_{1}^{3} \delta_{2}+8 d_{a} d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{3}+d_{i}^{4} \delta_{1}^{4}+d_{i}^{2} d_{r}^{2} \delta_{1}^{4}+6 d_{i}{ }^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2}\right)\right) T_{r e g}^{*}{ }^{4}+\left(-2 \delta_{2} \rho_{1}^{2} \rho_{3}{ }^{2}\left(d_{a} \delta_{1} \delta_{2} \rho_{1}^{2}+\right.\right.$ $2 d_{a} \delta_{2}^{2} \rho_{1} \rho_{3}+2 d_{i} \delta_{1}^{2} \rho_{1}^{2}+5 d_{i} \delta_{1} \delta_{2} \rho_{1}^{2}+14 d_{i} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 d_{i} \delta_{2}^{2} \rho_{1} \rho_{3}+12 d_{i} \delta_{2}^{2} \rho_{3}^{2}-d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $\left.2 d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}\right) I^{* 6}+2 \rho_{3} \rho_{1}\left(2 d_{a}^{2} d_{i} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-2 d_{a}{ }^{2} d_{i} \delta_{2}^{3} \rho_{1} \rho_{3}-7 d_{a}{ }^{2} d_{r} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}+4 d_{a} d_{i}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}+2 d_{a} d_{i}^{2} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-\right.$ $30 d_{a} d_{i}{ }^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-15 d_{a} d_{i} d_{r} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-4 d_{a} d_{i} d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1}^{2}+20 d_{a} d_{i} d_{r} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+8 d_{a} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{a} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{3}{ }^{2}-$ $4 d_{i}^{3} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-20 d_{i}^{3} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-2 d_{i}^{2} d_{r} \delta_{1}^{3} \rho_{1}^{2}-12 d_{i}^{2} d_{r} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-7 d_{i}^{2} d_{r} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}+36 d_{i}^{2} d_{r} \delta_{1} \delta_{2}^{2} \rho_{3}^{2}+$ $6 d_{i} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}+20 d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}+12 d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{3}{ }^{2}-2 d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}+20 d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+3 d_{r}{ }^{3} \delta_{1} \delta_{2}^{2} \rho_{3}{ }^{2}-$ $\left.4 d_{r}{ }^{3} \delta_{2}{ }^{3} \rho_{3}{ }^{2}\right) I^{* 4}+\left(2 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-4 d_{a}{ }^{3} d_{i} d_{r} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 d_{a}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-4 d_{a}{ }^{3} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}+2 d_{a}{ }^{2} d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-\right.$ $12 d_{a}^{2} d_{i}^{2} d_{r} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-8 d_{a}^{2} d_{i} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-6 d_{a}^{2} d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-36 d_{a}^{2} d_{i} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i} d_{r}^{2} \delta_{2}^{3} \rho_{1} \rho_{3}-$ $32 d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{3}{ }^{2}-2 d_{a}{ }^{2} d_{r}{ }^{3} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{a}{ }^{2} d_{r}{ }^{3} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 d_{a} d_{i}{ }^{3} d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-4 d_{a} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-$ $12 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-36 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}+2 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1}^{2}-24 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-96 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2}^{2} \rho_{3}^{2}-$ $8 d_{a} d_{i} d_{r}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+20 d_{a} d_{i} d_{r}{ }^{3} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-4 d_{a} d_{i} d_{r}{ }^{3} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-10 d_{a} d_{r}{ }^{4} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-2 d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-$ $4 d_{i}^{3} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1} \rho_{3}-2 d_{i}^{3} d_{r}^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-12 d_{i}^{3}{ }^{3} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-32 d_{i}^{3}{ }^{3} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{3}{ }^{2}-2 d_{i}{ }^{2} d_{r}{ }^{3} \delta_{1}{ }^{3} \rho_{1} \rho_{3}+8 d_{i}{ }^{2} d_{r}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+$ $\left.12 d_{i}{ }^{2} d_{r}{ }^{3} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-10 d_{i} d_{r}{ }^{4} \delta_{1}{ }^{2} \delta_{2} \rho_{3}{ }^{2}-16 d_{i} d_{r}{ }^{4} \delta_{2}{ }^{3} \rho_{3}{ }^{2}\right) I^{* 2}+8 d_{r}{ }^{2}\left(d_{a}{ }^{4} d_{i} \delta_{2}{ }^{3}+6 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2}+d_{a}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2}+\right.$ $\left.\left.6 d_{i}^{3} \delta_{1}{ }^{2} \delta_{2} d_{a}{ }^{2}+3 d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}+d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3}+d_{a} d_{i}{ }^{4} \delta_{1}{ }^{3}+d_{a} d_{i}{ }^{2} \delta_{1}{ }^{3} d_{r}{ }^{2}+3 d_{a} d_{i}{ }^{2} \delta_{1} d_{r}{ }^{2} \delta_{2}{ }^{2}+d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} d_{r}{ }^{2}\right)\right) T_{r e g}^{*}{ }^{3}+$ $\left(2 \delta_{2}^{2} \rho_{1}{ }^{4} \rho_{3}^{4} I^{* 8}-\rho_{1}{ }^{2} \rho_{3}{ }^{2}\left(d_{a}{ }^{2} \delta_{2}^{2} \rho_{1}{ }^{2}+6 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1}{ }^{2}+18 d_{a} d_{i} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+2 d_{a} d_{r} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{i}{ }^{2} \delta_{1}{ }^{2} \rho_{1}{ }^{2}+\right.\right.$ $16 d_{i}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}+40 d_{i}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+d_{i}^{2} \delta_{2}^{2} \rho_{1}^{2}+20 d_{i}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+52 d_{i}^{2} \delta_{2}^{2} \rho_{3}^{2}+4 d_{i} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-18 d_{i} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}+$ $\left.5 d_{r}^{2} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 6}+2 \rho_{1} \rho_{3}\left(2 d_{a}^{3} d_{i} \delta_{2}^{2} \rho_{1}^{2}-d_{a}^{3} d_{r} \delta_{2}^{2} \rho_{1}^{2}+12 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}+d_{a}{ }^{2} d_{i}^{2} \delta_{2}^{2} \rho_{1}^{2}+3 d_{a}^{2} d_{i}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-\right.$ $5 d_{a}^{2} d_{i} d_{r} \delta_{1} \delta_{2} \rho_{1}^{2}-2 d_{a}^{2} d_{i} d_{r} \delta_{2}^{2} \rho_{1}^{2}+4 d_{a}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+4 d_{a} d_{i}^{3} \delta_{1}^{2} \rho_{1}^{2}+6 d_{a} d_{i}^{3} \delta_{1} \delta_{2} \rho_{1}^{2}-12 d_{a} d_{i}^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $8 d_{a} d_{i}^{2} d_{r} \delta_{1} \delta_{2} \rho_{1}^{2}+d_{a} d_{i}{ }^{2} d_{r} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+36 d_{a} d_{i}{ }^{2} d_{r} \delta_{2}{ }^{2} \rho_{3}{ }^{2}+14 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+12 d_{a} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}+3 d_{a} d_{r}{ }^{3} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-$ $4 d_{i}^{4} \delta_{1}^{2} \rho_{1} \rho_{3}-4 d_{i}^{3} d_{r} \delta_{1}^{2} \rho_{1}^{2}-7 d_{i}^{3} d_{r} \delta_{1} \delta_{2} \rho_{1}^{2}+28 d_{i}^{3} d_{r} \delta_{1} \delta_{2} \rho_{3}{ }^{2}+3 d_{i}{ }^{2} d_{r}^{2} \delta_{1}^{2} \rho_{1} \rho_{3}+22 d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+$ $\left.12 d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{3}^{2}+3 d_{i}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+36 d_{i}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{3}^{2}+9 d_{i} d_{r}^{3} \delta_{1} \delta_{2} \rho_{3}^{2}-12 d_{i} d_{r}^{3} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 4}+\left(-d_{a}{ }^{4} d_{i}^{2} \delta_{2}^{2} \rho_{1}^{2}-\right.$ $d_{a}{ }^{4} d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-2 d_{a}{ }^{3} d_{i}{ }^{3} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-12 d_{a}{ }^{3} d_{i}{ }^{2} d_{r} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-6 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-10 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-2 d_{a}{ }^{3} d_{r}{ }^{3} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-$ $d_{a}^{2} d_{i}^{4} \delta_{1}^{2} \rho_{1}^{2}-20 d_{a}^{2} d_{i}^{3} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-7 d_{a}^{2} d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \rho_{1}^{2}-6 d_{a}^{2} d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}-30 d_{a}^{2} d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $2 d_{a}^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2}^{2} \rho_{1}{ }^{2}-12 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-48 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2}^{2} \rho_{3}{ }^{2}-16 d_{a}{ }^{2} d_{i} d_{r}{ }^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+10 d_{a}{ }^{2} d_{i} d_{r}{ }^{3} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-$ $5 d_{a}{ }^{2} d_{r}{ }^{4} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-4 d_{a} d_{i}{ }^{4} d_{r} \delta_{1}{ }^{2} \rho_{1} \rho_{3}-4 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1}{ }^{2} \rho_{1}{ }^{2}-10 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1}^{2} \rho_{1} \rho_{3}-2 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-$ $24 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-64 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{3}{ }^{2}-10 d_{a} d_{i}{ }^{2} d_{r}{ }^{3} \delta_{1}^{2} \rho_{1} \rho_{3}+16 d_{a} d_{i}{ }^{2} d_{r}^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-12 d_{a} d_{i}{ }^{2} d_{r}{ }^{3} \delta_{2}^{2} \rho_{1} \rho_{3}-$ $20 d_{a} d_{i} d_{r}^{4} \delta_{1} \delta_{2} \rho_{3}{ }^{2}-d_{i}^{4} d_{r}{ }^{2} \delta_{1}{ }^{2} \rho_{1}{ }^{2}-4 d_{i}^{4} d_{r}{ }^{2} \delta_{1}{ }^{2} \rho_{1} \rho_{3}-8 d_{i}^{4} d_{r}{ }^{2} \delta_{1}{ }^{2} \rho_{3}{ }^{2}+2 d_{i}^{3}{ }^{3} d_{r}^{3} \delta_{1}{ }^{2} \rho_{1} \rho_{3}+4 d_{i}^{3} d_{r}{ }^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $\left.5 d_{i}^{2} d_{r}^{4} \delta_{1}^{2} \rho_{3}^{2}-24 d_{i}^{2} d_{r}^{4} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 2}+2 d_{r}^{2}\left(6 d_{a}{ }^{4} d_{i}^{2} \delta_{2}^{2}+d_{a}{ }^{4} d_{r}^{2} \delta_{2}^{2}+16 d_{a}^{3} d_{i}^{3} \delta_{1} \delta_{2}+8 d_{a}^{3} d_{i} d_{r}^{2} \delta_{1} \delta_{2}+\right.$
$\left.\left.6 d_{a}{ }^{2} d_{i}{ }^{4} \delta_{1}^{2}+6 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{2}+6 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2}{ }^{2}+8 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2}+d_{i}{ }^{4} d_{r}{ }^{2} \delta_{1}{ }^{2}\right)\right) T_{\text {reg }}^{*}{ }^{2}+\left(8 d_{i} \delta_{2} \rho_{1}{ }^{4} \rho_{3}{ }^{4} I^{* 8}-\right.$ $4 d_{i} \rho_{1}^{2} \rho_{3}^{2}\left(d_{a}^{2} \delta_{2} \rho_{1}^{2}+2 d_{a} d_{i} \delta_{1} \rho_{1}^{2}+6 d_{a} d_{i} \delta_{2} \rho_{1} \rho_{3}+3 d_{a} d_{r} \delta_{2} \rho_{1} \rho_{3}+2 d_{i}^{2} \delta_{1} \rho_{1}^{2}+4 d_{i}^{2} \delta_{1} \rho_{1} \rho_{3}+d_{i}^{2} \delta_{2} \rho_{1}^{2}+\right.$ $\left.8 d_{i}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+12 d_{i}{ }^{2} \delta_{2} \rho_{3}{ }^{2}+2 d_{i} d_{r} \delta_{1} \rho_{1} \rho_{3}-6 d_{i} d_{r} \delta_{2} \rho_{1} \rho_{3}+3 d_{r}{ }^{2} \delta_{2} \rho_{3}{ }^{2}\right) I^{* 6}+2 d_{i} \rho_{1} \rho_{3}\left(4 d_{a}{ }^{3} d_{i} \delta_{2} \rho_{1}{ }^{2}+d_{a}{ }^{3} d_{r} \delta_{2} \rho_{1}{ }^{2}+\right.$ $5 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{1} \rho_{1}{ }^{2}+3 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+8 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+5 d_{a}{ }^{2} d_{i} d_{r} \delta_{1} \rho_{1}{ }^{2}-4 d_{a}{ }^{2} d_{i} d_{r} \delta_{2} \rho_{1}{ }^{2}+8 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+4 d_{a} d_{i}^{3} \delta_{1} \rho_{1}{ }^{2}-$ $2 d_{a} d_{i}{ }^{2} d_{r} \delta_{1} \rho_{1}{ }^{2}+3 d_{a} d_{i}{ }^{2} d_{r} \delta_{2} \rho_{1}{ }^{2}+28 d_{a} d_{i}{ }^{2} d_{r} \delta_{2} \rho_{3}{ }^{2}+8 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \rho_{1} \rho_{3}+12 d_{a} d_{i} d_{r}{ }^{2} \delta_{2} \rho_{3}{ }^{2}+9 d_{a} d_{r}{ }^{3} \delta_{2} \rho_{3}{ }^{2}-$ $2 d_{i}{ }^{3} d_{r} \delta_{1} \rho_{1}{ }^{2}+8 d_{i}^{3} d_{r} \delta_{1} \rho_{3}{ }^{2}+8 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{1} \rho_{3}+4 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{3}{ }^{2}+8 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+28 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{3}{ }^{2}+6 d_{i} d_{r}{ }^{3} \delta_{1} \rho_{3}{ }^{2}-$ $\left.12 d_{i} d_{r}{ }^{3} \delta_{2} \rho_{3}{ }^{2}\right) I^{* 4}-2 d_{i}\left(d_{a}{ }^{4} d_{i}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+d_{a}{ }^{4} d_{r}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+d_{a}{ }^{3} d_{i}{ }^{3} \delta_{1} \rho_{1}{ }^{2}+6 d_{a}{ }^{3} d_{i}{ }^{2} d_{r} \delta_{2} \rho_{1} \rho_{3}+3 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \delta_{1} \rho_{1}{ }^{2}+\right.$ $4 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+4 d_{a}{ }^{3} d_{r}{ }^{3} \delta_{2} \rho_{1} \rho_{3}+4 d_{a}{ }^{2} d_{i}{ }^{3} d_{r} \delta_{1} \rho_{1} \rho_{3}+d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{1}{ }^{2}+4 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{1} \rho_{3}+2 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+$ $6 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+16 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2} \rho_{3}{ }^{2}+7 d_{a}{ }^{2} d_{i} d_{r}{ }^{3} \delta_{1} \rho_{1} \rho_{3}-4 d_{a}{ }^{2} d_{i} d_{r}{ }^{3} \delta_{2} \rho_{1} \rho_{3}+5 d_{a}{ }^{2} d_{r}{ }^{4} \delta_{2} \rho_{3}{ }^{2}+d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \rho_{1}{ }^{2}+$ $\left.4 d_{a} d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1} \rho_{1} \rho_{3}+8 d_{a} d_{i}^{3} d_{r}^{2} \delta_{1} \rho_{3}^{2}-2 d_{a} d_{i}{ }^{2} d_{r}^{3} \delta_{1} \rho_{1} \rho_{3}+6 d_{a} d_{i}^{2} d_{r}{ }^{3} \delta_{2} \rho_{1} \rho_{3}+5 d_{a} d_{i} d_{r}^{4} \delta_{1} \rho_{3}{ }^{2}+8 d_{i}^{2} d_{r}{ }^{4} \delta_{2} \rho_{3}{ }^{2}\right) I^{* 2}+$ $\left.4 d_{a} d_{i} d_{r}{ }^{2}\left(2 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{2}+d_{a}{ }^{3} d_{r}{ }^{2} \delta_{2}+2 d_{a}{ }^{2} d_{i}{ }^{3} \delta_{1}+2 d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{1}+2 d_{a} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{2}+d_{i}{ }^{3} d_{r}{ }^{2} \delta_{1}\right)\right) T_{r e g}^{*}+8 d_{i}{ }^{2} \rho_{1}{ }^{4} \rho_{3}{ }^{4} I^{* 8}-$ $d_{i}^{2} \rho_{1}^{2} \rho_{3}^{2}\left(5 d_{a}^{2} \rho_{1}^{2}+8 d_{a} d_{i} \rho_{1} \rho_{3}+12 d_{a} d_{r} \rho_{1} \rho_{3}+4 d_{i}^{2} \rho_{1}^{2}+16 d_{i}^{2} \rho_{1} \rho_{3}+16 d_{i}^{2} \rho_{3}^{2}-8 d_{i} d_{r} \rho_{1} \rho_{3}+8 d_{r}^{2} \rho_{3}^{2}\right) I^{* 6}+$ $2 d_{i}{ }^{2} \rho_{1} \rho_{3}\left(d_{a}{ }^{3} d_{i} \rho_{1}{ }^{2}+3 d_{a}{ }^{3} d_{r} \rho_{1}{ }^{2}+2 d_{a}{ }^{2} d_{i}^{2} \rho_{1}{ }^{2}+4 d_{a}{ }^{2} d_{i}{ }^{2} \rho_{1} \rho_{3}-d_{a}{ }^{2} d_{i} d_{r} \rho_{1}{ }^{2}+5 d_{a}{ }^{2} d_{r}{ }^{2} \rho_{1} \rho_{3}+2 d_{a} d_{i}{ }^{2} d_{r} \rho_{1}^{2}+\right.$ $\left.8 d_{a} d_{i}^{2} d_{r} \rho_{3}^{2}+4 d_{a} d_{i} d_{r}^{2} \rho_{3}^{2}+6 d_{a} d_{r}^{3} \rho_{3}^{2}+4 d_{i}^{2} d_{r}^{2} \rho_{1} \rho_{3}+8 d_{i}^{2} d_{r}^{2} \rho_{\beta^{2}}{ }^{2}-4 d_{i} d_{r}^{3} \rho_{3}^{2}\right) I^{* 4}-d_{i}^{2}\left(d_{a}{ }^{4} d_{i}^{2} \rho_{1}^{2}+\right.$ $2 d_{a}{ }^{4} d_{r}{ }^{2} \rho_{1}{ }^{2}+4 d_{a}{ }^{3} d_{i}{ }^{2} d_{r} \rho_{1} \rho_{3}+2 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \rho_{1} \rho_{3}+6 d_{a}{ }^{3} d_{r}{ }^{3} \rho_{1} \rho_{3}+2 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \rho_{1}{ }^{2}+4 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \rho_{1} \rho_{3}+8 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2} \rho_{3}{ }^{2}-$ $\left.2 d_{a}{ }^{2} d_{i} d_{r}{ }^{3} \rho_{1} \rho_{3}+5 d_{a}{ }^{2} d_{r}{ }^{4} \rho_{3}{ }^{2}+4 d_{a} d_{i}{ }^{2} d_{r}^{3} \rho_{1} \rho_{3}+4 d_{i}{ }^{2} d_{r}{ }^{4} \rho_{3}{ }^{2}\right) I^{* 2}+2 d_{a}{ }^{2} d_{i}{ }^{2} d_{r}{ }^{2}\left(d_{a}{ }^{2} d_{i}{ }^{2}+d_{a}{ }^{2} d_{r}{ }^{2}+d_{i}{ }^{2} d_{r}{ }^{2}\right)$.

$$
b_{4}=T_{r e g}^{*}{ }^{8} \delta_{1}^{4} \delta_{2}{ }^{4}+4 \delta_{1}^{3} \delta_{2}^{3}{ }^{3}\left(d_{a} \delta_{2}+d_{i} \delta_{1}\right) T_{r e g}^{*}{ }^{7}+\left(-\delta_{1}{ }^{2} \delta_{2}{ }^{2}\left(2 \delta_{1}^{2} \rho_{1}{ }^{2}+2 \delta_{1} \delta_{2} \rho_{1}{ }^{2}+6 \delta_{1} \delta_{2} \rho_{1} \rho_{3}+\delta_{2}{ }^{2} \rho_{1}{ }^{2}+\right.\right.
$$ $\left.\left.4 \delta_{2}{ }^{2} \rho_{3}{ }^{2}\right) I^{* 2}+2 \delta_{1}{ }^{2} \delta_{2}{ }^{2}\left(3 d_{a}{ }^{2} \delta_{2}{ }^{2}+8 d_{a} d_{i} \delta_{1} \delta_{2}+3 d_{i}{ }^{2} \delta_{1}{ }^{2}+2 d_{r}{ }^{2} \delta_{1}{ }^{2}+2 d_{r}{ }^{2} \delta_{2}{ }^{2}\right)\right) T_{\text {reg }}^{*}{ }^{6}+\left(-2 \delta_{1} \delta_{2}\left(3 d_{a} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+\right.\right.$ $2 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+8 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{a} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+d_{i} \delta_{1}{ }^{3} \rho_{1}{ }^{2}+3 d_{i} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+8 d_{i} \delta_{1} \delta^{2} \delta \rho_{1} \rho_{1} \rho_{3}+d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+2 d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+$ $\left.8 d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-2 d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-2 d_{r} \delta_{2}{ }^{3} \rho_{1} \rho_{3}\right) I^{* 2}+4 \delta_{1} \delta_{2}\left(d_{a}{ }^{3} \delta_{2}{ }^{3}+6 d_{a}{ }^{2} d_{i} \delta_{1} \delta_{2}{ }^{2}+6 d_{a} d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}+\right.$ $\left.\left.4 d_{a} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}+2 d_{a} d_{r}{ }^{2} \delta_{2}{ }^{3}+d_{i}{ }^{3} \delta_{1}{ }^{3}+2 d_{i} d_{r}{ }^{2} \delta_{1}{ }^{3}+4 d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2}\right)\right) T_{\text {reg }}^{*}{ }^{5}+\left(2 \rho_{3} \delta_{2} \rho_{1}\left(4 \delta_{1}{ }^{3} \rho_{1}{ }^{2}+4 \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-\right.\right.$ $\left.2 \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+6 \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-\delta_{2}^{3} \rho_{1} \rho_{3}+4 \delta_{2}{ }^{3} \rho_{3}{ }^{2}\right) \gamma^{4}+\left(-7 d_{a}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-2 d_{a}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1}{ }^{2}-\right.$ $14 d_{a}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 d_{a}{ }^{2} \delta_{2}{ }^{4} \rho_{3}{ }^{2}-6 d_{a} d_{i} \delta_{1}{ }^{3} \delta_{2} \rho_{1}{ }^{2}-12 d_{a} d_{i} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-42 d_{a} d_{i} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+2 d_{a} d_{i} \delta_{1} \delta_{2}{ }^{3} \rho_{1}{ }^{2}-$ $8 d_{a} d_{i} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-32 d_{a} d_{i} \delta_{1} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+2 d_{a} d_{r} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+8 d_{a} d_{r} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-d_{i}{ }^{2} \delta_{1}{ }^{4} \rho_{1}{ }^{2}-6 d_{i}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1}{ }^{2}-$ $14 d_{i}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-2 d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-12 d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-24 d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}+10 d_{i} d_{r} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+12 d_{i} d_{r} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-$ $d_{r}{ }^{2} \delta_{1}^{4} \rho_{1}{ }^{2}-2 d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1}{ }^{2}-6 d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-3 d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-2 d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-10 d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-2 d_{r}{ }^{2} \delta_{1} \delta_{2}^{3} \rho_{1}{ }^{2}-$ $\left.6 d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-8 d_{r}{ }^{2} \delta_{2}{ }^{4} \rho_{3}{ }^{2}\right) I^{* 2}+d_{a}{ }^{4} \delta_{2}{ }^{4}+16 d_{a}{ }^{3} d_{i} \delta_{1} \delta_{2}{ }^{3}+36 d_{a}{ }^{2} d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+24 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+4 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{2}{ }^{4}+$ $16 d_{a} d_{i}{ }^{3} \delta_{1}{ }^{3} \delta_{2}+32 d_{a} d_{i} d_{r}{ }^{2} \delta_{1}{ }^{3} \delta_{2}+32 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{3}+d_{i}{ }^{4} \delta_{1}{ }^{4}+4 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{4}+24 d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+d_{r}{ }^{4} \delta_{1}{ }^{4}+4 d_{r}{ }^{4} \delta_{1}{ }^{2} \delta_{2}{ }^{2}+$ $\left.d_{r}{ }^{4} \delta_{2}{ }^{4}\right) T_{\text {reg }}^{*}{ }^{4}+\left(2 \rho_{3} \rho_{1}\left(10 d_{a} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-2 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+8 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{a} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+3 d_{i} \delta_{1}{ }^{3} \rho_{1}{ }^{2}+3 d_{i} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}+\right.\right.$ $6 d_{i} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-2 d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+20 d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+12 d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-2 d_{i} \delta_{2}{ }^{3} \rho_{1} \rho_{3}+20 d_{i} \delta_{2}{ }^{3} \rho_{3}{ }^{2}+d_{r} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-$ $\left.2 d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-5 d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+3 d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-4 d_{r} \delta_{2}{ }^{3} \rho_{3}{ }^{2}\right) I^{* 4}+\left(-4 d_{a}{ }^{3} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-4 d_{a}{ }^{3} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-8 d_{a}{ }^{2} d_{i} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-\right.$ $6 d_{a}{ }^{2} d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-36 d_{a}{ }^{2} d_{i} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-4 d_{a}{ }^{2} d_{i} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-16 d_{a}{ }^{2} d_{i} \delta_{2}{ }^{3} \rho_{3}{ }^{2}-2 d_{a}{ }^{2} d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+4 d_{a}{ }^{2} d_{r} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-$ $4 d_{a} d_{i}{ }^{2} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-12 d_{a} d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-36 d_{a} d_{i}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+2 d_{a} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-24 d_{a} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-48 d_{a} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-$ $8 d_{a} d_{i} d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+20 d_{a} d_{i} d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-4 d_{a} d_{i} d_{r} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 d_{a} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-4 d_{a} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-16 d_{a} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-$ $4 d_{a} d_{r}{ }^{2} \delta_{1} \delta_{2}^{2} \rho_{1}{ }^{2}-4 d_{a} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-20 d_{a} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-4 d_{a} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-2 d_{i}{ }^{3} \delta_{1}^{3} \rho_{1}{ }^{2}-4 d_{i}{ }^{3} \delta_{1}^{3} \rho_{1} \rho_{3}-$ $2 d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-12 d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-16 d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} \rho_{3}{ }^{2}-2 d_{i}{ }^{2} d_{r} \delta_{1}{ }^{3} \rho_{1} \rho_{3}+8 d_{i}{ }^{2} d_{r} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+12 d_{i}{ }^{2} d_{r} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-$ $2 d_{i} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1}{ }^{2}-4 d_{i} d_{r}{ }^{2} \delta_{1}{ }^{3} \rho_{1} \rho_{3}-4 d_{i} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1}{ }^{2}-8 d_{i} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-20 d_{i} d_{r} d^{2} \delta_{1}{ }^{2} \delta_{2} \rho_{3}{ }^{2}-6 d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-$ $16 d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-4 d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-32 d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3} \rho_{3}{ }^{2}-2 d_{r}{ }^{3} \delta_{1}{ }^{3} \rho_{1} \rho_{3}+4 d_{r}{ }^{3} \delta_{1}{ }^{2} \delta 2 \rho_{1} \rho_{3}+2 d_{r}{ }^{3} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+$ $\left.4 d_{r}{ }^{3} \delta_{2}{ }^{3} \rho_{1} \rho_{3}\right) I^{* 2}+4 d_{a}{ }^{4} d_{i} \delta_{2}{ }^{3}+24 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{1} \delta_{2}{ }^{2}+16 d_{a}{ }^{3} d_{r}{ }^{2} \delta_{1} \delta_{2}{ }^{2}+24 d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} d_{a}{ }^{2}+48 d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{1}{ }^{2} \delta_{2}+$ $16 d_{a}{ }^{2} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{3}+4 d_{a} d_{i}{ }^{4} \delta_{1}{ }^{3}+16 d_{a} d_{i}{ }^{2} \delta_{1}{ }^{3} d_{r}{ }^{2}+48 d_{a} d_{i}{ }^{2} \delta_{1} d_{r}{ }^{2} \delta_{2}{ }^{2}+4 d_{a} d_{r}{ }^{4} \delta_{1}{ }^{3}+8 d_{a} d_{r}{ }^{4} \delta_{1} \delta_{2}{ }^{2}+16 d_{i}{ }^{3} \delta_{1}{ }^{2} \delta_{2} d_{r}{ }^{2}+$ $\left.8 d_{i} d_{r}{ }^{4} \delta_{1}^{2} \delta_{2}+4 d_{i} d_{r}{ }^{4} \delta_{2}{ }^{3}\right) T_{r e g}^{*}{ }^{3}+\left(-\rho_{1}{ }^{2} \rho_{3}{ }^{2}\left(\delta_{1}{ }^{2} \rho_{1}{ }^{2}+2 \delta_{1} \delta_{2} \rho_{1}{ }^{2}+6 \delta_{1} \delta_{2} \rho_{1} \rho_{3}+\delta_{2}{ }^{2} \rho_{1}{ }^{2}+2 \delta_{2}{ }^{2} \rho_{1} \rho_{3}+5 \delta_{2}{ }^{2} \rho_{3}{ }^{2}\right) I^{* 6}+\right.$ $2 \rho_{3} \rho_{1}\left(8 d_{a}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-d_{a}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+4 d_{a}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+7 d_{a} d_{i} \delta_{1}{ }^{2} \rho_{1}{ }^{2}+2 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1}{ }^{2}+14 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 d_{a} d_{i} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+\right.$ $12 d_{a} d_{i} \delta_{2}{ }^{2} \rho_{3}{ }^{2}+3 d_{a} d_{r} \delta_{1}^{2} \rho_{1}{ }^{2}-4 d_{a} d_{r} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-d_{a} d_{r} \delta_{2}{ }^{2} \rho_{1}{ }^{2}+3 d_{a} d_{r} \delta_{2}{ }^{2} \rho_{3}{ }^{2}+4 d_{i}{ }^{2} \delta_{1}{ }^{2} \rho_{1}{ }^{2}+3 d_{i}{ }^{2} \delta_{1}{ }^{2} \rho_{1} \rho_{3}+$ $4 d_{i}{ }^{2} \delta_{1} \delta_{2} \rho_{1}^{2}+22 d_{i}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+12 d_{i}{ }^{2} \delta_{1} \delta_{2} \rho_{3}{ }^{2}+d_{i}^{2} \delta_{2}^{2} \rho_{1}{ }^{2}+3 d_{i}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}+36 d_{i}{ }^{2} \delta_{2}^{2} \rho_{3}{ }^{2}-d_{i} d_{r} \delta_{1}^{2} \rho_{1}{ }^{2}-$ $7 d_{i} d_{r} \delta_{1} \delta_{2} \rho_{1}^{2}+9 d_{i} d_{r} \delta_{1} \delta_{2} \rho_{3}{ }^{2}-2 d_{i} d_{r} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-12 d_{i} d_{r} \delta_{2}^{2} \rho_{3}{ }^{2}+d_{r}{ }^{2} \delta_{1}^{2} \rho_{1} \rho_{3}+2 d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{3}{ }^{2}+$

$\left.4 d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}+3 d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}\right) I^{* 4}+\left(-d_{a}{ }^{4} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-6 d_{a}{ }^{3} d_{i} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-10 d_{a}{ }^{3} d_{i} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-2 d_{a}{ }^{3} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}-\right.$ $7 d_{a}^{2} d_{i}^{2} \delta_{1}^{2} \rho_{1}^{2}-6 d_{a}^{2} d_{i}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}-30 d_{a}^{2} d_{i}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{i}^{2} \delta_{2}^{2} \rho_{1}^{2}-12 d_{a}^{2} d_{i}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-24 d_{a}^{2} d_{i}^{2} \delta_{2}^{2} \rho_{3}^{2}-$ $16 d_{a}{ }^{2} d_{i} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}+10 d_{a}{ }^{2} d_{i} d_{r} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-6 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1}{ }^{2} \rho_{1}^{2}-2 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-14 d_{a}{ }^{2} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}{ }^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1}^{2}-$ $2 d_{a}{ }^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-10 d_{a}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{3}^{2}-4 d_{a} d_{i}^{3} \delta_{1}^{2} \rho_{1}^{2}-10 d_{a} d_{i}^{3} \delta_{1}^{2} \rho_{1} \rho_{3}-2 d_{a} d_{i}^{3} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-24 d_{a} d_{i}^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $32 d_{a} d_{i}^{3} \delta_{1} \delta_{2} \rho_{3}^{2}-10 d_{a} d_{i}^{2} d_{r} \delta_{1}^{2} \rho_{1} \rho_{3}+16 d_{a} d_{i}^{2} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-12 d_{a} d_{i}^{2} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}-4 d_{a} d_{i} d_{r}^{2} \delta_{1}^{2} \rho_{1}^{2}-$ $10 d_{a} d_{i} d_{r}{ }^{2} \delta_{1}^{2} \rho_{1} \rho_{3}-6 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-16 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-40 d_{a} d_{i} d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{3}{ }^{2}-10 d_{a} d_{i} d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-$ $6 d_{a} d_{r}{ }^{3} \delta_{1}^{2} \rho_{1} \rho_{3}+8 d_{a} d_{r}{ }^{3} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-2 d_{a} d_{r}{ }^{3} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-d_{i}{ }^{4} \delta_{1}{ }^{2} \rho_{1}{ }^{2}-4 d_{i}{ }^{4} \delta_{1}{ }^{2} \rho_{1} \rho_{3}-4 d_{i}{ }^{4} \delta_{1}{ }^{2} \rho_{3}{ }^{2}+2 d_{i}{ }^{3} d_{r} \delta_{1}{ }^{2} \rho_{1} \rho_{3}+$ $4 d_{i}^{3} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-3 d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \rho_{1}^{2}-6 d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \rho_{1} \rho_{3}-10 d_{i}^{2} d_{r}^{2} \delta_{1}^{2} \rho_{3}^{2}-6 d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}-14 d_{i}^{2} d_{r}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-$ $d_{i}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1}^{2}-12 d_{i}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-48 d_{i}^{2} d_{r}^{2} \delta_{2}^{2} \rho_{3}^{2}+2 d_{i} d_{r}{ }^{3} \delta_{1}^{2} \rho_{1} \rho_{3}+10 d_{i} d_{r}^{3} \delta_{2}^{2} \rho_{1} \rho_{3}-d_{r}^{4} \delta_{1}^{2} \rho_{3}^{2}-$ $\left.5 d_{r}^{4} \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 2}+6 d_{a}^{4} d_{i}^{2} \delta_{2}^{2}+4 d_{a}^{4} d_{r}^{2} \delta_{2}^{2}+16 d_{a}^{3} d_{i}^{3} \delta_{1} \delta_{2}+32 d_{a}^{3} d_{i} d_{r}^{2} \delta_{1} \delta_{2}+6 d_{a}^{2} d_{i}^{4} \delta_{1}^{2}+24 d_{a}^{2} d_{i}^{2} d_{r}^{2} \delta_{1}^{2}+$ $24 d_{a}^{2} d_{i}^{2} d_{r}^{2} \delta_{2}^{2}+6 d_{a}^{2} d_{r}^{4} \delta_{1}^{2}+4 d_{a}{ }^{2} d_{r}^{4} \delta_{2}^{2}+32 d_{a} d_{i}{ }^{3} d_{r}^{2} \delta_{1} \delta_{2}+16 d_{a} d_{i} d_{r}{ }^{4} \delta_{1} \delta_{2}+4 d_{i}^{4} d_{r}^{2} \delta_{1}^{2}+4 d_{i}^{2} d_{r}^{4} \delta_{1}^{2}+$ $\left.6 d_{i}^{2} d_{r}^{4} \delta_{2}^{2}\right) T_{r e g}^{*}{ }^{2}+\left(-2 \rho_{1}^{2} \rho_{3}^{2}\left(d_{a} \delta_{1} \rho_{1}^{2}+2 d_{a} \delta_{2} \rho_{1} \rho_{3}+d_{i} \delta_{1} \rho_{1}^{2}+2 d_{i} \delta_{1} \rho_{1} \rho_{3}+2 d_{i} \delta_{2} \rho_{1}^{2}+6 d_{i} \delta_{2} \rho_{1} \rho_{3}+\right.\right.$ $\left.6 d_{i} \delta_{2} \rho_{3}^{2}+d_{r} \delta_{1} \rho_{1} \rho_{3}-2 d_{r} \delta_{2} \rho_{1} \rho_{3}\right) I^{* 6}+2 \rho_{3} \rho_{1}\left(2 d_{a}{ }^{3} \delta_{2} \rho_{1}^{2}+5 d_{a}^{2} d_{i} \delta_{1} \rho_{1}^{2}+d_{a}{ }^{2} d_{i} \delta_{2} \rho_{1}^{2}+8 d_{a}{ }^{2} d_{i} \delta_{2} \rho_{1} \rho_{3}+\right.$ $3 d_{a}^{2} d_{r} \delta_{1} \rho_{1}^{2}-2 d_{a}^{2} d_{r} \delta_{2} \rho_{1}^{2}+6 d_{a} d_{i}^{2} \delta_{1} \rho_{1}^{2}+8 d_{a} d_{i}^{2} \delta_{1} \rho_{1} \rho_{3}+4 d_{a} d_{i}^{2} \delta_{2} \rho_{1}^{2}+12 d_{a} d_{i}^{2} \delta_{2} \rho_{3}^{2}-2 d_{a} d_{i} d_{r} \delta_{1} \rho_{1}^{2}+$ $d_{a} d_{i} d_{r} \delta_{2} \rho_{1}^{2}+9 d_{a} d_{i} d_{r} \delta_{2} \rho_{3}^{2}+2 d_{a} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}+2 d_{a} d_{r}^{2} \delta_{2} \rho_{3}^{2}+3 d_{i}^{3} \delta_{1} \rho_{1}^{2}+8 d_{i}^{3} \delta_{1} \rho_{1} \rho_{3}+4 d_{i}^{3} \delta_{1} \rho_{3}^{2}+3 d_{i}^{3} \delta_{2} \rho_{1}^{2}+$ $8 d_{i}^{3} \delta_{2} \rho_{1} \rho_{3}+28 d_{i}^{3} \delta_{2} \rho_{3}{ }^{2}-d_{i}{ }^{2} d_{r} \delta_{1} \rho_{1}^{2}+6 d_{i}{ }^{2} d_{r} \delta_{1} \rho_{3}{ }^{2}-4 d_{i}{ }^{2} d_{r} \delta_{2} \rho_{1}{ }^{2}-12 d_{i}{ }^{2} d_{r} \delta_{2} \rho_{3}{ }^{2}+2 d_{i} d_{r}{ }^{2} \delta_{1} \rho_{1} \rho_{3}+d_{i} d_{r}{ }^{2} \delta_{1} \rho_{3}{ }^{2}+$ $\left.8 d_{i} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+9 d_{i} d_{r}{ }^{2} \delta_{2} \rho_{3}{ }^{2}+d_{r}{ }^{3} \delta_{1} \rho_{3}{ }^{2}-2 d_{r}{ }^{3} \delta_{2} \rho_{3}{ }^{2}\right) I^{* 4}+\left(-2 d_{a}{ }^{4} d_{i} \delta_{2} \rho_{1}{ }^{2}-6 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{1} \rho_{1}{ }^{2}-8 d_{a}{ }^{3} d_{i}{ }^{2} \delta_{2} \rho_{1} \rho_{3}-\right.$ $8 d_{a}^{3} d_{i} d_{r} \delta_{2} \rho_{1} \rho_{3}-4 d_{a}^{3} d_{r}^{2} \delta_{1} \rho_{1}^{2}-4 d_{a}{ }^{3} d_{r}^{2} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{i}^{3} \delta_{1} \rho_{1}^{2}-8 d_{a}^{2} d_{i}^{3} \delta_{1} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i}^{3} \delta_{2} \rho_{1}^{2}-$ $12 d_{a}^{2} d_{i}^{3} \delta_{2} \rho_{1} \rho_{3}-16 d_{a}^{2} d_{i}^{3} \delta_{2} \rho_{3}^{2}-14 d_{a}^{2} d_{i}^{2} d_{r} \delta_{1} \rho_{1} \rho_{3}+8 d_{a}^{2} d_{i}^{2} d_{r} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{i} d_{r}^{2} \delta_{1} \rho_{1}^{2}-8 d_{a}^{2} d_{i} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}-$ $4 d_{a}^{2} d_{i} d_{r}^{2} \delta_{2} \rho_{1}^{2}-8 d_{a}^{2} d_{i} d_{r}^{2} \delta_{2} \rho_{1} \rho_{3}-20 d_{a}{ }^{2} d_{i} d_{r}^{2} \delta_{2} \rho_{3}{ }^{2}-6 d_{a}{ }^{2} d_{r}^{3} \delta_{1} \rho_{1} \rho_{3}+4 d_{a}{ }^{2} d_{r}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-2 d_{a} d_{i}^{4} \delta_{1} \rho_{1}{ }^{2}-$ $8 d_{a} d_{i}^{4} \delta_{1} \rho_{1} \rho_{3}-8 d_{a} d_{i}^{4} \delta_{1} \rho_{3}^{2}+4 d_{a} d_{i}^{3} d_{r} \delta_{1} \rho_{1} \rho_{3}-12 d_{a} d_{i}{ }^{3} d_{r} \delta_{2} \rho_{1} \rho_{3}-6 d_{a} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{1}^{2}-12 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}-$ $20 d_{a} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1} \rho_{3}^{2}-8 d_{a} d_{i}^{2} d_{r}{ }^{2} \delta_{2} \rho_{1} \rho_{3}+4 d_{a} d_{i} d_{r}^{3} \delta_{1} \rho_{1} \rho_{3}-8 d_{a} d_{i} d_{r}^{3} \delta_{2} \rho_{1} \rho_{3}-2 d_{a} d_{r}^{4} \delta_{1} \rho_{3}{ }^{2}-2 d_{i}^{3} d_{r}^{2} \delta_{1} \rho_{1}^{2}-$ $4 d_{i}^{3} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}-2 d_{i}^{3} d_{r}^{2} \delta_{2} \rho_{1}^{2}-12 d_{i}^{3} d_{r}^{2} \delta_{2} \rho_{1} \rho_{3}-32 d_{i}^{3} d_{r}^{2} \delta_{2} \rho_{3}^{2}-2 d_{i}^{2} d_{r}^{3} \delta_{1} \rho_{1} \rho_{3}+8 d_{i}^{2}{ }^{2}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-$ $\left.10 d_{i} d_{r}^{4} \delta_{2} \rho_{3}{ }^{2}\right) I^{* 2}+4 d_{a}{ }^{4} d_{i}^{3} \delta_{2}+8 d_{a}{ }^{4} d_{i} d_{r}{ }^{2} \delta_{2}+4 d_{a}{ }^{3} d_{i}{ }^{4} \delta_{1}+16 d_{a}{ }^{3} d_{i}{ }^{2} d_{r}{ }^{2} \delta_{1}+4 d_{a}{ }^{3} d_{r}{ }^{4} \delta_{1}+16 d_{a}{ }^{2} d_{i}^{3} d_{r}{ }^{2} \delta_{2}+$ $\left.8 d_{a}{ }^{2} d_{i} d_{r}{ }^{4} \delta_{2}+8 d_{a} d_{i}^{4} d_{r}{ }^{2} \delta_{1}+8 d_{a} d_{i}^{2} d_{r}{ }^{4} \delta_{1}+4 d_{i}^{3} d_{r}{ }^{4} \delta_{2}\right) T_{\text {reg }}^{*}+I^{* 8} \rho_{1}{ }^{4} \rho_{3}{ }^{4}-\rho_{1}{ }^{2} \rho_{3}{ }^{2}\left(d_{a}{ }^{2} \rho_{1}{ }^{2}+2 d_{a} d_{i} \rho_{1} \rho_{3}+\right.$ $\left.2 d_{a} d_{r} \rho_{1} \rho_{3}+5 d_{i}^{2} \rho_{1}^{2}+12 d_{i}^{2} \rho_{1} \rho_{3}+8 d_{i}^{2} \rho_{3}{ }^{2}-2 d_{i} d_{r} \rho_{1} \rho_{3}+d_{r}^{2} \rho_{3}{ }^{2}\right) I^{* 6}+2 \rho_{3} \rho_{1}\left(d_{a}{ }^{3} d_{i} \rho_{1}{ }^{2}+d_{a}{ }^{3} d_{r} \rho_{1}{ }^{2}+\right.$ $3 d_{a}^{2} d_{i}^{2} \rho_{1}^{2}+5 d_{a}^{2} d_{i}^{2} \rho_{1} \rho_{3}-d_{a}^{2} d_{i} d_{r} \rho_{1}^{2}+d_{a}^{2} d_{r}^{2} \rho_{1} \rho_{3}+d_{a} d_{i}^{3} \rho_{1}^{2}+4 d_{a} d_{i}^{3} \rho_{3}^{2}+3 d_{a} d_{i}^{2} d_{r} \rho_{1}^{2}+6 d_{a} d_{i}^{2} d_{r} \rho_{3}^{2}+$ $d_{a} d_{i} d_{r}^{2} \rho_{3}^{2}+d_{a} d_{r}^{3} \rho_{3}^{2}+2 d_{i}^{4} \rho_{1}^{2}+4 d_{i}^{4} \rho_{1} \rho_{3}+8 d_{i}^{4} \rho_{3}^{2}-d_{i}^{3} d_{r} \rho_{1}^{2}-4 d_{i}^{3} d_{r} \rho_{3}^{2}+5 d_{i}^{2} d_{r}^{2} \rho_{1} \rho_{3}+6 d_{i}^{2} d_{r}^{2} \rho_{3}^{2}-$ $\left.d_{i} d_{r}{ }^{3} \rho_{3}{ }^{2}\right) I^{* 4}+\left(-2 d_{a}^{4} d_{i}^{2} \rho_{1}^{2}-d_{a}{ }^{4} d_{r}^{2} \rho_{1}^{2}-2 d_{a}{ }^{3} d_{i}^{3} \rho_{1} \rho_{3}-6 d_{a}{ }^{3} d_{i}{ }^{2} d_{r} \rho_{1} \rho_{3}-2 d_{a}{ }^{3} d_{i} d_{r}{ }^{2} \rho_{1} \rho_{3}-2 d_{a}{ }^{3} d_{r}{ }^{3} \rho_{1} \rho_{3}-\right.$ $2 d_{a}{ }^{2} d_{i}^{4} \rho_{1}^{2}-4 d_{a}^{2} d_{i}^{4} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i}^{4} \rho_{3}^{2}+2 d_{a}^{2} d_{i}^{3} d_{r} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i}^{2} d_{r}^{2} \rho_{1}^{2}-6 d_{a}^{2} d_{i}^{2} d_{r}^{2} \rho_{1} \rho_{3}-10 d_{a}^{2} d_{i}^{2} d_{r}^{2} \rho_{3}^{2}+$ $2 d_{a}^{2} d_{i} d_{r}^{3} \rho_{1} \rho_{3}-d_{a}{ }^{2} d_{r}^{4} \rho_{3}^{2}-4 d_{a} d_{i}^{4} d_{r} \rho_{1} \rho_{3}-2 d_{a} d_{i}^{3} d_{r}^{2} \rho_{1} \rho_{3}-6 d_{a} d_{i}^{2} d_{r}^{3} \rho_{1} \rho_{3}-d_{i}^{4} d_{r}^{2} \rho_{1}^{2}-4 d_{i}^{4} d_{r}^{2} \rho_{1} \rho_{3}-$ $\left.8 d_{i}^{4} d_{r}^{2} \rho_{3}^{2}+2 d_{i}^{3} d_{r}^{3} \rho_{1} \rho_{3}-5 d_{i}^{2} d_{r}^{4} \rho_{3}^{2}\right) I^{* 2}+d_{a}^{4} d_{i}^{4}+4 d_{a}^{4} d_{i}^{2} d_{r}^{2}+d_{a}^{4} d_{r}^{4}+4 d_{a}^{2} d_{i}^{4} d_{r}^{2}+4 d_{a}^{2} d_{i}^{2} d_{r}^{4}+d_{i}^{4} d_{r}^{4}$.

$$
b_{6}=2 \delta_{1}^{2} \delta_{2}^{2}\left(\delta_{1}^{2}+\delta_{2}^{2}\right) T_{\text {reg }}^{*}+4 \delta_{1} \delta_{2}\left(2 d_{a} \delta_{1}^{2} \delta_{2}+d_{a} \delta_{2}^{3}+d_{i} \delta_{1}^{3}+2 d_{i} \delta_{1} \delta_{2}^{2}\right) T_{\text {reg }}^{*}{ }^{5}+\left(\left(-\delta_{1}^{4} \rho_{1}^{2}-\right.\right.
$$ $\left.2 \delta_{1}{ }^{3} \delta_{2} \rho_{1}{ }^{2}-6 \delta_{1}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-3 \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-2 \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-5 \delta_{1}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-2 \delta_{1} \delta_{2}{ }^{3} \rho_{1}{ }^{2}-6 \delta_{1} \delta_{2}{ }^{3} \rho_{1} \rho_{3}-4 \delta_{2}^{4} \rho_{3}{ }^{2}\right) I^{* 2}+$ $12 d_{a}^{2} \delta_{1}^{2} \delta_{2}^{2}+2 d_{a}^{2} \delta_{2}^{4}+16 d_{a} d_{i} \delta_{1}^{3} \delta_{2}+16 d_{a} d_{i} \delta_{1} \delta_{2}^{3}+2 d_{i}^{2} \delta_{1}^{4}+12 d_{i}^{2} \delta_{1}^{2} \delta_{2}^{2}+2 d_{r}^{2} \delta_{1}^{4}+8 d_{r}^{2} \delta_{1}^{2} \delta_{2}^{2}+$ $\left.2 d_{r}{ }^{2} \delta_{2}^{4}\right) T_{\text {reg }}^{*}{ }^{4}+\left(\left(-4 d_{a} \delta_{1}^{3} \rho_{1}^{2}-4 d_{a} \delta_{1}^{2} \delta_{2} \rho_{1}^{2}-16 d_{a} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-4 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-4 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-10 d_{a} \delta_{1} \delta_{2}{ }^{2} \rho_{3}{ }^{2}-\right.\right.$ $4 d_{a} \delta_{2}^{3} \rho_{1} \rho_{3}-2 d_{i} \delta_{1}^{3} \rho_{1}^{2}-4 d_{i} \delta_{1}^{3} \rho_{1} \rho_{3}-4 d_{i} \delta_{1}^{2} \delta_{2} \rho_{1}{ }^{2}-8 d_{i} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}-10 d_{i} \delta_{1}^{2} \delta_{2} \rho_{3}{ }^{2}-6 d_{i} \delta_{1} \delta_{2}^{2} \rho_{1}{ }^{2}-$ $\left.16 d_{i} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}-4 d_{i} \delta_{2}^{3} \rho_{1} \rho_{3}-16 d_{i} \delta_{2}^{3} \rho_{3}^{2}-2 d_{r} \delta_{1}^{3} \rho_{1} \rho_{3}+4 d_{r} \delta_{1}^{2} \delta_{2} \rho_{1} \rho_{3}+2 d_{r} \delta_{1} \delta_{2}^{2} \rho_{1} \rho_{3}+4 d_{r} \delta_{2}^{3} \rho_{1} \rho_{3}\right) I^{* 2}+$ $8 d_{a}^{3} \delta_{1} \delta_{2}^{2}+24 d_{a}^{2} d_{i} \delta_{1}^{2} \delta_{2}+8 d_{a}^{2} d_{i} \delta_{2}^{3}+8 d_{a} d_{i}^{2} \delta_{1}^{3}+24 d_{a} d_{i}^{2} \delta_{1} \delta_{2}^{2}+8 d_{a} d_{r}^{2} \delta_{1}^{3}+16 d_{a} d_{r}^{2} \delta_{1} \delta_{2}^{2}+8 d_{i}^{3} \delta_{1}^{2} \delta_{2}+$ $\left.16 d_{i} d_{r}^{2} \delta_{1}^{2} \delta_{2}+8 d_{i} d_{r}^{2} \delta_{2}^{3}\right) T_{r e g}^{*}{ }^{3}+\left(2 \rho_{1} \rho_{3}\left(\delta_{1}^{2} \rho_{1}^{2}+\delta_{1}{ }^{2} \rho_{1} \rho_{3}+4 \delta_{1} \delta_{2} \rho_{1}{ }^{2}+2 \delta_{1} \delta_{2} \rho_{1} \rho_{3}+2 \delta_{1} \delta_{2} \rho_{3}{ }^{2}-\delta_{2}^{2} \rho_{1}^{2}+\right.\right.$ $\left.4 \delta_{2}^{2} \rho_{1} \rho_{3}+3 \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 4}+\left(-6 d_{a}^{2} \delta_{1}^{2} \rho_{1}^{2}-2 d_{a}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}-14 d_{a}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}^{2} \delta_{2}^{2} \rho_{1}^{2}-2 d_{a}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-\right.$ $5 d_{a}^{2} \delta_{2}^{2} \rho_{3}^{2}-4 d_{a} d_{i} \delta_{1}^{2} \rho_{1}^{2}-10 d_{a} d_{i} \delta_{1}^{2} \rho_{1} \rho_{3}-6 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1}^{2}-16 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-20 d_{a} d_{i} \delta_{1} \delta_{2} \rho_{3}^{2}-10 d_{a} d_{i} \delta_{2}^{2} \rho_{1} \rho_{3}-$ $6 d_{a} d_{r} \delta_{1}^{2} \rho_{1} \rho_{3}+8 d_{a} d_{r} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-2 d_{a} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}-3 d_{i}^{2} \delta_{1}^{2} \rho_{1}^{2}-6 d_{i}^{2} \delta_{1}^{2} \rho_{1} \rho_{3}-5 d_{i}^{2} \delta_{1}^{2} \rho_{3}^{2}-6 d_{i}^{2} \delta_{1} \delta_{2} \rho_{1}^{2}-$ $14 d_{i}^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-d_{i}^{2} \delta_{2}^{2} \rho_{1}^{2}-12 d_{i}^{2} \delta_{2}^{2} \rho_{1} \rho_{3}-24 d_{i}^{2} \delta_{2}^{2} \rho_{3}^{2}+2 d_{i} d_{r} \delta_{1}^{2} \rho_{1} \rho_{3}+10 d_{i} d_{r} \delta_{2}^{2} \rho_{1} \rho_{3}-2 d_{r}{ }^{2} \delta_{1}^{2} \rho_{1}^{2}-$ $\left.2 d_{r}{ }^{2} \delta_{1}^{2} \rho_{1} \rho_{3}-2 d_{r}{ }^{2} \delta_{1}^{2} \rho_{3}{ }^{2}-2 d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1}{ }^{2}-6 d_{r}{ }^{2} \delta_{1} \delta_{2} \rho_{1} \rho_{3}-d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1}{ }^{2}-2 d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{1} \rho_{3}-10 d_{r}{ }^{2} \delta_{2}{ }^{2} \rho_{3}{ }^{2}\right) I^{* 2}+$ $2 d_{a}^{4} \delta_{2}^{2}+16 d_{a}{ }^{3} d_{i} \delta_{1} \delta_{2}+12 d_{a}^{2} d_{i}^{2} \delta_{1}^{2}+12 d_{a}^{2} d_{i}^{2} \delta_{2}^{2}+12 d_{a}^{2} d_{r}^{2} \delta_{1}^{2}+8 d_{a}^{2} d_{r}^{2} \delta_{2}^{2}+16 d_{a} d_{i}^{3} \delta_{1} \delta_{2}+32 d_{a} d_{i} d_{r}^{2} \delta_{1} \delta_{2}+$ $\left.2 d_{i}^{4} \delta_{1}^{2}+8 d_{i}^{2} d_{r}^{2} \delta_{1}^{2}+12 d_{i}^{2} d_{r}^{2} \delta_{2}^{2}+2 d_{r}{ }^{4} \delta_{1}^{2}+2 d_{r}^{4} \delta_{2}^{2}\right) T_{r e g}^{*}{ }^{2}+\left(2 \rho_{1} \rho_{3}\left(2 d_{a} \delta_{1} \rho_{1}^{2}+2 d_{a} \delta_{1} \rho_{1} \rho_{3}+2 d_{a} \delta_{2} \rho_{1}{ }^{2}+\right.\right.$

```
\(2 d_{a} \delta_{2} \rho_{3}^{2}+3 d_{i} \delta_{1} \rho_{1}^{2}+2 d_{i} \delta_{1} \rho_{1} \rho_{3}+d_{i} \delta_{1} \rho_{3}^{2}+d_{i} \delta_{2} \rho_{1}^{2}+8 d_{i} \delta_{2} \rho_{1} \rho_{3}+9 d_{i} \delta_{2} \rho_{3}^{2}+d_{r} \delta_{1} \rho_{1}^{2}+d_{r} \delta_{1} \rho_{3}^{2}-2 d_{r} \delta_{2} \rho_{1}^{2}-\)
\(\left.2 d_{r} \delta_{2} \rho_{3}^{2}\right) I^{* 4}+\left(-4 d_{a}{ }^{3} \delta_{1} \rho_{1}^{2}-4 d_{a}^{3} \delta_{2} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{i} \delta_{1} \rho_{1}^{2}-8 d_{a}^{2} d_{i} \delta_{1} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i} \delta_{2} \rho_{1}^{2}-8 d_{a}^{2} d_{i} \delta_{2} \rho_{1} \rho_{3}-\right.\)
\(10 d_{a}^{2} d_{i} \delta_{2} \rho_{3}^{2}-6 d_{a}^{2} d_{r} \delta_{1} \rho_{1} \rho_{3}+4 d_{a}^{2} d_{r} \delta_{2} \rho_{1} \rho_{3}-6 d_{a} d_{i}^{2} \delta_{1} \rho_{1}^{2}-12 d_{a} d_{i}^{2} \delta_{1} \rho_{1} \rho_{3}-10 d_{a} d_{i}^{2} \delta_{1} \rho_{3}^{2}-8 d_{a} d_{i}^{2} \delta_{2} \rho_{1} \rho_{3}+\)
\(4 d_{a} d_{i} d_{r} \delta_{1} \rho_{1} \rho_{3}-8 d_{a} d_{i} d_{r} \delta_{2} \rho_{1} \rho_{3}-4 d_{a} d_{r}^{2} \delta_{1} \rho_{1}^{2}-4 d_{a} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}-4 d_{a} d_{r}^{2} \delta_{1} \rho_{3}^{2}-4 d_{a} d_{r}^{2} \delta_{2} \rho_{1} \rho_{3}-2 d_{i}{ }^{3} \delta_{1} \rho_{1}^{2}-\)
\(4 d_{i}^{3} \delta_{1} \rho_{1} \rho_{3}-2 d_{i}^{3} \delta_{2} \rho_{1}{ }^{2}-12 d_{i}{ }^{3} \delta_{2} \rho_{1} \rho_{3}-16 d_{i}^{3} \delta_{2} \rho_{3}{ }^{2}-2 d_{i}{ }^{2} d_{r} \delta_{1} \rho_{1} \rho_{3}+8 d_{i}{ }^{2} d_{r} \delta_{2} \rho_{1} \rho_{3}-2 d_{i} d_{r}{ }^{2} \delta_{1} \rho_{1}{ }^{2}-\)
\(\left.4 d_{i} d_{r}^{2} \delta_{1} \rho_{1} \rho_{3}-2 d_{i} d_{r}^{2} \delta_{2} \rho_{1}^{2}-8 d_{i} d_{r}^{2} \delta_{2} \rho_{1} \rho_{3}-20 d_{i} d_{r}^{2} \delta_{2} \rho_{3}^{2}-2 d_{r}^{3} \delta_{1} \rho_{1} \rho_{3}+4 d_{r}^{3} \delta_{2} \rho_{1} \rho_{3}\right) Y^{2}+4 d_{a}{ }^{4} d_{i} \delta_{2}+\)
\(8 d_{a}{ }^{3} d_{i}^{2} \delta_{1}+8 d_{a}^{3} d_{r}^{2} \delta_{1}+8 d_{a}^{2} d_{i}^{3} \delta_{2}+16 d_{a}^{2} d_{i} d_{r}^{2} \delta_{2}+4 d_{a} d_{i}^{4} \delta_{1}+16 d_{a} d_{i}^{2} d_{r}^{2} \delta_{1}+4 d_{a} d_{r}^{4} \delta_{1}+8 d_{i}^{3} d_{r}^{2} \delta_{2}+\)
\(\left.4 d_{i} d_{r}^{4} \delta_{2}\right) T_{r e g}^{*}-\rho_{1}^{2} \rho_{3}^{2}\left(\rho_{1}+\rho_{3}\right)^{2} I^{* 6}+2 \rho_{1} \rho_{3}\left(d_{a}^{2} \rho_{1}^{2}+d_{a}^{2} \rho_{1} \rho_{3}+d_{a} d_{i} \rho_{1}^{2}+d_{a} d_{i} \rho_{3}^{2}+d_{a} d_{r} \rho_{1}^{2}+d_{a} d_{r} \rho_{3}^{2}+\right.\)
\(\left.3 d_{i}^{2} \rho_{1}^{2}+5 d_{i}^{2} \rho_{1} \rho_{3}+6 d_{i}^{2} \rho_{3}^{2}-d_{i} d_{r} \rho_{1}^{2}-d_{i} d_{r} \rho_{3}^{2}+d_{r}^{2} \rho_{1} \rho_{3}+d_{r}^{2} \rho_{3}^{2}\right) Y^{4}+\left(-d_{a}^{4} \rho_{1}^{2}-2 d_{a}{ }^{3} d_{i} \rho_{1} \rho_{3}-\right.\)
\(2 d_{a}^{3} d_{r} \rho_{1} \rho_{3}-4 d_{a}^{2} d_{i}^{2} \rho_{1}^{2}-6 d_{a}^{2} d_{i}^{2} \rho_{1} \rho_{3}-5 d_{a}^{2} d_{i}^{2} \rho_{3}^{2}+2 d_{a}^{2} d_{i} d_{r} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{r}^{2} \rho_{1}^{2}-2 d_{a}^{2} d_{r}^{2} \rho_{1} \rho_{3}-2 d_{a}^{2} d_{r}^{2} \rho_{3}^{2}-\)
\(2 d_{a} d_{i}^{3} \rho_{1} \rho_{3}-6 d_{a} d_{i}{ }^{2} d_{r} \rho_{1} \rho_{3}-2 d_{a} d_{i} d_{r}{ }^{2} \rho_{1} \rho_{3}-2 d_{a} d_{r}{ }^{3} \rho_{1} \rho_{3}-d_{i}{ }^{4} \rho_{1}{ }^{2}-4 d_{i}^{4} \rho_{1} \rho_{3}-4 d_{i}{ }^{4} \rho_{3}{ }^{2}+2 d_{i}{ }^{3} d_{r} \rho_{1} \rho_{3}-\)
\(\left.2 d_{i}^{2} d_{r}^{2} \rho_{1}^{2}-6 d_{i}^{2} d_{r}^{2} \rho_{1} \rho_{3}-10 d_{i}^{2} d_{r}^{2} \rho_{3}^{2}+2 d_{i} d_{r}{ }^{3} \rho_{1} \rho_{3}-d_{r}^{4} \rho_{3}^{2}\right) I^{* 2}+2 d_{a}^{4} d_{i}^{2}+2 d_{a}{ }^{4} d_{r}^{2}+2 d_{a}^{2} d_{i}^{4}+8 d_{a}^{2} d_{i}^{2} d_{r}^{2}+\)
\(2 d_{a}^{2} d_{r}^{4}+2 d_{i}^{4} d_{r}^{2}+2 d_{i}^{2} d_{r}{ }^{4}\).
    \(b_{8}=\left(\delta_{1}{ }^{4}+4 \delta_{1}{ }^{2} \delta_{2}{ }^{2}+\delta_{2}{ }^{4}\right) T_{\text {reg }}^{*}{ }^{4}+\left(4 d_{a} \delta_{1}{ }^{3}+8 d_{a} \delta_{1} \delta_{2}{ }^{2}+8 d_{i} \delta_{1}{ }^{2} \delta_{2}+4 d_{i} \delta_{2}{ }^{3}\right) T_{\text {reg }}{ }^{3}+\left(\left(-2 \delta_{1}{ }^{2} \rho_{1}{ }^{2}-\right.\right.\)
\(\left.2 \delta_{1}^{2} \rho_{1} \rho_{3}-\delta_{1}^{2} \rho_{3}^{2}-2 \delta_{1} \delta_{2} \rho_{1}^{2}-6 \delta_{1} \delta_{2} \rho_{1} \rho_{3}-\delta_{2}^{2} \rho_{1}^{2}-2 \delta_{2}^{2} \rho_{1} \rho_{3}-5 \delta_{2}^{2} \rho_{3}^{2}\right) I^{* 2}+6 d_{a}^{2} \delta_{1}^{2}+4 d_{a}^{2} \delta_{2}^{2}+16 d_{a} d_{i} \delta_{1} \delta_{2}+\)
\(\left.4 d_{i}^{2} \delta_{1}^{2}+6 d_{i}^{2} \delta_{2}^{2}+4 d_{r}^{2} \delta_{1}^{2}+4 d_{r}^{2} \delta_{2}^{2}\right) T_{r e g}^{*}{ }^{2}+\left(\left(-4 d_{a} \delta_{1} \rho_{1}^{2}-4 d_{a} \delta_{1} \rho_{1} \rho_{3}-2 d_{a} \delta_{1} \rho_{3}^{2}-4 d_{a} \delta_{2} \rho_{1} \rho_{3}-2 d_{i} \delta_{1} \rho_{1}^{2}-\right.\right.\)
\(\left.4 d_{i} \delta_{1} \rho_{1} \rho_{3}-2 d_{i} \delta_{2} \rho_{1}^{2}-8 d_{i} \delta_{2} \rho_{1} \rho_{3}-10 d_{i} \delta_{2} \rho_{3}^{2}-2 d_{r} \delta_{1} \rho_{1} \rho_{3}+4 d_{r} \delta_{2} \rho_{1} \rho_{3}\right) I^{* 2}+4 d_{a}{ }^{3} \delta_{1}+8 d_{a}{ }^{2} d_{i} \delta_{2}+8 d_{a} d_{i}^{2} \delta_{1}+\)
\(\left.8 d_{a} d_{r}^{2} \delta_{1}+4 d_{i}^{3} \delta_{2}+8 d_{i} d_{r}^{2} \delta_{2}\right) T_{r e g}^{*}+2 \rho_{1} \rho_{3}\left(\rho_{1}^{2}+\rho_{3} \rho_{1}+\rho_{3}^{2}\right) I^{* 4}+\left(-2 d_{a}^{2} \rho_{1}^{2}-2 d_{a}^{2} \rho_{1} \rho_{3}-d_{a}^{2} \rho_{3}^{2}-\right.\)
\(\left.2 d_{a} d_{i} \rho_{1} \rho_{3}-2 d_{a} d_{r} \rho_{1} \rho_{3}-2 d_{i}^{2} \rho_{1}^{2}-6 d_{i}^{2} \rho_{1} \rho_{3}-5 d_{i}^{2} \rho_{3}^{2}+2 d_{i} d_{r} \rho_{1} \rho_{3}-d_{r}^{2} \rho_{1}^{2}-2 d_{r}^{2} \rho_{1} \rho_{3}-2 d_{r}^{2} \rho_{3}^{2}\right) I^{* 2}+d_{a}^{4}+\)
\(4 d_{a}^{2} d_{i}^{2}+4 d_{a}^{2} d_{r}^{2}+d_{i}^{4}+4 d_{i}^{2} d_{r}^{2}+d_{r}^{4}\).
    \(b_{10}=\left(2 \delta_{1}^{2}+2 \delta_{2}^{2}\right) T_{\text {reg }}^{*}{ }^{2}+\left(4 d_{a} \delta_{1}+4 d_{i} \delta_{2}\right)\) Treg \(^{*}-\left(\rho_{1}+\rho_{3}\right)^{2} I^{* 2}+2 d_{a}^{2}+2 d_{i}^{2}+2 d_{r}{ }^{2}\).
```
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#### Abstract

A telegraph equation is believed to be an appropriate model of population dynamics as it accounts for the directional persistence of individual animal movement. Being motivated by the problem of habitat fragmentation, which is known to be a major threat to biodiversity that causes species extinction worldwide, we consider the reaction-telegraph equation (i.e., telegraph equation combined with the population growth) on a bounded domain with the goal to establish the conditions of species survival. We first show analytically that, in the case of linear growth, the expression for the domain's critical size coincides with the critical size of the corresponding reaction-diffusion model. We then consider two biologically relevant cases of nonlinear growth, i.e., the logistic growth and the growth with a strong Allee effect. Using extensive numerical simulations, we show that in both cases the critical domain size of the reaction-telegraph equation is larger than the critical domain size of the reaction-diffusion equation. Finally, we discuss possible modifications of the model in order to enhance the positivity of its solutions.
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## 1. Introduction

Habitat fragmentation due to the climate change and anthropogenic activities is regarded as a major threat to biodiversity worldwide [1]. Understanding the factors affecting species survival in small and fragmented habitats is therefore a problem of high practical importance [2-4]. Although being essentially an ecological problem, it can hardly be studied in full by only traditional ecological methods and tools. Replicated ecological experiments under controlled conditions required for an exhaustive empirical study are often impossible for a variety of reasons, e.g., due to high costs, potential damage to the environment, and irreproducibility of the weather conditions and initial species distribution, to name just a few.

Mathematical modelling has long been recognized as an efficient research tool in theoretical ecology that can be used as a supplement and sometimes even a substitute to a field experiment [5,6]. Mathematical models along with computer simulations create a virtual laboratory where hypotheses can be tested and different scenarios can be followed under safe working conditions and at relatively low costs. In particular, the problem of population persistence in small habitats, often referred to as the problem of critical domain, has been studied almost exhaustively in terms of reaction-diffusion models [7-11].

The choice of an adequate model, however, is a subtle issue. Whilst reaction-diffusion models have been used extensively in mathematical ecology for several decades [8,12-15] helping to make a number of important insights and inferences, they have their limits and their relevance may sometimes become questionable. One point of their criticism is that diffusion (Brownian motion) as a baseline animal movement pattern is not entirely realistic as the diffusively moving 'animal' can change its movement direction with a high frequency (i.e., with any two consequent turns infinitely close
in time) and choose the new direction uniformly distributed over the circle. However, this is at odds with many observations as well as with common sense [16]: since the body of animals of all species has the front end and the rear end, they are more likely to choose the new movement direction (following re-orientation) close to the movement direction at the preceding moment. The corresponding movement pattern is known as the correlated random walk (CRW) [17] and the corresponding microscopic stochastic process as the telegraph process [18], and their mean-field counterpart is known as a telegraph equation [19-23]:

$$
\begin{equation*}
\tau \frac{\partial^{2} u}{\partial t^{2}}+\frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}} \tag{1}
\end{equation*}
$$

where $u=u(x, t)$ is the population density at location $x$ and time $t, D$ is the diffusion coefficient, and $\tau$ is a characteristic time of the microscopic movement that quantifies directional persistence in individual animal movement. The precise meaning of parameter $\tau$ can be slightly different depending on the details of the microscopic model; for instance, in the telegraph movement process, it is the time over which the animal moves without changing its movement direction [18-20]. Brownian motion thus corresponds to the limit $\tau \rightarrow 0$ when Equation (1) turns into the diffusion equation.

Equation (1) describes the evolution of the population density because of animal movement. It does not take into account the contribution of births and deaths. Interestingly, in order to include them into the model, it is not enough to add the 'reaction' term (i.e., the population growth rate)—say, $F(u)$-into the right-hand side of Equation (1) (as is done in the case of diffusive animal movement [14]). An accurate account for birth and death events also modifies the factor in front of the first order derivative on the left-hand side [20,23]. The corresponding model is known as the reaction-telegraph equation:

$$
\begin{equation*}
\tau \frac{\partial^{2} u}{\partial t^{2}}+\left[1-\tau F^{\prime}(u)\right] \frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}+F(u) \tag{2}
\end{equation*}
$$

Here and below, the prime denotes the ordinary derivative of a function with regard to its argument.
In this paper, we consider the properties of the reaction-telegraph equation in a bounded domain. In doing this, we are motivated by the ecological problem of habitat fragmentation and its effect on species survival. Our main goal is therefore to understand what the conditions are of species survival (i.e., when $u(x, t)$ does not tend to zero uniformly over the domain in the large-time limit), how they may differ from the predictions of the corresponding reaction-diffusion model, and how they may depend on the type of density dependence in the population growth, e.g., the existence of the Allee effect.

## 2. Non-Conservative Property of the Telegraph Equation

In order to demonstrate that the telegraph equation has properties significantly different from the diffusion equation, we begin with a simple example. Consider Equation (1) in a bounded domain $0<x<L$ with the Neumann-type boundary conditions at the domain boundaries:

$$
\begin{equation*}
\frac{\partial u(0, t)}{\partial x}=0, \quad \frac{\partial u(L, t)}{\partial x}=0 \tag{3}
\end{equation*}
$$

Integrating Equation (1) over space and taking Equation (3) into account, we readily obtain the equation for the total population size:

$$
\begin{equation*}
\tau M^{\prime \prime}(t)+M^{\prime}(t)=0 \tag{4}
\end{equation*}
$$

where $M(t)=\int_{0}^{L} u(x, t) d x$. Assuming for simplicity that $M^{\prime}(0)=0$, the generic solution of Equation (4) is $M(t)=M_{0} \exp (-t / \tau)$ so that, obviously, $M(t) \rightarrow 0$ for $t \rightarrow \infty$. Therefore, the population goes extinct in the large time limit regardless of its initial population size and regardless of the domain size. Note that, in the corresponding diffusion model, boundary condition (3) correspond
to impenetrable boundaries and the total mass is conserved, $M(t)=M_{0}=$ const, so that species extinction is impossible. This drastic difference between the predictions of the diffusion equation and telegraph equation is explained by the observation that, for the telegraph movement process, the flux is described differently from diffusion [23]; the flux is not proportional to the gradient of the population density (as given by the Fick law). Therefore, the boundary conditions as given by Equation (3) that make the boundary impenetrable in case the diffusion process does not block the population flux in the case of the telegraph movement process.

In the context of the habitat fragmentation problem, which is the main focus of this paper, the domain is open rather than closed. As we will show in the next section, the difference between diffusion and the telegraph movement process becomes somewhat less pronounced when the boundary conditions are of the Dirichlet-type and when the population reproduction is taken into account.

## 3. Telegraph Equation with Linear Growth

Once population multiplication is taken into account, telegraph equation becomes the reaction-telegraph equation; see Equation (2). In case the per capita growth rate of the population can be regarded as density independent, i.e., $F(u)=\alpha u$, Equation (2) takes the following form:

$$
\begin{equation*}
\tau \frac{\partial^{2} u}{\partial t^{2}}+(1-\alpha \tau) \frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}+\alpha u \tag{5}
\end{equation*}
$$

where $\alpha$ is a coefficient. The linear growth in Equation (5) assumes that the individuals of the given species $(u)$ do not interact; collective behaviours such as competition or cooperation are neglected. Although it is clearly not true in a general case, if the population density $u$ is sufficiently small (e.g., because of the initial conditions), the linear growth may provide a reasonable approximation to the true (nonlinear) growth rate; see [14] and also Section 2 in [24].

For the convenience of notation, we define new coefficients $\omega_{1}=\tau$ and $\omega_{2}=1-\tau F^{\prime}(u)=1-\alpha \tau$. Equation (5) then becomes

$$
\begin{equation*}
\omega_{1} \frac{\partial^{2} u}{\partial t^{2}}+\omega_{2} \frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}+\alpha u \tag{6}
\end{equation*}
$$

We consider Equation (6) in a bounded domain of length $L$, i.e., $0<x<L$. The environment outside of the domain is assumed to be unfavorable for the given species, in fact very harsh, so that an animal that leaves the domain will die very soon without any chance of coming back. This is described by the following Dirichlet-type boundary conditions:

$$
\begin{equation*}
\text { (a) } \quad u(0, t)=0, \quad \text { (b) } \quad u(L, t)=0 \text {. } \tag{7}
\end{equation*}
$$

Equation (6) is further complemented by the initial conditions:

$$
\begin{equation*}
\text { (a) } \quad u(x, 0)=f(x), \quad \text { (b) } \quad \frac{\partial u(x, 0)}{\partial t}=g(x), \quad 0 \leq x \leq L \tag{8}
\end{equation*}
$$

where $f(x)$ and $g(x)$ are certain functions, and $f(x) \geq 0$.
An analytical solution of the boundary problem given by Equations (6)-(8) can be found the method of variable separation [25-27], which we briefly revisit below. We look for a solution using the following anzatz:

$$
\begin{equation*}
u(x, t)=X(x) T(t) \tag{9}
\end{equation*}
$$

where $X$ and $T$ are certain functions to be determined. Having substituted it into Equation (6), we obtain:

$$
\begin{equation*}
\frac{\omega_{1} T^{\prime \prime}+\omega_{2} T^{\prime}-\alpha T}{T}=\frac{D X^{\prime \prime}}{X}=-\lambda, \tag{10}
\end{equation*}
$$

where $\lambda$ is a certain constant (since the left-hand side of Equation (10) is a function of time $t$ and the middle part is a function of $x$ ). From Equation (10), we obtain:

$$
\begin{align*}
& D X^{\prime \prime}+\lambda X=0  \tag{11}\\
& \omega_{1} T^{\prime \prime}+\omega_{2} T^{\prime}+(\lambda-\alpha) T=0 \tag{12}
\end{align*}
$$

It is readily seen that Equation (11) does not have non-trivial solutions for $\lambda \leq 0$ to satisfy boundary conditions given by Equation (7), i.e., $X(0)=X(L)=0$. For $\lambda>0$, the solution for Equation (11) is as follows:

$$
\begin{equation*}
X(x)=A \cos \left(x \sqrt{\frac{\lambda}{D}}\right)+B \sin \left(x \sqrt{\frac{\lambda}{D}}\right) \tag{13}
\end{equation*}
$$

where coefficients $A$ and $B$ are to be found. From $X(0)=0$, we obtain $A=0$, and from $X(L)=0$ we obtain (assuming $B \neq 0$ ) that $\sin \left(L \sqrt{\frac{\lambda}{D}}\right)=0$. The latter leads to the following expression for $\lambda$ :

$$
\begin{equation*}
\lambda=\lambda_{n}=\left(\frac{\pi n}{L}\right)^{2} D, \quad n=1,2,3, \ldots \tag{14}
\end{equation*}
$$

Obviously, solution $X_{n}(x)$ corresponding to a given $\lambda=\lambda_{n}$ is

$$
\begin{equation*}
X(x)=X_{n}(x)=B_{n} \sin \left(\frac{\pi n x}{L}\right), \quad n \geq 1 \tag{15}
\end{equation*}
$$

Correspondingly, the equation for $T_{n}(t)$ is

$$
\begin{equation*}
\omega_{1} T_{n}^{\prime \prime}+\omega_{2} T_{n}^{\prime}+\left(\lambda_{n}-\alpha\right) T_{n}=0 \tag{16}
\end{equation*}
$$

with the characteristic polynomial

$$
\begin{equation*}
\omega_{1} r^{2}+\omega_{2} r+\left(\lambda_{n}-\alpha\right)=0 \tag{17}
\end{equation*}
$$

The roots of Equation (17) are

$$
\begin{equation*}
r_{1,2}=\frac{-\omega_{2} \pm \sqrt{\omega_{2}^{2}-4 \omega_{1}\left(\lambda_{n}-\alpha\right)}}{2 \omega_{1}} \tag{18}
\end{equation*}
$$

The properties of the solution essentially depend on the sign of the expression under the square root, i.e., on the following quantity:

$$
\begin{equation*}
R_{n}=\omega_{2}^{2}-4 \omega_{1}\left(\lambda_{n}-\alpha\right)=\left(\omega_{2}^{2}+4 \omega_{1} \alpha\right)-4 \omega_{1} \lambda_{n} \tag{19}
\end{equation*}
$$

Since $\lambda_{n}<\lambda_{n+1}, n=1,2, \ldots$, we observe that, if

$$
\begin{equation*}
\lambda_{1}>\frac{\left(\omega_{2}^{2}+4 \omega_{1} \alpha\right)}{4 \omega_{1}} \tag{20}
\end{equation*}
$$

then $R_{n}<0$ for any $n$. In this case,

$$
\begin{equation*}
r_{1,2}=\frac{-\omega_{2} \pm i \sqrt{\left|R_{n}\right|}}{2 \omega_{1}} \tag{21}
\end{equation*}
$$

and the solution of Equation (12) is

$$
\begin{equation*}
T_{n}(t)=e^{\left(-\frac{\omega_{2}}{2 \omega_{1}}\right) t}\left[A_{n} \cos \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)+B_{n} \sin \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)\right] \tag{22}
\end{equation*}
$$

The product $X_{n}(x) T_{n}(t)$ gives a partial solution of Equation (6). Since Equation (6) is linear, a linear combination of solutions is also a solution. Therefore, the general solution of Equation (6) allowing for the boundary conditions given by Equation (7) is:

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty} \sin \left(\frac{\pi n x}{L}\right) e^{\left(-\frac{\omega_{2}}{2 \omega_{1}}\right) t}\left[A_{n} \cos \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)+B_{n} \sin \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)\right] \tag{23}
\end{equation*}
$$

where coefficients $A_{n}$ and $B_{n}$ are found from the initial conditions given by Equation (8); see Appendix A for details of calculations.

Obviously, regardless the choice of the initial population distribution $f(x)$, the solution given by Equation (23) describes a population decay eventually leading, in the large-time limit, to population extinction. This is in agreement with intuitive expectations: since $\lambda_{n} \sim L^{-2}$, the condition given by Equation (20) means that the domain is 'too small' to support sustainable population dynamics for the given growth rate.

The situation changes if the size $L$ of the domain is sufficiently large (or the growth rate $\alpha$ is sufficiently large), i.e., the condition given by Equation (20) does not hold. The solution of Equation (16) then always contains oscillatory (trigonometric) and non-oscillatory (exponential) terms. A general study of the properties of the solution in this case is complicated and will be considered in detail elsewhere [28]. For the purposes of this paper, it is sufficient to consider the situation where only $R_{1}>0$ and $R_{n}<0$ for $n=2,3, \ldots$. In this case, the time-dependent part of the first term in Equation (23) changes to

$$
\begin{equation*}
T_{1}(t)=A_{n} e^{r_{1} t}+B_{n} e^{r_{2} t} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{1,2}=\frac{\omega_{2}}{2 \omega_{1}}\left[-1 \pm\left(1+\frac{2 \omega_{1}}{\omega_{2}^{2}}\left(\alpha-\lambda_{1}\right)\right)^{1 / 2}\right] \tag{25}
\end{equation*}
$$

Let, respectively, $r_{1}$ correspond to plus and $r_{2}$ correspond to minus on the right-hand side of Equation (25). Then, $r_{1}<0$ for any parameter values (as long as $R_{1}>0$ ) but $r_{2}$ can change its sign, so that

$$
\begin{equation*}
r_{2}<0 \text { for } \lambda_{1}>\alpha \quad \text { but } \quad r_{2}>0 \text { for } \lambda_{1}<\alpha . \tag{26}
\end{equation*}
$$

Whilst $r_{2}<0$ corresponds to an exponential decay similar to that predicted by the solution given by Equation (23), in case $r_{2}>0$, the first term in the solution of the problem in Equations (6)-(8) grows exponentially. Therefore, the properties of the solution change when the following critical relation between the parameters takes place:

$$
\begin{equation*}
\lambda_{1}=\alpha \tag{27}
\end{equation*}
$$

From Equations (14) and (27), we arrive at the expression for the critical size of the domain:

$$
\begin{equation*}
L_{c r}=\pi \sqrt{\frac{D}{\alpha}} \tag{28}
\end{equation*}
$$

Interestingly, the expression of Equation (28) for the critical domain size for the population dynamics described by the reaction-telegraph equation coincides with the critical domain size obtained for the linear reaction-diffusion equation, e.g., see Section 3.1 in [24]. Note that the critical size does not depend on the choice of the initial conditions.

The above result is further confirmed by numerical simulations. Figure 1 shows the critical domain size of the reaction-telegraph equation obtained for the initial conditions as in Equation (8) with $f(x) \equiv 1$ and $g(x) \equiv 0$. To perform the simulations, the telegraph equation is solved by finite differences using an implicit method (for details, see Appendix B). Simulations were performed for a broad range of values for parameters $\omega_{1}, \omega_{2}$ and $\alpha$. It is readily seen that the simulation results are in a perfect agreement with the analytical result of Equation (28). Although hardly surprising as such, this agreement between the numerical and analytical results indicates high robustness of our numerical method that produces accurate results even in the case where $\omega_{1}$ and $\omega_{2}$ differ by two orders of magnitude (see green squares in Figure 1).


Figure 1. Critical domain size of the reaction-telegraph equation obtained numerically at various values of linear growth rate $\alpha$ and various values of $\omega_{1}$ and $\omega_{2}$ as shown by different symbols and different colors. The solid blue curve corresponds to Equation (28). For parameters from below the curve, the population goes to extinction; for parameters from above the curve, the population exhibits unbounded growth.

Note that, in case the size of the domain is overcritical, i.e., $L>L_{c r}$ (or $\lambda_{1}<\alpha$ ), the solution given by Equation (23) of the problem (where $T_{1}(t)$ is given by Equation (24)) predicts an unbounded growth. This is an artefact of the linear population growth. In real population dynamics, as soon as the population density is large enough, nonlinear feedback (e.g., competition) would slow down the growth and eventually stabilize the dynamics. Understanding the effects of such feedback requires a more realistic model where the corresponding term in the reaction-telegraph equation is a nonlinear function of $u$. The critical domain problem for the nonlinear model is considered in the next section.

## 4. Telegraph Equation with Nonlinear Growth

In a more realistic case, the growth rate $F$ is a nonlinear function of the population density $u$. In this case, the reaction-telegraph equation has the following form:

$$
\begin{equation*}
\omega_{1} \frac{\partial^{2} u}{\partial t^{2}}+\omega_{2} \frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}+F(u) \tag{29}
\end{equation*}
$$

## See Section 1 for details.

Our goal here is, on the one hand, to apply the reaction-telegraph equation to determine the critical population size, and, on the other hand, to establish whether the reaction-telegraph equation and the reaction-diffusion equation have the same critical size and, if their critical size is different, to reveal how large the difference can be. In case of a nonlinear growth rate, the method of separation of variables cannot be used to analytically determine the critical size. Therefore, in order to address the above matters, computer simulations have been employed. In simulations, we use the same Dirichlet-type boundary condition as above (see Equation (7)). The initial conditions are used as in Equation (8), where we now consider $f(x) \equiv K$ where parameter $K$ is the carrying capacity (see below). This initial condition can be interpreted ecologically that, prior to the habitat fragmentation, the population was in a spatially uniform steady state. Note that, whilst the meaning of $f(x)$ is straightforward (i.e., the initial distribution of the population density), the meaning of $\partial u(x, 0) / \partial t$ is not obvious at all. Therefore, in order to avoid the ambiguity of interpretation, we set $g(x) \equiv 0$.

We consider two different types of the population growth. One of them is given by the logistic growth:

$$
\begin{equation*}
F(u)=\alpha u\left(1-\frac{u}{k}\right) \tag{30}
\end{equation*}
$$

Below, we assume $K=1$ without any loss of generality as $K$ plays the role of a scaling parameter for the population density. In terms of the notations $\omega_{1}$ and $\omega_{2}$ introduced in Section 3, we observe that $\omega_{1}=\tau$ and $\omega_{2}=1-\omega_{1} \alpha(1-2 u)$.

Simulations were performed for different values of $\alpha$ varying it in a broad range. For any given set of parameters $\alpha$ and $\omega_{1}$, Equation (29) was solved numerically by finite differences (using the implicit method, see Appendix B) in domains of different size $L$. By distinguishing between the simulation runs resulting in species extinction and those resulting in species persistence, the critical value of the domain size was established. The results are shown in Figure 2. In any panel of the figure, parameter values from below the curve(s) correspond to species extinction in the large-time limit (the domain is not large enough to support sustainable population dynamics), and parameter values from above the curve(s) correspond to species survival. It is readily seen that, for a small value of $\omega_{1}$, the critical domain size of the nonlinear reaction-telegraph equation nearly coincides with the critical domain size of the reaction-diffusion equation. This is perhaps not surprising as, intuitively, Equation (29) with $\omega_{1} \ll 1$ may be expected to approximate the diffusion equation. However, the difference between the two models become significant when either $\omega_{1}$ is sufficiently large or $\omega_{2}$ is sufficiently small. The diffusion equation and the telegraph equation then have a clearly different critical size. Since $\omega_{2}$ is a decreasing function of $\alpha$, the largest difference between the models is reached for larger values of $\alpha$.


Figure 2. Cont.


Figure 2. Dependence of the critical domain size on parameter $\alpha$ in case the population growth is logistic (see Equation (30)). The dashed black curve shows the results obtained for the reaction-telegraph Equation (29), and the solid red curve shows the results obtained for the corresponding reaction-diffusion equation, i.e., Equation (29) with $\omega_{1}=0$. Other parameters are $K=1, D=1$.

We therefore observe that, in all cases, the critical domain size of the reaction-telegraph equation appears to be larger than the critical size of the reaction-diffusion equation. In ecological terms, it indicates that survival in small domains is more problematic for species where animals consistently employ the movement pattern with a preferred movement direction (such as the CRW or the telegraph process).

We also consider the population growth with the strong Allee effect:

$$
\begin{equation*}
F(u)=\alpha u(1-u)(u-\beta), \tag{31}
\end{equation*}
$$

where $\beta$ is a parameter, $0<\beta<1$. Correspondingly, we observe that now $\omega_{1}=\tau$ and $\omega_{2}=1-\omega_{1} \alpha\left(-3 u^{2}+2 \beta u-\beta\right)$. Simulation results are shown in Figure 3. Similarly to the above, we observe that the difference between the two models is small if $\omega_{1} \ll 1$ but may become significant if $\omega_{1}$ is not small, and the difference tends to be larger for larger values of $\alpha$. As well as above, the critical size of the reaction-telegraph equation is always larger than the critical size of the reaction-diffusion equation.


Figure 3. Dependence of the critical domain size on parameter $\alpha$ in case the population growth is subject to the strong Allee effect (see Equation (31)). The dashed orange curve shows the results for the reaction-telegraph Equation (29), and the solid blue curve shows the results obtained for the corresponding reaction-diffusion equation, i.e., Equation (29) with $\omega_{1}=0$. Other parameters are $K=1, D=1, \beta=0.1$.

## 5. Empirical Model: Telegraph Equation with a Cutoff

One property of the telegraph equation that can make its application to real-world population dynamics somewhat questionable is that it is not positively defined [29]. It means that, for a certain combination of parameters and for certain initial conditions, its solution can become negative, at least in some areas of the domain and for some intervals of time. In our simulations of the reaction-telegraph
equation, we also observed this property. Although it does not seem to be a frequent phenomenon, it may indeed happen for some parameter values. By way of example, the left column in Figure 4 shows the solutions of the reaction-telegraph equation with the logistic growth, where $u$ becomes negative at some locations close to the domain boundary. After being negative for a short time (several time steps in the finite-difference procedure), the solution becomes positive again. We mention here that this negativity of the solution is not a numerical artefact, as essentially the same behaviour is observed for smaller values of the mesh steps.


Figure 4. Solution of the reaction-telegraph equation with the logistic growth without cutoff (left, red curves) and with the cutoff of negative values (right, blue curves). Parameters are $\omega_{1}=6$ and $\omega_{2}=2$. The circles mark the location of the areas where the solution becomes negative.

Questions arise here as to what may be the reason for the non-positivity and whether the model can possibly be amended to avoid this unrealistic behaviour. We mention here that the corresponding microscopic model that considers movement of individual 'particles' (e.g., animals) is positively defined [20]. The non-positivity of the solution is therefore an artefact of its mean-field counterpart rather than a genuine property of the movement-reproduction dynamics as such.

One empirical way to keep the solution nonnegative is to introduce a cutoff into the finite-difference method: as soon as $u_{i}^{n}=u\left(x_{i}, t_{n}\right)<0$, we set $u_{i}^{n}=0$. Since we have observed in our simulations that, if the solution becomes negative, it only attains small values, one can expect that the perturbation introduced to the solution by the cutoff is likely to remain small. In order to look into this issue, for the same set of parameter values and initial conditions, we performed simulations with and without cutoff. We obtained that solution of the reaction-telegraph equation was robust to the cutoff procedure and eventually produced almost the same distribution of the population density. The left column in Figure 4 shows the solution without cutoff and the right column shows the solution after a cutoff was implemented at $t=0.5$. There is no any visual distinction between the corresponding panels in the left and the right columns of the figure. Similar results are obtained in the case of the strong Allee effect; we do not show them here for sake of brevity.

In order to make a more quantitative insight into the evolution of the perturbation introduced by the cutoff, we calculated the 'error'-the difference between the solutions with and without cutoff-as a function of time and space. Figure 5 shows the distribution of error over the domain at time $t=0.5$ (i.e., immediately after the cutoff was done), as corresponds to the second row in Figure 4. The error is non-zero only in small areas close to the domain boundaries where the solution became negative. Figure 6 left shows how the maximum error over the domain (i.e., the maximum of functions shown in Figure 5) evolves with time. It is readily seen that the maximum error promptly decays with time, eventually reaching very small values. Figure 6 right shows the distribution of error over space at time $t=20$, i.e., as corresponds to the bottom row in Figure 4.


Figure 5. Distribution of the error $\left\|u-u_{\text {cutoff }}\right\|$ over space at $t=0.5$, i.e., immediately after the cutoff was implemented. (left) distribution over the whole domain $0<x<L$; (right) a magnified view of the part of the domain close to the left-hand side boundary.


Figure 6. (left) maximum error as a function of time; (right) distribution of error $\left\|u-u_{\text {cutoff }}\right\|$ over the domain $0<x<L$ at $t=20$.

## 6. Discussion and Conclusions

For several decades, the main mathematical framework for modelling animal movement and dispersal was based on the simple isotropic random walk model (SRW) which is unbiased in the sense that, at any moment, the walker can move in any possible direction [13]. This means that the movement direction taken at any given time is independent (uncorrelated) of the movement direction at the preceding moment. The CRW is an extension of the SRW that accounts for the persistence in the walker's direction of movement [17,19,20,23,30]. Indeed, in most real-world systems, the walker is more likely to move in a direction similar to the previous one. This is known as persistence and it can be combined with a fixed speed of movement in the random walk process, resulting in the telegraph or velocity-jump processes [19,31-33]. Our baseline model (1), i.e., the 1D telegraph equation is the mean-field counterpart for the simplest one-dimensional CRW; it includes SRW (the diffusive movement) as the limiting case when the persistence vanishes, i.e., for $\tau \rightarrow 0$.

Being thus a model presumably more adequate than the reaction-diffusion equation, questions arise as to what the properties of the reaction-telegraph equation can be in a relevant ecological context and how different they may be from those of the corresponding reaction-diffusion equation. In this paper, we addressed these questions in the context of habitat fragmentation and species survival in small domains. Having considered the critical domain problem for the reaction-telegraph equation, we arrive at the following conclusions:

- In the case of a linear reaction term (i.e., linear population growth), we found that the critical domain size for the reaction-telegraph equation coincides with that of the corresponding reaction-diffusion equation. This seems to be a surprising result as intuitively the more directional animal movement described by the reaction-telegraph equation should result in a larger critical size.
- In the case of a nonlinear growth (either logistic or with a strong Allee effect), we found that the critical size of the reaction-telegraph equation is indeed somewhat larger than that of the corresponding reaction-diffusion equation. Thus, the difference between the two models arise as a result of a subtle interplay between the movement pattern and the nonlinearity of the population growth.

Our study has potentially important implications for ecology and nature conservation, in particular by means of providing better understanding of the effect that biologically meaningful factors (such as the animal movement pattern and the type of the growth rate) may have on the minimum domain size required to prevent extinctions. However, since the reaction-telegraph equation is widely used in various branches of science and engineering, our findings are likely to have broader
range of applications. Traditionally, the telegraph equation was used to describe the voltage and current that can be found on electrical transmission line. In particular, the telegraphic equation was studied by Lord Kelvin in relation to the signals that propagate across the transatlantic cable. The telegraph equation has also been used to model various problems in wave propagation and signal analysis more generally [34,35], random walk theory [31], transport in heterogeneous porous media [32] and pulse transmission through a nerve axon [36,37]. It also has applications in other fields, in particular, it has been used to model transport processes in physical, biological, social, and ecological systems [34,38-43]. Understanding the problem of critical size in those wide-ranging specific contexts is likely to result in exciting new research.
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## Appendix A. Calculation of the Coefficients in the Fourier Series

Setting $t=0$ in Equation (23) and using the initial condition $f(x)=u(x, 0) \equiv 0$ results in the requirement that

$$
\begin{equation*}
u(x, 0)=\sum_{n=1}^{\infty} A_{n} \sin \left(\frac{\pi n x}{L}\right) \equiv f(x), \quad 0 \leq x \leq L \tag{A1}
\end{equation*}
$$

Recognizing that this is just a Fourier Sine Series for the function $f(x)$, the constants $A_{n}$ must be the coefficients of that Sine Series; therefore:

$$
\begin{equation*}
A_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \left(\frac{\pi n x}{L}\right) d x \tag{A2}
\end{equation*}
$$

In order to make use of the second initial condition, we have to differentiate Equation (23) with respect to time:

$$
\begin{aligned}
\frac{\partial u(x, t)}{\partial t}= & \sum_{n=1}^{\infty} \sin \left(\frac{\pi n x}{L}\right)\left[A_{n} \cos \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)+B_{n} \sin \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)\right] e^{-\left(\frac{\omega_{2}}{2 \omega_{1}}\right) t}\left(\frac{-\omega_{2}}{2 \omega_{1}}\right) \\
& +\sin \left(\frac{\pi n x}{L}\right)\left[B_{n} \cos \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)-A_{n} \sin \left(\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} t\right)\right] \frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} e^{-\left(\frac{\omega_{2}}{2 \omega_{1}}\right) t}
\end{aligned}
$$

where $R_{n}$ is defined by Equation (19). For $t=0$, from the above equation, we obtain:

$$
\begin{equation*}
\frac{\partial u(x, 0)}{\partial t}=\sum_{n=1}^{\infty} \sin \left(\frac{\pi n x}{L}\right)\left[\frac{-\omega_{2}}{2 \omega_{1}} A_{n}+\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} B_{n}\right] \equiv g(x) . \tag{A3}
\end{equation*}
$$

This is a Fourier Sine Series for $g(x)$ with coefficients as

$$
\begin{equation*}
\frac{-\omega_{2}}{2 \omega_{1}} A_{n}+\frac{\sqrt{\left|R_{n}\right|}}{2 \omega_{1}} B_{n}=\frac{2}{L} \int_{0}^{L} g(x) \sin \left(\frac{\pi n x}{L}\right) d x \tag{A4}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
B_{n}=\frac{2 \omega_{1}}{\sqrt{\left|R_{n}\right|}}\left[\frac{2}{L} \int_{0}^{L} g(x) \sin \left(\frac{\pi n x}{L}\right) d x+\frac{\omega_{2}}{2 \omega_{1}} A_{n}\right] \tag{A5}
\end{equation*}
$$

## Appendix B. Numerical Scheme

The implicit scheme at the point $\left(x_{i}, t_{n}\right)$ for solving Equation (6) is:

$$
\begin{align*}
&-\frac{D}{(\triangle x)^{2}} u_{i+1}^{n+1}+\left(\frac{\omega_{1}}{(\triangle t)^{2}}+\frac{\omega_{2}}{2 \triangle t}+\frac{2 D}{(\triangle x)^{2}}\right) u_{i}^{n+1}-\frac{D}{(\triangle x)^{2}} u_{i-1}^{n+1}  \tag{A6}\\
&=\frac{2 \omega_{1}}{(\triangle t)^{2}} u_{i}^{n}+\left(\frac{\omega_{2}}{2 \triangle t}-\frac{\omega_{1}}{(\triangle t)^{2}}\right) u_{i}^{n-1}+F\left(u_{i}^{n+1}\right)
\end{align*}
$$

where $u_{i+1}^{n \pm 1}=u\left(x_{i}, t_{n} \pm \Delta t\right)$ and $u_{i \pm 1}^{n}=u\left(x_{i} \pm \Delta x, t_{n}\right)$.
In case growth rate $F(u)$ is linear, at each time step, Equation (A6) (where $i=1, \ldots, N$ and $N$ is the number of nodes in the spatial grid) is a linear algebraic system and hence is straightforward to solve (e.g., using Thomas algorithm). In case $F(u)$ is nonlinear, it can be linearized, e.g., it can be interpolated using the first two term of the Taylor expansion:

$$
\begin{equation*}
F\left(u_{i}^{n+1}\right) \approx F\left(u_{i}^{n}\right)+\left(F^{\prime}(u)\right)_{i}^{n}\left(u_{i}^{n+1}-u_{i}^{n}\right) \approx F\left(u_{i}^{n}\right)+\left(F^{\prime}(u)\right)_{i}^{n}\left(\frac{\partial u}{\partial t}\right)_{i}^{n} \Delta t \tag{A7}
\end{equation*}
$$

where $F^{\prime}(u)$ is found analytically. Note that, in Equation (A7), we have made use of the fact that, for a smooth function, its left-hand side derivative coincides with its right-hand side derivative, so that $\left(u_{i}^{n+1}-u_{i}^{n}\right) / \Delta t \approx(\partial u / \partial t)_{i}^{n} \approx\left(u_{i}^{n}-u_{i}^{n-1}\right) / \Delta t$.

The simulation results presented in the main text were obtained for $\Delta x=0.05$ and $\Delta t=0.001$.
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#### Abstract

Spatiotemporal pattern formation in integro-differential equation models of interacting populations is an active area of research, which has emerged through the introduction of nonlocal intra- and inter-specific interactions. Stationary patterns are reported for nonlocal interactions in prey and predator populations for models with prey-dependent functional response, specialist predator and linear intrinsic death rate for predator species. The primary goal of our present work is to consider nonlocal consumption of resources in a spatiotemporal prey-predator model with bistable reaction kinetics for prey growth in the absence of predators. We derive the conditions of the Turing and of the spatial Hopf bifurcation around the coexisting homogeneous steady-state and verify the analytical results through extensive numerical simulations. Bifurcations of spatial patterns are also explored numerically.
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## 1. Introduction

Investigation of spatiotemporal pattern formation leads to understanding of the interesting and complex dynamics of prey-predator populations. Reaction-diffusion systems of equations are conventionally used to study such dynamics. Various forms of reaction kinetics in the spatiotemporal model give rise to a wide variety of Turing patterns as well as non-Turing patterns including traveling wave [1-5] and spatiotemporal chaos [6,7]. Such patterns can be justified ecologically with the help of the field data and experiments which confirm the presence of patches in the prey-predator distributions. For example, Gause [8] has shown the importance of spatial heterogeneity for the stabilization and long term survival of species in the laboratory experiment on growth of paramecium and didinium. Luckinbill $[9,10]$ has also studied the effect of dispersal on stability as well as persistence/extinction of population over a longer period of time. Based on these data, works are done where the prey-predator models with spatial distribution are considered for various ecological processes [11], such as plankton patchiness [12-14], semiarid vegetation patterns [15], invasion by exotic species $[16,17]$ etc. (see also [18-21]). Such models have been successful in proving long term coexistence of both prey and predator populations along with formation of stationary or time dependent localized patches with periodic, quasi-periodic and chaotic dynamics [6,7].

The classical representation of two species interacting populations including the spatial aspect, consists of a reaction-diffusion system of equations in the form of two nonlinear coupled partial differential equations,

$$
\begin{align*}
\frac{\partial u}{\partial t} & =d_{u} \frac{\partial^{2} u}{\partial x^{2}}+F_{1}(u, v)  \tag{1}\\
\frac{\partial v}{\partial t} & =d_{v} \frac{\partial^{2} v}{\partial x^{2}}+F_{2}(u, v) \tag{2}
\end{align*}
$$

with non-negative initial conditions and appropriate boundary conditions. Population densities of prey and predator species at the spatial location $x$ and time $t$ are denoted by $u(x, t)$ and $v(x, t)$, respectively. The nonlinear functions $F_{1}$ and $F_{2}$ represent the interactions among individuals of the two species. The diffusion coefficients $d_{u}$ and $d_{v}$ represent the rate of random movement of individuals of the two species within the considered domain.

A wide variety of spatiotemporal patterns are described by these models, namely, traveling wave, periodic traveling wave, modulated traveling wave, wave of invasion, spatiotemporal chaos, stationary patchy patterns etc. [20-23]. Among all these, only stationary patchy pattern results in due to Turing instability, represents a stationary in time but non-homogeneous in space distribution. A stable co-existence of both species occurs due to formation of localized patches where the average population of each species remains unaltered in time. Whereas the other patterns are time dependent with the individuals of both species following continuously changing resources.

The general assumption for consumption of resources in the spatiotemporal models of interacting populations is taken to be local in space. In other words, it is supposed that the individuals consume resources in some areas surrounding their average location. Whereas nonlocal consumption of resources is more general since it incorporates the interspecific competition for food [24-26]. Such modifications enables the explanation of emergence and evolution of biological species as well as speciation in a more appropriate manner [27-31]. The models with nonlocal consumption of resources present complex dynamics for the single species models [28,29,32-35] as well as for competition models including two or more species [32,36-38]. Furthermore, such complex dynamics cannot be found in the corresponding local models.

Interesting results are obtained due to the introduction of nonlocal consumption of prey by predator in a reaction-diffusion system with Rosenzweig-McArthur type reaction kinetics [39]. Contrary to the local model where Turing patterns are not observed, this model satisfies the Turing instability conditions and gives rise to Turing patterns under proper assumptions on parameters. Other than this, existence of non-Turing patterns like traveling wave, modulated traveling wave, oscillatory pattern and spatiotemporal chaos are also observed for the nonlocal model. Some of the non-Turing patterns are reported for the nonlocal model with the modified Lotka-Volterra reaction kinetics [39,40].

In order to introduce the prey-predator model with a nonlocal bistable dynamics of prey, let us recall the classical models for the single population. Single species population model with the logistic growth law is described by the following ordinary differential equation, assuming homogeneous distribution of the species over their habitat,

$$
\begin{equation*}
\frac{d u}{d t}=r u(k-u) \tag{3}
\end{equation*}
$$

where $r$ and $k$ denote the intrinsic growth rate and carrying capacity, respectively. Introducing multiplicative Allee effect in this single population growth model, the above equation becomes

$$
\begin{equation*}
\frac{d u}{d t}=r u(k-u)(u-l) \tag{4}
\end{equation*}
$$

where $l$ is the Allee effect threshold satisfying the restriction $0<l<k$ [41-45]. This equation accounts for two significant feedback effects: positive feedback due to cooperation at low population density and negative feedback arising through the competition for limited resources at high population density [46]. In the framework of this formulation, the cooperation and competition mechanisms are described by the linear factors $(u-l)$ and $(k-u)$, respectively. Introduction of the Allee effect through a multiplicative term has a significant drawback since it represents a product of cooperation at the
low population density and competition at the high population density. In this case, cooperation and competition influence each other, and their effects cannot be considered independently (see [46,47] for detailed discussion). The per capita growth rate is described by the factor $r(k-u)(u-l)$ which is positive for $l<u<k$, it is an increasing function for $l<u<\frac{k+l}{2}$, and a decreasing function for $\frac{k+l}{2}<u<k$. To overcome such situations, an additive form of the per capita growth rate function, proposed by Petrovskii et al. [47], is given by

$$
\begin{equation*}
\frac{d u}{d t}=u(f(u)-\sigma-g(u)), \tag{5}
\end{equation*}
$$

where the functions $f(u)$ and $g(u)$ describe population growth due to the reproduction and density dependent enhanced mortality rate, respectively. Here $\sigma$ is the natural mortality rate independent of population density. Depending upon appropriate parametrization and assumption for the functional forms, the above model describes various types of single species population growth. In particular, if we choose $f(u)=\mu u$ and $g(u)=\eta u^{2}$ then we get the growth Equation (4) from (5) with appropriate relations between two sets of parameters $(r, k, l)$ and $(\mu, \sigma, \eta)$. With a different type of parametrization, $f(u)=a b u$ and $g(u)=a u^{2}$ we can obtain the single species population growth model with sexual reproduction $[34,35,48]$ as follows

$$
\begin{equation*}
\frac{d u}{d t}=a u^{2}(b-u)-\sigma u \tag{6}
\end{equation*}
$$

where $a$ is the intrinsic growth rate, $b$ is the environmental carrying capacity and $\sigma$ is the density independent natural death rate. Introducing the nonlocal consumption of resources and random motion of the population, we get the following integro-differential equation model,

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=d \frac{\partial^{2} u(x, t)}{\partial x^{2}}+a u^{2}(x, t)\left(b-\int_{-\infty}^{\infty} \phi(x-y) u(y, t) d t\right)-\sigma u(x, t) \tag{7}
\end{equation*}
$$

where $\phi(z)$ is an even function with a bounded support and $d$ is the diffusion coefficient. The kernel function is normalized to satisfy the condition $\int_{-\infty}^{\infty} \phi(z) d z=1$. It shows the efficacy of consumption of resources as a function of distance $(x-y)$. The integral describes the total consumption of resources at the point $x$ by the individuals located at $y \in(-\infty, \infty)$. This model shows bistability since the corresponding temporal model has two stable steady-states 0 and $u_{+}$separated by an unstable steady-state $u_{-}$[34].

Based on this model, we are interested to study pattern formation described by the nonlocal reaction-diffusion system of prey-predator interaction with the bistable reaction kinetics of prey in the absence of predators which are specialist in nature following Holling type-II functional response. We will obtain the conditions of the Turing instability and of the spatial Hopf bifurcation in Section 2. Section 3 describes spatiotemporal pattern formation observed in numerical simulations. Here we also present bifurcation diagrams for the model with nonlocal consumption. Main outcomes of this investigation are summarized in the discussion section.

## 2. Stability Analysis

In this section, we will introduce the prey-predator models without and with nonlocal consumption term and will study stability of the positive homogeneous stationary solution.

### 2.1. Local Model

We consider the following reaction-diffusion system for the prey-predator interaction:

$$
\begin{align*}
\frac{\partial u}{\partial t} & =d_{1} \frac{\partial^{2} u}{\partial x^{2}}+a u^{2}(b-u)-\sigma_{1} u-\frac{\alpha u v}{\kappa+u}  \tag{8}\\
\frac{\partial v}{\partial t} & =d_{2} \frac{\partial^{2} v}{\partial x^{2}}+\frac{\beta u v}{\kappa+u}-\sigma_{2} v, \tag{9}
\end{align*}
$$

subjected to a non-negative initial condition and the periodic boundary condition. The consumption of prey by the predator follows the Holling type-II functional response, $\alpha$ is the rate of consumption of prey by an individual predator, $\kappa$ is the half-saturation constant and $\beta$ is the rate of conversion of prey to predator biomass. Furthermore, $\beta / \alpha$ is the conversion efficiency with the value between 0 and 1 , consequently $\beta<\alpha$. The reproduction of prey is proportional to the second power of the population density specific for sexual reproduction. In the absence of predator $(\alpha=0)$ dynamics of prey is described by a bistable reaction-diffusion equation.

The coexistence (positive) equilibrium $E_{*}\left(u_{*}, v_{*}\right)$ of the corresponding temporal model

$$
\begin{align*}
\frac{d u}{d t} & =a u^{2}(b-u)-\sigma_{1} u-\frac{\alpha u v}{\kappa+u} \equiv f(u, v)  \tag{10}\\
\frac{d v}{d t} & =\frac{\beta u v}{\kappa+u}-\sigma_{2} v \equiv g(u, v) \tag{11}
\end{align*}
$$

is given by the equalities

$$
\begin{equation*}
u_{*}=\frac{\kappa \sigma_{2}}{\beta-\sigma_{2}}, \quad v_{*}=\frac{\kappa+u_{*}}{\alpha}\left(a u_{*}\left(b-u_{*}\right)-\sigma_{1}\right), \tag{12}
\end{equation*}
$$

and associated feasibility conditions

$$
0<\sigma_{2}<\beta, 0<\sigma_{1}<\frac{a \kappa \sigma_{2}}{\beta-\sigma_{2}}\left(b-\frac{\kappa \sigma_{2}}{\beta-\sigma_{2}}\right)
$$

which provide the positiveness of solutions.
Here we briefly present the local asymptotic stability condition of $E_{*}$ for the temporal model (10)-(11) that will be required afterwards. Linearizing the nonlinear system (10)-(11) around $E_{*}$ we can find the associated eigenvalue equation

$$
\lambda^{2}-a_{11} \lambda-a_{12} a_{21}=0
$$

where

$$
a_{11}=f_{u}\left(u_{*}, v_{*}\right), a_{12}=f_{v}\left(u_{*}, v_{*}\right)<0, a_{21}=g_{u}\left(u_{*}, v_{*}\right)>0, a_{22}=g_{v}\left(u_{*}, v_{*}\right)=0
$$

Two eigenvalues of the above characteristic equation have negative real parts if $a_{11}<0$ and hence $E_{*}$ is locally asymptotically stable for $a_{11}<0$. The stationary point $E_{*}$ loses its stability through the super-critical Hopf bifurcation if $a_{11}=0$.

It is well known that the models of the form (8)-(9), that is for which $a_{22}=0$, are unable to produce any Turing pattern as the Turing instability conditions cannot be satisfied [40]. However these type of models are capable to produce non-Turing pattern if the temporal parameter values are well inside the Hopf-bifurcation domain [6]. The spatiotemporal prey-predator models with a specialist predator and linear death rate for predator population can produce spatiotemporal chaos, wave of chaos, modulated traveling wave, wave of invasion and their combinations if the spatial domain is large enough [7].

### 2.2. Nonlocal Model

Under the assumption that prey can move from one location to another one to access the resources, model (8)-(9) can be extended to the model with nonlocal consumption of resources:

$$
\begin{align*}
\frac{\partial u}{\partial t} & =d_{1} \frac{\partial^{2} u}{\partial x^{2}}+a u^{2}(b-J(u))-\sigma_{1} u-\frac{\alpha u v}{\kappa+u}  \tag{13}\\
\frac{\partial v}{\partial t} & =d_{2} \frac{\partial^{2} v}{\partial x^{2}}+\frac{\beta u v}{\kappa+u}-\sigma_{2} v, \tag{14}
\end{align*}
$$

subjected to a non-negative initial condition and the periodic boundary condition. Here

$$
J(u)=\int_{-\infty}^{\infty} \phi(x-y) u(y, t) d y, \quad \phi(y)=\left\{\begin{array}{cc}
\frac{1}{2 M} & , \quad|y| \leq M \\
0, & |y|>M
\end{array}\right.
$$

Various forms of kernel functions are considered in literature. Here we consider the step function for simplicity of mathematical calculations [49]. This step function means that the nonlocal consumption is confined within the range $2 M$, and the efficacy of consumption inside this range is constant.

We will analyze stability of the homogeneous steady-state $\left(u_{*}, v_{*}\right)$. We consider the perturbation around it in the form

$$
u(x, t)=u_{*}+\epsilon_{1} e^{\lambda t+i k x}, \quad v(x, t)=v_{*}+\epsilon_{2} e^{\lambda t+i k x}, \quad\left|\epsilon_{1}\right|,\left|\epsilon_{2}\right| \ll 1 .
$$

The characteristic equation writes as $|H-\lambda I|=0$ where

$$
H=\left[\begin{array}{cc}
a_{1}-a u_{*}^{2} \frac{\sin k M}{k M}-d_{1} k^{2} & -a_{2}  \tag{15}\\
b_{1} & -d_{2} k^{2}
\end{array}\right]
$$

and

$$
\begin{equation*}
a_{1}=a b u_{*}-a u_{*}^{2}+\frac{\alpha u_{*} v_{*}}{\left(\kappa+u_{*}\right)^{2}}, a_{2}=\frac{\alpha u_{*}}{\kappa+u_{*}}, b_{1}=\frac{\beta u_{*} v_{*}}{\left(\kappa+u_{*}\right)^{2}} . \tag{16}
\end{equation*}
$$

Therefore, the characteristic equation becomes as follows:

$$
\begin{equation*}
\lambda^{2}-\Gamma(k, M) \lambda+\Delta(k, M)=0 \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma(k, M) & =a_{1}-a u_{*}^{2} \frac{\sin k M}{k M}-\left(d_{1}+d_{2}\right) k^{2}  \tag{18}\\
\Delta(k, M) & =\left(a u_{*}^{2} \frac{\sin k M}{k M}-a_{1}+d_{1} k^{2}\right) d_{2} k^{2}+a_{2} b_{1} \tag{19}
\end{align*}
$$

The homogeneous steady-state is stable under space dependent perturbations if the following two conditions are satisfied:

$$
\begin{equation*}
\Gamma(k, M)<0, \Delta(k, M)>0 \tag{20}
\end{equation*}
$$

for all positive real $k$ and $M$. The homogeneous steady-state loses its stability through the spatial Hopf bifurcation if $\Gamma\left(k_{H}, M\right)=0, \Delta\left(k_{H}, M\right)>0$ for some $k_{H}$, and through the Turing bifurcation if $\Gamma\left(k_{T}, M\right)<0, \Delta\left(k_{T}, M\right)=0$ for some $k_{T}$.

### 2.3. Spatial Hopf Bifurcation

First, we find the spatial Hopf bifurcation threshold in terms of the parameter $d_{2}$. It is important to note that $\Gamma(k, M)<0$ and $\Delta(k, M)>0$ as $M \rightarrow 0+$ if we assume that $\left(u_{*}, v_{*}\right)$ is locally asymptotically stable for the temporal model (10)-(11). One can easily verify that $\lim _{M \rightarrow 0+} \Gamma(k, M)=a_{11}$ and $\lim _{M \rightarrow 0+} \Delta(k, M)=-a_{12} a_{21}$. For some suitable $M$ if one can find a unique value $k \equiv k_{H}$ such that $\Gamma(k, M)=0$ then $k_{H}$ is the critical wavenumber for the spatial Hopf bifurcation. This critical wavenumber can be obtained by solving the following two equations simultaneously:

$$
\begin{equation*}
\Gamma(k, M)=0, \quad \frac{\partial}{\partial k} \Gamma(k, M)=0 . \tag{21}
\end{equation*}
$$

Using the expression of $\Gamma(k, M)$, we find $d_{2}$ from the equation $\Gamma(k, M)=0$ :

$$
\begin{equation*}
d_{2}(k)=\frac{1}{k^{2}}\left[a_{1}-a u_{*}^{2} \frac{\sin k M}{k M}-d_{1} k^{2}\right] . \tag{22}
\end{equation*}
$$

Substituting this expression into the second equation in (21) we get:

$$
\begin{equation*}
2 a_{1}+a u_{*}^{2} \cos k M-3 a u_{*}^{2} \frac{\sin k M}{k M}=0 \tag{23}
\end{equation*}
$$

Equation (23) can have more than one positive real root depending upon the values of parameters. It is necessary to verify that the corresponding values of $d_{2}(k)$ are positive. We choose the root $k_{H}$ for which $d_{2}\left(k_{H}\right)$ is the minimal positive number, and $\Delta\left(k_{H}, M\right)>0$.

Consider, as example, the following values of parameters:

$$
\begin{equation*}
a=1, b=1, \sigma_{1}=0.1, \alpha=0.335, \kappa=0.4, \beta=0.335, \sigma_{2}=0.2, d_{1}=1 \tag{24}
\end{equation*}
$$

Then $u_{*}=0.593, v_{*}=0.419$, and Equation (23) possesses only one positive root $k=0.297$ for $M=6$. From (22), we find $d_{2}=0.51$. Since $\Delta(0.51,6)=0.0094$, these values of $k$ and $d_{2}$ correspond to the desired spatial Hopf bifurcation thresholds, $k_{H}=0.297, d_{2 H}=0.51$.

Furthermore, $\Gamma(k, 6)>0$ for $d_{2}<d_{2 H}$. Hence the spatial Hopf bifurcation takes place as $d_{2}$ crosses the critical threshold $d_{2 H}$ from higher to lower values. Therefore, oscillatory in space and time patterns emerging due to the spatial Hopf bifurcation are observed below the stability boundary. The spatial Hopf bifurcation curve in the ( $M, d_{2}$ )-parameter space is shown in Figure 1. Spatiotemporal patterns for parameter values lying in the spatial Hopf domain is presented in Figure 3a.


Figure 1. Turing and Hopf stability boundaries in the ( $M, d_{2}$ )-parameter plane.

### 2.4. Turing Pattern for Nonlocal Prey-Predator Model

Next, we discuss the Turing bifurcation condition and we assume that $\lim _{M \rightarrow 0+} \Gamma(k, M)<0$ and $\lim _{M \rightarrow 0+} \Delta(k, M)>0$. These conditions provide stability of the homogeneous steady-state under space independent perturbations. The critical wavenumber and the corresponding Turing bifurcation threshold in terms of $d_{2}$ can be obtained as a solution of the following two equations:

$$
\begin{equation*}
\Delta(k, M)=0, \frac{\partial}{\partial k} \Delta(k, M)=0 \tag{25}
\end{equation*}
$$

From $\Delta(k, M)=0$, we get

$$
\begin{equation*}
d_{2}(k)=\frac{a_{2} b_{1}}{k^{2}\left[a_{1}-d_{1} k^{2}-a u_{*}^{2} \frac{\sin k M}{k M}\right]} . \tag{26}
\end{equation*}
$$

Substituting this expression into the second equation in (25), we obtain

$$
\begin{equation*}
4 d_{1} k^{2}-2 a_{1}+a u_{*}^{2}\left(\cos k M+\frac{\sin k M}{k M}\right)=0 \tag{27}
\end{equation*}
$$

This equation can have more than one positive root. From now on, we assume that all parameter values are fixed except for $M$ and $d_{2}$. Suppose that for a chosen value of $M$, (27) admits a finite number of positive roots, $k_{1}, k_{2}, \cdots, k_{m}$. The corresponding values of $d_{2}\left(k_{i}\right)$ in (26) are not necessarily positive. The Turing bifurcation threshold $d_{2 T}$ is given by the minimal positive value $d_{2}\left(k_{i}\right)$, and $k_{T}$ is the value of $k_{i}$ for which the minimum is reached.

Let us consider the same set of parameters as in the previous subsection except for $d_{1}=0.4$. An interesting feature of the Turing bifurcation curve is that it is not smooth when plotted in the ( $M, d_{2}$ )-parameter plane (Figure 2). The point of non-differentiability arises around $M=12.65$. For $M=12.5$, we find four positive roots of (27), $k_{1}=0.038, k_{2}=0.470, k_{3}=0.638$ and $k_{4}=0.786$. The corresponding values $d_{2}\left(k_{j_{r}}\right)$ are positive for the last three roots, $d_{2}\left(k_{2}\right)=0.198, d_{2}\left(k_{3}\right)=0.235$ and $d_{2}\left(k_{4}\right)=0.199$. Hence we find the Turing bifurcation threshold $d_{2 T}=0.198$, corresponding to $k_{2}$ (Figure 2b). Next, if we choose $M=12.7$, then we find $k_{1}=0.0378, k_{2}=0.465, k_{3}=0.620$, $k_{4}=0.781$, and $d_{2}\left(k_{2}\right)=0.201, d_{2}\left(k_{3}\right)=0.232, d_{2}\left(k_{4}\right)=0.189$ are positive $d_{2}$-values. Hence, the Turing bifurcation threshold $d_{2 T}=0.189$ corresponds to $k_{4}$ (Figure 2c). Hence, the point where the stability boundary is not smooth correspond to the sudden change of the location of the feasible root of Equation (27).


Figure 2. Turing bifurcation curve on the ( $M, d_{2}$ )-parameter plane (a). Stationary Turing patterns exist above the bifurcation curve. The functions $\Delta(k, 12.5)(\mathbf{b})$ and $\Delta(k, 12.7)$ (c).The root corresponding to the Turing instability is shown in green.

Finally, it is important to mention that the choice of parameters (24) leads to an interesting scenario for which the spatial Hopf and Turing bifurcation curves intersect. The two curves are shown in Figure 1 for $d_{1}=1$, and they divide the parametric domain into four different regions. Spatial patterns produced by the prey population for parameter values taken from spatial Hopf domain and Turing domain are presented in Figure 3a,b. In order to emphasize the fact that the stationary Turing pattern can be obtained for equal diffusion coefficients, we set $d_{1}=d_{2}=1$ and observe a periodic in space and stationary in time solution (see Figure 3b). Various spatio-temporal patterns are observed for the values of parameters at the intersection of Turing and Hopf instability regions. Some of them are described in Section 3.


Figure 3. (a) Resulting spatio-temporal patterns produced by the nonlocal model (13)-(14) for $d_{2}=0.3$, $M=6.5$ and other parameter values as mentioned in the text. (b) Stationary pattern produced by the prey population for $d_{1}=1, d_{2}=1$ and $M=6$, other parameters are mentioned at text.

## 3. Spatiotemporal Patterns

In this section, we study nonlinear dynamics of the prey-predator model without and with nonlocal term in the equation for prey population. We present the results of numerical simulations performed with a finite difference approximation of systems (8)-(9) and (13)-(14).

### 3.1. Patterns Produced by the Model (8)-(9)

In this subsection, we consider the non-Turing patterns described by system (8)-(9) in the interval $-L \leq x \leq L$ with non-negative initial condition and periodic boundary condition. Results presented here are obtained for $L=200$. We consider a small perturbation around the homogeneous steady-state at the center of the domain as initial condition. The values of parameters are as follows

$$
\begin{equation*}
a=1, b=1, \sigma_{1}=0.1, \alpha=0.4, \kappa=0.4, \sigma_{2}=0.2, d_{1}=1, d_{2}=1 \tag{1}
\end{equation*}
$$

and the value of $\beta$ will vary.
It is known $[6,7,16,26,50]$ that the prey-predator models with specialist predator can manifest time dependent spatial patterns if the parameters of the reaction kinetics are far inside the temporal Hopf domain. In this case, the temporal Hopf-bifurcation threshold is $\beta_{*}=0.339$, that is $E_{*}$ is stable for $\beta<\beta_{*}$, and it is unstable otherwise.

Solutions homogeneous in space and oscillatory in time are observed for $\beta>\beta_{*}$ but close to it. The spatiotemporal pattern presented in Figure 4a is almost homogeneous in space but oscillatory in time for the value of $\beta$ close to the temporal Hopf bifurcation threshold. For larger values of $\beta$ we find spatiotemporal patterns periodic both in space and time (Figure 4b) and symmetric around $x=0$. This symmetry is maintained due to the choice of symmetric initial condition. With the increase of $\beta$ we observe various complex aperiodic spatiotemporal regimes (Figure 4c). They are characterized by specific triangular patterns resulting from the merging of two peaks in the population density moving towards each other.

This model is capable to produce other type of spatiotemporal patterns, such as the traveling wave, periodic travelling wave, wave of invasion, wave of chaos similar to the prey-predator model with Rosenzweig-MacArthur reaction kinetics [26] but those results are beyond the scope of this work and will be addressed in the future.


Figure 4. Spatiotemporal patterns (prey density) produced by the model (8)-(9) are presented in the left column for the parameter values as mentioned at the text and (a) $\beta=0.342$; (c) $\beta=0.3445$; (e) $\beta=0.36$. Corresponding distribution of prey and predator population over space at $t=1000$ are presented in the right column, see (b), (d), (f).

### 3.2. Effect of Nonlocal Consumption

We will now analyze how the nonlocal term influences dynamics of the prey-predator model. Nonlinear dynamics of prey-predator system with nonlocal consumption of resources by prey is summarized in the diagram in Figure 5a. Parameter regions with different regimes are shown on the $(M, \beta)$-plane for the values of other parameters given in (1). For small $\beta$, predator disappears while the population of prey is either homogeneous in space or it forms a spatially periodic distribution. For large $\beta$, both population go to extinction. More interesting behavior is observed for the intermediate values of $\beta$. This can be homogeneous or inhomogeneous in space, stationary or non-stationary in time solutions. Some of the spatiotemporal patterns are shown in Figure 6. For $M$ sufficiently small these patterns become similar to those presented in Figure 4. For $M$ large enough, both prey and predator densities represent stationary periodic in space distributions (similar to Figure 3b). Figure 5b shows a similar diagram in the case of different diffusion coefficients of prey and predator, $d_{1}=0.7, d_{2}=0.5$, with the same values of other parameters. The region of spatiotemporal patterns exists here for a narrower interval of $\beta$ while the regions of stationary patterns and of extinction change their shape.


Figure 5. Bifurcation diagram in (M, $\beta$ )-parameter space for fixed parameters $a=1, b=1, \sigma_{1}=0.1$, $\alpha=0.4, \kappa=0.4$ and $\sigma_{2}=0.2$. (a) $d_{1}=1, d_{2}=1 ;(\mathbf{b}) d_{1}=0.7, d_{2}=0.5$.


Figure 6. Spatio-temporal patterns produced by the nonlocal model with parameter values as mentioned at (1) with $\beta=0.342$ and (a) $M=0$; (b) $M=4$; (c) $M=6$.

## Multiplicity of Stationary Solutions

Another interesting aspect of the stationary patterns arising through the Turing bifurcation for the spatiotemporal model with nonlocal interaction term is the existence of multiple stationary solutions for a particular value of $M$. We have used forward and backward numerical continuation method to determine the range of $M$ for the stationary patterns with different periodicity (Figure 7). Fixed parameter values are same as (1) except $d_{1}=0.4$ and $d_{2}=0.2$. For example, stationary pattern with 33 patches (over a spatial domain of size $L=200$ ) exists for $2 \leq M \leq 4.5$, with 32 patches for $2.5 \leq M \leq 5$, and so on.


Figure 7. Stationary patterns with various number of patches exist for a range of nonlocal consumption $(M)$ is plotted. Parameter values are same as in (24) except $d_{1}=0.4$ and $d_{2}=0.2$.

## 4. Discussion

In this work we study a prey-predator model with a bistable nonlocal dynamics of prey. Without the interaction with predator, the prey density is described by a bistable reaction-diffusion equation taking into account the Allee effect or the sexual reproduction of population. In this case, the reproduction rate is proportional to the second power of the population density. The dynamics of the prey population changes due to introduction of nonlocal consumption of resources. The main difference compared to the results of conventional local consumption is that the positive stable equilibrium may become unstable resulting in the appearance of stationary in time but periodic in space solutions.

The interaction with predator provides an additional factor that influences the dynamics of solutions. If we characterize this interaction by the parameter $\beta$, which determines the reproduction rate in the equation of predator density, then we can identify three main types of behavior depending on its value (Figure 5). If it is sufficiently small then the predator population vanishes since the reproduction is not enough to overcome the mortality. If this parameter is too large, then both populations go to extinction, particularly due to the bistability of the prey dynamics. Both populations coexist in a relatively narrow interval of the interconnection parameter. There are three different types of patterns inside this parameter domain. The homogeneous in space equilibrium can be stable or it can lose its stability resulting in the emergence of spatiotemporal patterns. They are observed for limited values of the parameter $M$ which determines the range of nonlocal consumption. If the range of nonlocal consumption is sufficiently large, then both populations represent a periodic in space distribution. Such solutions are specific for nonlocal consumption with a large range, in particular for the single prey population. Thus, nonlocal consumption takes over spatiotemporal oscillations specific for the local prey-predator dynamics. Let us note that there is multiplicity of stationary patterns for the same values of parameters. This effect is specific for the problems with nonlocal interaction [39].

Spatiotemporal oscillations are specific for the prey-predator dynamics [6,7,16,26,40,50]. Here we observe the dynamics with "triangular" patterns (Figure 4) appearing when two pulses move towards each other and merge. Nonlocal consumption of resources modifies these patterns.

Some questions related to the prey-predator dynamics with nonlocal bistable model for prey remain beyond the scope of this work. We have not discussed here travelling waves and pulses that can also be observed in such models. We will study them in the subsequent work.
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#### Abstract

Migration is a key ecological process that enables connections between spatially separated populations. Previous studies have indicated that migration can stabilize chaotic ecosystems. However, the role of migration for two similar types of ecosystems, one chaotic and the other stable, has not yet been studied properly. In the present paper, we investigate the stability of ecological systems that are spatially separated but connected through migration. We consider two similar types of ecosystems that are coupled through migration, where one system shows chaotic dynamics, and other shows stable dynamics. We also note that the direction of the migration is bi-directional and is regulated by the population densities. We propose and analyze the coupled system. We also apply our proposed scheme to three different models. Our results suggest that bi-directional migration makes the coupled system more regular. We have performed numerical simulations to illustrate the dynamics of the coupled systems.
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## 1. Introduction

In mathematical biology, population theory plays an important role. Historically, the first model of population dynamics was formulated by Malthus [1] and was later on adapted for more realistic situations by Verhulst [2]. Lotka and Volterra [3,4] first modeled oscillations occurring in natural populations. Subsequently, the Lotka-Volterra model was modified by several researchers, and many of them observed chaotic dynamics [5-9]. The occurrence of chaos in a simple ecological system motivated researchers to investigate complex dynamical behaviors of ecological systems, such as bi-stability, bifurcation and chaos. However, in real-world populations, the evidence of chaos is rare. In ecology, until now, many researchers have investigated three-species food chain/web models with the aim of controlling the chaos by incorporating several biological phenomena [10-12].

Spatial structure is an important factor in ecological systems. Natural systems are rarely isolated but rather interact among themselves as well as with their natural surroundings, and the dynamics of ecological systems connected by migration are very different from the dynamics of the individual systems. The concept of a metapopulation is a formalism to describe spatially separated interacting populations $[13,14]$. A metapopulation consists of a group of spatially separated populations living in patches; individuals are allowed to migrate to surrounding patches. Levins (1969) [13] proposed a
metapopulation theory and applied it in a pest-control situation. In landscape ecology and conservation biology, the idea of a metapopulation plays an important role [15,16].

In population biology, two systems can be coupled through migration, which is a common biological phenomenon and plays a vital role in the stability of ecosystems. Migration has been studied in a variety of taxa [17-19]. In the stability of an ecosystem, migration can have a stabilizing effect [20-23]. Holt (1985) [23] observed that passive dispersal between sink and source habitats can stabilize an otherwise unstable system. MacCullum observed that immigration could stabilize a chaotic system of the crown of thorns starfish Acanthaster planci and its associated larval recruitment patterns [21]. Stone and Hart [22] observed that a discrete-time chaotic system could be stabilized by constant immigration. Silva et al. [24] also synchronized chaotic oscillations of uncoupled populations through migration. Furthermore, it has been established that unstable equilibria of a single-patch predator-prey model cannot be stabilized by coupling with identical patches [25]. The persistence of coupled locally unstable systems depends on asynchronous behaviors between the populations [25-27]. Ruxton [28] showed that weak coupling between two chaotic systems exhibited simple cycles or remained at a stable level and reduced populations' extinction probabilities. Recently, Pal et al. [29] investigated the effect of bi-directional migration on the stability of two non-identical ecosystems, which were connected through migration. They observed that an increase in the rate of migration could stabilize the non-identical coupled ecosystem. The above observations clearly indicate that migration has a major role in stabilizing chaotic ecosystems. However, the role of bi-directional migration for two similar types of ecosystems, where one is chaotic and the other is stable in nature, has not yet been investigated properly.

In the present paper, we consider metapopulation dynamics of spatially separated food webs that are connected through bi-directional migrations. Our aim of the present study is to investigate the role of migration on the stability of a coupled ecosystem for which one system shows chaotic dynamics, and the other system shows stable dynamics. In the next section, we formulate the model and analyze its behavior regarding the interior equilibrium point. In Section 3, we show the applications of the present scheme in three different models. Finally, the paper ends with a brief conclusion.

## 2. General Model Formulation and Stability Analysis

Two isolated systems can be coupled via migration. We consider the general case of two coupled ecological systems:

$$
\begin{align*}
\frac{d X}{d t} & =f(X)+F(X, Y) \\
\frac{d Y}{d t} & =g(Y)+G(X, Y) \tag{1}
\end{align*}
$$

where $X$ and $Y$ are the variables in the vector notation. The individual systems are described by the functions $f(X)$ and $g(Y) ; F(X, Y)$ and $G(X, Y)$ are coupling functions. The equilibrium solutions of the uncoupled system are given by $f(X)=0$ and $g(Y)=0$. When coupling occurs, the equilibrium points of the system given by Equation (1) are given by $f(X)+F(X, Y)=g(Y)+G(X, Y)=0$.

Now we consider two three-species food-chain ecological systems that are coupled through bi-directional migrations. In bi-directional migration, a population can migrate from one patch to another depending on the population densities. The flow of the migration is from higher to lower density. Therefore, in bi-directional migration, the migration depends on the relative density difference between two patches. Then Equation (1) with bi-directional migration can be written as

$$
\begin{align*}
\frac{d x_{1}}{d t} & =f_{1}\left(x_{1}, y_{1}, z_{1}\right)+k_{1}\left(x_{2}-x_{1}\right) \\
\frac{d y_{1}}{d t} & =f_{2}\left(x_{1}, y_{1}, z_{1}\right)+k_{2}\left(y_{2}-y_{1}\right) \\
\frac{d z_{1}}{d t} & =f_{3}\left(x_{1}, y_{1}, z_{1}\right)+k_{3}\left(z_{2}-z_{1}\right) \\
\frac{d x_{2}}{d t} & =g_{1}\left(x_{2}, y_{2}, z_{2}\right)+k_{1}\left(x_{1}-x_{2}\right)  \tag{2}\\
\frac{d y_{2}}{d t} & =g_{2}\left(x_{2}, y_{2}, z_{2}\right)+k_{2}\left(y_{1}-y_{2}\right) \\
\frac{d z_{2}}{d t} & =g_{3}\left(x_{2}, y_{2}, z_{2}\right)+k_{3}\left(z_{1}-z_{2}\right)
\end{align*}
$$

where $x_{1}, y_{1}$, and $z_{1}$ are the populations of system 1 and $x_{2}, y_{2}$, and $z_{2}$ are the populations of system 2 ; $f_{i}(i=1,2,3)$ and $g_{i}(i=1,2,3)$ are the functions describing systems 1 and 2 , respectively; $k_{1}, k_{2}$, and $k_{3}$ are the migration coefficients of the three different populations. To study the stability behavior of the coupled system around the interior equilibrium point $E^{*}\left(x_{1}{ }^{*}, y_{1}{ }^{*} z_{1}{ }^{*}, x_{2}{ }^{*}, y_{2}{ }^{*}, z_{2}{ }^{*}\right)$, we have to calculate the Jacobian matrix of the system given by Equation (2) at the interior equilibrium point. The Jacobian matrix at $E^{*}\left(x_{1}{ }^{*}, y_{1}{ }^{*} z_{1}{ }^{*}, x_{2}{ }^{*}, y_{2}{ }^{*}, z_{2}{ }^{*}\right)$ is

$$
J\left(E^{*}\right)=\left(\begin{array}{cccccc}
V_{1} & V_{2} & V_{3} & k_{1} & 0 & 0 \\
V_{4} & V_{5} & V_{6} & 0 & k_{2} & 0 \\
V_{7} & V_{8} & V_{9} & 0 & 0 & k_{3} \\
k_{1} & 0 & 0 & M_{1} & M_{2} & M_{3} \\
0 & k_{2} & 0 & M_{4} & M_{5} & M_{6} \\
0 & 0 & k_{3} & M_{7} & M_{8} & M_{9}
\end{array}\right)
$$

where the
$V_{1}=f_{1_{x 1}}-k_{1}, \quad V_{2}=f_{1_{y 1}}, \quad V_{3}=f_{1_{z 1}}, \quad V_{4}=f_{2_{x 1}}, \quad V_{5}=f_{2_{y 1}}-k_{2}, \quad V_{6}=f_{2_{z 1}}, \quad V_{7}=f_{3_{x 1}}, \quad V_{8}=f_{3_{y 1}}$, $V_{9}=f_{3_{z 1}}-k_{3}, \quad M_{1}=g_{1 x 2}-k_{1}, \quad M_{2}=g_{1_{y 2}}, \quad M_{3}=g_{1_{z 2},} \quad M_{4}=g_{2_{x 2}}, \quad M_{5}=g_{2_{y 2}}-k_{2}, \quad M_{6}=g_{22}$, $M_{7}=g_{3_{x 2}}, M_{8}=g_{3_{y 2}}$, and $M_{9}=g_{3 z 2}-k_{3}$
suffixes denote the partial derivatives with respect to the corresponding variable.
The characteristic equation of the above Jacobian matrix is

$$
\lambda^{6}+\sigma_{1} \lambda^{5}+\sigma_{2} \lambda^{4}+\sigma_{3} \lambda^{3}+\sigma_{4} \lambda^{2}+\sigma_{5} \lambda+\sigma_{6}=0
$$

where

$$
\begin{aligned}
& \sigma_{1}=-\left(A_{1}+B_{1}\right) \\
& \sigma_{2}=-\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right)-A_{2}-B_{2}+A_{1} B_{1} \\
& \sigma_{3}=-A_{3}-B_{3}+A_{2} B_{1}+B_{2} A_{1}+k_{1}^{2}\left(V_{5}+V_{9}+M_{5}+M_{9}\right)+k_{2}^{2}\left(V_{1}+V_{9}+M_{1}+M_{9}\right)+k_{3}^{2}\left(V_{1}+V_{5}+M_{1}+M_{5}\right) \\
& \sigma_{4}=A_{1} B_{3}+A_{2} B_{2}+A_{3} B_{1}-k_{1}^{2}\left(\left(V_{5}+V_{9}\right)\left(M_{5}+M_{9}\right)+\left(V_{5} V_{9}-V_{6} V_{8}\right)+\left(M_{5} M_{9}-M_{6} M_{8}\right)\right) \\
& -k_{2}^{2}\left(\left(V_{1}+V_{9}\right)\left(M_{1}+M_{9}\right)+\left(V_{1} V_{9}-V_{3} V_{7}\right)+\left(M_{1} M_{9}-M_{3} M_{7}\right)\right)-k_{1} k_{2}\left(V_{2} M_{4}+V_{4} M_{2}\right)-k_{1} k_{3}\left(V_{3} M_{7}+V_{7} M_{3}\right) \\
& -k_{3}^{2}\left(\left(V_{1}+V_{5}\right)\left(M_{1}+M_{5}\right)+\left(V_{1} V_{5}-V_{2} V_{4}\right)+\left(M_{1} M_{5}-M_{2} M_{4}\right)\right)-k_{2} k_{3}\left(V_{8} M_{6}+V_{6} M_{8}\right)+k_{1}^{2} k_{2}^{2}+k_{2}^{2} k_{3}^{2}+k_{3}^{2} k_{1}^{2} \\
& \sigma_{5}=\left(A_{2} B_{3}+A_{3} B_{2}\right)+k_{1}^{2}\left(\left(V_{5}+V_{9}\right)\left(M_{5} M_{9}-M_{6} M_{8}\right)+\left(M_{5}+M_{9}\right)\left(V_{5} V_{9}-V_{6} V_{8}\right)\right) \\
& +k_{2}^{2}\left(\left(V_{1}+V_{9}\right)\left(M_{1} M_{9}-M_{3} M_{7}\right)+\left(M_{1}+M_{9}\right)\left(V_{1} V_{9}-V_{3} V_{7}\right)\right)-k_{1}^{2} k_{2}^{2}\left(V_{9}+M_{9}\right) \\
& +k_{3}^{2}\left(\left(V_{1}+V_{5}\right)\left(M_{1} M_{5}-M_{2} M_{4}\right)+\left(M_{1}+M_{5}\right)\left(V_{1} V_{5}-V_{2} V_{4}\right)\right)-k_{2}^{2} k_{3}^{2}\left(V_{1}+M_{1}\right)-k_{1}^{2} k_{3}^{2}\left(V_{5}+M_{5}\right) \\
& +k_{1} k_{2}\left(V_{2}\left(M_{4} M_{9}-M_{6} M_{7}\right)+M_{4}\left(V_{2} V_{9}-V_{3} V_{8}\right)+M_{2}\left(V_{4} V_{9}-V_{6} V_{7}\right)+V_{4}\left(M_{2} M_{9}-M_{3} M_{8}\right)\right) \\
& +k_{2} k_{3}\left(V_{8}\left(M_{1} M_{6}-M_{3} M_{4}\right)+M_{6}\left(V_{1} V_{8}-V_{2} V_{7}\right)+M_{8}\left(V_{1} V_{6}-V_{3} V_{4}\right)+V_{6}\left(M_{1} M_{8}-M_{2} M_{7}\right)\right) \\
& +k_{1} k_{3}\left(V_{3}\left(M_{5} M_{7}-M_{4} M_{8}\right)+M_{7}\left(V_{3} V_{5}-V_{2} V_{6}\right)+M_{3}\left(V_{5} V_{7}-V_{4} V_{8}\right)+V_{7}\left(M_{3} M_{5}-M_{2} M_{6}\right)\right) \\
& \sigma_{6}=A_{3} B_{3}-k_{1}^{2}\left(V_{5} V_{9}-V_{6} V_{8}\right)\left(M_{5} M_{9}-M_{6} M_{8}\right)-k_{2}^{2}\left(V_{1} V_{9}-V_{3} V_{7}\right)\left(M_{1} M_{9}-M_{3} M_{7}\right)
\end{aligned}
$$

$-k_{3}{ }^{2}\left(V_{1} V_{5}-V_{2} V_{4}\right)\left(M_{1} M_{5}-M_{2} M_{4}\right)+k_{1}{ }^{2} k_{2}{ }^{2} V_{9} M_{9}+k_{2}{ }^{2} k_{3}{ }^{2} V_{1} M_{1}+k_{1}{ }^{2} k_{3}{ }^{2} V_{5} M_{5}-k_{1}{ }^{2} k_{2}{ }^{2} k_{3}{ }^{2}$
$+k_{1}{ }^{2} k_{2} k_{3}\left(V_{6} M_{8}+M_{6} V_{8}\right)+k_{1} k_{2}^{2} k_{3}\left(V_{7} M_{3}+M_{7} V_{3}\right)+k_{1} k_{2} k_{3}^{2}\left(V_{2} M_{4}+M_{2} V_{4}\right)$
$+k_{1} k_{2}\left(\left(V_{3} V_{8}-V_{2} V_{9}\right)\left(M_{4} M_{9}-M_{6} M_{7}\right)+\left(M_{3} M_{8}-M_{2} M_{9}\right)\left(V_{4} V_{9}-V_{6} V_{7}\right)\right)$
$+k_{2} k_{3}\left(\left(V_{2} V_{7}-V_{1} V_{8}\right)\left(M_{1} M_{6}-M_{3} M_{4}\right)+\left(M_{2} M_{7}-M_{1} M_{8}\right)\left(V_{1} V_{6}-V_{3} V_{4}\right)\right)$
$+k_{1} k_{3}\left(\left(V_{5} V_{7}-V_{4} V_{8}\right)\left(M_{2} M_{6}-M_{3} M_{5}\right)+\left(M_{5} M_{7}-M_{4} M_{8}\right)\left(V_{2} V_{6}-V_{3} V_{5}\right)\right)$
with $A_{1}=\left(V_{1}+V_{5}+V_{9}\right), A_{2}=\left(V_{6} V_{8}-V_{5} V_{9}\right)+\left(V_{3} V_{7}-V_{1} V_{9}\right)+\left(V_{2} V_{4}-V_{1} V_{5}\right)$,
$A_{3}=V_{1}\left(V_{5} V_{9}-V_{6} V_{8}\right)+V_{2}\left(V_{6} V_{7}-V_{4} V_{9}\right)+V_{3}\left(V_{4} V_{8}-V_{5} V_{7}\right)$,
$B_{1}=\left(M_{1}+M_{5}+M_{9}\right), B_{2}=\left(M_{6} M_{8}-M_{5} M_{9}\right)+\left(M_{3} M_{7}-M_{1} M_{9}\right)+\left(M_{2} M_{4}-M_{1} M_{5}\right)$, and $B_{3}=M_{1}\left(M_{5} M_{9}-M_{6} M_{8}\right)+M_{2}\left(M_{6} M_{7}-M_{4} M_{9}\right)+M_{3}\left(M_{4} M_{8}-M_{5} M_{7}\right)$.

Now, the eigenvalues of the characteristic equation are negative or have negative real parts if all Routh-Hurwitz (RH) determinants $\left(R H_{i}, i=1,2, \ldots, 6\right)$ are positive, where $R H_{1}=\left|\sigma_{1}\right|, R H_{2}=$

$$
\left|\begin{array}{cc}
\sigma_{1} & 1 \\
\sigma_{3} & \sigma_{2}
\end{array}\right| \text { and } R H_{n}=\left|\begin{array}{cccccc}
\sigma_{1} & 1 & 0 & 0 & \ldots & 0 \\
\sigma_{3} & \sigma_{2} & \sigma_{1} & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & 0 & \sigma_{n}
\end{array}\right| \text {, where } \sigma_{j}=0 \text { if } j>n \text {. }
$$

## 3. Applications

Migration within a population with spatial subdivision is important in some species and systems. It is observed that, if two identical patches are coupled through migration, then the coupled system acts exactly as a single-patch system. The persistence of coupled locally unstable systems depends on asynchrony behaviors among populations [25-27]. It is to be noted that two identical chaotic systems cannot be stabilized by diffusive migration. Here we consider two tri-trophic food-chain systems of the same type with different parameter values, where one system shows chaotic dynamics and the other system shows stable dynamics. We also note that the two tri-trophic food web systems are spatially separated but are connected through bi-directional migrations. In this section, we describe the application of the above scheme developed in Section 2 to three different models, namely, the Hastings-Powell (HP) model, the Upadhyay-Rai (UR) model and the Priyadarshi-Gakkhar (PG) model, which are able to produce stable dynamics as well as chaotic dynamics for different sets of parameter values.

### 3.1. Hastings-Powell Model

In 1991, Hastings and Powell [6] proposed and analyzed a three-species food-chain model with a Holling type II functional response. The model is known for exhibiting chaotic dynamics in a continuous-time food-chain model. The non-dimensional HP model is governed by the following equations:

$$
\begin{align*}
\frac{d x}{d t} & =x(1-x)-\frac{a_{1} x y}{1+b_{1} x} \\
\frac{d y}{d t} & =\frac{a_{1} x y}{1+b_{1} x}-\frac{a_{2} y z}{1+b_{2} y}-d_{1} y  \tag{3}\\
\frac{d z}{d t} & =\frac{a_{2} y z}{1+b_{2} y}-d_{2} z
\end{align*}
$$

where $x, y$ and $z$ are the densities of the prey, middle-predator and top-predator populations, respectively; $a_{1}, a_{2}, b_{1}, b_{2}, d_{1}$ and $d_{2}$ are the non-negative parameters that have the usual meanings [6]. Hastings and Powell [6] studied the model given by Equation (3) and observed switching of the dynamics of the system between stable focus, limit cycle oscillations and chaos by changing the parameter $b_{1}$.

## Coupling between Chaotic HP Model and Stable HP Model

The HP model shows different dynamical behaviors, including chaos. In the present section, we investigate the dynamics of the coupled ecosystem, for which one HP system shows chaotic dynamics and the other HP system shows stable dynamics. Here, we assume that the two different systems are connected by migration and that the direction of the migration is bi-directional. Further, all populations are free to migrate from one system to another. We denote the chaotic HP system with subscript 1 and the stable HP system with subscript 2. The coupled system is governed by the following equations:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =x_{1}\left(1-x_{1}\right)-\frac{a_{1} x_{1} y_{1}}{1+b_{11} x_{1}}+k_{1}\left(x_{2}-x_{1}\right) \\
\frac{d y_{1}}{d t} & =\frac{a_{1} x_{1} y_{1}}{1+b_{11} x_{1}}-\frac{a_{2} y_{1} z_{1}}{1+b_{2} y_{1}}-d_{1} y_{1}+k_{2}\left(y_{2}-y_{1}\right) \\
\frac{d z_{1}}{d t} & =\frac{a_{2} y_{1} z_{1}}{1+b_{2} y_{1}}-d_{2} z_{1}+k_{3}\left(z_{2}-z_{1}\right)  \tag{4}\\
\frac{d x_{2}}{d t} & =x_{2}\left(1-x_{2}\right)-\frac{a_{1} x_{2} y_{2}}{1+b_{21} x_{2}}+k_{1}\left(x_{1}-x_{2}\right) \\
\frac{d y_{2}}{d t} & =\frac{a_{1} x_{2} y_{2}}{1+b_{21} x_{2}}-\frac{a_{2} y_{2} z_{2}}{1+b_{2} y_{2}}-d_{1} y_{2}+k_{2}\left(y_{1}-y_{2}\right) \\
\frac{d z_{2}}{d t} & =\frac{a_{2} y_{2} z_{2}}{1+b_{2} y_{2}}-d_{2} z_{2}+k_{3}\left(z_{1}-z_{2}\right)
\end{align*}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are the migration coefficients of the prey, middle-predator and top-predator populations, respectively. We assume that two systems differ only in the parameter $b_{1}$ in Equation (3); $b_{11}$ and $b_{21}$ are the parameters corresponding to systems 1 and 2 , respectively.

Non-Negativity of the Solutions: We let $R_{+}^{6}=[0, \infty)^{6}$ be the non-negative octant in $R^{6}$. Then the interaction functions of the system given by Equation (4) are continuously differentiable and locally satisfy Lipschitz conditions in $R_{+}^{6}$. Thus, any solution of the system given by Equation (4) with non-negative initial conditions satisfies the non-negativity condition and exists uniquely in the interval $[0, M)$ for some $M>0$ ([30], Theorem A.4).

## Boundedness of the Solutions:

We define a function

$$
\begin{equation*}
P(t)=x_{1}(t)+y_{1}(t)+z_{1}(t)+x_{2}(t)+y_{2}(t)+z_{2}(t) . \tag{5}
\end{equation*}
$$

The time derivative of Equation (5) along with the solutions of Equation (4) are

$$
\begin{gathered}
\frac{d P}{d t}=\frac{d x_{1}}{d t}+\frac{d y_{1}}{d t}+\frac{d z_{1}}{d t}+\frac{d x_{2}}{d t}+\frac{d y_{2}}{d t}+\frac{d z_{2}}{d t}=x_{1}\left(1-x_{1}\right)-d_{1} y_{1}-d_{2} z_{1}+x_{2}\left(1-x_{2}\right)-d_{1} y_{2}-d_{2} z_{2} \\
\Rightarrow \frac{d P}{d t}+\mu P=x_{1}\left(1-x_{1}+\mu\right)-\left(d_{1}-\mu\right)\left(y_{1}+y_{2}\right)-\left(d_{2}-\mu\right)\left(z_{1}+z_{2}\right)+x_{2}\left(1-x_{2}+\mu\right) \leq \frac{(1+\mu)^{2}}{2}= \\
Q(\text { say })
\end{gathered}
$$

where $\mu \leq \min \left\{d_{1}, d_{2}\right\}$.
Applying the theorem of differential inequality [31], we obtain $P\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right) \leq$ $\frac{Q}{\mu}\left(1-e^{-\mu t}\right)+P\left(x_{1}(0), y_{1}(0), z_{1}(0), x_{2}(0), y_{2}(0), z_{2}(0)\right) e^{-\mu t}$, which implies that $P \leq Q / \mu+\epsilon$ for all $t \geq t_{0}$. Therefore, all the solutions of the system given by Equation (4) are bounded.

Hence, all the solutions of the system given by Equation (4), which are initiated in $R_{+}^{6}$, are positively invariant in the region $B=\left\{\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right) \in R_{+}^{6}: P \leq Q / \mu+\epsilon\right\}$.

Now we describe the numerical simulations for the system given by Equation (3) and the coupled system given by Equation (4) by considering the following parameter values:

$$
\begin{equation*}
a_{1}=5, a_{2}=0.1, b_{2}=2, d_{1}=0.4, d_{2}=0.01 \tag{6}
\end{equation*}
$$

which were taken from [6]. Choosing $b_{11}=b_{21}=3$, then the coupled system given by Equation (4) remained chaotic for any coupling strength (migration rate). We then chose two different values of $b_{1}\left(b_{1}=3\right.$ and $\left.b_{1}=2\right)$, and the HP model of Equation (3) showed chaotic dynamics and stable dynamics. For system 1, we set $b_{11}=3$, so that the system showed chaotic dynamics, and for system 2, we set $b_{21}=2$, so that the system showed stable dynamics (Figure 1). The initial condition for the simulation of the coupled system given by Equation (4) was $\left(x_{1}(0), y_{1}(0), z_{1}(0), x_{2}(0), y_{2}(0), z_{2}(0)\right)=(0.7,0.6,12,0.75,0.5,11)$. We could then investigate the effect of bi-directional migration between the two systems. For simplicity, we considered $k_{1}=k_{2}=k_{3}=k$ and drew the bifurcation diagram of the coupled system of Equation (4) with respect to the rate of migration $k$ (Figure 2). It is to be noted that in the absence of migration ( $k=0$ ), system 1 showed chaotic dynamics and system 2 showed stable dynamics. When we introduced migration between these two systems, then the coupled system became stable through a Hopf bifurcation when the migration rate $(k)$ crossed a threshold value, $\left(k_{H P}^{*}=0.0145\right)$ (Figure 2). We observed that a small migration destabilized the stable system, and the coupled system showed higher periodic and chaotic oscillations, but if the strength of migration was increased gradually, then the coupled system became stable. We also observed that for $k=0.25$, the coupled system of Equation (4) had a unique positive interior equilibrium $E_{H P}^{*}(0.837058,0.0841652,12.2809,0.692788,0.171415,12.4183)$. We also obtained the RH determinants, $R H_{1}=2.4080>0, R H_{2}=4.2563>0, R H_{3}=2.7726>0$, $R H_{4}=0.3547>0, R H_{5}=0.0058>0$, and $R H_{6}=7.4751 \times 10^{-6}>0$, which satisfied the RH stability criterion of order 6 . The eigenvalues of the coupled system given by Equation (4) were $(-0.9721,-0.1091+0.1388 i,-0.1091-0.1388 i,-0.1544,-0.5317+0.0778 i,-0.5317-0.0778 i)$. Hence, the system given by Equation (4) was stable around the positive interior equilibrium $E_{H P}^{*}$ (Figure 3).


Figure 1. ( $\mathbf{a}, \mathbf{b}$ ) Chaotic oscillations and stable focus of the system given by Equation (3) for $b_{1}=3$ and $b_{1}=2$, respectively.


Figure 2. Bifurcation diagram for $y_{1}$ and $y_{2}$ populations of the coupled Hastings-Powell (HP)-HP system corresponding to the bifurcating parameter $k$, where $k \in[0,0.02]$.


Figure 3. Figure shows stable dynamics of the coupled system given by Equation (4) for $k=0.25$.

Further, we performed numerical simulations of the coupled system for the realistic parameter values considered by McCann and Yodzis [32]. McCann and Yodzis [32] considered the modified HP model [6]; they produced a range of more "plausible" parameter values and demonstrated the existence of chaos for a wide range of these values. We considered the following parameter values:

$$
\begin{equation*}
x_{c}=0.4, y_{c}=2.01, x_{p}=0.08, y_{p}=5, c_{0}=0.5 \tag{7}
\end{equation*}
$$

which were taken from [32]. The model and the meaning of the parameter values are given in [32]. For system 1 , we set $r_{0}=0.161$, so that the system showed chaotic dynamics, and for system 2, we set $r_{0}=0.75$, so that the system showed stable dynamics (Figure 4). The initial condition for the simulations of the coupled system was $\left(x_{1}(0), y_{1}(0), z_{1}(0), x_{2}(0), y_{2}(0), z_{2}(0)\right)=$ ( $0.35,0.5,0.9,0.35,0.5,0.9$ ). If we introduced migration between the two systems (chaotic system and stable system), then the coupled system showed limit cycle oscillations via period-halving bifurcations (Figure 5). We observed that a gradual increase in migration made the coupled system switch its
stability from chaotic dynamics to limit cycle oscillations (Figure 6). Therefore, migration could stabilize the coupled system by producing stable focus or more regular oscillations.


Figure 4. Figure shows chaotic oscillations and stable focus for $r_{0}=0.161$ and $r_{0}=0.75$, respectively.


Figure 5. Bifurcation diagram of the top-predator populations of the coupled system corresponding to the bifurcating parameter $k$, where $k \in[0,0.5]$.


Figure 6. Figure shows limit cycle oscillations of the coupled system for $k=5$.

### 3.2. Upadhyay-Rai Model

Upadhyay and Rai [7,33] proposed and analyzed a tri-trophic food-chain model by considering the middle predator as a specialist predator and the top predator as a generalist predator.

The prey-specialist predator-generalist system is governed by the following equations [7,33]:

$$
\begin{align*}
& \frac{d x}{d t}=m_{1} x-n_{1} x^{2}-\frac{w x y}{x+D_{1}} \\
& \frac{d y}{d t}=-n_{2} y+\frac{w_{1} x y}{x+D_{1}}-\frac{w_{2} y z}{y+D_{2}}  \tag{8}\\
& \frac{d z}{d t}=c z^{2}-\frac{w_{3} z^{2}}{y+D_{3}}
\end{align*}
$$

where $x, y$ and $z$ are the densities of the prey, specialist predator, and generalist predator populations, respectively; $m_{1}, n_{1}, n_{2}, w, w_{1}, w_{2}, w_{3}, D, D_{1}, D_{2}$ and $c$ are the non-negative parameters that have the usual meanings [7,33]. In the above model, the prey population $(x)$ grows logistically; the specialist predator ( $y$ ) predates prey (only food item available to the specialist predator) via a Holling type II functional response; the generalist predator $(z)$ sexually reproduces, its population growing quadratically $\left(c z^{2}\right)$ and decaying as a result of intraspecific competition $\left(-\frac{w_{3} z^{2}}{y+D_{3}}\right)$. Additionally, males and females in the generalist predator population are assumed to be equal in terms of numbers, and the mating frequency is directly proportional to the number of males as well as the number of females. The interaction between the generalist predator and specialist predator follows a modified Leslie-Gower scheme. Here, the specialist middle predator is the favourite food choice of the generalist top predator and the generalist predator feeds on other food items (alternative food resources), in case of a short supply of the middle predator.

It is to be noted here that the system given by Equation (8) is not always dissipative, and the solutions may blow-up in finite time (explosive instability) depending on the parameter values and initial conditions [34]. In recent literature, few researchers have investigated different models that show finite-time blow-up in the solutions [34-40]. However, the above system given by Equation (8) shows very rich dynamics when $\frac{w_{3}}{y+D_{3}}<c<\frac{w_{3}}{D_{3}}$. Upadhyay and Rai [7,33] explored chaotic dynamics in the system by increasing the intrinsic growth rate $m_{1}$.

## Coupling between Chaotic UR Model and Stable UR Model

In this section, we denote the chaotic UR system with the subscript 1 and the stable UR system with the subscript 2 . The coupled system is governed by the following equations:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =m_{11} x_{1}-n_{1} x_{1}^{2}-\frac{w x_{1} y_{1}}{x_{1}+D_{1}}+k_{1}\left(x_{2}-x_{1}\right) \\
\frac{d y_{1}}{d t} & =-n_{2} y_{1}+\frac{w_{1} x_{1} y_{1}}{x_{1}+D_{1}}-\frac{w_{2} y_{1} z_{1}}{y_{1}+D_{2}}+k_{2}\left(y_{2}-y_{1}\right) \\
\frac{d z_{1}}{d t} & =c z_{1}^{2}-\frac{w_{3} z_{1}^{2}}{y_{1}+D_{3}}+k_{3}\left(z_{2}-z_{1}\right)  \tag{9}\\
\frac{d x_{2}}{d t} & =m_{21} x_{2}-n_{1} x_{2}^{2}-\frac{w x_{2} y_{2}}{x_{2}+D_{1}}+k_{1}\left(x_{1}-x_{2}\right) \\
\frac{d y_{2}}{d t} & =-n_{2} y_{2}+\frac{w_{1} x_{2} y_{2}}{x_{2}+D_{1}}-\frac{w_{2} y_{2} z_{2}}{y_{2}+D_{2}}+k_{2}\left(y_{1}-y_{2}\right) \\
\frac{d z_{2}}{d t} & =c z_{2}^{2}-\frac{w_{3} z_{2}^{2}}{y_{2}+D_{3}}+k_{3}\left(z_{1}-z_{2}\right)
\end{align*}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are the migration coefficients of the prey, specialist predator and generalist predator populations, respectively. We assume that two systems differ only in the parameter $m_{1}$ in Equation (8); $m_{11}$ and $m_{21}$ are the parameters corresponding to systems 1 and 2, respectively.

Now we describe the numerical simulations of the system given by Equation (8) and the coupled system given by Equation (9). The set of parameters were as follows:

$$
\begin{align*}
& n_{1}=0.06, w=1, D_{1}=10, n_{2}=1, w_{1}=2  \tag{10}\\
& w_{2}=0.405, D_{2}=10, c=0.03, w_{3}=1, D_{3}=20
\end{align*}
$$

which were taken from [33]. Choosing $m_{11}=m_{21}=1.93$, then the coupled system given by Equation (8) remained chaotic for any coupling strength (migration rate). We then chose two different values of $m_{1}\left(m_{1}=1.93\right.$ and $\left.m_{1}=1.2\right)$, and the UR model given by Equation (8) showed chaotic dynamics and stable dynamics, respectively (Figure 7). For system 1, we set $m_{11}=1.93$, so that the system showed chaotic dynamics, and for system 2 , we set $m_{21}=1.2$, so that the system showed stable dynamics. The initial condition for the simulations of the coupled system given by Equation (9) was $\left(x_{1}(0), y_{1}(0), z_{1}(0), x_{2}(0), y_{2}(0), z_{2}(0)\right)=(0.7,0.5,7,0.7,0.4,6)$. We then investigated the effect of bi-directional migration on the two systems. For simplicity, we considered $k_{1}=k_{2}=k_{3}=k$ and drew the bifurcation diagram of the coupled system given by Equation (9) with respect to the rate of migration $k$ (Figure 8). We observed that the coupled system given by Equation (9) became stable through a Hopf bifurcation when the migration coefficient crossed a threshold value $k_{U R}^{*}=0.21$. We observed that when the migration was weak ( $k$ small), the stable system became unstable and the coupled system showed higher periodic and chaotic oscillations, but if the strength of migration was increased gradually, then the coupled system became stable. Further, we observed that for $k=0.25$, the coupled system given by Equation (9) had a unique positive interior equilibrium $E_{U R}^{*}(22.7980,15.6757,19.5396,15.1274,10.5329,16.5322)$. We also obtained the RH determinants $R H_{1}=2.9322>0, R H_{2}=7.7900>0, R H_{3}=9.8214>0$, $R H_{4}=3.1712>0, R H_{5}=0.0300>0$, and $R H_{6}=8.2866 \times 10^{-4}>0$, which satisfied the RH stability criterion of order 6. The eigenvalues of the coupled system given by Equation (9) were $(-1.1705,-0.0096+0.3009 i,-0.0096-0.3009 i,-0.6209,-0.5608+0.3227 i,-0.5608-0.3227 i)$. Hence, the coupled system given by Equation (9) was stable around the positive interior equilibrium $E_{U R}^{*}$ (Figure 9).


Figure 7. ( $\mathbf{a}, \mathbf{b}$ ) Chaotic oscillations and stable focus of the system given by Equation (8) for $m_{1}=1.93$ and $m_{1}=1.2$, respectively.


Figure 8. Bifurcation diagram for $x_{1}$ and $x_{2}$ populations of the coupled Upadhyay-Rai (UR)-UR system corresponding to the bifurcating parameter $k$, where $k \in[0,0.25]$.


Figure 9. The figure shows stable dynamics of the coupled system given by Equation (9) for $k=0.25$.

### 3.3. Priyadarshi-Gakkhar Model

Priyadarshi and Gakkhar [9] proposed and analyzed a tri-trophic food-web model consisting of a Leslie-Gower-type generalist predator, where the middle predator is a specialist predator and the top predator is a generalist predator.

The prey-specialist predator-generalist predator system is governed by the following equations [9]:

$$
\begin{align*}
\frac{d x}{d t} & =x(1-x)-\frac{x y}{1+w_{1} x}-\frac{x z}{1+w_{2} x+w_{3} y} \\
\frac{d y}{d t} & =-w_{5} y+\frac{w_{4} x y}{1+w_{1} x}-\frac{w_{6} y z}{1+w_{2} x+w_{3} y}  \tag{11}\\
\frac{d z}{d t} & =w_{7} z^{2}-\frac{w_{8} z^{2}}{1+w_{9} x+w_{10} y}
\end{align*}
$$

where $x, y$ and $z$ are the densities of the prey, specialist predator, and generalist predator populations, respectively. The parameters $w_{1}, w_{2}, w_{3}, w_{4}, w_{5}, w_{6}, w_{7}, w_{8}, w_{9}$ and $w_{10}$ are non-negative parameters that have the usual meanings [9]. The formulation of the above model is similar to that of the UR model. However, in the above model, the specialist predator predates prey according to a Holling
type II functional response, whereas the generalist predator predates prey and the specialist predator following a modified Holling type II functional response. It is to be noted that the system given by Equation (11) may not be dissipative and shows the blow-up phenomenon depending on the parameter values and initial conditions [34]. Priyadarshi and Gakkhar [9] explored a "snail-shell" chaotic attractor in the system.

## Coupling between Chaotic PG Model and Stable PG Model

In this section, we investigate the dynamics of the coupled ecosystem, where one PG system shows chaotic dynamics and the other PG system shows stable dynamics. Here, we consider that two different systems are connected by bi-directional migration. We assume that all populations are free to migrate from one system to the other. We denote the chaotic PG system with the subscript 1 and the stable PG system with the subscript 2. The coupled system is governed by the following equations:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =x_{1}\left(1-x_{1}\right)-\frac{x_{1} y_{1}}{1+w_{1} x_{1}}-\frac{x_{1} z_{1}}{1+w_{2} x_{1}+w_{31} y_{1}}+k_{1}\left(x_{2}-x_{1}\right) \\
\frac{d y_{1}}{d t} & =-w_{5} y_{1}+\frac{w_{4} x_{1} y_{1}}{1+w_{1} x_{1}}-\frac{w_{6} y_{1} z_{1}}{1+w_{2} x_{1}+w_{31} y_{1}}+k_{2}\left(y_{2}-y_{1}\right) \\
\frac{d z_{1}}{d t} & =w_{7} z_{1}^{2}-\frac{w_{8} z_{1}^{2}}{1+w_{9} x_{1}+w_{10} y_{1}}+k_{3}\left(z_{2}-z_{1}\right)  \tag{12}\\
\frac{d x_{2}}{d t} & =x_{2}\left(1-x_{2}\right)-\frac{x_{2} y_{2}}{1+w_{1} x_{2}}-\frac{x_{2} z_{2}}{1+w_{2} x_{2}+w_{32} y_{2}}+k_{1}\left(x_{1}-x_{2}\right) \\
\frac{d y_{2}}{d t} & =-w_{5} y_{2}+\frac{w_{4} x_{2} y_{2}}{1+w_{1} x_{2}}-\frac{w_{6} y_{2} z_{2}}{1+w_{2} x_{2}+w_{32} y_{2}}+k_{2}\left(y_{1}-y_{2}\right) \\
\frac{d z_{2}}{d t} & =w_{7} z_{2}^{2}-\frac{w_{8} z_{2}^{2}}{1+w_{9} x_{2}+w_{10} y_{2}}+k_{3}\left(z_{1}-z_{2}\right)
\end{align*}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are the migration coefficients of the prey, specialist predator and generalist predator populations, respectively. We assume that two systems differ only in the parameter $w_{3}$ in Equation (11); $w_{31}, w_{32}$ are the parameters corresponding to systems 1 and 2, respectively.

In numerical simulations, we considered the following parameter values:

$$
\begin{equation*}
w_{1}=1.4, w_{2}=1, w_{4}=1, w_{5}=0.16, w_{6}=0.1, w_{7}=0.1, w_{8}=0.5, w_{9}=8, w_{10}=8, \tag{13}
\end{equation*}
$$

which were taken from [9]. Choosing $w_{31}=w_{32}=10$, then the coupled system given by Equation (11) remained chaotic for any coupling strength (migration rate). Choosing two different values of $w_{3}\left(w_{3}=10\right.$ and $\left.w_{3}=1\right)$, then the PG model of Equation (11) showed chaotic dynamics and stable dynamics (Figure 10). For system 1, we set $w_{31}=10$, so that the system showed chaotic dynamics, and for system 2 , we set $w_{32}=1$, so that the system showed stable dynamics. The initial condition for the simulation of the coupled system given by Equation (12) was $\left(x_{1}(0), y_{1}(0), z_{1}(0), x_{2}(0), y_{2}(0), z_{2}(0)\right)=(0.5,0.2,5,0.6,0.3,7)$. We then investigated the effect of bi-directional migration on the two systems. For simplicity, we considered $k_{1}=k_{2}=k_{3}=k$ and drew the bifurcation diagram of the coupled system given by Equation (12) with respect to the rate of migration $k$ (Figure 11). We observed that the coupled system became stable through a Hopf bifurcation when the migration rate $(k)$ crossed a threshold value, $\left(k_{P G}^{*}=0.1\right)$ (Figure 11). We observed that weak migration destabilized the stable system, but if the strength of the migration was increased gradually, then the coupled system became stable. Further, we observed that for $k=0.25$, the coupled system given by Equation (12) had a unique positive interior equilibrium $E_{P G}^{*}(0.3927,0.2318,1.2881,0.2191,0.1773,1.1778)$. We also obtained the RH determinants $R H_{1}=1.9351>0, R H_{2}=2.2437>0, R H_{3}=0.7799>0, R H_{4}=0.0354>0$, $R H_{5}=8.1643 \times 10^{-5}>0$, and $R H_{6}=4.8986 \times 10^{-8}>0$, which satisfied the RH stability criterion of order 6 . The eigenvalues of the coupled system given by Equation (12) were $(-0.6763,-0.5218+$
$0.1623 i,-0.5218-0.1623 i,-0.0180+0.1299 i,-0.0180-0.1299 i,-0.1792)$. Hence, the system given by Equation (12) was stable around the positive interior equilibrium $E_{P G}^{*}$ (Figure 12).


Figure 10. ( $\mathbf{a}, \mathbf{b}$ ) Chaotic oscillations and stable focus of the system given by Equation (11) for $w_{3}=10$ and $w_{3}=1$, respectively.


Figure 11. Bifurcation diagram for $z_{1}$ and $z_{2}$ populations of the coupled Priyadarshi-Gakkhar (PG)-PG system given by Equation (12) corresponding to the bifurcating parameter $k$, where $k \in[0,0.15]$.


Figure 12. The figure shows stable dynamics of the coupled system given by Equation (12) for $k=0.25$.

We calculated the maximum Lyapunov exponent (Figure 13) for the coupled systems given by Equations (4), (9) and (12) with respect to the coupling strength $(k)$. We observed that if we increased the strength of migration, then the value of the maximum Lyapunov exponent became negative. The maximum Lyapunov exponent (Figure 13) confirmed that the coupled systems (HP-HP, UR-UR, and PG-PG) became stable from chaotic dynamics.


Figure 13. Largest Lyapunov exponent of the coupled systems given by Equations (4), (9) and (12) with respect to the parameter $k$.

## 4. Conclusions

The persistence of coupled unstable systems depends on the maintenance of the asynchronous behavior among populations. Several types of asynchronous behaviors, such as the existence of refuge [41], biased dispersal [42], fixed differences in parameters [43], and so on, can enhance the stability of predator-prey systems. In the present paper, we considered two ecological systems of the same type that were connected through migration. We also considered different sets of parameter values so that one system (HP-1/UR-1/PG-1) showed chaotic dynamics and the other system (HP-2/UR-2/PG-2) showed stable dynamics. The direction of migration was taken as bi-directional and depended on the density difference of the populations in the two patches. We studied the effect of bi-directional migration on the chaotic ecosystem and stable ecosystem by considering three different types of food webs. We observed that small migration destabilized the stable system, and the coupled system showed higher periodic and chaotic oscillations, but if the strength of the migration was increased gradually, then above a threshold value, all the coupled systems (HP/UR/PG) became stable. Bi-directional migration can replace chaotic oscillations by a stable steady state or stable limit cycle. Therefore, migration makes the system more regular. In the present work, migration was considered as the coupling force; the migration could be both ways depending on the density difference of each population in the two patches. If the migration strength was weak, then we observed that the chaotic system dominated the dynamic properties of the coupled system. For a low migration rate, the population density of each patch changed very slowly. Intuitively, migration has a stabilizing effect. However, if the change in the population densities due to trophic interactions is greater than the change due to migration, then the population dynamics are likely to be dominated by trophic interactions. Therefore, the population dynamics of a coupled system may be unstable. However, if the migration strength is high enough, then the population densities of each patch quickly converge to the average density of the two patches, which may stabilize the coupled system.

A possible explanation could be provided as follows: If the populations in a system show chaotic dynamics, the population densities oscillate in an unpredictable manner. The amplitude of the population oscillations may be high enough or may be very low. However, depending on the density difference of the populations in the two patches, all species start to migrate from one patch to the other (from higher to lower density). Bi-directional migration mediates the population densities, and none of the population densities increase or decrease drastically. Migration helps to balance the population densities in two patches. In terms of stability and extinction, populations in the coupled system will be less prone to extinction. Therefore, migration can prevent chaos in a coupled system and also enhance the stability and persistence of the system.
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#### Abstract

Humans are the ultimate ecosystem engineers who have profoundly transformed the world's landscapes in order to enhance their survival. Somewhat paradoxically, however, sometimes the unforeseen effect of this ecosystem engineering is the very collapse of the population it intended to protect. Here we use a spatial version of a standard population dynamics model of ecosystem engineers to study the colonization of unexplored virgin territories by a small settlement of engineers. We find that during the expansion phase the population density reaches values much higher than those the environment can support in the equilibrium situation. When the colonization front reaches the boundary of the available space, the population density plunges sharply and attains its equilibrium value. The collapse takes place without warning and happens just after the population reaches its peak number. We conclude that overpopulation and the consequent collapse of an expanding population of ecosystem engineers is a natural consequence of the nonlinear feedback between the population and environment variables.
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## 1. Introduction

There is hardly a landscape on Earth that has not been modified by past living beings as a result of the natural feedback between organisms and environment, whose study was initiated by Darwin in his last scientific book [1]. A recent alternative viewpoint: niche construction or ecosystem engineering, acknowledges a more active role of some species, the so-called ecosystem engineers, in modifying their environments to enhance their survival [2]. For instance, beavers-an oft-mentioned example of ecosystem engineer-cut trees, build dams, and create ponds, thus giving rise to new and safe landscapes [3]. In fact, since the areas flooded by dams increase the distance beavers can travel by water, which is safer than traveling by land, the modified landscape results in a net increase of the beavers' survival expectations [4]. Whereas the issue whether beavers and other nonhuman species qualify as ecosystem engineers is disputable [5], nobody contends that humans are the paramount ecosystem engineers, who have shaped the world into an (arguably) more hospitable place for themselves, most often with unlooked-for effects [6]. An extreme unforeseen effect of the engineering of landscapes, which is nonetheless ubiquitous in the history of civilizations, is the collapse of human societies caused by habitat destruction and overpopulation, among other factors [7].

The feature of the population dynamics of ecosystem engineers that makes it well suited to model human populations inhabiting isolated areas (e.g., islands and archipelagos) is that the growth of the population is determined by the availability of usable habitats, which in turn are created by the engineers through the modification, and consequent destruction, of virgin habitats. From a mathematical perspective, this feedback results in a density-dependent carrying capacity. This feature is the core of the continuous-time, space-independent mathematical model that Gurney and Lawton proposed to describe the population dynamics of ecosystem engineers [8]. The Gurney and Lawton model considers the quality of the habitats as dynamic variables, in addition to the density of engineers. There are three different types of habitats: virgin, usable (or modified) and degraded
habitats. The transition from the virgin to the usable habitat is effected only in the presence of engineers. The modified habitats then degrade and eventually recover to become virgin habitats again. Virgin and degraded habitats are unsuitable for the growth of the engineer population. This ecosystem engineering approach seems a way more suitable to study the interplay between humans and their environment than the traditional predator-prey framework used in previous studies [9,10], although both approaches exhibit the characteristic population cycles that reflect the opposite interests of the interacting parts [11].

The Gurney and Lawton model becomes more effective (and instructive) to simulate the human-environment interaction if we use its recently proposed spatial formulation, where an initial small settlement of engineers is surrounded by vast areas (patches) of virgin habitats, and a fraction of the engineers are allowed to move between neighboring patches [12]. In time, a patch is an ecosystem, say, an island, that can potentially exhibit all three types of habitats as well as the engineer population, simultaneously. Hence the group of patches can be thought of as an archipelago. In this contribution we focus on the characterization of the speed of the colonization front and on global demographic quantities such as the total mean density of engineers.

Our main finding is that overpopulation is a natural outcome of the population dynamics of ecosystem engineers during the expansion phase to colonize the unexplored virgin patches. When all patches are explored, the population density plunges sharply towards its (local) equilibrium value. The collapse takes place just after the population reaches its peak number. This surprising outcome, which results from the nonlinear feedback between engineers and environment, could hardly be predicted without mathematics, thus lending credence to the tenets of the discipline Cliodynamics that advocates the mathematical modeling of historical processes $[13,14]$.

The rest of the paper is organized as follows. In Section 2 we offer an overview of the discrete time version of Gurney and Lawton model of ecosystem engineers. In particular, we present the recursion equations that govern the local (single-patch) dynamics and summarize the relevant findings regarding the stability of the fixed-point solutions [12]. The coupled map lattice version of the discrete time model is then introduced in Section 3. The numerical solution of the coupled map lattice equations is presented and discussed in Section 4 for the case the patches are arranged in a chain with reflective boundary conditions, and the model parameters are set such that the local dynamics is attracted by a nontrivial fixed point. The focus is on the colonization scenario where an initial settlement of engineers placed in the central patch of the chain is allowed to disperse to neighboring patches. Finally, Section 5 is reserved to our concluding remarks.

## 2. The Discrete Time Version of the Gurney and Lawton Model

As pointed out, Gurney and Lawton have modeled the local population dynamics of ecosystem engineering using a continuous-time model [8]. Here we present a brief overview of a discrete time version of that model [12] that can be easily extended to incorporate the spatial dependence of the engineer population as well as of the habitat variables, following the seminal works on host-parasitoid systems [15,16] (see [17-19] for more recent contributions) as well as on Lotka-Volterra systems [20].

We begin by assuming that the population of engineers at generation $t$ is composed of $E_{t}$ individuals and that each engineer requires a unit of usable habitat to survive. Denoting by $H_{t}$ the number of units of usable habitats available at generation $t$, so that in the equilibrium regime one has $\lim _{t \rightarrow \infty} E_{t} / H_{t}=1$, we can use Ricker model [21] to write the expected number of engineers at generation $t+1$ as

$$
\begin{equation*}
E_{t+1}=E_{t} \exp \left[r\left(1-E_{t} / H_{t}\right)\right] \tag{1}
\end{equation*}
$$

where $r$ is the intrinsic growth rate of the population of engineers and $H_{t}$ plays the role of a time-dependent carrying capacity for the population of engineers.

The essential ingredient of the Gurney and Lawton model, which sets it apart from the other population dynamics models [22], is the requirement that usable habitats be created by engineers working on virgin habitats. In particular, if we assume that there are $V_{t}$ units of virgin habitats at
generation $t$, then the fraction $C\left(E_{t}\right) V_{t}$ of them will be transformed in usable habitats at the next generation, $t+1$. Here $C\left(E_{t}\right)$ is any function that satisfies $0 \leq C\left(E_{t}\right) \leq 1$ for all $E_{t}$ and $C(0)=0$. Clearly, this function measures the efficiency of the engineer population to build usable habitats from the raw materials provided by the virgin habitats.

Usable habitats decay into degraded habitats that are useless to the engineers, in the sense they lack the raw materials needed to build usable habitats. Let $\delta H_{t}$ denote the fraction of usable habitats that decay to degraded habitats in one generation, where $\delta \in[0,1]$ is the decay probability. Then the expected number of units of usable habitats at generation $t+1$ is simply

$$
\begin{equation*}
H_{t+1}=(1-\delta) H_{t}+C\left(E_{t}\right) V_{t} . \tag{2}
\end{equation*}
$$

At first sight, one might think that the decay probability $\delta$ should be density dependent (i.e., $\delta=\delta\left(E_{t}\right)$ ), particularly in the case the habitat degradation resulted from the overexploitation of resources. However, in the Gurney and Lawton model the resources are represented by the virgin habitats, whose probability of change into usable habitats is in fact density dependent, $C=C\left(E_{t}\right)$. For example, in an island scenario, the virgin habitats can be thought of as the native forests whereas the usable habitats are the lands cleared for crops, whose degradation, due mainly to erosion and soil depletion of nutrients, is more suitably modeled by a constant decay probability $\delta$, rather than by a density-dependent one.

Degraded habitats will eventually recover and become virgin habitats again. Denoting the fraction of degraded habitats that recover to virgin habitats in one generation by $\rho D_{t}$ we can write

$$
\begin{equation*}
D_{t+1}=(1-\rho) D_{t}+\delta H_{t} \tag{3}
\end{equation*}
$$

where $\rho \in[0,1]$ is the recovery probability. Finally, the recursion equation for the expected number of units of virgin habitats is simply

$$
\begin{equation*}
V_{t+1}=\left[1-C\left(E_{t}\right)\right] V_{t}+\rho D_{t} . \tag{4}
\end{equation*}
$$

As expected, $V_{t+1}+H_{t+1}+D_{t+1}=V_{t}+H_{t}+D_{t}=T$, where $T$ is the (fixed) total store of habitats (e.g., the area of the island). Hence we can define the habitat fractions $v_{t} \equiv V_{t} / T, h_{t} \equiv H_{t} / T$ and $d_{t} \equiv D_{t} / T$ that satisfy $v_{t}+h_{t}+d_{t}=1$ for all $t$. In addition, we define the density of engineers $e_{t}=E_{t} / T$ which, differently from the habitat fractions, may take on values greater than one. In terms of these intensive quantities, the above recursion equations are rewritten as

$$
\begin{align*}
e_{t+1} & =e_{t} \exp \left[r\left(1-e_{t} / h_{t}\right)\right]  \tag{5}\\
h_{t+1} & =(1-\delta) h_{t}+c\left(e_{t}\right) v_{t}  \tag{6}\\
v_{t+1} & =\rho\left(1-v_{t}-h_{t}\right)+\left[1-c\left(e_{t}\right)\right] v_{t} \tag{7}
\end{align*}
$$

where we have used $d_{t}=1-v_{t}-h_{t}$ and $c\left(e_{t}\right) \equiv C\left(T e_{t}\right)$.
To complete the model we must specify the density-dependent probability $c\left(e_{t}\right)$, which measures the engineers' efficiency to transform the virgin habitats into usable ones. The function $c\left(e_{t}\right)$ incorporates the collaboration and communication strategies that allowed the engineer ecosystems to build collective structures (e.g., termite mounds and anthills), which are their solutions to the external and internal threats to their survival [23-25]. For humans, this function incorporates the beneficial effects (from their perspective) of the technological advancements [26] that allowed a more efficient harvesting of natural resources. Alternatively, $c\left(e_{t}\right)$ can be viewed as a density-dependent resource depletion probability. Here we consider the function

$$
\begin{equation*}
c\left(e_{t}\right)=1-\exp \left(-\alpha e_{t}\right), \tag{8}
\end{equation*}
$$

where $\alpha>0$ is the productivity parameter, which measures the efficiency of the engineers in transforming natural resources into useful goods. For $\alpha \ll 1$ we have $c\left(e_{t}\right) \approx \alpha e_{t}$ and the
term responsible for the depletion of virgin habitats in Equation (7) becomes $\alpha e_{t} v_{t}$, indicating a low-technological organization where, in a finite population scenario, it would be necessary the direct contact between one engineer and one unit of virgin habitat in order to transform it in one unit of usable habitat [27]. For $\alpha \gg 1$, however, a few engineers can transform all the available virgin habitats in just a single generation.

The discrete-time population dynamics of the ecosystem engineers, given by the system of recursion Equations (5)-(8), exhibits a complex dependence on the model parameters ( $r, \delta, \rho$ and $\alpha$ ) that was studied in great detail in [12]. For instance, Figure 1 illustrates the dependence on the growth rate $r$ by showing the bifurcation diagram for the engineer density [28]. The period-doubling bifurcation cascade is expected since the source of nonlinearity of the population dynamics is Ricker's formula [21].


Figure 1. Bifurcation diagram for the local population dynamics (5)-(8) with parameters $\alpha=0.1$, $\delta=0.01$ and $\rho=0.005$. The points on the y -axis show the values of the engineer density visited asymptotically from all initial conditions with $e_{0}>0$.

Here our interest is on the nontrivial fixed-point solutions only, which are obtained by setting $e_{t+1}=e_{t}=e^{*}, h_{t+1}=h_{t}=h^{*}$ and $v_{t+1}=v_{t}=v^{*}$ in Equations (5)-(8). Assuming $e^{*}>0$ we have $h^{*}=e^{*}$ and $v^{*}=1-e^{*}(1+\delta / \rho)$ with $e^{*}$ given by the solution of the transcendental equation

$$
\begin{equation*}
\delta e^{*}=\left[1-\exp \left(-\alpha e^{*}\right)\right]\left[1-e^{*}(1+\delta / \rho)\right] . \tag{9}
\end{equation*}
$$

In the limit of small density, i.e., $e^{*} \ll 1$, this equation reduces to

$$
\begin{equation*}
e^{*} \approx \frac{1-\delta / \alpha}{1+\delta / \rho} \tag{10}
\end{equation*}
$$

and $v^{*}=\delta / \alpha$, indicating that this fixed point is physical for $\delta<\alpha$ only. As expected, $e^{*}$ increases with increasing $\alpha$ and $\rho$, and decreases with increasing $\delta$. Although Equation (9) does not depend on the growth rate $r$, large values of this parameter lead to the instability of the fixed point $e^{*}$ as illustrated in Figure 1. Finally, the trivial fixed point $e^{*}=0, h^{*}=0$ and $v^{*}=1$ is stable for $\delta>\alpha$. We refer the reader to Ref. [12] for the detailed analysis of the local stability of the fixed points of the recursion Equations (5)-(8) .

## 3. The Coupled Map Lattice Version of the Gurney and Lawton Model

The space-independent recursion Equations (5)-(8) govern the local or single-patch population dynamics, where, as already pointed out, a patch is a complete ecosystem (e.g., an isle) with the three types of habitats and a population of engineers. Those equations describe the growing phase of the population of engineers. Here we introduce another phase: the dispersal phase, which we assume takes place before the growing stage. In particular, we consider a system of $N$ patches (e.g., an archipelago) and allow the engineers to circulate among neighboring patches, such that a fraction $\mu$ of the population
in patch $i$ is transferred to the $K_{i}$ neighboring patches. Hence after the dispersal stage the population at patch $i$ is

$$
\begin{equation*}
E_{i, t}^{\prime}=(1-\mu) E_{i, t}+\mu \sum_{j} E_{j, t} / K_{j} \tag{11}
\end{equation*}
$$

where the sum is over the $K_{i}$ nearest neighbors of patch $i$. Note that since each term in the summation is divided by $K_{j}$, the fraction $\mu$ of the population lost by patch $j$ is equally divided among the $K_{j}$ neighboring patches. For simplicity, we assume that the total number of habitats $T$ is the same for all patches, so that the effect of dispersal on the density of engineers is given by

$$
\begin{equation*}
e_{i, t}^{\prime}=(1-\mu) e_{i, t}+\mu \sum_{j} e_{j, t} / K_{j} \tag{12}
\end{equation*}
$$

for patch $i=1, \ldots, N$. After dispersal of the engineers, the growing stage takes place within each patch according to the equations

$$
\begin{align*}
e_{i, t+1} & =e_{i, t}^{\prime} \exp \left[r\left(1-e_{i, t}^{\prime} / h_{i, t}\right)\right]  \tag{13}\\
h_{i, t+1} & =(1-\delta) h_{i, t}+c\left(e_{i, t}^{\prime}\right) v_{i, t}  \tag{14}\\
v_{i, t+1} & =\rho\left(1-v_{i, t}-h_{i, t}\right)+\left[1-c\left(e_{i, t}^{\prime}\right)\right] v_{i, t} \tag{15}
\end{align*}
$$

for $i=1, \ldots, N$. Together with Equation (12), these equations form a coupled map lattice (see, e.g., [29]) that describe the dynamics of the system of patches or metapopulation.

Since we are not interested on the formation of stationary spatial patterns, which for the Gurney and Lawton model appear only in the case the model parameters are such that the local dynamics (5)-(8) is chaotic [12], the only patch arrangements we will consider in this paper are chains with an odd number of patches and reflective boundary conditions (i.e., $K_{1}=K_{N}=1$ and $K_{i}=2, \forall i \neq 1, N$ ). In addition, we will focus on a colonization or invasion scenario where at generation $t=0$ only the central patch $i_{c}=(N+1) / 2$ of the chain is populated, whereas the other patches are composed entirely of virgin habitats (see, e.g., [16]). In particular, we set $e_{i_{c}, 0}=h_{i_{c}, 0}=v_{i_{c}, 0}=0.5$ and $e_{i, 0}=h_{i, 0}=0$, $v_{i, 0}=1$ for all $i \neq i_{c}$.

In the next section we will study the time dependence of the mean density of engineers,

$$
\begin{equation*}
\left\langle e_{t}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} e_{i, t}, \tag{16}
\end{equation*}
$$

and the mean fraction of virgin habitats,

$$
\begin{equation*}
\left\langle v_{t}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} v_{i, t}, \tag{17}
\end{equation*}
$$

in the regime where the local dynamics is attracted to the nontrivial fixed point $e^{*}>0$, so we do not need to worry about accuracy issues caused by the chaotic amplification of numerical noise [19].

## 4. Results

As our focus is on the time dependence of the global quantities $\left\langle e_{t}\right\rangle$ and $\left\langle v_{t}\right\rangle$, the results of this section are obtained solely through the numerical iteration of the coupled map lattice Equations (12)-(15). In addition, since we expect that the time to reach the borders of the chain scales linearly with the chain size $N$, the results are presented in terms of the rescaled time $t / N$.

Figure 2 shows the evolution of the mean density of engineers and the mean fraction of virgin habitats for several chain sizes $N$. It reveals the dramatic effect of the engineers' mobility, which allow the population to reach densities well above those the environment could support in a situation of equilibrium. The initial increase of the mean density $\left\langle e_{t}\right\rangle$ reflects the expansion phase of the engineers,
which is accompanied by the monotone decreasing of the unexplored patches, as expected. This expansion halts only when the engineers reach the borders of the chain and the end of the availability of unexplored virgin habitats results in a sharp drop on their density, which then quickly converges to the stationary value $\left\langle e_{\infty}\right\rangle=e^{*}$. This scenario is corroborated by Figure 3 that shows the colonization wavefronts at three distinct times. The reason the size of the engineer density drop decreases with increasing $N$ (see panel (a) of Figure 2) is simply because the contribution of the two high-density wavefronts is watered down by the equilibrium-density of the bulk of the chain. We note that the shape and height of the wavefronts are not affected by the chain size. The time evolution of the mean fraction of usable habitat is qualitatively similar to that shown in panel (a) for the density of engineers.


Figure 2. (a) Mean engineer density $\left\langle e_{t}\right\rangle$ as function of the rescaled time $t / N$; (b) Mean fraction of virgin habitats $\left\langle v_{t}\right\rangle$ as function of the rescaled time $t / N$. The chain sizes are $N=51$ (red line), $N=101$ (green line), $N=201$ (blue line) and $N=401$ (magenta line). The model parameters are $r=1, \alpha=1$, $\delta=0.1, \rho=0.01$ and $\mu=0.1$. The fixed point solution $e^{*} \approx 0.0814$ and $v^{*} \approx 0.1041$ obtained from Equation (9) is shown by the dashed horizontal lines.


Figure 3. Density of engineers in patch $i=1, \ldots, N$ at times $t / N=1$ (red line), $t / N=2$ (green line) and $t / N=3$ (blue line). The chain size is $N=201$ and the model parameters are $r=1, \alpha=1, \delta=0.1$, $\rho=0.01$ and $\mu=0.1$.

Figure 2 suggests a direct way to calculate the mean speed $v$ of the colonization wavefronts, which is defined as the ratio between the distance from the center to the borders of the chain (i.e., $N / 2$ ) and the time $\hat{t}$ to reach those borders, i.e.,

$$
\begin{equation*}
v=\frac{N}{2 \hat{t}} \tag{18}
\end{equation*}
$$

In fact, $\hat{t}$ can be easily estimated by the time at which $\left\langle e_{t}\right\rangle$ is maximum. For instance, for all the chain sizes shown in Figure 2, we find $\hat{t} / N \approx 2.46$, so that $v \approx 0.20$. This means that it is necessary about
five generations, on the average, for the wavefront peak to move between contiguous patches. Since the mean speed of the colonization wavefronts is very weakly influenced by the chain size, as illustrated in Figure 2, henceforth we will consider chains of size $N=201$ only.

Figure 4 shows the dependence of the wavefront mean speed $v$ on the growth rate $r$ and on the dispersal probability $\mu$. Although these two parameters have no effect whatsoever on the stationary solution $e^{*}$ and $v^{*}$, they have a strong influence on the speed the population colonizes the unexplored patches. The speed $v$ is a monotone increasing function of the dispersal probability $\mu$, as expected, and the rate of increase of $v$ decreases with increasing $\mu$. The dependence of $v$ on the growth rate $r$ is more interesting since it exhibits a non-monotone behavior, which is best seen in the figure for large values of the dispersal probability but that actually happens for all values of $\mu$. For instance, for $\mu=0.1$ (cyan curve in Figure 4) the maximum of $v$ occurs for $r \approx 0.9$ at which we find $v \approx 0.201$, whereas for $r=1.5$ we find $v \approx 0.195$. This variation is not perceptible in the scale of Figure 4 . Since only a fast growing population can guarantee a very large density at the borders of the expanding colony (see Figure 3) and hence take advantage of the neighboring unexplored patches, one should expect a steep increase of $v$ with increasing $r$, despite the fact that $r$ plays no role in the equilibrium situation. In fact, this is what one observes in Figure 4, provided that $r$ is not too large. The smooth decrease of $v$ for large $r$ is probably due to the negative feedback of a large growth rate on the engineer population when the available fraction of useful habitats is not large enough. In fact, the maximum wavefront speed observed in the figure is a result of a fine tuning between the growth rate $r$ and the potential to create usable habitats $\alpha$ from the virgin patches. Interestingly, although the first engineers to reach the virgin patches are doomed to extinction because there are no usable habitats in those patches (see Equation (13)), they build the usable habitats (see Equation (15)) for the next wave of migrants.


Figure 4. Mean speed of the colonization wavefronts $v$ as function of the growth rate $r$ for the dispersal probability $\mu=0.9$ (red line), 0.7 (green line), 0.5 (blue line), 0.3 (magenta line) and 0.1 (cyan line). The chain size is $N=201$ and the model parameters are $\alpha=1, \delta=0.1, \rho=0.01$.

We have verified that the mean speed $v$ of the colonization wavefronts is not influenced by the recovery probability $\rho$ of the degraded habitats, as expected. In fact, the capacity of recovery of the degraded habitats that are left far behind the invasion front is completely irrelevant for the survival and growth of the pioneers in the colonization front. The dependence of $v$ on the productivity rate $\alpha$ and on the decay probability $\delta$ is summarized in Figure 5. The results are restricted to the region $\alpha>\delta$ where we can guarantee the existence of a viable equilibrium population of engineers, i.e., $e^{*}>0$. The mean speed $v$ increases monotonically with $\alpha$ since the efficiency of the transformation of virgin habitats into usable habitats is crucial for the survival of the second wave of migrants in the colonization front, as pointed out before. In the same line of reasoning, if the recently created usable habitats decay too rapidly, then the colonization front will be delayed as shown in Figure 5. However, if the productivity $\alpha$ is large then the decay probability $\delta$ has only a negligible retarding effect on the mean speed of the wavefront.


Figure 5. Mean speed of the colonization wavefronts $v$ as function of the productivity rate $\alpha$ for the decay probability $\delta=0.1$ (red line), 0.3 (green line), and 0.5 (blue line). The curves are shown for $\alpha>\delta$ so that the population is viable at equilibrium, i.e., $e^{*}>0$. The chain size is $N=201$ and the model parameters are $r=0.5, \alpha=1, \rho=0.01$ and $\mu=0.9$.

The collapse of the population, which happens when there are no more virgin patches to be explored, can be made more spectacular by setting the model parameters such that the equilibrium population density is very small, i.e., $e^{*} \ll 1$. One way to achieve this is by setting $\rho \ll 1$ (see Equation (10)), resulting in the global measures $\left\langle e_{t}\right\rangle$ and $\left\langle v_{t}\right\rangle$ displayed in Figure 6. Let us consider first panel (b) of Figure 6 that shows the linear decrease of the fraction of virgin habitats with time, which ends when the colonization fronts reach the borders of the chain at time $t=\hat{t}$. At this moment we have $\left\langle v_{\hat{t}}\right\rangle \ll v^{*}$ and from then on the fraction of virgin habitats begins to increase very slowly following the time scale set by the recovery probability $\rho$ (this last stage is barely seen on the scale of the figure).


Figure 6. (a) Mean engineer density $\left\langle e_{t}\right\rangle$ as function of the rescaled time $t / N$; (b) Mean fraction of virgin habitats $\left\langle v_{t}\right\rangle$ as function of the rescaled time $t / N$. The dispersal probability is $\mu=0.9$ (red line), $\mu=0.1$ (green line), $\mu=0.01$ (blue line) and $\mu=0.001$ (magenta line) and the other model parameters are $r=1, \alpha=1, \delta=0.01, \rho=10^{-5}$. The chain size is $N=201$ and the fixed point solution is $e^{*} \approx 0.001$ and $v^{*} \approx 0.01$.

The time dependence of the density of engineers shown in panel (a) of Figure 6 is more instructive. The population with the highest mobility uses up the environmental resources quickly and reaches very high densities before plunging towards the low equilibrium density, whereas the population with the lowest mobility can maintain an average density value for a long time before exhausting the resources.

It is interesting that in this case the mean density of engineers exhibits a sort of metastable equilibrium, i.e., $\left\langle e_{t}\right\rangle$ is practically constant for a period of time significantly longer than the initial increase (see the blue and magenta curves in panel (a) of Figure 6), although the population is expanding through the unexplored patches.

The qualitative differences of the population density in these mobility extremes are easily understood with the aid of Figures 7 and 8 that show the population densities in each patch for $\mu=0.9$ and $\mu=0.001$, respectively. In fact, the reason the high mobility population (see Figure 7) attains such high densities before it collapses is simply that it reaches the borders before the usable habitats in the center of the chain can degrade appreciably. In the low mobility case (see Figure 8), the center of the chain is practically desert when the colonization front is moving towards the borders. The metastable equilibrium mentioned before is simply a consequence of the invariance of the shape (or, more pointedly, of the area) of the wavefronts, as the colonization fronts are the only places where usable habitats are found (the spatial distribution of usable habitats is indistinguishable from that of the engineers). We note that the density near the borders is higher than near the center of the chain because the usable habitats at the borders were created much later than those in the center and so had less time to decay into the degraded class.

Finally, we note that in the case of inviable patches, i.e., in the regime $\alpha<\delta$ where the nontrivial fixed point $e^{*}>0$ is unphysical and $e^{*}=0$ is stable, the colonization of the unexplored virgin patches fails and the engineers quickly go extinct. The reason is that the vast supply of unexplored patches is irrelevant if the production of usable habitats from them is not enough to balance the decay of the usable habitats into degraded habitats.


Figure 7. Density of engineers in patch $i=1, \ldots, N$ at times $t / N=0.5$ (red line), $t / N=1$ (green line) and $t / N=2$ (blue line). The chain size is $N=201$ and the model parameters are $r=1, \alpha=1, \delta=0.01$, $\rho=10^{-5}$ and $\mu=0.9$.


Figure 8. Density of engineers in patch $i=1, \ldots, N$ at times $t / N=1$ (red line), $t / N=4$ (green line) and $t / N=7$ (blue line). The chain size is $N=201$ and the model parameters are $r=1, \alpha=1, \delta=0.01$, $\rho=10^{-5}$ and $\mu=0.001$.

## 5. Discussion

The increase of the mean density of engineers $\left\langle e_{t}\right\rangle$ during the expansion phase of the colony is totally expected, of course, since as new patches are invaded by the engineers their overall density must increase. (We recall that in our scenario $\left\langle e_{t}\right\rangle$ varies from the arbitrarily set initial value $\left\langle e_{0}\right\rangle=0.5 / \mathrm{N}$ to the local equilibrium density $\left\langle e_{\infty}\right\rangle=e^{*}$, where $N$ is the number of patches.) What is surprising is that the transient density reaches values much larger than the equilibrium density and plunges sharply when the colonization front hits the boundary of the available space (see, e.g., Figure 6). This phenomenon was observed en passant in Ref. [12] for the regime of chaotic local dynamics, and was somewhat concealed by the difficulty of controlling the numerical accuracy of hundreds of chaotically oscillating coupled patches. Here we have offered a detailed analysis of the colonization process for the numerically more manageable dynamic regime where the sole attractors are fixed points.

We note that if we set the recovery probability $\rho$ of the degraded habitats to a small value, then the equilibrium population density $e^{*} \approx \rho(1 / \delta-1 / \alpha)$ will be small too (see Equation (10)), and since the maximum mean density $\left\langle e_{\hat{t}}\right\rangle$ does not depend on $\rho$, we get $e^{*} /\left\langle e_{\hat{t}}\right\rangle \sim \rho$, which implies a catastrophic reduction of the population density around time $\hat{t}$. This is the reason we liken the sharp drop of the population density when the supply of unexplored resources is exhausted (see Figures 2 and 6) to the collapse of ancient human societies that overexploited their environment [7]. In that sense, we offer an alternative to the view that a population collapse involves the relatively quick decline of a population, which is established in the habitat considered. In our perspective, a collapse involves a population reaching physical or technological boundaries so that it can no longer sustain its over increased size.

In the context of the collapse of human societies, our population dynamics model produces two outcomes that are worth emphasizing. The first result is that for low mobility values the disaster comes without warning since the mean density $\left\langle e_{t}\right\rangle$ is practically constant before the collapse (see the blue and magenta curves in panel (a) of Figure 6), and the width and height of the wavefront are constant before the colonization front hits the chain border (see Figure 8). The disaster arrival is also silent for high mobility values since the mean density $\left\langle e_{t}\right\rangle$ and the width of the wavefront of colonization are still increasing when the collapse occurs (see red and green curves in panel (a) of Figures 6 and 7). This accords with Diamond's interpretation of the archaeological records of collapsed civilizations [7]: "In fact, one of the main lessons to be learned from the collapses of the Maya, Anasazi, Easter Islanders, and those other past societies (as well as from the recent collapse of the Soviet Union) is that a society's steep decline may begin only a decade or two after the society reaches its peak numbers, wealth, and power."

The second consequence of our model is that overpopulation is a natural outcome of the nonlinear dynamics of the ecosystem engineer population expanding over unexplored habitats. A rough global measure of the overpopulation at time $t$ is given by the ratio $\left\langle e_{t}\right\rangle / e^{*}$ that equals one in the equilibrium situation. We note, however, that the local engineer density in the patches that are part of the colonization front are much higher than the overall mean density (see Figures 3, 7 and 8). This is so because the second wave of migrants finds empty patches composed mostly of usable habitats (meaning a large carrying capacity) that resulted from the work of the extinct first wave of migrants on the original virgin habitats.

As a cautionary note on the adequacy of our approach to describe human populations, we should mention that the discrete-time map (5)-(8) assumes non-overlapping generations, which is clearly not the case for humans. Our justification to use this approach is a pragmatic one: discrete-time maps can easily be extended to describe space-dependent problems, resulting in coupled map lattices that can be thoroughly studied numerically. In addition, since here we consider the regime where the only attractors are stable fixed points, we do not expect any significant differences between the discrete and the continuous time approaches. In this line, we note that replacing Ricker model, Equation (1), with a model that prevents large fluctuations on the population size, such as the Beverton-Holt model [30], yields qualitatively the same results as those reported here, supporting thus our conjecture that our findings are robust to model details.

We find it quite remarkable that the model proposed by Gurney and Lawton to study the population dynamics of ecosystem engineers [8], which seems to have been developed with an eye on the ecology of beavers [3], could provide such interesting insights on the collapse dynamics of past human societies, without incorporating specific traits of those societies [7]. For instance, one such a trait is existence of ruling elites that parasitize on the large mass of producers (commoners), using their workforce to produce luxury items and religious monuments [10]. This feature could easily be incorporated in our model by requiring that only the commoners modify the virgin habitats and that the elite members use a disproportionally large amount of usable habitats. Another interesting possibility for future research is the introduction of multiplicative noise affecting the availability of virgin habitats aiming at modeling the effects of droughts and bonanzas in our model ecosystem [31,32]. Nonetheless, our results show that the collapse of an expanding population of ecosystem engineers seems to be a robust, unavoidable consequence of the nonlinear feedback between the population and environment variables, so a more detailed modeling of human societies will probably have little effect on our findings.
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#### Abstract

Semi-arid ecosystems made up of patterned vegetation, for instance, are thought to be highly sensitive. This highlights the importance of understanding the dynamics of the formation of vegetation patterns. The most renowned mathematical model describing such pattern formation consists of two partial differential equations and is often referred to as the Klausmeier model. This paper provides analytical and numerical investigations regarding the influence of different parameters, including the so-far not contemplated evaporation, on the long-term model results. Another focus is set on the influence of different initial conditions and on environmental noise, which has been added to the model. It is shown that patterning is beneficial for semi-arid ecosystems, that is, vegetation is present for a broader parameter range. Both parameter variability and environmental noise have only minor impacts on the model results. Increasing mortality has a high, nonlinear impact underlining the importance of further studies in order to gain a sufficient understanding allowing for suitable management strategies of this natural phenomenon.
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## 1. Introduction

Vegetation patterns have been observed in many semi-arid regions in Africa, Australia, North America, South America, and Asia [1]. They were first described in 1941 [2]. In the 1950s, the occurrence and the spatial distribution of these patterns were investigated on the basis of air photographs (e.g., [3]). It has been reported that periodic patterns at the border between semi-arid and arid climates are even omnipresent [4]. The diversity in patterns makes pattern formation in arid and semi-arid areas an interesting case study for pattern formation in ecology [5]. Furthermore, semi-arid regions are highly dynamic (e.g., [6]), which makes them an intriguing research area in general.

Different soil types supporting pattern formation exist, such as clay, sand and silt [7]. Various shapes of vegetation patterns, such as circles (e.g., [8]), spots (e.g., [9]), and stripes, arcs or labyrinths (e.g., [10]) where bare ground and vegetated bands alternate have been reported. The patterns can be formed by plants such as grass, shrubs or trees [11]. Observations showing transitions from anisotropic vegetation spots that elongate [12] to isotropic banded patterns with increasing slope exist (e.g., [11]). With decreasing precipitation, a successive transition from homogeneous vegetation over gaps, labyrinths and spots to a bare desert state has been observed [13]. The last step from vegetation spots to the bare desert state is commonly abrupt and is referred to as a catastrophic shift [14], which can be theoretically explained by the existence of two alternative stable states [15]. Recent studies suggest that this transition can be investigated on satellite images and can be used to retrieve information about imminent regime shifts [16]. The wavelength of banded patterns tends to decrease with increasing
slope and water input [7]. Some banded patterns show a slow uphill movement [17]. However, as a result of the slow speed, long-term data is necessary for reliable measurements. Usually, banded patterns form perpendicularly to the contour, but patterns parallel to the contour can also form under certain external impacts [18].

Early studies explain the formation of vegetation structures with the concept of islands of fertility (e.g., [19]). However, this does not give an appropriate explanation for the development [20]. More recent studies state that patterns emerge as a result of the coupling of reaction, diffusion and advection processes. Precipitation is not sufficient to ensure homogeneous vegetation in such areas. Thus, rainfall is the limiting factor of production [21], only allowing a bare desert state or patterned vegetation. The patterned vegetation facilitates the redistribution of the resource water [22] through diffusion and advection, yielding higher total plant biomass in comparison with homogeneous vegetation [23]. Furthermore, vegetation patterns can enhance accessibility of nutrients [24]. However, we note that different kinds of patterns can be observed within relatively small areas, which makes precipitation as the sole driving factor unlikely [20].

Different methods to model pattern formation and that describe this phenomenon by instabilities of uniform states exist [5]. Two common approaches are scale-dependent feedbacks (e.g., [25]) and competition for scarce resources (e.g., [26]). In the case of scale-dependent feedbacks, the range of facilitation must be shorter than the range of competition [11]. This is comparable to well-known systems with short-range activation and long-range inhibition in reaction-diffusion models [27,28]. In the case of vegetation pattern formation, the short-range activation can be given by increased soil permeability and shading of the plants, while the long-range activation can be given by growing roots competing for resources (e.g., [29]). However, we note that other approaches, such as stochastic models, explaining pattern formation as a consequence of noise-induced environmental fluctuations also exist (for a detailed review, see [1]). A large number of researchers have modelled the feedback between biomass growth and water use leading to pattern formation in semi-arid areas (e.g., [1,25,26,30,31]). More recent studies have also been focussing on the impact of heterogeneous environments [32] and heterogeneities in parameters [33] on pattern formation. They have pointed out that large patch sizes are a precondition for the widely considered self-organization [32].

Although many models describing pattern formation do already exist, the underlying mechanisms are still unclear. This article deals with the well-known reaction-diffusion-advection model by Klausmeier [30], which describes two-dimensional vegetation pattern formation as a function of the resource water. This model is commonly referred to as the Klausmeier model. It produces vegetation patterns that are banded if a gentle slope exists without any other environmental heterogeneities.

The aim of this study is to investigate whether variability or a change in different external conditions such as rainfall, evaporation or plant mortality has any influence on the system dynamics in a qualitative or in a quantitative manner. Here, the main focus is on the long-term dynamics of the model. To investigate the influence of variability in precipitation is particularly interesting, because constant rainfall is a strong assumption, as semi-arid areas are characterized by variable precipitation [34]. Periodicity can indeed have a strong influence on biomass dynamics [23]. Studies focussing on variability in precipitation already exist. However, the therein observed influence on the model behaviour is attributable either to model extensions of the Klausmeier model (e.g., [35]) or to a more detailed model structure (e.g., [36]). Therefore, it is interesting to investigate whether an influence on the classical Klausmeier model also exists. An investigation of the impact of changes in mean precipitation is particularly interesting because of its high influence on vegetation. However, it is still unclear how precipitation changes. Between 1955 and 2003, the total precipitation has been decreasing in western central Africa [37]. However, Leauthaud et al. [38] state that changes of $-15 \%$ up to $+8 \%$ in precipitation in semi-arid areas might be realistic depending on the scenario. Observations show that with high values of precipitation, a uniform plant distribution is reached, while at low values of precipitation, interactions between plants supporting self-organization are impossible because of the low biomass values [23]. Furthermore, the investigation of increasing mortality is justified as
human pressure on the vegetation due to land use tends to increase, which augments the risk of desertification [39]. Evaporation might change as a result of its dependency on temperature, which is why the investigation of the three parameters, precipitation, evaporation, and mortality, is important. The detailed investigations of the impact of various model parameters can be further compared with observations and can help to validate the structure of the model. Furthermore, it can help in understanding and ranking the possible influence of climate change and human impacts on semi-arid ecosystems in different stages of development as a result of the extensive parameter studies, which might provide information for a better-suited resource management.

This paper is structured as follows: Section 2 describes the Klausmeier model and analyses it regarding the existence and stability of equilibria. The numerical results are described in Section 3 and are discussed and interpreted in Section 4 . Section 5 closes with a summary of the main conclusions.

## 2. Model and Methods

### 2.1. Model Description

The classical Klausmeier model consists of two coupled nonlinear partial differential equations representing water and biomass dynamics. It is described by Equation (1) with $A(T)=A$ :

$$
\begin{align*}
& \frac{\partial N}{\partial T}=J R W N^{2}-M N+D\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) N  \tag{1a}\\
& \frac{\partial W}{\partial T}=A(T)-L W-R W N^{2}+V \frac{\partial W}{\partial Y} \tag{1b}
\end{align*}
$$

The plants can grow on a two-dimensional domain with $(X, Y) \in \mathbb{R}^{2}$. Plant biomass grows through water uptake with a yield $J$. Plant mortality is given by $M N$. Furthermore, plants can spread through diffusion $D\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) N$. The precipitation parameter $A(T)$ increases the amount of water $W$ homogeneously in each grid cell. In the original model, precipitation is assumed to be constant (see [30]), while in this study, it can be time-dependent, as this is a strong characteristic feature in semi-arid areas [34]. The loss of water is divided into evaporation $L W$ with a rate $L$ and water uptake by plant biomass $R W N^{2}$. Water advection $V \frac{\partial W}{\partial Y}$ only takes place in the downhill direction.

For numerical investigations, the model has been nondimensionalized in two different ways (see Appendix A). The nondimensionalized model used for the investigation of the influence of the precipitation and the mortality is given by

$$
\begin{align*}
\frac{\partial n}{\partial t} & =w n^{2}-m n+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) n  \tag{2a}\\
\frac{\partial w}{\partial t} & =a(t)-w-w n^{2}+v \frac{\partial w}{\partial y} \tag{2b}
\end{align*}
$$

The nondimensionalized model for the investigation of the influence of the evaporation is given by

$$
\begin{align*}
\frac{\partial n}{\partial t} & =w n^{2}-m n+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) n  \tag{3a}\\
\frac{\partial w}{\partial t} & =1-l w-w n^{2}+v \frac{\partial w}{\partial y} \tag{3b}
\end{align*}
$$

To obtain shorter computing times and to facilitate interpretations, the one-dimensional model has been used in the analyses throughout this paper:

$$
\begin{align*}
\frac{\partial n}{\partial t} & =w n^{2}-m n+\frac{\partial^{2} n}{\partial y^{2}}  \tag{4a}\\
\frac{\partial w}{\partial t} & =1-l w-w n^{2}+v \frac{\partial w}{\partial y} \tag{4b}
\end{align*}
$$

This means that plant diffusion only takes place parallel to the advection. To use the one-dimensional model is justified because the long-term behavior is considered and after sufficiently long simulation times, there does not exist any difference in the $x$-direction. This is due to the balancing effect of diffusion in the absence of a Turing instability.

### 2.2. Nonspatial Equilibria

The conditions for the spatially homogeneous equilibria are given by

$$
\begin{align*}
& \frac{\partial w}{\partial t}=a-w-w n^{2}=0  \tag{5a}\\
& \frac{\partial n}{\partial t}=w n^{2}-m n=0 \tag{5b}
\end{align*}
$$

The semi-trivial solution $n_{1}^{*}=0$ and $w_{1}^{*}=a$ corresponds to a completely bare state in a biological sense. The non-trivial solutions are given by

$$
\begin{align*}
w_{2,3}^{*} & =\frac{a}{2} \pm \sqrt{\frac{a^{2}}{4}-m^{2}}  \tag{6a}\\
n_{2,3}^{*} & =\frac{2 m}{a \pm \sqrt{a^{2}-4 m^{2}}} \tag{6b}
\end{align*}
$$

Imaginary solutions do not make biological sense here wherefore the square roots have to be positive. Figure 1 shows a bifurcation diagram of the system for the control parameter $a$.


Figure 1. The bifurcation diagram for the control parameter $a$ with $m=0.45$ is shown. SN indicates the saddle-node bifurcation point. Red lines indicate stable equilibria, while the blue line indicates unstable equilibria.

The non-trivial equilibria only exist if $a \geq 2 \mathrm{~m}$, and $a=2 \mathrm{~m}$ corresponds to a saddle-node bifurcation point. In this case, only two equilibria exist. If $a<2 \mathrm{~m}$, only the completely bare state
exists. Graphically, the reason for the vanishing of the non-trivial equilibria at low precipitation values lies in the flatter curve shape of the water nullcline with decreasing $a$ (see Figure A1).

To investigate whether the equilibria are stable, the Jacobian matrix $J$ is considered. The Jacobian is given by

$$
J=\left(\begin{array}{cc}
-n_{i}^{* 2}-1 & -2 w_{i}^{*} n_{i}^{*}  \tag{7}\\
n_{i}^{* 2} & 2 w_{i}^{*} n_{i}^{*}-m
\end{array}\right)
$$

For the semi-trivial equilibrium, the Jacobian reads

$$
J_{t}=\left(\begin{array}{cc}
-1 & 0  \tag{8}\\
0 & -m
\end{array}\right)
$$

The eigenvalues of $J_{t}$ are thus $\lambda_{J_{t}, 1}=-1$ and $\lambda_{J_{t}, 2}=-m$. As $m=M L^{-1}$ and $M>0 \wedge L>0$, both eigenvalues are real and negative. This means that the desert state is a stable node.

The eigenvalues of the non-trivial equilibria can be calculated by

$$
\operatorname{det}\left(\begin{array}{cc}
-n_{i}^{* 2}-1-\lambda & -2 w_{i}^{*} n_{i}^{*}  \tag{9}\\
n_{i}^{* 2} & 2 w_{i}^{*} n_{i}^{*}-m-\lambda
\end{array}\right)=0
$$

With $w^{*}=\frac{m}{n^{*}}$, Equation (9) simplifies to

$$
\operatorname{det}\left(\begin{array}{cc}
-n_{i}^{* 2}-1-\lambda & -2 m  \tag{10}\\
n_{i}^{* 2} & m-\lambda
\end{array}\right)=0
$$

This leads to the eigenvalues

$$
\begin{equation*}
\lambda_{ \pm}=-\frac{1}{2}\left(1+n_{i}^{* 2}-m\right) \pm \sqrt{m\left(1-n_{i}^{* 2}\right)+\frac{1}{4}\left(1+n_{i}^{* 2}-m\right)^{2}} \tag{11}
\end{equation*}
$$

Stability can further be investigated using the approach from Siteur et al. [40]. Equation (11) has the form

$$
\begin{equation*}
\lambda_{ \pm}=\alpha \pm \sqrt{\beta+\alpha^{2}} \tag{12}
\end{equation*}
$$

Table 1 shows the real parts of the eigenvalues of the Jacobian for the form given by Equation (12).
Table 1. Real parts of the eigenvalues of the Jacobian as a function of $\alpha$ and $\beta$. $\lambda_{+}$refers to the addition of the square root, while $\lambda_{-}$refers to the subtraction of the square root in Equation (12).

\[

\]

Positive $\beta$ always yields a node or a saddle point. The lower non-trivial equilibrium is a saddle point, as positive values of $\beta$ always refer to real parts of the eigenvalues with different signs. This holds because Equation (13) is true for $m>0$ and $a>2 \mathrm{~m}$, which is already a condition for the existence of the non-trivial equilibria:

$$
\begin{equation*}
\beta=m\left[1-\left(\frac{2 m}{a+\sqrt{a^{2}-4 m^{2}}}\right)^{2}\right]>0 \tag{13}
\end{equation*}
$$

If $\beta<0$, the real parts of the eigenvalues will have the same signs. If they are negative, equilibria will be stable. Otherwise, equilibria will be unstable. Therefore, for stability of the larger equilibrium, Equations (14) and (15) must hold:

$$
\begin{align*}
& \beta=m\left[1-\left(\frac{2 m}{a-\sqrt{a^{2}-4 m^{2}}}\right)^{2}\right]<0  \tag{14}\\
& \alpha=-\frac{1}{2}\left[1+\left(\frac{2 m}{a-\sqrt{a^{2}-4 m^{2}}}\right)^{2}-m\right]<0 \tag{15}
\end{align*}
$$

$\beta$ is negative if $m>0$ and $a>2 \mathrm{~m} ; \alpha$ is negative if $0<m \leq 1$ and $a \geq 2 \mathrm{~m}$. Because different values of $m$ do not make biological sense, and because $a<2 \mathrm{~m}$ does not yield the existence of the non-trivial equilibrium, the higher non-trivial equilibrium is stable.

### 2.3. Differential Flow-Induced Instability

If diffusion exists in a system and the diffusion constants differ, a Turing instability can occur under certain circumstances (for a detailed review, see, e.g., [41]). In this system, diffusion only exists in the differential equation describing biomass dynamics. Hence, a Turing instability is not possible.

Besides diffusion, a differential flow exists in the model. This means that advection of biomass and advection of water differ, which can result in instabilities. In the following, this is investigated on the basis of the method described in Rovinsky and Menzinger [42].

Assuming small perturbations:

$$
\begin{align*}
n(y, t) & =n^{*}+n^{\prime}(y, t)  \tag{16a}\\
w(y, t) & =w^{*}+w^{\prime}(y, t) \tag{16b}
\end{align*}
$$

yields the following expressions for the one-dimensional model:

$$
\begin{align*}
& \frac{\partial n^{\prime}}{\partial t}=2 w n n^{\prime}+w n^{\prime 2}+w^{\prime} n^{2}+2 n w^{\prime} n^{\prime}+w^{\prime} n^{\prime 2}-m n^{\prime}+\frac{\partial^{2} n^{\prime}}{\partial y^{2}}  \tag{17}\\
& \frac{\partial w^{\prime}}{\partial t}=-w^{\prime}-w n^{2}-2 w n n^{\prime}-w n^{\prime 2}-w^{\prime} n^{2}-2 w^{\prime} n n^{\prime}-w^{\prime} n^{\prime 2}+w n^{2}+v \frac{\partial w^{\prime}}{\partial y} \tag{18}
\end{align*}
$$

We note that the consideration of the one-dimensional model might overestimate the stability [43]. As we consider small perturbations, we can ignore terms that are nonlinear in terms of $n^{\prime}$ and $w^{\prime}$. This leads to Equation (19) for the evolution of the perturbations:

$$
\binom{\frac{\partial n^{\prime}}{\partial t}}{\frac{\partial w^{\prime}}{\partial t}}=A\binom{n^{\prime}}{w^{\prime}}+\left(\begin{array}{cc}
D & 0  \tag{19}\\
0 & 0
\end{array}\right)\binom{\frac{\partial^{2} n^{\prime}}{\partial y^{2}}}{\frac{\partial^{2} w^{\prime}}{\partial y^{2}}}+\binom{0}{v}\binom{\frac{\partial n^{\prime}}{\partial y}}{\frac{\partial w^{\prime}}{\partial y}}
$$

where $A$ is the Jacobian evaluated at the steady state with $a_{i, j}$ being the entries of the matrix. Non-uniform perturbations that are exponential in time given by Equation (20) are applied:

$$
\begin{align*}
n^{\prime}(y, t) & =e^{\lambda t+\mathrm{i} k y}  \tag{20a}\\
w^{\prime}(y, t) & =e^{\lambda t+\mathrm{i} k y} \tag{20b}
\end{align*}
$$

with $\lambda$ being the perturbation growth rate, $k$ being the wavenumber, and $i$ being the imaginary unit. Equation (21) is the eigenvalue equation:

$$
\operatorname{det}(M)=\left|\begin{array}{cc}
a_{11}-D k^{2}-\lambda & a_{12}  \tag{21}\\
a_{21} & a_{22}+\mathrm{i} k v-\lambda
\end{array}\right|=0
$$

The eigenvalues $\lambda_{ \pm}$are given by

$$
\begin{equation*}
\lambda_{ \pm}=\frac{1}{2}\left(\operatorname{tr}(M) \pm \sqrt{\operatorname{tr}(M)^{2}-4 \operatorname{det}(M)}\right) \tag{22}
\end{equation*}
$$

with

$$
\begin{align*}
\operatorname{tr}(M) & =a_{11}+a_{22}-D k^{2}+\mathrm{i} k v  \tag{23}\\
\operatorname{det}(M) & =\operatorname{det}(A)-a_{22} D k^{2}+\mathrm{i} k v\left(a_{11}-D k^{2}\right) \tag{24}
\end{align*}
$$

The saddle point is unstable against homogeneous perturbations and hence will not be further considered. To obtain instability in the non-trivial equilibrium, which is stable against homogeneous perturbations, the real part of one eigenvalue needs to be positive. This depends on the wavenumber $k$, on the slope $v$, on the mortality rate $m$ and on the precipitation parameter $a$, which determine the stationary state. Figure 2 shows the dependence of the real part of the higher eigenvalue on these parameters.而


Figure 2. The dependence of the differential flow-induced instability on the wavenumber $k$, precipitation parameter $a$, slope $v$ and mortality rate $m$ is shown. Other parameters are given by the reference parameters for grass ( $a=2, m=0.45$, and $v=182.5$ ). The region of instability is restricted by the white line. The figure at the bottom right shows separately the dependence of the differential flow instability on the wavenumber for the reference values.

We note that the existence of the non-trivial equilibrium is restricted by $a \geq 2 \mathrm{~m}$. One can see that a differential flow-induced instability exists for the reference values. However, applying precipitation, slope and mortality values beyond a certain threshold leads to homogeneous vegetation.

The wavenumber corresponding to the maximum eigenvalue can be an indicator for the wavelength because it represents the fastest growing mode [44]. Hence, it can be seen that the wavelength tends to decrease with increasing precipitation and tends to increase with increasing
mortality. The influence of the slope is weaker. However, a small increase in wavelength occurs for increasing slope.

We note that complex eigenvalues result in traveling waves for which the velocity can be calculated [41]. This corresponds to the uphill migration in this model. However, the analytical investigation lies beyond the scope of this study. The interested reader may find further information regarding the analytical treatment of wavetrains in the Klausmeier model in Sherratt [45].

### 2.4. Considered Parameters

The nondimensionalized parameters $a, m$ and $l$ are considered for precipitation, mortality, and evaporation, respectively. In fact, these parameters depend on various ecological parameters. Nonetheless, they are proportional to their dimensioned counterparts. Hence, it is justified to use these parameters for the numerical investigations. The default values shown in Appendix B were used for all other parameters.

### 2.5. Precipitation Model

The function modeling variability in precipitation in this study is given by

$$
\begin{equation*}
a(t)=\max \left\{6.2832 \cdot \sin \left(\frac{2 \pi t}{12}+\frac{2 \pi}{12}(12-4.5)\right), 0\right\} \tag{25}
\end{equation*}
$$

This should represent both the dry character of semi-arid areas and the periodicity in precipitation observed in many semi-arid regions, that is, monsoonal and mediterranean rain [23]. The data on which the precipitation model is based is shown in Appendix C. The factor 6.2832 is used to obtain a mean value of $a=2$ to ensure comparability between the results with variable and constant precipitation. The maximum function is used to consider only the positive part of the sine function. This represents the semi-aridity.

### 2.6. Stochasticity

Besides including variability in precipitation, the addition of environmental noise to reduce the dependence of the model on initial conditions is analyzed in this study. This can be done by the following:

$$
\begin{equation*}
\frac{\partial n_{i}^{j}}{\partial t}-\frac{\partial^{2} n_{i}^{j}}{\partial y^{2}}=f\left(n_{i}^{j}, w_{i}^{j}\right)+g\left(n_{i}^{j}\right) \eta_{i}^{j} \tag{26}
\end{equation*}
$$

Here, $n_{i}^{j}$ represents the value of the plant biomass at time-step $i$ and cell $j$. The term $\eta_{i}^{j}$ represents white noise distributed as a normal distribution with $\mathcal{N}(0,1) ; g\left(n_{i}^{j}\right)$ represents the density-dependent noise intensity. This shrinks with increasing biomass, which can be justified by the assumption that low biomass is more prone to environmental fluctuations, while larger population sizes have a stabilizing effect [46]. The function that describes the density-dependent noise intensity is given by

$$
\begin{equation*}
g\left(n_{i}^{j}\right)=\mu \cdot 0.8^{n_{i}^{j}} \tag{27}
\end{equation*}
$$

The choice of the function $g\left(n_{i}^{j}\right)$ is arbitrary to a certain extent. It is a trade-off between a function that is not too high at high biomass values to destroy the shape of the biomass peaks, on the one hand, and a function that is still high enough at lower biomass values to support the formation of a new biomass peak, on the other hand.

### 2.7. Numerical Treatment

We consider a one-dimensional domain $[0, L]$ with $\mathrm{d} x=0.5$ and $L=100 / \mathrm{d} x$ representing 50 m in dimensional terms. As initial values, every grid cell has an amount of water $w_{i n i}=5$ and a biomass
that is given by a uniformly distributed random number in the interval [0.2, 0.4]. This is arbitrary to some degree. For the building up of biomass due to the positive biomass feedback loop, $n>1$ is necessary in the first steps. This is achieved by the high initial water values but could also be achieved by random initial conditions with $n>1$.

For the numerical solution of the model, the equations were discretized via the explicit Euler method with $h=10^{-3}$ as the step size. The Forward-Time Central-Space (FTCS) explicit method has been used for diffusion and the Lax-Wendroff scheme has been used for advection. Periodic boundary conditions:

$$
\begin{align*}
n(0) & =n(L), & n^{\prime}(0) & =n^{\prime}(L)  \tag{28}\\
w(0) & =w(L), & w^{\prime}(0) & =w^{\prime}(L)
\end{align*}
$$

were used. This is biologically reasonable if one considers the grid as a particular section of the slope. For the numerical solution of the stochastic differential equation given by Eqaution (26), the Euler-Maruyama scheme has been applied (see [47]).

Unless otherwise stated, all data processing in this study was performed using Mat [48]. The data points for the uniform states in the bifurcation diagrams were calculated with the software XPPAUT [49]. Figures were drawn with Tikz [50].

## 3. Numerical Results

### 3.1. Precipitation

Figure 3 shows the impact of variations in variable and constant rainfall on existing vegetation patterns.


Figure 3. Results of the one-dimensional Klausmeier model after 1500 time-steps (to neglect transient dynamics) are shown for variable and constant precipitation. Resulting biomass peaks are shown for different values of mean precipitation. The maximum of plant biomass is located at 12.5 m uphill distance for each run to facilitate comparison and interpretation. As initial conditions, four peaks resulting from a model run with $\bar{a}=2$ have been used.

In both cases, the system is in a state with four peaks (initial state) for a broad parameter range. In the case of variable precipitation, a critical precipitation value exists at which the four peaks vanish and homogeneous vegetation emerges. On the contrary, the system with constant precipitation shows a period doubling before homogeneous vegetation emerges. Considering lower parameter values of $a$, period halving in both cases can be observed. The critical values at which the period halving occurs are slightly different however. Furthermore, a critical value exists beyond which the bare desert state emerges.

Figure 4 shows the dependence of biomass patterns on the precipitation with constant random initial conditions.


Figure 4. Results of the one-dimensional Klausmeier model after 1500 time-steps are shown for variable and constant precipitation. Resulting biomass peaks are shown for different values of mean precipitation. The maximum of plant biomass is located at 12.5 m uphill distance for each run. Random initial conditions have been used. Initial conditions have been the same for every value of $\bar{a}$.

In contrast to Figure 3, period doubling cannot be observed. Higher values of $\bar{a}$ lead to successive increases in the number of maxima in plant biomass. The parameter ranges in which certain numbers of peaks occur differ from those of Figure 3. However, four peaks are still the preferred state of the system. Variable and constant precipitation show the same general behavior. Nevertheless, the exact values at which certain numbers of maxima occur differ.

### 3.2. Stochasticity

To reduce the influence of the initial conditions on the wavenumber, stochasticity can be added to the model. We note that various numerical investigations have been made for different stochastic terms and for variable and constant precipitation. However, there have been no qualitative differences in the results of the model.

Figure 5 shows the long-term results of the one-dimensional model for different values of $a$ and random initial conditions.


Figure 5. Results of the one-dimensional Klausmeier model after 1500 time-steps are shown for constant precipitation. Resulting biomass peaks are shown for different values of the parameter $a$. The maximum of plant biomass is located at 12.5 m uphill distance for each run. Varying random initial conditions have been used. For the generation of the left plot, the stochastic differential equation given by Equation (26) has been used for calculation of the plant biomass.

Clearly, there is no qualitative difference between the results of the model with noise and the results of the model without noise in terms of the wavenumber. Both cases show varying wavenumbers for different initial conditions. However, there are some parameter regions in which the model with noise leads to different wavenumbers in comparison with the model without noise.

### 3.3. Effect of Pattern Formation

As a result of the patterned vegetation, precipitation can be significantly lower while mortality and evaporation can be significantly higher before yielding the bare desert state. This is illustrated in the bifurcation diagrams in Figure 6.


Figure 6. Bifurcation diagrams for different control parameters are shown. Red lines indicate stable equilibria, while the blue lines indicate unstable equilibria. The dashed line indicates the mean biomass with random initial conditions, while the dotted line indicates the mean biomass with four peaks as initial conditions. The square, the triangle, and the circle indicate the mean biomass for lower values of precipitation and higher values of mortality or evaporation with larger domain size and one biomass peak as initial conditions.

The biomass of the patterned state is in the same order of magnitude as the biomass of the uniform equilibrium in all cases. Furthermore, one can see that the wavenumber and hence the shift to the bare desert state depend on the size of the domain.

Below $a \approx 0.18$, the bare desert state is always reached, independent of the domain size and the initial conditions.

The transition to the bare desert state takes place at a significantly higher mortality in the case of existing patterns as initial conditions. The lowest value leading to pattern formation and the lowest
value preserving an existing pattern differ by a factor of approximately 2 for a domain size of 50 m . Applying larger domain sizes enhances the parameter range yielding patterns for the case of one peak as initial conditions until approximately $m=3.4$. Larger domain sizes have no effect in the case of random initial conditions yielding a factor of 3.1.

The lowest value of the evaporation rate leading to pattern formation differs from the lowest value preserving an existing pattern by a factor of 4.5. Applying only one peak as initial conditions yields a factor of 5.4. However, in the case of lower wavenumbers or larger domains, the mean biomass decreases sharply.

## 4. Discussion

### 4.1. Influence of Variable Precipitation

The formation of vegetation patterns can be achieved by variable and constant precipitation with some minor quantitative differences. Thus, parameter variability has only limited impacts on the model behavior in the case of precipitation.

The existing pattern as initial conditions persists over a broad parameter range. This supports the prevailing view of the necessity of improved environmental conditions for the reverse transition (e.g., [5]). The lowest precipitation value leading to pattern formation and the lowest precipitation value preserving existing patterns differ by a factor of 0.7 and are thus in accordance with the factor provided by Sherratt and Lord [51]. This can be explained as follows. In the case of random initial conditions, the strongest initial perturbation builds up to a biomass peak. In the case of existing patterns as initial conditions, the disturbances are very small. Thus, the strongest perturbation cannot build up quickly enough. If $n_{\max }<1$, the quadratic biomass term does not lead to fast biomass growth. Hence, the major perturbation has to be large enough to support a single biomass peak before the biomass drops under a critical value. This is not the case for random initial conditions.

Starting with random initial conditions, higher wavenumbers can occur in the case of constant precipitation. This can be explained as follows. Let a weak disturbance in plant biomass exist. In the case of variable precipitation, the year starts with a drought period. This can lead to biomass near to extinction before the rainy season begins. Conversely, in the case of constant precipitation, no drought period exists. Therefore, the biomass disturbance can lead to a biomass peak. This means that the initial biomass $n$ must have a value that supports biomass growth with the given amount of water. Mathematically, this can be obtained by Equation (30) in the case of constant precipitation, keeping in mind that $n \geq 0$ :

$$
\begin{equation*}
w n^{2}-m n>0 \longrightarrow w n>m \tag{30}
\end{equation*}
$$

Furthermore, biomass needs to be sufficiently small so as not to build up enough in the rainy season. This means that Equation (31) must hold in the case of variable precipitation:

$$
\begin{equation*}
w n-\left.m\right|_{\text {rainy }}<m-\left.w n\right|_{\text {drought }} \tag{31}
\end{equation*}
$$

As $w>m$ in the rainy season, this implies that the initial drought must lead to $n \ll 1$. The critical value depends on the length of the rainy season and precipitation in the rainy season.

We note that the influence of drought periods has also been investigated. However, the resulting figures are not of major significance; thus, they are not shown in this paper. Applying an already established pattern as initial conditions, the system remains in this state without changing the wavenumber unless the drought period leads to extinction.

### 4.2. Dependence on Initial Conditions

Applying varying random initial conditions for the same precipitation value, a strong dependence of the system behavior on the initial conditions became evident. An explanation for this dependence
could be that two prerequisites for the formation of a biomass peak exist. First, a disturbance in biomass is needed so that biomass can build up. Second, a sufficiently large amount of water is required. Because in Figure 5 different initial conditions for each value of $a$ have been applied, disturbances in biomass differ. If the amount of water in the system is large enough to support a specific wavenumber but no disturbance large enough and remote enough from the neighboring disturbance exist, biomass cannot build up. To overcome this shortcoming of the one-dimensional model, a stochastic term representing environmental noise has been added. This shows only a weak influence. On the one hand, the fact that multiplicative noise with zero mean has been used ensures that biomass cannot become negative and the noise does not add biomass to the system. On the other hand, this results in the fact that the effect is a maximum in regions with high biomass. Negative noise effects in those regions do not change the long-term behavior, because the diffusion of the neighbored cells is too high. Conversely, in the regions with low biomass, in which new biomass peaks should build up if precipitation is high enough to ensure a higher wavenumber, the effect of the noise is very small. Thus no peak can build up. Hence, the stochastic term is not suited to overcome the shortcoming of the dependence on the initial conditions.

### 4.3. Comparison with Nonspatial Equilibria

In comparison with the nonspatial equilibria, patterns are beneficial for the ecosystem. However, a lower bound of precipitation exists, beyond which the bare desert state is always reached. This is in accordance with Sherratt and Lord [51]. The reason for this lower bound is that, as a result of the evaporation, the upper bound on the amount of water on a grid cell is $a$, which is independent of the biomass.

In the case of random initial conditions and increasing mortality, larger domain sizes have no effect on the parameter range allowing for vegetation patterns (see Figure 6). This is opposite to the effect of precipitation and can be explained as follows. The precipitation parameter increases the amount of water in the system. For $n<1$, the effect of a change in precipitation is low because of the multiplication with the square of the biomass. This is the case for the random initial conditions applied in this study. On the other hand, the mortality only depends on the biomass, which is not squared. For $n>1$, the square of the biomass yields a higher effect of the change of precipitation in comparison to the mortality rate. This is the case for already formed patterns as initial conditions.

The application of higher evaporation rates is the only case in which a sharp decrease in plant biomass can be observed. The system remains in its initial state for a broad parameter range. This occurs because the influence of the evaporation rate depends on the amount of water, with $w_{l} \ll 1$ at the biomass peak. Furthermore, the change in the amount of water depends on the water uptake by plants, which in turn depends on the square of biomass. Changes in evaporation only have a small influence on the system, because $n_{l}^{2} \gg l$. However, the peak cannot benefit from larger domain sizes because only water from imminent grid cells reaches the biomass peak. Water from remote cells is lost as a result of the evaporation.

The case of increasing evaporation and random initial conditions applied is the only case of all the analyses leading to extinction before the bifurcation point. This occurs because the evaporation rate at the bifurcation point is beyond 1 . With random initial conditions applied, $n_{l}<1$ holds for the first time-steps. Thus, biomass cannot build up effectively. Therefore, a large amount of water is needed to ensure the emergence of biomass peaks. If we apply $w_{l}=5$ as initial values of water, the evaporation rate has a high impact. Hence, if $l \geq 1$, it makes the building up of the biomass unlikely. The exact value depends on the initial conditions, because these determine how fast a biomass peak can build up. If $n>1$ and $w<1$ would have been applied as initial conditions, the influence of the evaporation on the emergence of patterns would likely be significantly lower. We note that even at lower evaporation rates, the system would not reach the non-trivial equilibrium but would be attracted to the bare desert state. Hence, vegetation patterns are still beneficial in comparison with the uniform states.

In the case of decreasing precipitation or increasing mortality, a decrease in the wavenumber occurs via period halvings, which might explain regime shifts observed in reality. This will occur if the amount of water is not sufficient to ensure the present wavenumber. We note that small deviations are necessary. First, the amplitude of the four initial biomass peaks decreases as a result of the lack of water. Driven by the small deviation, one biomass peak can take up more water. This, in turn, leads to an even greater lack of water at the following peak, which consequently shrinks and gives an advantage to the next peak.

## 5. Conclusions

Variable precipitation has only minor impacts on the qualitative system behavior. It is doubtful whether the findings of the impact of variable precipitation make sense in a biological way. Because pattern formation in semi-arid areas is difficult to observe (e.g., caused by long time-scales), this cannot be supported by data. Moreover, we note that variability in precipitation has more complex influences on surface runoff (e.g., an increase due to saturated soils). These are not considered in the model.

A high influence of the mortality on the patterns also exists. Increasing the mortality rate (as is done, e.g., by wood cutting) can lead to severe changes in the vegetation pattern and in the total plant biomass in this model. The impact of the mortality rate on the total plant biomass is highly nonlinear. This underlines the importance of taking the mortality in analyses into account, as the biomass is crucial for populations depending on these resources.

To the authors' best knowledge, this study is the first taking the influence of the evaporation on the Klausmeier model or other models describing pattern formation into account. The reason might be that the prediction of changes in evaporation is very complex. Nevertheless, water as the limiting resource in semi-arid areas is closely linked to evaporation, justifying detailed investigations. However, as evaporation is proportional to the amount of water and $w_{l} \ll 1$ in the model, the effect of the evaporation rate is relatively low in the model.

In all investigations, a strong dependence on the initial conditions became evident. In particular, the preferred wavenumbers not only depended on initial conditions but also on the history (see also Sherratt and Lord [51]) in some cases. An attempt to reduce the dependence of the wavenumber on initial conditions has been presented. This did not succeed because of the density-dependence of the noise.

In all analyses, except in the case of increasing evaporation, patterns enhanced the parameter region for vegetation beyond the bifurcation point. This indicates the benefit of vegetation patterns for semi-arid ecosystems. It has been shown that the exact parameter regions can depend on the grid size.
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## Appendix A. Nondimensionalization

## Appendix A.1. Nondimensionalization in Terms of Precipitation and Mortality

The classical Klausmeier model with physical parameters is given by Equation (A1) with $A(T)=A:$

$$
\begin{align*}
\frac{\partial N}{\partial T} & =J R W N^{2}-M N+D\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) N  \tag{A1a}\\
\frac{\partial W}{\partial T} & =A(T)-L W-R W N^{2}+V \frac{\partial W}{\partial Y} \tag{A1b}
\end{align*}
$$

For nondimensionalization, constant values with the same physical units as the corresponding physical parameters are chosen. It follows that the ratio is dimensionless. Inserting the values

$$
N=n N_{0}, \quad W=w W_{0}, \quad T=t T_{0}, \quad X=x X_{0}, \quad Y=y Y_{0}
$$

yields

$$
\begin{align*}
& \frac{\partial n}{\partial t}=J R w W_{0} n^{2} N_{0} T_{0}-M n T_{0}+D\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) n \frac{T_{0}}{X_{0} Y_{0}}  \tag{A2a}\\
& \frac{\partial w}{\partial t}=A(T) \frac{T_{0}}{W_{0}}-L w T_{0}-R w T_{0} n^{2} N_{0}^{2}+V \frac{T_{0}}{Y_{0}} \frac{\partial w}{\partial y} \tag{A2b}
\end{align*}
$$

In order to simplify the equations, the following are assumed:

$$
\begin{aligned}
L T_{0} & =1 \rightarrow T_{0}=L^{-1}, \\
R T_{0} N_{0}^{2} & =1 \rightarrow N_{0}=L^{\frac{1}{2}} R^{-\frac{1}{2}} \\
J R W_{0} T_{0} N_{0} & =1 \rightarrow W_{0}=J^{-1} L^{\frac{1}{2}} R^{-\frac{1}{2}} \\
D T_{0} X_{0}^{-1} Y_{0}^{-1} & =1 \xrightarrow{X=Y} X_{0}=Y_{0}=L^{-\frac{1}{2}} D^{\frac{1}{2}} \\
a(t) & =A(T) T_{0} W_{0}^{-1} \rightarrow a(t)=A(T) J L^{-\frac{3}{2}} R^{\frac{1}{2}}
\end{aligned}
$$

As every constant value is defined, we obtain the following nondimensionalized parameters:

$$
\begin{aligned}
t & =L T \\
n & =N L^{-\frac{1}{2}} R^{\frac{1}{2}} \\
w & =W J L^{-\frac{1}{2}} R^{\frac{1}{2}} \\
x & =X L^{\frac{1}{2}} D^{-\frac{1}{2}} \\
y & =Y L^{\frac{1}{2}} D^{-\frac{1}{2}} \\
v & =V T_{0} Y_{0}^{-1} \rightarrow v=V L^{-\frac{1}{2}} D^{-\frac{1}{2}} \\
m & =M T_{0} \rightarrow m=M L^{-1}
\end{aligned}
$$

Using these parameters yields the nondimensionalized form given by Equation (A3):

$$
\begin{align*}
\frac{\partial n}{\partial t} & =w n^{2}-m n+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) n  \tag{A3a}\\
\frac{\partial w}{\partial t} & =a(t)-w-w n^{2}+v \frac{\partial w}{\partial y} \tag{A3b}
\end{align*}
$$

We note that this form only has the three parameters $a(t), v$ and $m$.
Figure A1 shows the nullclines of the system for different values of $a$.


Figure A1. The nullclines of the nondimensionalized nonspatial system (see Equation (5)) are shown. Dashed lines represent the water nullclines, while the solid lines represent the biomass nullclines. Note that one solid line is represented by the ordinate.

## Appendix A.2. Nondimensionalization in Terms of Evaporation

To investigate the influence of the evaporation on the system, another nondimensionalization has been taken. The first step is the same as in Appendix A.1, which again yields Equation (A2).

For simplification, the following are assumed:

$$
\begin{aligned}
R T_{0} N_{0}^{2} & =1 \\
T_{0} J R W_{0} N_{0} & =1 \\
T_{0} X_{0}^{-1} Y_{0}^{-1} D & =1 \\
T_{0} A W_{0}^{-1} & =1
\end{aligned}
$$

Combining these assumptions, one obtains the following expressions for the constants:

$$
\begin{aligned}
T_{0} & =A^{-\frac{2}{3}} J^{-\frac{2}{3}} R^{-\frac{1}{3}} \\
N_{0} & =A^{\frac{1}{3}} J^{\frac{1}{3}} R^{-\frac{1}{3}} \\
W_{0} & =A^{\frac{1}{3}} J^{-\frac{2}{3}} R^{-\frac{1}{3}} \\
Y_{0} & =X_{0}=D^{\frac{1}{2}} A^{-\frac{1}{3}} J^{-\frac{1}{3}} R^{-\frac{1}{6}}
\end{aligned}
$$

This yields the following nondimensionalized parameters:

$$
\begin{aligned}
t & =T A^{\frac{2}{3}} J^{\frac{2}{3}} R^{\frac{1}{3}} \\
n & =N A^{-\frac{1}{3}} J^{-\frac{1}{3}} R^{\frac{1}{3}} \\
w & =W A^{-\frac{1}{3}} J^{\frac{2}{3}} R^{\frac{1}{3}} \\
x & =X D^{-\frac{1}{2}} A^{\frac{1}{3}} J^{\frac{1}{3}} R^{\frac{1}{6}} \\
y & =Y D^{-\frac{1}{2}} A^{\frac{1}{3}} J^{\frac{1}{3}} R^{\frac{1}{6}} \\
l & =L A^{-\frac{2}{3}} J^{-\frac{2}{3}} R^{-\frac{1}{3}} \\
v & =V A^{-\frac{1}{3}} D^{-\frac{1}{2}} J^{-\frac{1}{3}} R^{-\frac{1}{6}} \\
m & =M A^{-\frac{2}{3}} J^{-\frac{2}{3}} R^{-\frac{1}{3}}
\end{aligned}
$$

Using these parameters, the nondimensionalized form to investigate the influence of the evaporation is given by Equation (A4):

$$
\begin{align*}
\frac{\partial n}{\partial t} & =w n^{2}-m n+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) n  \tag{A4a}\\
\frac{\partial w}{\partial t} & =1-l w-w n^{2}+v \frac{\partial w}{\partial y} \tag{A4b}
\end{align*}
$$

## Appendix B. Default Values

The default values for the physical parameters for grass given by Klausmeier [30] are shown in Table A1.

We note that $V \gg D$, because even on gentle slopes, the advection of water is assumed to be much faster than the plant dispersal.

Table A1. Physical parameters and their default values and units are shown for grass. The values are taken from Klausmeier [30].

| Physical Parameter | Value | Unit |
| :---: | :---: | :---: |
| $T$ |  | a |
| $W$ |  | $\mathrm{~kg} \mathrm{~m}^{-2}$ |
| $N$ |  | $\mathrm{~kg} \mathrm{~m}^{-2}$ |
| $X$ |  | m |
| $Y$ |  | m |
| $A$ | 533 | $\mathrm{~kg} \mathrm{~m}^{-2} \mathrm{a}^{-1}$ |
| $L$ | 4 | $\mathrm{a}^{-1}$ |
| $R$ | 100 | $\mathrm{~m}^{-2} \mathrm{~kg}^{-2} \mathrm{a}^{-1}$ |
| $J$ | 0.003 | - |
| $V$ | 365 | $\mathrm{~m} \mathrm{a}^{-1}$ |
| $M$ | 1.8 | $\mathrm{a}^{-1}$ |
| $D$ | 1 | $\mathrm{~m}^{2} \mathrm{a}^{-1}$ |

## Appendix C. Precipitation Model

Figure A2 shows the average precipitation in Niamey, Niger for the period 1961-1990, with the corresponding function used to model variability in precipitation.


Figure A2. Average precipitation for Niamey, Niger (1961-1990) and the corresponding model are shown. Precipitation data retrieved from [52]. The geographic position of the station is $\mathrm{N} 13^{\circ} 29^{\prime}, \mathrm{E} 2^{\circ} 10^{\prime}$.

The region was chosen because it is a semi-arid region with good data coverage, where vegetation structures can be observed. The average annual precipitation in this region is 540.8 mm [52]. It can be seen that most rainfall occurs between May and September. In the remaining months, there are very low levels of rainfall. This is typical for semi-arid areas and justifies an investigation of the influence of such a variability on the results of the model.
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#### Abstract

Diversity is a concept central to ecology, and its measurement is essential for any study of ecosystem health. But summarizing this complex and multidimensional concept in a single measure is problematic. Dozens of mathematical indices have been proposed for this purpose, but these can provide contradictory results leading to misleading or incorrect conclusions about a community's diversity. In this review, we summarize the key conceptual issues underlying the measurement of ecological diversity, survey the indices most commonly used in ecology, and discuss their relative suitability. We advocate for indices that: (i) satisfy key mathematical axioms; (ii) can be expressed as so-called effective numbers; (iii) can be extended to account for disparity between types; (iv) can be parameterized to obtain diversity profiles; and (v) for which an estimator (preferably unbiased) can be found so that the index is useful for practical applications.
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## 1. Introduction

A central aim of ecology is to understand the processes that sustain biodiversity, which is critically important for the viability of ecosystems [1]. Biodiversity loss degrades ecosystem functionality, and in drastic cases can even lead to mass extinctions and total ecosystem collapse [2]. In recent years, this vulnerability has worsened to critical levels as a significant portion of the Earth's species are driven to extinction largely due to human actions [3]. Unprecedentedly high extinction rates have caused extensive and damaging changes in ecosystem structure and functionality and have brought particular urgency to the issue of biodiversity loss [4].

Biodiversity is a rich concept that admits a wide range of possible definitions. In its broadest sense, it has been defined as the variety of life forms at all organizational levels of an ecosystem, ranging from molecules over individuals to species [5]. Examples of different definitions of biodiversity thus include species (taxonomic), functional, genetic, phylogenetic, and chemical diversity, among very many others.

Any meaningful study of biodiversity, no matter which aspect is in question, must involve its quantitative measurement. This is a complex task both conceptually and practically. Biodiversity is quantified by constructing mathematical functions generally known as diversity indices. The use of such indices permits comparisons between different spatial regions, temporal periods, taxa (species), functional groups, or trophic levels. These measures are therefore essential tools for ecological monitoring and conservation, as well as for any efforts to study and address the biodiversity crisis [6].

However, there is no consensus on which indices are more suitable and informative than others. The available indices are so numerous and disparate in their ecological interpretation and mathematical behaviour that researchers must start by asking themselves the most basic question of all: what is even meant by 'diversity'?

This review aims to provide guidance to those seeking to use diversity indices in ecological settings. Due to the multitude of available indices, such reviews arise each year in an attempt to bring
some order and insight to this overwhelming body of work. This review focuses on the mathematical foundations of diversity indices, which have consequences for their use and, perhaps more importantly, their misuse.

What is driving this proliferation of diversity indices? In recent years, the era of "Big Data" has spread to ecology, in particular microbial ecology. This has driven a reassessment of which diversity indices to use to summarize and analyze these data [7]. This has led to increased focus on the mathematical behaviour of different measures, since there has been an increasing recognition that ecologists (often non-experts in mathematics) are using measures of diversity without proper consideration of their behaviour and limitations. This has led to difficulties in interpreting studies, and especially in comparing them. As we shall see, the choice of index is highly dependent on the particular study context. But there are a number of important points to consider.

We have settled on five recommendations, each of which we motivate in detail in subsequent sections. The choice of a diversity index should ensure that:
(1) it satisfies key mathematical axioms;
(2) it can be converted to an effective number;
(3) it can be extended to account for disparity between types;
(4) it can be parameterized to obtain diversity profiles; and
(5) an estimator (preferably unbiased) can be obtained to allow the index to be used in practical applications.

We first address in Section 2 the fundamental question of how to conceptualize diversity, and the difficulties in settling on a single definition. We then outline briefly the three components of diversity in Section 3. In Section 4, we survey the axioms that characterize diversity indices, and discuss which are necessary for indices to have meaningful mathematical properties and ecological interpretations. The diversity indices most used in ecological applications are described in Section 5, along with their mathematical properties-in particular, their conversion to effective numbers (which endows a common set of mathematical properties and ecological behaviours) and the calculation of diversity profiles. In Section 6, we discuss the partitioning of diversity, which allows diversity indices to be used across different landscape scales, and is a mathematical and conceptual problem with both theoretical and practical implications. We then address in Section 7 the different techniques that can be used to estimate diversity indices in practical settings. Finally, in Section 8 we summarize the conclusions and recommendations that may be drawn from this review of diversity indices and their use in ecology.

## 2. Defining Diversity

Dozens upon dozens of different diversity indices can be found in scientific literature. Such an abundance of indices and their often discrepant behaviour has led to such confusion that some authors have concluded that the very concept of diversity is meaningless. Even as far back as 1971, Hurlbert was moved to declare that "the term 'species diversity' [...] now conveys no information other than 'something to do with community structure'; species diversity has become a nonconcept" [8], a reproval often repeated in the intervening years. Although there is an important nuance in this criticism, as we shall shortly discuss, it is also true that since then the picture has only become busier, with the plethora of diversity indices already to be found in the literature being joined by new indices proposed each and every year. We may identify four broad reasons why this is so.

First and most importantly, 'biodiversity' is such a broad concept that it can and has been defined in many different ways, depending on researchers' specific needs and interests. These definitions can range from species or morphological diversity to functional or chemical diversity, and any number of others in between. One review-now already more than 20 years old-unearthed no fewer than 85 different definitions [5]. Thus biodiversity, as a general ecological concept, has been described (rather mildly) as "extremely confusing" [9]. It is also clear that different diversity indices can therefore measure patently different aspects of diversity. But even once researchers have decided which form of
diversity they wish to measure, quantifying biodiversity is still problematic because there is no single index that can provide a suitable summary.

A second problem is the fact that the concept of diversity is often confounded with the indices that measure it. Jost illustrates this issue with the example of a sphere: its radius can be used as an index of its volume, but these two quantities are obviously not equivalent [10]. Analogously, the most commonly used diversity measure, the Shannon index, is actually a measure of entropy. Entropy refers to uncertainty in information: it is more difficult to predict the identity of an individual (in terms of its species, functional group, or whichever biodiversity aspect is in question) in a very diverse system, whereas this prediction is less uncertain in a system with only a few types. Hence the former system has a higher entropy than the latter. Entropy therefore shares important conceptual similarities with diversity, and hence entropy and diversity measures also share many (but not all) of the characterizing axioms that we will examine in Section 4. Unsurprisingly, entropic and other information-theoretic indices have a long history of use in ecology [11,12], and have therefore contributed significantly to the explosion in number of ecological diversity indices. But although entropy measures are reasonable and frequently used indices of diversity, this of course does not imply that entropy is equivalent to diversity. Similar arguments can be made regarding many other diversity indices.

Third, indices typically condense all relevant information about an ecosystem's diversity into a single real number, so that there are unfathomably many ways of calculating such an index from the complex and extensive data on the ecosystem in question. Different indices can weigh different components of these data more strongly than others, and can even entirely neglect some [13]. Needless to say, this freedom of formulation has permitted the emergence of dozens of different indices, which often provide wildly different estimates of ostensibly the same quantity.

A final confounding issue is the relatedness but non-equivalence of the concept of diversity across different scientific disciplines. The obvious similarities between diversity measurement in, for example, sociology or economics compared to ecology, have encouraged the adoption of indices by one field from another, thus swelling their number without proper consideration of their conceptual differences. As an example, numerous indices have been developed in economics to measure the diversity or inequality of income, corporate productivity, or racial representation [14-16]. But a key conceptual difference often underlies economic and ecological studies of diversity: the latter take into account the actual abundances of the different species present in the ecosystem, while the former are instead often concerned with an abstract allocation of commodities (species), and so take no account of actual abundances [17].

Before we delve further into ecological diversity and its mathematical representations, it is important to emphasize that none of the numerous diversity indices are wrong per se. On the contrary, each index has its own unique properties that are useful for specific applications. The key point of Hurlbert's criticism relates to diversity as a unified concept: since raw diversity indices exhibit such a wide variety of mathematical behaviours, they cannot all give reasonable results when directly inserted into any general equation or formula of diversity [8]. Thus it is critically important to consider the purpose for which an index will be used, when addressing how it is constructed mathematically and how it should be interpreted ecologically.

The purpose of an index's use will of course depend strongly on the context of the study. Examples might include: classifying shifts in diversity after a disturbance; ranking ecosystems in terms of their biodiversity (to determine which are more in need of protection); detecting the effects of external (typically anthropogenic) factors on diversity; understanding interactions between diversity at different trophic levels (i.e., how changes in one can affect another); or searching for mechanistic explanations of diversity changes [6]. For each of these goals and many others, some indices will be more suitable than others, and a poor choice may lead to misleading or even false conclusions.

In this review, we will focus on species diversity (hereafter referred to merely as 'diversity' for ease of reference). But while species diversity is by far the most commonly considered form of diversity in ecology, it should be noted that other forms of diversity may in some contexts be more
important. In particular, intra-species diversity (for example in individuals' age or body size) has been recognized as often playing a more significant role in ecosystem functioning and dynamics than species diversity [18]. We focus this review on species diversity since it is more often the focus of study, and can be more daunting to newcomers to the field, due to the large and disparate amount of theory and practice that has already been established.

## 3. Components of Diversity

It is generally understood that diversity can be divided into three components: richness, evenness, and disparity [10]. Most indices (including almost all the classical and best established indices) do not account for disparity, and hence this component of diversity is often neglected in reviews of the topic. In this section, we provide definitions of these three components (illustrated in Figure 1), as well as a brief summary of their ecological significance.


Figure 1. Representation of two communities of 100 individuals of different species, indicated by their colour. Richness is the absolute number of species in a community: in both communities it is equal to five. Evenness is the equitability of the species abundance distribution: in Community A all species are present in equal abundances and so it is perfectly even, while Community $B$ is very uneven since it is dominated by the green species. The disparity is the level of similarity between species: for example, the red and the pink species are more similar in colour than the red and the black species.

### 3.1. Richness

The absolute number of species present in the population of interest is referred to as its richness. Two assumptions underlie the definition of richness [19]. First, that a classification of types exists and is known. If such a classification would not exist, any richness calculation would become difficult since it might not be clear to which class or taxon any particular individual belongs. This issue is especially relevant to microbial ecology, where the definition of species is particularly shaky due to distinct life history features like frequent genetic exchanges and the lack of sexual reproduction [20]. The second assumption is that each class is equally distinct, so that no two classes are more or less similar than any others.

In ecological terms, increased richness has been shown to both enhance community functionality (i.e., increase productivity) and to stabilize it in the face of disturbances [21,22]. Two mechanisms are believed to drive this effect [23]. The complementarity mechanism assumes that different species use different resources, even if only slightly. Then communities with higher richness will use more of the available resources, thus increasing their productivity. On the other hand, the selection mechanism assumes that different species contribute differently to the community's overall functionality, namely that some species are more productive than others. Then richer communities are more likely to contain more productive species, enhancing the community productivity.

From a mathematical and quantitative perspective, richness is the most straightforward component of diversity, being a simple enumeration of the different types present in a community. Of course, in practice ecologists can only count those species that they can find: rarely do they encounter communities that can be fully censused, for obvious practical reasons. Instead, the richness of a community must often be estimated from a sample or subset of the community, a topic that will be discussed in Section 7.

### 3.2. Evenness

Aside from the total number of species in a community, the distribution of their abundances is also an important component of diversity. If a species is represented by only a few individuals, it should be clear that it contributes less to the community's diversity than a species represented by several thousand individuals. The equitability of a community's species abundance distribution is referred to as its evenness. A community is perfectly even if every species is present in equal proportions, and uneven if one species dominates the abundance distribution.

The important role of species evenness in ecological diversity has received less attention than that of species richness, but is also inarguable [24]. Evenness has been shown to be a key factor in preserving the functional stability of ecosystems [25], as well as in enhancing productivity by increasing the representation of each species' functional traits [26]. In contrast, uneven communities are often more susceptible to invasion and less resilient to stresses and disturbances [27].

Unlike richness, there is no consensus on how to measure evenness. The literature relating to the formulation and choice of an evenness index is a self-contained and well-developed sub-field of the diversity index literature. This topic is more narrowly focused, since it only considers one component of diversity, and thus we restrict ourselves here to a short summary of the most important considerations relating to evenness, and mention several extensive reviews of this topic for the interested reader.

Many researchers have attempted to address the problem of choosing one evenness index from the available legion by listing desirable criteria for an index, and then assessing how well these are satisfied by candidate indices. In their influential review paper on this subject, Smith and Wilson [28] list 14 criteria for evenness indices, and subdivide these into four essential requirements and 10 desirable features. The latter have not been as widely accepted as the former, in part because some of the desirable features conflict with each other. The list has also been modified and/or expanded by others, see for example [29-32].

Thus the question of an index's desirable or appropriate mathematical behaviour is much less settled. Most reviews on the topic conclude by stating that there is no universal way to measure evenness, and thus researchers must choose the index most suited for their particular needs [28,30,33-35]. While this seriously limits the comparability of different studies, it also reflects the reality that studies are generally interested in different aspects of evenness, which consequently are optimally described by different indices.

### 3.3. Disparity

As we will shortly see, most classical diversity indices account for two components of diversity-richness and evenness-and thus implicitly assume that distinct species have nothing in common. That is to say, they do not account for any disparity between species. This conception of diversity is referred to as species-neutral diversity [19]. It implies, for instance, that a community of six dramatically different species is considered to be no more diverse than a community of six species of butterflies.

Hence there are relatively fewer diversity indices that reflect the more realistic and nuanced situation of varying dissimilarities between species. Such indices are termed similarity-sensitive. The reason for the dearth of similarity-sensitive indices may well be the fact that "theoretical ecologists have been hesitant to introduce new diversity indices when the profusion of similarity insensitive indices is already perceived to form an impenetrable jungle" [36].

Although wading into this "jungle" may be a forbidding prospect for many users of diversity indices, it is worthy of the effort. Indices of neutral diversity depend too much on the notion of species, a concept based upon the division of organisms into different classes that is known to be problematic [37]. Classical indices (such as species richness) depend entirely on this division, and thus behave badly in the face of taxonomic reclassification [36].

To account for species disparity, similarity-sensitive indices incorporate in their formulation some measure of similarity. Many scientific fields make use of similarity measures, for example in biology for taxonomic classification, in economics for analyzing investment policy, in information theory for document filtering, or in genetics for sequence analysis [38]. A similarity measure is related in a complementary way to the mathematical concept of a distance metric, since dissimilarity can often be represented as a distance. However, many ecological dissimilarity measures do not fulfill all the properties necessary to be considered a distance metric [19], and hence cannot make use of the many theorems and results developed by mathematicians relating to distance metrics.

Within ecology, various methods for measuring similarity between species have already been developed. Some are genetic [39], others are functional [40], taxonomic [41], morphological [42], or phylogenetic [43]. They generally associate with each focal species some data concerning the characteristics deemed to be important, such as a list of functional traits, a DNA sequence, a location on a phylogenetic tree, and so on. The similarity values are then computed in terms of some notion of difference between the associated data, depending on its particular characteristics.

## 4. Axioms Characterizing a Diversity Index

Due to the fluid definition of diversity, the mathematical formulations of diversity indices are also extremely varied. This is due to the high-dimensional nature of ecological data, which a diversity index must synthesize and summarize, typically by mapping it to a scalar. The number of ways in which this can be achieved is virtually unlimited.

While this might provide a pithy summary statistic of diversity for easy comprehension and comparison, it can also result in a significant loss of information. Thus the precise mathematical formulation of a diversity index will affect how a community's diversity can be connected to its structure, functionality and other significant features, and therefore have important implications for the index's use in drawing ecological conclusions.

For these reasons, it is essential to understand the mathematics underlying a particular index. In an effort to bring rigour to this endeavour, researchers turned to the question of whether an axiomatic basis could be identified for any of the numerous proposed diversity indices [9]. Such a set of axioms would identify the most important properties of diversity indices, as well as allow for their differentiation based on which axioms they satisfy or fail to satisfy. The axiomatic foundations of entropy measures were addressed in this way quite some time ago [44], while the axioms for non-entropic families of indices were outlined relatively later [45].

Let us now consider a community of $S$ species, where $p_{i}$ represents the proportional abundance of species $i$, so that $0 \leq p_{i} \leq 1$ for $i=1, \ldots, S$ and $\sum_{i=1}^{S} p_{i}=1$. If the abundances are measured by counting individuals, then the relative abundance $p_{i}$ represents the probability of randomly selecting an individual of species $i$ from amongst all individuals in the community. If the abundances are measured in terms of biomass, then the relative abundance $p_{i}$ represents the relative share of the community's biomass that is stored in individuals of species $i$.

The richness of the community is simply $S$, while its evenness is calculated from the vector of relative abundances $\mathbf{p}=\left(p_{1}, \ldots, p_{S}\right)$. Calculating the disparity additionally requires a similarity measure, which we discuss later in Section 5.

The most commonly assumed axioms that a diversity index $H(\mathbf{p})$ should satisfy are also common to entropy measures, and are as follows [46].
(1) Symmetry. $H\left(p_{1}, \ldots, p_{S}\right)$ must be a symmetric function.

This ensures that species are interchangeable and their order in the abundance vector has no effect on diversity.
(2) Continuity. $H\left(p_{1}, \ldots, p_{S}\right)$ must be a continuous function.
(3) Evenness. The diversity measure is maximal for a fixed number of species $S$ when all species abundances are equal, i.e., $H\left(p_{1}, \ldots, p_{S}\right) \leq H(1 / S, \ldots, 1 / S)$, for any $\left(p_{1}, \ldots, p_{S}\right)$.

Additional axioms that are also satisfied by most indices of diversity were adopted later, and require additional definitions [19]. First, we define a transfer of abundance following the terminology of Patil and Taillie [47]. This involves taking two species $i$ and $j$ with relative abundances $p_{i}>p_{j}>0$, and modifying these to increase $p_{j}$ by $\epsilon$ and decrease $p_{i}$ by $\epsilon$, where $p_{i}-p_{j}>\epsilon>0$. Hence we have made the more common species a bit less common, and the rarer species a bit less rare.

More precisely, if we have two communities $C$ and $C^{\prime}$ with respective relative abundance vectors $\mathbf{p}$ and $\mathbf{q}$ with $m:=\operatorname{dim}(\mathbf{p})=\operatorname{dim}(\mathbf{q})$, where $\operatorname{dim}(\cdot)$ denotes the dimension of a vector, we say that $C$ leads to $C^{\prime}$ by a transfer of abundance if $\exists i, j \in\{1, \ldots, m\}$ such that

$$
q_{k}= \begin{cases}p_{k} & \text { if } k \notin\{i, j\}  \tag{1}\\ p_{i}-\epsilon & \text { if } k=i \\ p_{j}+\epsilon & \text { if } k=j\end{cases}
$$

where $p_{i}-p_{j}>\epsilon>0$.
Then we may state the following axiom.
(4) Principle of transfers. A transfer of abundance must increase diversity.

This axiom is clearly a stronger version of Axiom 3: if every transfer of abundance must increase diversity, then the index must be maximized when no more transfers between common and rare species are possible. This occurs when all species have the same abundance, i.e., for $\left(p_{1}, \ldots, p_{S}\right)=(1 / S, \ldots, 1 / S)$.

Indices that satisfy Axiom 4 must have a property known as Schur-concavity, which earned the right to a specific name due to its importance in econometrics for measuring income inequality [48]. The property is defined as follows [49]. For indices of the form $H(\mathbf{p})=\sum_{i} V\left(p_{i}\right)$, it holds that $H$ is Schur-concave if

$$
\begin{equation*}
V\left(p_{j}+\epsilon\right)-V\left(p_{j}\right) \geq V\left(p_{i}\right)-V\left(p_{i}-\epsilon\right), \tag{2}
\end{equation*}
$$

where $p_{i}>p_{i}-\epsilon \geq p_{j}+\epsilon>p_{j} \geq 0$. If $V$ is differentiable, then this condition can be replaced by

$$
\begin{equation*}
V^{\prime}\left(p_{i}\right) \leq V^{\prime}\left(p_{j}\right), \tag{3}
\end{equation*}
$$

where $p_{i}>p_{j} \geq 0$ and $p_{i}+p_{j} \leq 1$. The proof that Schur-concave indices satisfy Axiom 4 is considered standard and is thus generally omitted in reviews of the topic (for details, see e.g., Solomon [50]).

For ecological purposes, Axiom 4 is important because it permits a partial ordering of communities based on their diversities (discussed later in Section 5.5).

For the next axiom, we first rigorously define the term introducing a species.
For two communities $C$ and $C^{\prime}$ with respective relative abundance vectors $\mathbf{p}$ and $\mathbf{q}$ with $\operatorname{dim}(\mathbf{p})=$ $m$ and $\operatorname{dim}(\mathbf{q})=m+1$, we say that $C$ leads to $C^{\prime}$ by introducing a new species if $\exists i \in\{1, \ldots . m\}$ such that

$$
q_{k}= \begin{cases}p_{k} & \text { if } k \neq i  \tag{4}\\ p_{i}-\epsilon & \text { if } k=i \\ \epsilon & \text { if } k=m+1\end{cases}
$$

where $0<\epsilon<p_{i}$. Note that this definition differs only slightly from that of transferring abundance given in Equation (1). In Equation (4), $p_{j}=0$ which implies in this notation that we have transferred abundance from one species to another that previously had zero abundance.

Now we may state the following axiom:
(5) Monotonicity in number of species. The introduction of a new species must increase diversity.

The monotonicity axiom holds for indices of the form $H(\mathbf{p})=\sum_{i} p_{i} I\left(p_{i}\right)$, where $I\left(p_{i}\right)$ is a decreasing function of $p_{i}$ over $[0,1]$ (this proof is straightforward).

A final axiom was proposed still later [51] as a necessary condition for any ecological diversity index.
(6) Replication principle. The diversity of a pooled sample of $n$ maximally distinct (i.e., no shared species) and equally diverse sub-communities is $n$ times the diversity of a single sub-community. That is, if for $k=1, \ldots, n$ the communities $\mathbf{p}^{k}=\left(p_{1}^{k}, \ldots, p_{S}^{k}\right)$ do not have any common species and $H\left(\mathbf{p}^{k}\right)=\delta$ for every $k$, then $H\left(p_{1}^{1}, \ldots, p_{S}^{1}, p_{1}^{2}, \ldots, p_{S}^{2}, \ldots, p_{1}^{n}, \ldots, p_{S}^{n}\right)=n \delta$.

This axiom is important because, as we shall see in later sections, ecologists often measure diversity by considering the ratio of within-group diversity ('alpha' diversity) to the total pooled diversity ('gamma' diversity). But using this ratio, which reflects compositional similarity, to make inferences about diversity is not always justified: some indices, when used in this way, do not accurately reflect changes in diversity. This issue will be discussed in detail in Section 6, but the key point is that for these problematic indices, the ratio of within-group diversity to total pooled diversity will always approach unity when within-group diversity is high, often leading to nonsensical results. Such misbehaviour is prevented by the replication principle, which ensures that this ratio does indeed reflect the compositional similarity of the different communities. More specifically, this principle ensures that when a region is partitioned into distinct sub-communities of equal diversity, then the region's total diversity is equal to the diversity of any subset of sub-communities, plus the diversity of the sub-communities not contained in the subset. Though this axiom would seem intuitive, we shall see that it is not satisfied by all indices. Indices that do not satisfy Axiom 6 can hence provide misleading results.

The axioms in this section also allow us to distinguish between indices of diversity and entropy, since the latter have a more restrictive definition [19]. Entropy measures are concave functions of the relative abundances (typically referred to as probabilities in that setting), whereas this is not necessarily the case for diversity indices [10]. Additionally, while entropy measures are linear functions of these abundances/probabilities, diversity indices are often non-linear, and so the average diversity of a set of communities is generally not the average of their diversities.

In general, the axioms listed in this section are agreed to be desirable for ecological diversity indices, since they ensure consistent and meaningful behaviour. However, if an index fails one of these axioms, this should be considered as a warning sign rather than a fatal flaw, since the index may still be useful in contexts where that axiom is less important. For example, if an index fails Axiom 4 it should not be used to rank communities by their diversities, which is frequently but not always the goal of ecological studies.

In any case, enumerating the axioms as we have done here, and ascertaining which of them are satisfied by a particular index (as we will address in the subsequent section) at least ensures that the researcher is aware of the underlying mathematical behaviour of their chosen index, and can thus take into account the effects this may have on subsequent ecological interpretations-forewarned is forearmed.

## 5. Diversity Indices

In this section we provide an overview of the diversity indices that are most widely used in ecology. We classify these in several groups: classical indices, effective number indices, similarity-sensitive
indices, and finally parametric families of indices. This is not a strict classification since overlap between these groups is possible. We begin with the oldest, simplest, and therefore most commonly used indices: the classical indices of ecological diversity.

### 5.1. Classical Indices

### 5.1.1. Definitions

The most widely used diversity indices can account for richness and evenness, but do not account for species disparity. Instead they take as input the vector of relative abundances $\mathbf{p}=\left(p_{1}, \ldots, p_{S}\right)$, where $S$ is the total number of species in the community. Thus these indices measure species-neutral diversity (see Section 3.3) and are known as classical diversity indices.

The simplest index, which is still used surprisingly often by ecologists as a measure of diversity despite its obvious shortcomings for this purpose [52], is simply species richness itself:

$$
\begin{equation*}
H_{\mathrm{SR}}(\mathbf{p})=S \tag{5}
\end{equation*}
$$

The reason underlying species richness' poor performance as an estimate of diversity should be clear: it takes no account of the species abundance distribution (i.e., evenness). In ignoring completely one key component of diversity, species richness gives exceptionally rare species equal weight as exceptionally common species, an entirely unintuitive estimate of diversity. Hence of the fundamental axioms in Section 4, species richness satisfies all but Axiom 4 since it ignores the relative abundances of species.

At the opposite extreme, the Berger-Parker diversity index entirely ignores rare species in the community [53]. It is defined as the reciprocal of the relative abundance of the most common species:

$$
\begin{equation*}
H_{\mathrm{BP}}(\mathbf{p})=\frac{1}{\max _{i} p_{i}} \tag{6}
\end{equation*}
$$

and thus estimates the relative dominance of this species as a proxy for the entire community's diversity. This index does not satisfy Axioms 4, 5, and 6 since it ignores all species abundances other than that of the most common species.

A much more balanced estimate of diversity is provided by the Shannon diversity index, also known as the Shannon-Wiener index, the Shannon-Weaver index and the Shannon entropy. It measures the uncertainty in the outcome of a sampling process [54], and is given by:

$$
\begin{equation*}
H_{\mathrm{Sh}}(\mathbf{p})=-\sum_{i=1}^{S} p_{i} \ln \left(p_{i}\right) \tag{7}
\end{equation*}
$$

In Shannon's original information-theoretic formulation, the logarithm was given in base 2, so that the Shannon entropy represents the number of yes/no questions necessary to determine an object's classification. Since then, it has become more common to use either the natural logarithm (particularly in ecology) or the base 10 logarithm [55]. This index satisfies all the axioms in Section 4 aside from the replication principle (Axiom 6).

The Shannon index is also the basis of Pielou's evenness index, which is given by $J=H_{\mathrm{Sh}} / H_{\mathrm{Sh}}$, where $H_{\mathrm{Sh}}^{*}$ is the maximum value of $H_{\mathrm{Sh}}$ (a function of $S$ ). However, this index is in fact a very poor estimate of evenness, since it depends strongly on species richness [8]. Although this weakness is widely known, Pielou's evenness is still the most widely used evenness index in the ecological literature [55].

The Simpson diversity index represents the probability that two individuals taken at random from the community of interest (with replacement) represent the same species, and thus takes values in the
unit interval [56]. Like the Shannon index, it satisfies all axioms in Section 4 aside from the replication principle (Axiom 6). As originally proposed by Simpson [57], it is given by:

$$
\begin{equation*}
H_{\mathrm{Si}}(\mathbf{p})=\sum_{i=1}^{S} p_{i}^{2} . \tag{8}
\end{equation*}
$$

However, this index is not a very intuitive measure of diversity since higher values indicate lower diversity (note that it still satisfies Axiom 3 since diversity is high for low values of the index, which occurs when the species proportions are equal). For this reason, two other formulations of this index are more often used. Most common is the Gini-Simpson diversity index, also called the probability of interspecific encounter (PIE), which represents the probability that the two individuals represent different species, and is thus the complement of Simpson's original formulation [58]:

$$
\begin{equation*}
H_{\mathrm{GS}}(\mathbf{p})=1-H_{\mathrm{Si}}(\mathbf{p}) \tag{9}
\end{equation*}
$$

In contrast, the Simpson dominance index is the reciprocal of Simpson's original formulation. The term 'dominance' has been attached to this formulation since it gives more weight to common species than to rare species. It is given by:

$$
\begin{equation*}
H_{\mathrm{SD}}(\mathbf{p})=\frac{1}{H_{\mathrm{Si}}(\mathbf{p})} \tag{10}
\end{equation*}
$$

The name 'Simpson index' has been used interchangeably for all three of the formulations shown here. Hence, when encountering this index, researchers should take care to note which form of the measure has been employed.

The Simpson index is also occasionally used as a measure of evenness, but this approach is not appropriate since the index also varies with richness. To be safely used as an index of evenness, the richness effect should first be eliminated by dividing the index by its maximum value, which depends on $S$.

### 5.1.2. Issues with Classical Indices

The most widely used measures of diversity in ecology are species richness, the Shannon index and the Simpson index [59]. Together, they provide a perfect example of the problems discussed in Sections 2 and 3: each index may be used to compare different communities to each other (although we shall discuss shortly why even this can be problematic), but diversity values of the different indices cannot be directly compared to each other. This is because each index has a different fundamental meaning in terms of the diversity it measures.

Richness is simply the number of species in a community, the Simpson index represents the probability that two randomly selected individuals belong to the same species, and the Shannon index is a measure of the entropy or disorder of the community. These three indices measure conceptually different features of a community, and hence have different units: richness is in units of species, the Simpson index is a probability, and the Shannon index is an entropy measure, and therefore has units of bits of information.

Thus, diversity measurements calculated using different classical indices are not immediately comparable, which is a serious drawback for any scientific study. But even measurements calculated using the same index can present important issues of comparison.

To illustrate this problem, let us consider the simplest possible case: a community composed of $S$ equally-common species. In virtually any ecological context, it seems reasonable to say that a community $C_{1}$ with ten equally-common species is twice as diverse as a community $C_{2}$ with five equally-common species. But calculating for example the Shannon entropy, we find $H_{\text {Sh }}\left(\mathbf{p}_{1}\right)=2.30$ for the first community and $H_{S h}\left(\mathbf{p}_{2}\right)=1.61$ for the second. How should we understand the difference
in diversity between these two communities? The diversity of the first community is not twice that of the second, although our intuition tells us otherwise. Furthermore, it is also unclear what these values mean in absolute terms: should we consider a diversity of 2.3 to be high or low? Without intuitive units, such judgements are not immediately clear.

Diversity analysis using classical indices also suffers from their occasionally extreme non-linearity. As an example, if a perfectly even community of one million species is confronted with some disaster that wipes out all but 100 species, the Gini-Simpson index of this community will drop from 0.999999 to 0.99 . So despite the fact that more than $99 \%$ of the species of the pre-catastrophe community have disappeared, the Gini-Simpson diversity index only drops by $1 \%$. Cursory study of the catastrophe using this index would probably conclude that the community's diversity was not greatly affected, while it is clear that the opposite is true. The Shannon index demonstrates the same non-linearity problem, but to a lesser degree.

Unfortunately, in practice many ecologists have not been too concerned that classical diversity indices may give results that are misleading or difficult to interpret [59]. In their view, the actual values of the indices are unimportant, as long as they can be used to calculate the statistical significance of the change in diversity following a disturbance [46]. But in many cases this is not a reasonable basis for study conclusions, since the statistical significance of a change in the diversity index often has little to do with the actual magnitude or ecological significance of the change [52]. Furthermore, one index may indicate a statistically significant change in diversity while another index does not.

Other researchers were not content with this state of affairs, and proposed a solution: the use of so-called effective numbers.

### 5.2. Effective Numbers

Converting classical indices to effective numbers of species endows them with a set of common mathematical properties and ecological behaviours. After conversion, diversity is always measured in units of number of species, allowing for easy comparison and interpretation. This also means that the serious misinterpretations spawned by the non-linearity of most diversity indices can be avoided. By unifying various indices in this way, the use of effective numbers enhances our understanding and interpretation of diversity measurement.

Converting the diversity of a community to its effective number equivalent reduces to finding an equivalent community (having the same value of the index as the initial community in question) that is perfectly even [10]. For example, if a community has a diversity of 18.2 effective species, this means that it is slightly more diverse than a community of 18 totally dissimilar and equally abundant species: there are "effectively" 18.2 species.

This concept is hence related to the better known "effective population size", since both involve a measure that summarizes the nature of a community through a comparison to an abstract 'ideal' community. Effective diversity makes a comparison to a perfectly even community, while effective population size makes a comparison to a community with certain key properties such as constant size, an even sex ratio, and consisting only of breeding adults [60].

Conversion to effective numbers of species is straightforward: after calculating the diversity index for $D$ equally-common species (each species therefore having a relative abundance of $1 / D$ ), this is set equal to the community's 'raw' diversity value, and the equation is solved for $D$. MacArthur named $D$ as the community's effective number of species [11].

Other fields have recognized the importance of effective number indices many years ago, though the concept goes by different names depending on the discipline. In physics it is known as the number of states associated with a given entropy, and in economics it is called the numbers equivalent of a diversity measure [47].

As an example of the conversion procedure, consider a community whose relative species abundance distribution is given by $\mathbf{p}=(0.41,0.21,0.08,0.25,0.04,0.01)$. The Simpson diversity of this community is $H_{\mathrm{Si}}(\mathbf{p})=0.2828$. To convert this diversity to its effective number equivalent,
we need to find a community of $D$ equally abundant species that also has a Simpson diversity of 0.2828 . We therefore have that $p_{i}=\frac{1}{D}$ for $i=1, \ldots, 6$ and that $H_{\mathrm{Si}}(\mathbf{p})=0.2828=\sum_{i=1}^{6} p_{i}^{2}=\sum_{i=1}^{6} \frac{1}{D^{2}}=\frac{6}{D^{2}}$. It only remains to solve for $D$. We obtain $D=4.61$, implying that our six-species community is effectively as diverse as a community of 4.61 equally abundant species.

Thus any diversity index can easily be converted into an effective number index. The use of effective number indices to assess changes in community diversity has become more established in ecological literature in recent years [61-65], as researchers recognize the advantages they bring compared to classical indices, most particularly the well-founded comparisons that they permit between different studies and even different indices.

### 5.3. Similarity-Sensitive Indices

Conversion to effective numbers allows researchers to compare indices whose mathematical formulations imply that they would otherwise account differently for richness and evenness. To address the third component of diversity, disparity (see Section 3.3), a further extension of classical indices is needed: the inclusion of a similarity measure.

Similarity-sensitive indices incorporate a similarity matrix encoding pairwise species similarities, which becomes an additional input of the index along with the species abundance vector. For a community of $S$ species, an $S \times S$ matrix $Z=\left(Z_{i j}\right)$ is constructed, where $Z_{i j}$ is a measure of the similarity between species $i$ and $j$. We assume that $0 \leq Z_{i j} \leq 1$, with 0 indicating total dissimilarity and 1 indicating identical species; therefore $Z_{i i}=1$. Although we might assume that similarity matrices are always symmetric (i.e., $Z_{i j}=Z_{j i}$ ), this is not necessarily the case. The definition of a similarity matrix does not require symmetry, and indeed useful non-symmetric similarity matrices do exist. These are useful in cases where the direction of comparison is important.

Similarity matrices are often constructed based on distance metrics, which encode the distances between every pair of species in a multi-dimensional trait space. This is a well-established approach since it ensures that the distance matrix is Euclidean and the similarity matrix is positive definite [66]. This allows for the use of various techniques from linear algebra such as matrix decomposition or transformation.

While it is generally assumed that a similarity measure takes values in the unit interval, other formulations are possible. Genetic measures of similarity, frequently used in microbial ecology and microbiology, are often expressed as percentages so that their values lie in the interval $[0,100]$ [67]. Other typical measures of inter-species distance $d_{i j}$ range instead between zero and infinity, but these can be scaled to the unit interval through various transformations. One of the simplest uses the formula $Z_{i j}=e^{-u d_{i j}}$, where $u$ is a constant. Although in comparison to other transformations this brings an additional degree of freedom to the diversity index (through the parameter $u$ ), it has nevertheless been recommended as a good choice of transformation [36], since varying $u$ allows the user to control the distribution of similarity values. When $u=0$, the similarity is equal to one irrespective of the value of $d_{i j}$. As $u \rightarrow \infty$, the similarity matrix tends to the identity matrix and thus the index tends to species-neutral diversity.

A seminal example of a similarity-sensitive diversity index is Rao's quadratic diversity index, which is often called Rao's quadratic entropy although it is in fact not an entropy measure. It is defined as the expected dissimilarity between two individuals selected at random from the community (with replacement) [68], and is given by:

$$
\begin{equation*}
H_{\mathrm{R}}(\mathbf{p})=\sum_{i, j=1}^{S} d_{i j} p_{i} p_{j} \tag{11}
\end{equation*}
$$

where $d_{i j}$ is the dissimilarity between species $i$ and $j$. Here, $d_{i j}$ is not necessarily obtained from a distance metric. Note that $H_{\mathrm{R}}$ reduces to the Gini-Simpson diversity index in the case where $d_{i j}=1$ for all $i \neq j$, and $d_{i i}=0$ for all $i$.

However, $H_{\mathrm{R}}$ (along with other similarity-sensitive indices) violates Axioms 1 and 3 from Section 4, which imply respectively that diversity is invariant to permutation of the species abundance vector, and that diversity is maximal for a perfectly even community.

### 5.4. Parametric Families of Indices

Conversion to effective numbers and accounting for species disparity are two important improvements to classical indices, which address several of their weaknesses with respect to well-reasoned diversity measurement. Yet there is another important issue with classical indices: they make a priori assumptions about how the species present in the community contribute to its diversity. Thus, for example, species richness assumes that all species contribute equally to diversity. However, it is very arguable that this leads to a good estimate of diversity. Intuitively, we would not wish for a species representing less than $0.1 \%$ of a community to contribute just as much to its diversity as a species representing $99 \%$ of the community.

While other classical indices do weigh some species more than others, this is often done in an implicit and inflexible way as a consequence of their mathematical formulation. This key fact is not always accounted for, or even recognized. For example, the Shannon index is biased more towards evenness than richness. Since richness weighs rare species just the same as abundant species, this implies that the Shannon index gives more significance to common species. In some study settings, this may not be a problem and can even be an asset, for example if the focus of the study is dominance in a community. But in other settings this is far from ideal, and there is no way to account for it if only the Shannon index is used without any independent analyses of richness and evenness.

These deficiencies can be addressed by using parametric families of indices, also referred to in the literature as multivariate or compound indices, which include an additional parameter that tunes the relative contribution of different species in the community to its diversity [6,69]. Each member of an index family is then defined by a specific value of the parameter.

If we wish to use such indices to avoid the implicit bias inherent in other diversity indices, how should they be formulated? Two schools of thought have developed [13]. The first, due largely to economists, proposes that different species should be given different weights in the index based on their characteristic features. The second approach, found mainly in ecology, weighs different species according to their relative abundances. This has been justified by observing that species' functional contributions typically vary with their abundance in the community [70].

Ideally, we would like to vary this balance or weighing of species. Then we are not wedded to a single a priori judgement of which species contribute more to the community's diversity, but can investigate various scenarios. This would mean introducing an additional parameter that tunes this weighing. Thus the index becomes a function of both the species abundance vector and the sensitivity parameter.

Parametric families of diversity indices introduce exactly such a parameter, which controls the index's sensitivity to species abundances and therefore avoids the issue of bias towards one component of diversity compared to another. This parameter can be varied according to the user's interests and needs. In this way, additional insights can be gained into the community's composition under different assumptions of whether rare or common species are thought to play more important roles.

Although the use of these indices for ecological diversity studies is only recently becoming more widespread, this type of index is not new. Parametric families of diversity indices first emerged decades ago, initially as information-theoretic measures that were first introduced to ecology by MacArthur [71].

The Rényi entropy was formulated to generalize several other entropy measures, notably the Shannon entropy. The Rényi entropy of order $\alpha \in[0, \infty] \backslash\{1\}$ is given by:

$$
\begin{equation*}
H_{\alpha}(\mathbf{p})=\frac{1}{1-\alpha} \ln \sum_{i=1}^{S} p_{i}^{\alpha} \tag{12}
\end{equation*}
$$

where $\alpha$ is a parameter that modulates the index's sensitivity to species abundances; the case $\alpha=1$ is excluded since the index is not defined for this value. Rather, the Shannon entropy is the limiting case of this entropy as $\alpha \rightarrow 1$. Note that the Rényi entropy was originally defined using the base 2 logarithm (so as to measure information content in bits), but in ecology the natural logarithm is much more frequently used.

A similar index was proposed by Tsallis [72] and is known as the HCDT entropy or the Tsallis entropy. It is given by:

$$
\begin{equation*}
{ }^{q} H(\mathbf{p})=\frac{1}{1-q}\left(1-\sum_{i=1}^{S} p_{i}^{q}\right) \tag{13}
\end{equation*}
$$

where $q$ is the index's sensitivity parameter. For $q=0$, the index is equivalent to species richness minus one, for $q=1$ it is equivalent to the Shannon entropy, and for $q=2$ it is equivalent to the Gini-Simpson index.

Most of the diversity indices, including all generalized entropy measures used in ecology and those mentioned above, are monotonic functions of the sum $\sum_{i=1}^{S} p_{i}^{q}$, or limits of such functions as $q$ approaches unity [73]. Such indices include: species richness, Shannon entropy, all Simpson indices, all Rényi entropies, and many others. All of these measures result in the same expression for diversity when converted to their effective number equivalent, which are known as the Hill numbers after their originator [51]. This family of indices is given by:

$$
\begin{equation*}
{ }^{q} D(\mathbf{p})=\left(\sum_{i=1}^{S} p_{i}^{q}\right)^{1 /(1-q)} \tag{14}
\end{equation*}
$$

where $q \in[0, \infty] \backslash\{1\}$ is known as the order of the diversity. Again, the case $q=1$ is excluded since the index is undefined for this value; however, the limit exists and will be discussed shortly. The Hill numbers are the only family of ecological diversity indices that are known to satisfy all six axioms in Section 4 [46].

For all indices that are a function of $\sum_{i=1}^{S} p_{i}^{q}$, their effective number diversity depends only on the value of $q$ and the relative species abundances, and not on the index's mathematical formulation. For example, the Simpson diversity index, the Simpson dominance index, and the Gini-Simpson index give the same effective number diversity, namely the Hill number of order 2:

$$
\begin{equation*}
{ }^{2} D(\mathbf{p})=1 /\left(\sum_{i=1}^{S} p_{i}^{2}\right) \tag{15}
\end{equation*}
$$

We also note the link to another family of diversity indices that were proposed by Patil and Taillie [47], and which reintroduced the Hill numbers from a different mathematical viewpoint, namely the use of a sensitivity parameter $\beta$ that is linked to Hill's $q$ by $q=\beta+1$ [74].

The order $q$ of the diversity index indicates its sensitivity to common and rare species. The diversity index of order zero ( $q=0$ ) is species richness: it is completely insensitive to relative species abundances. All values of $q$ less than one result in diversity indices that disproportionately favour rare species, while all values of $q$ greater than one lead to diversity indices that disproportionately favour the most common species.

The critical point, which weighs all species by their frequency without favouring any, occurs when $q=1$. Note that ${ }^{q} D$ is undefined at $q=1$, but the limit exists and is equal to:

$$
\begin{equation*}
{ }^{1} D(\mathbf{p})=\exp \left(-\sum_{i=1}^{S} p_{i} \ln p_{i}\right)=\exp \left(H_{\mathrm{Sh}}(\mathbf{p})\right) \tag{16}
\end{equation*}
$$

This is the exponential of the Shannon entropy, a quantity that has deep connections to biology, information theory, physics, and mathematics, since it is a measure that is uniquely able to weigh
elements of a system exactly by their frequency [75]. These elements might be species in a community, spin configurations in a particle system, or DNA sequences in a genome [76,77]. While the Shannon entropy (Equation (7)) provides a measure of how disordered these systems are (and hence is an index for how diverse they are), it is biased towards common elements rather than rare ones. The transformation to its exponential ${ }^{1} D$ (Equation (16)) resolves this problem by not favouring any elements above others, and thus avoiding bias in its measurement. It is for these reasons that ${ }^{1} D$ finds a role in various scientific disciplines.

Leinster and Cobbold [36] proposed a similarity-sensitive extension of the Hill numbers: as well as the relative abundance vector $\mathbf{p}$ and a sensitivity parameter $q \in[0, \infty]$, their index includes a similarity matrix $Z$. Then for $q \in[0, \infty] \backslash\{1\}$, the Leinster-Cobbold diversity of order $q$ is given by:

$$
\begin{equation*}
{ }^{q} D^{Z}(\mathbf{p})=\left(\sum_{i=1}^{S} p_{i}\left((Z \mathbf{p})_{i}\right)^{q-1}\right)^{1 /(1-q)} \tag{17}
\end{equation*}
$$

The Leinster-Cobbold family includes-either directly or upon simple transformation-species richness (Equation (5)), Rao's quadratic index (Equation (11)), the Shannon index (Equation (7)), the Gini-Simpson index (Equation (9)), the Berger-Parker index (Equation (6)), the Hill numbers (Equation (14)), and the Tsallis entropies (Equation (13)). Thus almost all of the measures discussed in Section 5, and others still, can be subsumed in one family of measures that are both effective numbers and similarity-sensitive.

Most of these indices are retrieved by setting the similarity matrix $Z$ equal to the identity matrix, so that $Z_{i j}=0$ (total dissimilarity) if $i \neq j$, and $Z_{i j}=1$ (total similarity) if $i=j$. This is referred to as the 'naive' Leinster-Cobbold diversity, in the sense that it ignores species disparity. Then for example at $q=0$ the naive Leinster-Cobbold index is equivalent to species richness. At the other extreme, for $q=\infty$ the naive index corresponds to the Berger-Parker index (Equation (6)), which depends only on the most abundant species and ignores all others.

The cases $q=1$ and $q=\infty$ are excluded from the definition in Equation (17) because ${ }^{q} D^{Z}(\mathbf{p})$ is not a valid expression for these values. However, the index does converge at these values, to

$$
\begin{equation*}
{ }^{1} D^{Z}(\mathbf{p})=\frac{1}{\left((Z \mathbf{p})_{1}\right)^{p_{1}}\left((Z \mathbf{p})_{2}\right)^{p_{2}} \cdots\left((Z \mathbf{p})_{S}\right)^{p_{S}}} \tag{18}
\end{equation*}
$$

as $q \rightarrow 1$, and to

$$
\begin{equation*}
{ }^{\infty} D^{Z}(\mathbf{p})=\frac{1}{\max _{i \in\left\{1, \ldots, S \mid p_{i} \neq 0\right\}}(Z \mathbf{p})_{i}}, \tag{19}
\end{equation*}
$$

as $q \rightarrow \infty$.
To close this section, we note that all of these parametric families are deeply linked. Most obviously, the naive Leinster-Cobbold indices (Equation (17)) are by definition equivalent to the Hill numbers (Equation (14)): ${ }^{q} D={ }^{q} D^{I}$. Deeper links exist between the other indices due to the previously noted fact that all of them are monotonic functions of the sum $\sum_{i=1}^{S} p_{i}^{q}$, or limits of such functions as $q \rightarrow 1$ [73]. Thus, the Tsallis entropy (Equation (13)) is the base $q$ logarithm of the $q$-th Hill number (Equation (14)),

$$
\begin{equation*}
{ }^{q} H=\log _{q}{ }^{q} D, \tag{20}
\end{equation*}
$$

while the Rényi entropy (Equation (12)) is the natural logarithm of the Hill number of the same order,

$$
\begin{equation*}
H_{\alpha}=\ln { }^{\alpha} D \tag{21}
\end{equation*}
$$

These transformations are useful for the practical estimation of the Hill numbers (Section 7), since conversion to an entropy measure provides an easier approach to bias correction. Conversely, the Hill numbers can permit a more intuitive conception of diversity (in terms of effective number of species) which may be more useful for theoretical works.

### 5.5. Diversity Profiles

Different indices give different estimates of diversity, so it may happen that when calculating how a community's diversity has shifted after a disturbance, one index indicates that the diversity has increased, whereas another indicates that it has decreased [74]. Therefore, restricting the analysis to a single index can lead to a biased or distorted estimate of diversity, and consequently conclusions based on this measurement may be misleading or incorrect.

This can be avoided through the use of parametric families of diversity indices: as discussed in Section 5.4, these indices include a sensitivity parameter that controls the weighing of common and rare species in the community. Varying this parameter allows for a wider view of a community's diversity and provides more information than any single statistic.

A diversity profile is a graph that does exactly this: it shows at once multiple values of a community's diversity, so that they may easily be compared. For any parametric family $H(\mathbf{p}, q)$ where $q$ is the index's sensitivity parameter, its diversity profile is a graph of $H(\mathbf{p}, q)$ against $q$. Changes in community diversity can then be studied by comparing profiles. These may be two different communities, or the same community at different points in time, typically before and after some ecological disturbance.

Communities' diversity profiles define a partial order on their diversities [78]. If the two communities are comparable, then one profile will lie pointwisely above the other, and the former community can be said to be more diverse than the latter. However, the profiles of the communities may intersect, in which case the communities are not directly comparable (and hence the ordering is only partial). This is again an unavoidable consequence of reducing the complex concept of diversity to a relatively simple numerical analysis, which diversity profiles are not able to entirely overcome. However, they are much more meaningful than univariate indices, and even when two communities are not directly comparable, studying where their profiles intersect can reveal which sections of the community (common or rare species) have shifted [74].

The region of a diversity profile where $q$ is small gives information about species richness and rare species, since here $H(\mathbf{p}, q)$ is affected almost as much by rare species as common ones. The tail where $q$ is large gives information about dominance and common species, since here $H(\mathbf{p}, q)$ is almost entirely unaffected by rare species. As the sensitivity parameter $q$ increases, the diversity $H(\mathbf{p}, q)$ drops. More precisely, the diversity profile is always decreasing and continuous.

As an illustration, we plot in Figure 2 three classical (univariate) indices, and two parametric families of indices. For the same species abundance vector, we compute the value for univariate indices and the diversity profile for the parametric families of indices. Since univariate indices do not account for differential sensitivity to rare or common species, they do not vary with $q$. One of the parametric families is similarity-sensitive (the Leinster-Cobbold index), so that some pairs of species are more similar than others, while the other parametric family is insensitive to disparity (the Hill numbers). For the Leinster-Cobbold index, we use a random sensitivity matrix satisfying the conditions outlined in Section 5.4, i.e., it is symmetric and all its elements lie in the unit interval.

We first note that the univariate indices give different estimates of diversity, since they are not effective number indices. Hence they do not have a common unit, and the diversity values they give for the same community are significantly different (as discussed in Section 5.2).

For the parametric families, we notice the effect of including a similarity measure to account for disparity. For all values of $q$, the similarity-sensitive index gives a lower value of diversity than the naive index. This is to be expected since the naive index treats all species as equally different, whereas the similarity-sensitive index considers some species to be less distinct than others.

The steepness of the left-hand side of the profiles, where $q$ is small, gives us information about the rare species in the community. As $q$ increases, these rare species are given less weight by the index, and therefore the steeper the drop of the profile, the more rare species there are in the community. Again we notice that the naive index considers there to be more rare species than the similarity-sensitive
index, since the slope of the former is steeper. In fact, the slope of the similarity-sensitive profile is so low that we can surmise that the similarity measure considers the rare species to be very similar.

Figure 2 also illustrates graphically the mathematical relationships between the indices that were discussed in Section 5.4: the Hill number of order 0 is equal to species richness, the Hill number of order 1 is equal to the exponential of the Shannon index, and the Hill number of order 2 is equal to the Gini-Simpson index.


Figure 2. Comparison of diversity indices for a community given by the species abundance vector ( $0.0407,0.179,0.0144,0.00403,0.31,0.00858,0.109,0.0643,0.0999,0.021,0.0638,0.0184,0.0677$ ). Parametric families of indices (Hill numbers and Leinster-Cobbold index family) result in profiles, while univariate indices are not functions of $q$.

To illustrate the useful application of diversity profiles in ecological studies, we provide several examples. First, we show in Figure 3 the diversity profiles calculated by Leinster and Cobbold [36] relating to an experiment comparing the microbial communities in the guts of lean and overweight humans [79].


Figure 3. Comparison of diversity profiles using (a) a naive similarity measure and (b) a genetic similarity measure [36] for datasets representing two human gut microbiomes (TS1 and TS3) [79].

The diversity profiles for two particular test subjects from that study were compared, one subject being overweight and the other not. Since only a fraction of microbial species has been isolated and
given taxonomic classifications, it was not possible for the authors to partition the microbes into species (this issue was discussed in Section 3.3). Instead, the authors turned to DNA sequencing data, which they used to construct a similarity matrix. Using the naive similarity matrix (Figure 3a), the diversity profiles cross at $q \approx 1$. This suggests that the community in the lean subject's gut is richer but less evenly distributed than that of the overweight subject. However, using a similarity matrix based on genetic measures (Figure 3b), the diversity in the lean subject is seen to be greater for all values of $q$, a conclusion supported by other analyses conducted by the authors [79].

Another study, again using the Leinster-Cobbold index, conducted a meta-analysis of microbial diversity studies by calculating the diversity profiles of the various microbial communities, in order to investigate whether the use of these profiles altered the interpretation or conclusions of the initial studies [61]. Aside from insights into community structure that were not detectable with classical (univariate) diversity measures, the authors also found that similarity-based and naive diversity profiles only agreed on which community was the most diverse in approximately $50 \%$ of cases, another strong argument for incorporating similarity information into diversity quantification [61].

In a conservation study of reptiles in Madagascar, Nopper et al. [80] used the Hill numbers to calculate diversity profiles. Their goal was to detect changes in the reptile communities' composition in order to assess the success of different forest management strategies. Their results indeed demonstrate that such differences existed in the Madagascar forests: significant differences were detected in community compositions between used and less-used forests when management rules were respected, whereas when these rules were ignored, the diversity profiles showed no significant differences between the reptile communities in used and less-used forests, implying homogenization of reptile community composition under this scenario [80]. Diversity profiles allow for the identification of such patterns in community composition, which are stronger conclusions than merely calculating similar values of diversity, as would be the only possibility with a classical index.

Genetic diversity profiles were used in another study to assess the effect of sample size for a genetic analysis-the authors' goal was to study how genetic diversity calculations were affected by minimum sample size and the effect of relatives (i.e., high genetic similarity) in the sample [81]. To do so, they compared the results of two classical (univariate) indices with diversity profiles calculated using the Hill numbers, for sampled populations of amphibians. The comparison indicated good agreement between the classical indices and the profiles at the relevant $q$ values, but differences were found in profiles of rare alleles, which require higher sample sizes to calculate univariate measures. The authors took these results as evidence for the usefulness of their method for calculating minimum sample sizes, and for pinpointing possible underestimation of diversity due to rare alleles, all in service of accurate quantification of genetic diversity.

Other practical applications, particularly conservation studies, are often more interested in how diversity varies temporally rather than spatially. As an example, Iacchei et al. [82] undertook a study of temporal variations in the genetic composition of populations of two planktonic copepod species. Conventional population genetic analyses were able to characterize the structures of the populations, but found no significant differences in these over time. In contrast, the use of diversity profiles allowed for the identification of seasonal turnover patterns, particularly in rare species, adding important nuance to the researchers' understanding of these communities. The authors therefore concluded that their results "highlight the complementary insights" that can be obtained from these two techniques, which are especially useful for examining subtle temporal shifts in community composition.

Such practical applications of diversity indices often involve considering diversity at different scales across an ecosystem or landscape. Parametric families of indices are well suited for this purpose, since they can be meaningfully decomposed into components representing these different scales, a technique known as the partitioning of diversity.

## 6. Partitioning of Diversity

In Section 3, the three key components of diversity were discussed: richness, evenness, and disparity. Diversity can be partitioned according to these components. For example, the Simpson evenness index is derived from the Simpson diversity index by removing the effect of richness [83] (the Simpson index already neglects disparity). However, if we still wish to consider diversity as a unified concept of at least richness and evenness (and possibly also disparity), then diversity can also be partitioned according to the scales over which it is considered.

If we think of an ecological landscape, we will typically find one large community of species that aggregates smaller sub-communities, in terms of their spatial organization or other features. So when we consider the diversity of this landscape, to what are we referring?

There is the total diversity of the landscape: this is known as its gamma diversity. There is also the diversity of the sub-communities, which is known as the landscape's alpha diversity, or within-community diversity. More specifically, alpha diversity refers to the diversity of a uniform habitat of a fixed size [19]. The link between alpha and gamma is the diversity representing the differences between the sub-communities: its beta diversity, or between-community diversity. These concepts are illustrated in Figure 4.


Figure 4. Partitioning diversity according to landscape scale. Gamma diversity is the total diversity of the landscape. Alpha diversity is the diversity within sub-communities. Beta diversity is the diversity between the sub-communities.

Alpha and gamma diversity are straightforward to conceive and measure, while beta diversity is trickier. It is agreed that beta diversity links alpha and gamma diversity, but how exactly should the former be derived from the latter?

The first partitioning to be proposed was multiplicative [84], so that $D_{\alpha} D_{\beta}=D_{\gamma}$. Later, others insisted that the independence of alpha and beta diversity is not necessary, since their dependence can be accounted for in other ways, and thus proposed an additive formulation [67], so that $D_{\alpha}+D_{\beta}=D_{\gamma}$.

In practice, ecologists generally measure alpha and gamma diversity, and then derive beta diversity from these. This has led to the emergence and use of a wide variety of measures of beta diversity, similar to the proliferation of biodiversity measures, despite beta diversity at least benefiting from an agreed definition, unlike biodiversity: beta diversity refers to the average dissimilarity in composition among sub-communities. The multitude of beta diversity indices can be attributed to similar causes as those underlying the vastness of the set of biodiversity indices. Different ecological
studies wish to interrogate different research questions relating to beta diversity, and thus focus on different aspects of it, while the various beta diversity measures can have quite different statistical properties [85]. This has led to the further issue of devising measures that capture diversity at these different scales while also respecting the axioms in Section 4.

Why, then, are ecologists interested in wading into this complex topic? The multiplicative and additive partitions of diversity are appreciated and widely used because they provide a single set of values of alpha and beta diversity for a given landscape (sampling) scale, and are thus very suitable techniques for analyzing patterns or changes in diversity across multiple scales. Hence, they are able to provide ecologists with an intuitive and accessible measure of species diversity, and its spatial and temporal variations [85]. They are thus particularly appreciated by conservation ecologists, who are interested in large-scale ecological processes affecting biodiversity.

The disadvantage of the simplicity of additive or multiplicative diversity partitioning is that these methods also result in a significant loss of information, as the multidimensional features of a community are projected to a much lower-dimensional space. For example, the beta diversity obtained by diversity partitioning does not directly measure the differences in composition among the sub-communities, but is instead an average of this diversity, which is not found in any particular sub-community [86]. Unsurprisingly, as with diversity in the broader sense, there is no single index that provides a perfect measurement of beta diversity (for an in-depth discussion of beta diversity measurement, we direct the interested reader to the review in [87]).

Yet, just as with biodiversity indices, users of diversity partitions have in recent years fought their way through an analogous 'jungle' of indices, measures and metrics to arrive at the beginnings of a consensus. There is increasing agreement that the Hill numbers (Equation (14)) should be partitioned to measure beta diversity [88-90]. This is because the Hill numbers, as effective numbers and in contrast to most other indices, obey the replication principle (Axiom 6, discussed in Section 4).

The replication principle was first proposed by Hill [51] merely as a desirable characteristic of his eponymous family of indices, but it was later shown by Jost [91] that indices satisfying this principle permit the partitioning of gamma diversity into independent alpha and beta components, through a multiplicative partitioning. Hence any change in the magnitude of their partitioned components has a simple interpretation [86].

To illustrate the importance of the replication principle to a sensible partitioning of diversity, we use a simple example following Jost [46]. We consider a landscape made up of twenty island communities of equal size and with the same diversity, that do not share any species; hence the islands have identical relative abundance distributions, but no common species. Take as an example the relative abundance distribution given by $\mathbf{p}=(0.057,0.012,0.052,0.064,0.026,0.060,0.034,0.012,0.043$, $0.034,0.052,0.049,0.054,0.060,0.037,0.052,0.089,0.040,0.078,0.044,0.030,0.021)$. If this landscape was now under threat, for example from rising sea levels, and finite resources dictated that only some of its diversity could be protected, how would a suitable fraction be identified?

Using the Gini-Simpson index (Equation (9)), we would find that the alpha diversity of each island is 0.95 , while the gamma diversity of the total landscape is 0.998 (note that to calculate $D_{\gamma}$ we must rescale $\mathbf{p}$ since the pooled community has twenty times as many species as each island). So if in the worst case only one island can be protected, this would imply that we have saved 0.95/0.998 $=95 \%$ of the landscape's diversity - a fantastic result for relatively little effort. But then how much of the total diversity has been lost? Together, the nineteen doomed islands have a diversity of 0.997 , so we have lost $0.997 / 0.998=99.9 \%$ of the total diversity. Somehow, we have simultaneously saved $95 \%$ of the landscape's diversity, and lost $99.9 \%$ of it.

This nonsensical result is due to the Gini-Simpson index failing the replication principle, and hence its alpha and beta components do not scale sensibly when communities are pooled. Similar (though less egregious) results would be obtained with other indices that fail Axiom 6. In contrast, if we used an index that satisfies Axiom 6 (like the effective number equivalent of the Gini-Simpson index, or the Hill numbers), this would sensibly tell us that each of the twenty islands represents $1 / 20=5 \%$ of the
total landscape diversity, while the other nineteen collectively represent $19 / 20=95 \%$ of it. Intuitive and consistent behaviour of this kind underlies the consensus forming around the choice of the Hill numbers for diversity partitioning.

A recent review of the topic provided the following guidelines [85]. First, that beta diversity should be measured using species richness (i.e., using $q=0$ ), but the authors also acknowledged that depending on the research context, it may be more enlightening to also vary $q$ so as to measure other Hill numbers as well, thereby obtaining a diversity profile for each community (see Section 5.5). Second, not to use entropy measures in diversity partitioning. Entropy measures are often not effective number indices, and also generally do not satisfy the replication principle (Axiom 6 in Section 4), leading to misleading results (a deeper discussion of this point can be found in [46]). Third, to make the necessary statistical adjustments to remove alpha/beta dependence when using an additive partitioning (see e.g., [92]).

As a consequence of this last point, an even more recent consensus is emerging around the use of the multiplicative Hill number partitioning for measuring beta diversity, and thus avoiding the additive partitioning [93]. This is due to the recognition that the independence of alpha and beta diversity is a desirable feature of diversity partitioning; among other reasons, it simplifies the statistical approaches used to detect patterns in beta diversity changes [87].

Finally, we note that the Hill family is not unique in its decomposition into independent alpha and beta components. This is also possible with other families of indices, but the analyses are more complicated than those required for the Hill numbers, and these families generally do not share the advantageous characteristics of the Hill family indices, most notably that they are effective numbers and they satisfy the replication principle, the usefulness of which we have justified in previous sections [91].

## 7. Practical Estimation of Diversity Indices

### 7.1. Background

When it comes to assessing the diversity of a community in practice, the species proportions $\mathbf{p}=\left(p_{1}, \ldots, p_{S}\right)$ are generally unknown. Without a full census of the community, calculation of its diversity using an index is not possible. Instead, this must be estimated from sampled data.

For the purpose of this discussion, we assume that we have a sample of $n$ individuals from the community in question. Most estimators of diversity assume that this sample is random, namely that its observations are independent and identically distributed [94]. But this requires either an infinite population, or sampling with replacement. Generally, neither of these requirements are met: populations are finite and ecological studies typically sample populations without replacement [95]. This issue is avoided by considering a sample size much smaller than the population size, so that the effect of sampling without replacement from a finite population can be neglected [96]. Thus the problem reduces to estimating $\mathbf{p}$ using an appropriate sampling design, and then estimating the index as a function of the estimated species abundance vector.

A good estimator of a diversity index is one that is unbiased and with minimal variance [19]. Therefore, an appropriate measure of an estimator's error is the mean squared error (MSE), which is the sum of squares of the bias and the variance [97]. Bias generally arises for two reasons: unobserved species (those present in the community but not in the sample), and the non-linearity of indices with respect to the species abundances. The former source of bias is exacerbated the more strongly the index depends on $S$, the richness of the community. Hence, for example, the bias of the Simpson index (Equation (8)) is less than that of the Shannon entropy (Equation (7)) since the former assigns less weight to rare species, which are less likely to be sampled.

As with the indices themselves, their estimators should be selected carefully to ensure that their formulation is appropriate for the particular application. Interrogation of this point is key, particularly since non-experts often resort to dedicated statistical software or packages whose
underlying and disparate estimation techniques can result in different calculations of the same quantity [7].

For most diversity indices, numerous estimators exist. The statistical details of their derivation and bias reduction are beyond the scope of this review, so in this section we do not aim for an in-depth discussion of these various estimators, but we instead focus on whether an unbiased estimator exists for a particular index, and point the interested reader towards more exhaustive reviews. Unbiased estimators are of course preferable to biased estimators, but in practice many techniques exist for reducing bias, often to minimal levels, so that good estimates of diversity can still be obtained with a biased index estimator.

### 7.2. Estimators of Diversity Indices

### 7.2.1. Richness

Estimates of richness are obviously strongly correlated with the size of the sample used to obtain them: the total number of species in a sampling unit increases with its area and the number of detected individuals, and therefore comparing two different sampling units will be subject to bias. To address this, methods have been proposed that reduce samples of different sizes to a single standard size, so that they may be comparable in terms of their richness, a procedure known as rarefaction [55].

The two most frequently used richness estimators are the Chao estimators (Chao1 and Chao2) [98,99], and the jackknife method [95]. The Chao estimators estimate the number of unobserved species based on the number of species that are observed either once or twice. The jackknife method is based on resampling, and aims to reduce the estimator's bias by considering subsets of the sample, which are obtained by removing a certain number of observations (this number is known as the order of the jackknife method).

Brose et al. [100] provide a decision tree for choosing between these estimators, based either on the estimated range of sample coverage or community evenness. Both these estimators can be efficiently implemented and calculated, hence their popularity. For an overview of other richness estimation techniques, see for example [101].

### 7.2.2. Simpson Index

Simpson [57] provided an unbiased estimator of his own index (Equation (8)), which is based on the number of pairs of individuals drawn without replacement:

$$
\begin{equation*}
\hat{H}_{\mathrm{Si}}=\frac{1}{n(n-1)} \sum_{i=1}^{S} n_{i}\left(n_{i}-1\right) \tag{22}
\end{equation*}
$$

where $n_{i}$ is the number of sampled individuals of species $i$.

### 7.2.3. Shannon Index

Due to its importance in numerous scientific fields, the Shannon entropy (Equation (7)) has seen the development of many different estimators (Marcon [19] provides an overview). The details of these estimators are beyond the scope of this review, but for our purposes we note that the estimation of the Shannon index is subject to more bias than the estimation of Simpson's index, since the former is more sensitive to richness, i.e., to the number of species that are sampled.

An estimator frequently used in ecology is due to Chao and Shen [102], and is based on the steepness of the rarefaction curve-recall that the rarefaction procedure reduces bias in estimating richness, and thus reduces the same bias in the Shannon estimator.

### 7.2.4. Hill Numbers

Chao and Jost [103] formulated a low-bias estimator of the Hill numbers (Equation (14)), and is based on the discovery rates of new species with respect to the sample size $n$. This estimator therefore also allows for the estimation of a community's diversity profile, which can significantly improve the analysis of diversity shifts in sampled communities.

Haegeman et al. [104] used a different approach, by proposing two different estimators of the Hill family through the generalization of Chao's richness estimators. These estimators provide a lower and an upper bound to delimit the range in which the true Hill diversity values are expected to lie. For larger $q$, including the indices of Simpson and Shannon, this range is relatively narrow and thus these estimators yield a good estimate of these Hill numbers. But as $q$ decreases to approach zero, this unsurprisingly diverges as the Hill diversities approach species richness, whose estimate is inherently biased. Thus in general, Hill numbers of larger order can be estimated with less uncertainty. This is again unsurprising since the larger the order, the less weight is given to rare species, which are less likely to be sampled.

### 7.2.5. Leinster-Cobbold index

The Leinster-Cobbold indices provide a similarity-sensitive extension of the Hill numbers, and so their estimation is related but more complex. An additional complication in this similarity-sensitive case is that we have no information about the similarity between unobserved and observed species. Either the estimator can be corrected for these unobserved species, or their contribution to diversity can be explicitly estimated by assuming that the average similarity between unobserved and observed species is equal to the average similarity between observed species [105].

Using the latter approach, Marcon et al. [105] provide low-bias estimators of the Leinster-Cobbold index family (Equation (17)), along with a multiplicative partitioning that can be used to estimate alpha and beta diversity (see Section 6). They make use of a bias-corrected estimator originally developed for the Tsallis entropy (Equation (13)), through the transformation in Equation (20). The bias-corrected estimator is first applied to a similarity-sensitive extension of the Tsallis entropy, which is then transformed into the Leinster-Cobbold index.

## 8. Conclusions

In this review, we have provided an overview of the key conceptual issues with which researchers are confronted when they seek to measure ecological diversity, and we have surveyed and compared the most common diversity indices used in ecology. In general, we recommend that a diversity index is selected that:
(1) satisfies the key axioms in Section 4;
(2) can be expressed as an effective number (Section 5.2);
(3) can be extended to account for species disparity if necessary (Section 5.3);
(4) can be parameterized to obtain diversity profiles (Section 5.5); and
(5) an estimator (preferably unbiased) can be obtained so that the index can be used in practical applications (Sections 6 and 7).

In the relevant sections of this paper, we have elaborated on each recommendation by motivating its importance for reasonable and realistic diversity measurement.

Overall, the Hill numbers have been recommended for quantifying species diversity for several decades [106], and despite the significant progress in measuring and estimating diversity that has been achieved in the intervening years, this consensus has not changed [86] and we do not deviate from it. This family of indices has recently been extended to measure similarity-sensitive diversity [36], phylogenetic diversity [107] and functional diversity [108]. However, these types of diversity do not yet dispose of a knowledge base as well-developed as that of species diversity, due to their more complex nature (for a review of these issues in functional diversity measurement, see e.g., [109]; for phylogenetic
diversity, see e.g., [63]). The ability of the Hill numbers to be extended to measure these different types of diversity hints at their power as a unifying framework for measuring biodiversity.

However, this general recommendation is of course not always the best choice. Depending on the particular context of an ecological study, other indices may be more appropriate. As discussed in Section 2, the vast number and variety of available diversity indices allows researchers to be flexible in their choice of index, with the key stipulation that the underlying definition of the index should first be considered carefully to ensure that it is appropriate for the particular application, and will not lead to misinterpretations.

Thus more specific study contexts may benefit from other recommendations. For example, in conservation ecology, the goal of a study is oftentimes to rank different communities (or sites) by their diversities, since only certain sites can be selected for protection or management [6]. In these cases, parametric families of indices are generally preferred since they provide information about both richness and evenness, and so outperform classical indices at discriminating between such sites. On the other hand, a ranking of sites by their diversity cannot always be obtained using a parametric family of indices, since their diversity profiles impose only a partial order on diversity. Hence a well-selected univariate index may be more appropriate in this particular setting.

In sum, when one is faced with the task of selecting a diversity index, it is enlightening to consider Baumgärtner's observation that all diversity indices require, to a greater or lesser extent, that the user makes a priori value judgements about which aspects of biodiversity are more important [13]. This includes, for example, the choice of the sensitivity parameter $q$ in parametric families of indices. In choosing the value of $q$, the user specifies whether rare or common species are more important for the type of diversity they wish to study. Hints about the most appropriate value(s) to study might be gleaned from other insights into the community, but $q$ cannot itself be measured or inferred from the community. Hence, there is no correct value of $q$ in any application, and it must instead be chosen by the user based on the goals of the study.

This advice applies to all indices, not just those involving a sensitivity parameter. Diversity indices merely provide a summary of an inherently complex and multidimensional concept: a community's structure. Indices achieve this summarization in different ways by emphasizing different aspects of diversity. To avoid confusion and misinterpretation, users should first define their objectives and then choose the appropriate measure for the specific problem.
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[^0]:    1 The randomness of animal movement is obviously an idealization, which, however, is well justified under certain conditions, e.g., see [18] for a detailed discussion of this issue.

[^1]:    2 This is the inverse of the error function defined by $\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(-z^{\prime 2}\right) d z^{\prime}$

[^2]:    3 This specific type of random walk is of significant interest in foraging theory since an inverse square power-law distribution of flight lengths provides an optimal strategy to detect target sites provided that the sites are sparse and can be revisited [61]. Furthermore, see Section 2.2.

[^3]:    4 See Ahmed and Petrovskii [27] for a detailed description of the model previously proposed.

