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The need to reduce CO2 emissions is of utmost importance considering the climate
changes that have become more evident and affect us through the significant impact they
have. The development of energy production using clean resources represents one of the
most effective measures that can lead to a reduction in greenhouse gas emissions, thus
preventing the continuation of the warming process. Besides the fact that they are an
inexhaustible energy source that nature offers us, renewable energy sources can help us to
mitigate the greenhouse gas emissions [1]. Taking into consideration that the oceans and
seas of the planet occupy a much larger area than the land and offer various sources of
renewable energy insufficiently exploited until now, although they present a high potential,
it is obvious that the exploitation of renewable resources from the marine environment
must be developed faster and on wider geographical spaces. In this general context, the
new strategy established in the framework of the “European Green Deal” highlighted the
importance of offshore renewables in transforming the European Union into a low-carbon
energy space [2].

From this perspective, Journal of Marine Science and Engineering pays special attention
to promoting studies regarding the offshore renewable sector, including evaluation of the
resources that can be exploited in these zones and their dynamics in the context of climate
change. Some technological challenges related to optimization aspects of wave energy
converters (WECs) are also discussed. In this context, some very recent works targeting
these important issues, and which were published in the Special Issue of JMSE entitled
“Offshore Renewables for a Transition to a Low-Carbon Society” are highlighted in this
Editorial.

Among the renewable resources available in offshore areas, the exploitation of wind
energy is probably the most advanced, with the faster growth certainly being influenced by
the existence of mature technologies already developed for the implementation of wind
farms on land. Offshore wind has the advantage that it is stronger and less turbulent than
the one on land, and therefore, it is more energetic and stable and thus more efficient. This
makes offshore wind exploitation cost effective and therefore competitive with low-cost
energy sources, although maintenance in the harsh marine environment is often more
difficult.

Since the energy extracted from wind depends on the wind speed and this is variable,
the identification of the best locations is based on various sources of information, such as in
situ and satellite measurements or the results obtained through simulations with numerical
models. Of course, a global perspective of these resources, with a high spatial and temporal
resolution, can only be provided by atmospheric models whose results can be improved by
combining them with satellite data or even in situ measurements.

The assessment of wind energy potential in the Romanian coastal area shows that this
area can be a viable candidate for the development of offshore wind projects that have good
wind energy potential and a large continental shelf. Furthermore, Romania is a part of the
European Union, which aims to significantly expand the offshore wind sector [3]. Using the
data provided by one of the most credible databases regarding wind speed at 10 m (U10)
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above sea level, namely ERA5 [4], a long-term analysis of the average and extreme wind
speed values was carried out for the Romanian exclusive economic zone (EEZ) in the Black
Sea. A comparison with satellite measurements indicates a good agreement between the
data in the locations targeted. However, an accurate evaluation of the wind speed at the
wind turbine hub height is of higher significance for the wind energy potential estimation.
From this perspective, U100 data spanning twenty years are also retrieved from ERA5.

Another important aspect, which must be taken into account for the realization of
new renewable energy projects, is represented by technical and economic evaluations.
Such a study was carried out for the Philippines and is published in this Special Issue [5].
Two of the most used turbines were considered for the technical analyses, namely Siemens
SWT-3.6-120 and Senvion 6.2M126. The results of this combined assessment are reflected
in the calculated levelized cost of electricity (LCOE) of the offshore wind farms in the
Philippines.

Considering that the oceans and seas of the planet occupy a much larger area than the
land and that they offer various insufficiently exploited sources of energy, although they
present a high potential, it is obvious that the exploitation of resources from the marine
environment must be developed faster. Besides the exploitation of the offshore wind energy,
in the marine environment there is also the possibility of exploiting wave energy, which has
great potential in many coastal areas [6] and is not yet exploited to its true potential. At the
same time, wave energy can be predicted with good accuracy, higher than wind or solar.

Another important aspect is to find the most suitable WEC for a coastal area, taking
into consideration that there are currently a wide variety of WECs tested. Given the
characteristics of the sea state conditions on the western coast of the Iberian Peninsula,
this region is identified by various studies as having great potential for wave energy
exploitation. Thus, the Galician coast (NW Spain) is one of the areas identified with a
high potential for wave energy exploitation. In this context, for the Galician coast (NW
Spain), an evaluation of the wave power resource was carried out together with an analysis
of the expected electrical energy output that could have been produced by four WECs
over the period from 2014 to 2021 [7]. For each device, the performance was investigated
considering two elements: efficiency and power load factor. The results indicate that the
Atargis device, a cycloidal WEC, appears to be the most efficient.

A very important issue is also the optimization of the WECs, and in the case of a
floating flapping-panel device, numerical simulation studies and a laboratory physical
model hydrodynamic study were performed to evaluate the feasibility of the device [8]. In
this way, an optimal damping coefficient to give maximum captured energy was identified.

It is clear that commercial wave energy exploitation can be efficient by placing multiple
WECs in an array configuration. The point absorber is an efficient device that captures
energy from waves coming from various directions, and for this reason, it is very suitable
to be placed in arrays. However, an optimization of the WEC array layout is necessary,
together with the applied control strategy. An extensive literature review on the state of
the art in physical modelling of the point-absorber WEC arrays is presented in an article
published in the present Special Issue [9]. Some scientific gaps were also identified, and they
were reformulated as design requirements for the experimental setup. The experimental
setup of an array of two to five generic heaving point-absorber devices is presented. Wave
basin testing in waves simulating real sea state conditions was performed in response to the
urgent need for reliable data on the WEC array tests [10]. These data are used to perform
the optimization of the WEC array and to validate new numerical models (non-linear). A
model predictive control (MPC) method was also proposed for improving the efficiency
in extracting the energy of a WEC array [11]. As a conclusion, the experimental tests
using MPC with the interconnected system model indicate a better wave energy capture
efficiency.

Offshore solar energy could be a viable option for making many coastal communities,
islands, and isolated locations more sustainable. As with the other renewable energy
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sources presented here, the amount of energy that could be extracted in an area is influenced
by the geographic location where the systems are deployed.

A new methodology to identify the most appropriate marine areas for the deployment
of some offshore solar farms in the Aegean Sea is presented in [12]. Two phases are included
in the methodology proposed. In the first one, exclusion criteria are applied for the marine
zones based on the information collected from various sources and maps which were
created using a GIS environment. Then, in the second phase, objective and subjective
models were applied, and to establish the correlation between them, the Kendall rank
correlation coefficient was used. The subjective model based on the value of the solar
radiation encountered in an area indicates the offshore area near Crete Island as the most
suitable site for an offshore solar farm deployment. On the other hand, the objective model
considers the offshore area around Thasos Island as a better location.

Additionally, the installation of floating solar panels on the water surfaces of lakes
and lagoons can represent a viable solution, and this is shown in the study focused on
the western Black Sea and the Razim-Sinoe lagoon system [13]. In such locations, the
environmental conditions in which the floating structures would work are milder than in
open coastal areas. Based on the data retrieved from the ERA5 database regarding the solar
radiation at four points (one point located on the Romanian coast, the other three in lakes),
it was found that the energy produced at all points has similar values.

It is also well known that large quantities of greenhouse gases are produced in mar-
itime transport, and possible solutions should aim to reduce these emissions. For this
reason, a solution would be to provide reliable information based on a long-term analysis
of the mean and extreme values of the weather conditions, especially wind and sea state
conditions that affect navigation safety. Such a study was carried out for the main maritime
routes in the European seas and where information can be found regarding the areas that
should be avoided as they are more exposed to extreme events [14]. The seasonal analysis
also indicated the periods of the year that present lower risks for maritime transport.

Finally, the editors are confident that the works included in this Special Issue offer
useful information for both researchers and stakeholders.

Conflicts of Interest: The authors declare no conflict of interest.
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An Evaluation of the Efficiency of the Floating Solar Panels in the
Western Black Sea and the Razim-Sinoe Lagunar System
Alexandra Ionelia Manolache, Gabriel Andrei and Liliana Rusu *

Department of Mechanical Engineering, Faculty of Engineering, “Dunarea de Jos” University of Galati,
47 Domneasca Street, 800008 Galati, Romania
* Correspondence: liliana.rusu@ugal.ro

Abstract: The development of novel solar power technologies is regarded as one of the essential
solutions to meeting the world’s rising energy demand. Floating photovoltaic panels (FPV) have
several advantages over land-based installations, including faster deployment, lower maintenance
costs, and increased efficiency. Romania is considered a country with enormous solar energy potential,
which is one of the most exploited sectors of the renewable energy sector. With this in mind, the
purpose of this work is to assess the energetic potential provided by the sun, taking into account three
lakes in Romania’s east and extending to the west of the Black Sea. In this context, we examine the
hourly distribution of solar radiation for the year 2021. The solar radiation data were extracted using
the ERA5 database, as well as data collected in situ near them. Following this research, we discovered
that all of the chosen locations have a high energetic potential and could be used as locations for
the exploitation of solar energy, thereby avoiding the use of land that could be used for agricultural
purposes in these areas. We also noticed that there are minor differences between the solar radiation
values obtained from the ERA5 database and the measured ones.

Keywords: solar radiation; marine renewable energy; floating solar panels (FPV); sustainability;
Romanian nearshore

1. Introduction

Since the Framework Convention on Climate Change was adopted in 1992, the globe
has altered dramatically. In 1990, industrialized countries accounted for two-thirds of
global emissions; today, they account for roughly half, and by 2020, developing countries
will account for two-thirds of global emissions. The Kyoto Protocol, which has governed
the limitation of greenhouse gas emissions until now is no longer sufficient. To mitigate
the worst effects of climate change, the Paris Agreement was adopted. By reducing global
warming to well below 2 ◦C and pursuing efforts to restrict it to 1.5 ◦C [1], the Paris
Agreement [2] lays out a worldwide framework to avoid severe climate change. It also
aims to support countries in their efforts to improve their capacity to deal with the negative
effects on the environment. Aside from tackling climate change, there is also a significant
interest in reducing global greenhouse gas emissions. By 2030, it is desired to have cut
greenhouse gas emissions by at least 55% [3]. To accomplish this, we must stop relying on
fossil fuels [4] and start investing in reliable [5] clean, accessible, and affordable alternative
energy sources. The sun, wind, water, waste, and heat from the Earth are all abundant
sources of renewable energy that are renewed by nature and release little to no greenhouse
gases or air pollution.

The energy sector is taking the lead in the decarbonization effort [6] because significant
investments are made in mature and affordable renewable energy technologies, such as
wind and photovoltaic (PV). Solar energy is regarded as the most promising source of
renewable energy [7,8]. It is a free, clean, and ever-lasting source of energy. In ancient times,
it met the necessity for cooking and warmth. Nowadays, it is employed in a variety of ways,
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including converting solar energy to electrical energy by means of solar panels (PVs). The
sun produces more than enough energy to cover the entire world’s energy requirements
and, unlike fossil fuels, it will not run out anytime soon. The only constraint of solar power
as a renewable energy source is our ability to convert it into electricity efficiently and cost-
effectively. The harvesting and usage of light and/or heat energy generated by the sun, as
well as the technologies (passive and active) involved in achieving such goals, are regarded
as being essential to the solar energy concept [9,10]. Solar energy is harnessed using
three primary technologies: photovoltaics (PV), which directly converts light to electricity;
concentrating solar power (CSP) [11,12], which uses heat from the sun (thermal energy)
to drive utility-scale electric turbines; and solar heating and cooling (SHC) systems [13],
which collect thermal energy to provide hot water and air heating or conditioning. The
most common technology is PVs, which are devices made of semiconductor materials that
directly convert sunlight falling on them to electrical energy. PVs should be installed in
such a way that they form a tilt angle with the horizontal plane to extract the most power
from them and allow sunlight to fall at a steep angle [14].

According to global data, more solar photovoltaic capacity is being installed than
any other generation technology, making solar power the world’s favorite new type of
electricity generation. Solar photovoltaics had an electrical capacity of 8,485,405 GW
in 2021, out of a total of 30,683 GW of renewable energy [15]. The photovoltaic sector
accounts for approximately 28% of total renewable energy. However, when we look at
Romania’s renewable energy sector, we can see that its capacity is not very large, with a
capacity quantity of approximately 11,138 TW, of which the photovoltaic sector accounts
for only 12.6% (approximately 1.4 TW). When we look at the map of solar radiation capacity
around the world, we can see that countries such as the Netherlands, Poland, the United
Kingdom, and Germany are in areas with solar energy resources similar to Romania, but
their production is much higher. Until now, Romania has had a little well-established
supporting program for the development of the renewable energy sector; however, in 2022,
a program to increase wind and solar energy production will be developed for small and
large enterprises that can help to improve the renewable sector.

Floating photovoltaics is a concept that has gained popularity in recent years, with no
commercial deployments and only a few demonstrator projects deployed globally [16,17].
Many places around the world, primary islands such as Japan, Singapore, Korea, and the
Philippines, do not have enough land for PV installations. There is already demand in this
field in countries such as Japan, Australia, the United States, Brazil, Korea, India, and others,
and it is expected to expand globally. Floating solar systems can be installed in bodies of
water such as oceans, lakes, lagoons, reservoirs, fish farms, dams, canals, and so on. Far
Niente wineries in California, USA, received the most media attention and was widely
regarded as the first to develop a floating PV project (despite the fact that a research floating
PV project had been installed the previous year in Aichi, Japan) [18]. A large number of
studies have been conducted to examine the advantages that floating photovoltaics have
over conventional ones on the ground [19,20]. Choi Y.K [21] also conducted research in
this area, comparing empirical data from floating photovoltaic systems developed in Korea
with those on the ground. Following studies that concluded that floating photovoltaic
systems can be more efficient by over 11%, the development of larger projects could lead to
a larger-scale approach to the floating solar energy sector. Another study that highlights
the superior efficiency of FPV was conducted by Sasmanto A.A et al. [22].

The power output of solar cells varies in response to temperature changes. Because
the efficiency of the PV module is temperature dependent, installing solar PV systems on
the water’s surface benefits from a significantly lower ambient temperature due to the
cooling effect of water [23–25]. If aluminum frames are used to support the floating solar
PV module, the cooler temperature from the water is also carried out, lowering the overall
temperature of the modules, as determined by the work of Liu H. et al. [26]; this aspect is
also studied by El Hammoumi A. et al. [27].
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Another aspect that is being thoroughly researched is the environmental benefits.
Floating photovoltaics reduce negative effects such as deforestation, bird death, erosion,
microclimate change, and others [28]. In addition, photovoltaics can reduce the evaporation
of lake water and prevent algae growth [29]. Studies in these areas are being conducted by
Elshafei M. [30], where one of the main conclusions is related to the possibility of reducing
water loss through floating photovoltaics.

Potential assessment is one of the most popular FPV-related topics since it has been
demonstrated that there is technological potential for anthropogenic reservoirs all over the
world. A study that investigates the potential of solar energy is the one in reference [31],
which investigates the possibility of placing floating photovoltaic panels in existing hy-
dropower reservoirs in Laos. Another study that focuses on the energy potential is the one
from reference [32], which analyzes the possibility of placing FPV on 10% of the surfaces
covered by water, which could generate 31% of the energy needs in Spain. The research
in references [33,34] examines the same topic, but this time for India. However, they also
integrate studies on the prevention of water evaporation, which is a significant issue in this
region. A study that covers the whole of Europe is found in reference [35], which studies all
the hydropower basins on the continent in the desire to increase attention on this industry
with the idea in mind of achieving carbon neutrality by 2030. One of the nations mentioned
is Romania, which has a surface area of 394 km2 and ranks fourth among the countries
with reservoir areas. This region might be used for the installation of FPV with a capacity
of 44.1 TWh if the entire surface is used. For Romania, this topic is not addressed; there
are some studies, such as the one in reference [35] which address the entirety of Europe
and is primarily focused on hydropower reservoirs, but there are no studies that also
analyze the lakes that are used for irrigation. A study that addresses this topic is carried
out by Popa B. et al. [36], which analyzes the possibility of locating a 1 MW FPV farm on
Morii Lake.

The need to find innovative strategies that may result in acquiring huge amounts of
energy is required given the current state of Europe, which is dealing with a widespread
energy crisis that has caused energy costs to rise exponentially. At the national level,
Romania is now dealing with this issue and is working to find quick solutions, making
recent investments in renewable energy stand out. The goal of this study is to provide
insight into the Romanian market’s unrealized potential for floating solar energy. It intends
to demonstrate the advantages of FPV over those on land, enabling the growth of the solar
energy industry. In this way, the importing of power from other countries will be reduced
to the maximum.

This work aims to evaluate the solar radiation on three lakes in Romania: Lake Razim,
Lake Sinoe, and Lake Golovita, but it also extends to locations with deeper waters. To
perform this, data on solar radiation and temperature were extracted from the ERA5
database, and in situ data will be used to validate the satellite data. A 540 kWh PV will be
used to outline an overview of the solar radiation from the chosen locations. The novelty
of this work is that it focuses on water-covered areas in Romania, where there is a desire
to use PVs on water. The first FVP farm in Romania was launched in 2022 in the port
of Constanta and was evaluated at an annual production of 15,000 kWh provided by its
22 PVs. So, the values obtained from this study can be considered as benchmarks in future
investigations for the identification of other locations for the exploration of this energy
sector that is less addressed in Romania, and it could have a huge impact in combating
polluting sources. However, there are many challenges that this sector must overcome, the
major one is related to the sea waves, as the system developed for Romania is able to deal
only with waves of a maximum height of one meter.

This work is divided into five sections, the first of which presents the literature review
that was used to write the work to observe what has been studied over time and to structure
the work. The second section discusses the research area and gives the data used to assess
resources, technical specifications used to compute energy production, and methods. The
third section presents the results acquired after processing the ERA5 database data. Section
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four contains data from in situ measurements, as well as a brief discussion of the results
and comparisons to previous research. Finally, the study’s conclusions and potential future
research topics are given.

2. Materials and Methods
2.1. The Location of Interest

While early floating PV projects were typically located on landlocked bodies of water,
such as lakes and reservoirs, organizations have recently begun to consider installing plants
on offshore waters. Although this entails far more technical challenges, such as surviving
heavy swells and overcoming saltwater corrosion, it also opens up vast new areas for
floating PV, potentially in conjunction with aquaculture. To carry out the study, four points
of interest were chosen (Table 1), three of which are in the Razim-Sinoie Lagoon Complex
and one in the western part of the Black Sea. The location at P4 was chosen to determine
whether there are better resources in open water than on the lake; their exact position is
also illustrated in Figure 1.

Table 1. The location of the four chosen sites.

Sites

P1 P2 P3 P4

Location Lake Razim Lake Golovita Lake Sinoe Black Sea

Latitude (◦) 44◦57′07.03′′ N 44◦43′17.40′′ N 44◦28′00.95′′ N 44◦20′35.93′′ N

Longitude (◦) 28◦51′37.11′′ E 28◦47′32.28′′ E 28◦45′23.41′′ E 28◦41′39.11′′ E
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Figure 1. Map of the western side of the Black Sea and the location of the four sites considered.

The Razim-Sinoie Complex is part of the Danube Delta Biosphere Reserve and is
located in the south of the Danube Delta. It consists primarily of lakes, sea beds, and some
higher relief formations. Even though its total surface area is approximately 800 square
kilometers, its depth does not exceed 3.5 m. These are low-salinity lakes formed by the
mixing of fresh and saltwater due to their proximity to both the Danube and the Black Sea.

Point P4 is located in the Black Sea, an intercontinental sea located between South-
Eastern Europe and Anatolia. Romania has a 245 km coastline that connects to the Black
Sea in the southeast.

The average annual temperature in the lake area is around 10 ◦C, and the coastal area,
which is a strip of 10–15 km west of the seashore, benefits from temperatures above 11 ◦C.
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2.2. ERA5 Data Set

The ECMWF (European Centre for Medium-Range Weather Forecasts) is a non-
governmental organization supported by 35 countries. It generates global numerical
weather forecasts and other data for its member and cooperating countries, as well as the
general public. The ECMWF’s most recent reanalysis product is ERA5 [37,38]. Following
several years of modeling and data assimilation advancements, a new model cycle for
the Integrated Forecasting System (IFS Cycle 47r3) [39] was introduced into the reanalysis
operations to ensure a substantial improvement in forecast accuracy and computational
efficiency. The reanalysis combines the model with observations from around the world
to create a globally complete and consistent data set that is constrained by physical laws.
For each hour of the day, the ERA5 data set provides estimates of numerous atmospheric,
land–surface, and sea-state parameters on 0.25◦ × 0.25◦ latitude–longitude grids [40,41].
Surface solar radiation downwards (SSRD) [42] and total sky direct solar radiation at the
surface (FDIR) [43] are the parameters used in this study to represent the amount of short-
wave radiation (surface direct and diffuse solar radiation) and direct radiation reaching the
Earth’s surface, respectively. The year 2021 was chosen as the study’s time frame.

2.3. The Mathematical Model Used

The entire quantity of shortwave radiation received from above by a surface horizontal
to the ground is referred to as global horizontal irradiance (GHI). This value is especially
important for solar installations since it combines both direct normal irradiance (DNI) and
diffuse horizontal irradiance (DHI), and the relation between all three parameters can be
expressed using the formula below [44,45]. DNI is solar radiation that travels in a straight
line from the sun’s current position in the sky. DHI is solar energy that has been scattered
by molecules and particles in the atmosphere and comes from all directions equally. GHI
represents all the light that arrives on a horizontal plane, from the sun, sky, and clouds.
By subtracting DNI from GHI, DHI can be obtained. We should mention that direct solar
radiation also includes the radiation that has been scattered by cloud particles by a fraction
of a degree. All parameters are in W/m2.

GHI = DHI + DNIcosθz (1)

DHI = GHI−DNIcosθz (2)

where θz represents the zenith angle in degrees. The angle formed by the sun’s beams and
the vertical direction is known as the solar zenith angle [46]. This means that the zenith
angle decreases as the Sun rises higher in the sky. The formula is:

cos θ = sinφ sin δ+ cosφ cos δ cos h (3)

where φ represents the local latitude, δ is the current declination of the sun, and h is the
hour angle, in the local solar time. All mentioned parameters are in degrees.

The solar declination angle (Equation (4)) is the angle formed by the sun’s beams
and the Earth’s equator [37]. The solar declination angle varies with time; it is not a
fixed quantity. Every single day will be unique. However, the angle is limited to 23.44◦

and 23.44◦.

δ = 23.4 sin
(

360◦
n + 284

365

)
(4)

where n denotes the day of the year (for example 1 for January 1, 32 for February 1, 60 for
March 1, etc.).

The hour angle (h) is defined as the angular displacement of the sun east or west of
the local meridian caused by the Earth’s rotation and is stated in degrees as:

h = 15(AST− 12) (5)
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where AST means the apparent solar time.
The difference between the two types of solar time is described by the equation of time

(Equation (6)) [47,48]. The two periods that are different are the mean solar time, which
follows a hypothetical mean sun with uniform motion down the celestial equator, and
apparent solar time (AST), which directly tracks the diurnal motion of the sun [49]. By
measuring the sun’s present location (hour angle), as indicated (with varying degrees of
precision) by a sundial, one can determine the apparent solar time. The time displayed
by a reliable clock set up so that its variations from apparent solar time has a mean of
zero over the course of a year, which would be the mean solar time for the same location.
The conversion from local standard time (LST) to solar time is accomplished in two steps.
First, the equation of time is applied to the local standard time, and then a longitude
(LON) correction is applied. This longitude correction is four minutes of time per degree
of difference between the local (site) longitude and the longitude of the time zone’s local
standard meridian (LSM) [50]; so, AST is connected to LST as follows:

AST = LST+
ET
60

+
LON− LSM

15
(6)

ET = 2.2918(0 .0075 + 0.1868 cos(B)− 3.2077 sin(B)− 1.4615 cos(2B)− 4.089 sin(2B)
and

B = 360(n− 1)
365

(7)

where TZ is the time zone, given in coordinated hours ahead or behind universal time (UTC).
The average total solar radiation for an inclined surface (W/m2) can be calculated

using the method developed by Liu and Jardon [51], as follows:

GHIT= R·GHI (8)

R is the monthly ratio of daily average radiation on a tilted surface to that on a level
surface. R may be calculated by evaluating the direct, diffuse, and reflected components
of radiation incident on the tilted surface separately [52,53]. Assuming that diffuse and
reflected radiation is isotropic, R can be calculated using the formula [54]:

R =

(
1− DHI

GHI

)
Rb+DHI

(
1 + cosβ

2 GHI

)
+ρ

(
1− cosβ

2

)
(9)

where ρ is the ground reflectance and has a value of 0.2 [55] for hot and humid tropical
locations and Rb is the beam conversion factor and for the northern hemisphere and can be
expressed as:

Rb =
cos(φ− β)cos δ sinωh +

(
π

180
)
ωh sin(φ− β)sin δ

cosφcos δ sinωs+( π
180 )ωs sinφsin δ

(10)

where ω′s (◦) is the sunrise or sunset hour angle for the inclined surface [53] and has the
following equation:

ω′s= min
{
ωs, cos−1(tan (φ− β) tan δ)

}
(11)

The sunrise and sunset hour angles both have the same numerical value; the sunrise
angle is negative and the sunset angle is positive. The following equation may be used to
compute both:

ωs= cos−1(− tanφ tan δ) (12)

The annual solar energy output of a photovoltaic system

P = Ap·r·GHIT·PR (13)
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where Ap is the area of the PV in m2, r is the panel yield in % (determined using Equation (14)),
GHIT is the average solar radiation on panels W/m2, and PR is the performance ratio which
has a value of 0.75 usually but can range between 0.5 and 0.9.

r =
PE

10Ap
(14)

where PE is the electrical power kWp.

3. Results

Because the production of sun-based energy is dependent on the availability of the
sun, it is necessary to determine the hours when solar radiation is present. The average
hourly global, diffuse, and direct radiation values calculated as a mean for all days in
2021 are illustrated in Figure 2. The peak value for all four locations is recorded around
11 o’clock. The only difference is given by site P1, which has the maximum at 10 o’clock, but
the difference between the global radiation from 11 o’clock and that from 10 o’clock is only
1 W/m2. For these locations, no value for solar radiation was recorded in an 8 h interval.
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Figure 2. The curve of GHI, DHI, and DNI. The square symbol is for Lake Razim; the circle symbol is
for Lake Golovita; the triangle symbol is for Lake SInoe; and the diamond symbol is for the Black Sea.

In Figures 3 and 4, it can be seen that the summer months in this region receive a large
quantity of solar radiation, with the month of July having the highest value of global solar
radiation and the P3 site also having the highest value of approximately 287 W/m2, and
the P1 site having the lowest value of 278 W/m2. December receives the least amount of
solar radiation with just 41 W/m2 registered for site P1. The difference between the most
productive site and the least productive is 3.2% for the maximum radiation and 9% for
the minimum.
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Figure 4. Solar radiation (in W/m2) for each season and daily hour. The square symbol is for Lake
Razim; the circle symbol is for Lake Golovita; the triangle symbol is for Lake SInoe; and the diamond
symbol is for the Black Sea.

Figure 5 describes the tilt angle for each day of the year, and Table 2 represents the
monthly one. As can be seen, the differences from one location to another is insignificant.
According to the seasonal optimal tilt angle calculation based on solar angles, the tilt angle
of the summer season is the smallest and the tilt angle of the winter season is the largest.
The maximum tilt angle was observed for 20–21 December as 68.4◦. For winter, the optimal
tilt angle is considered to be 64◦ for all four locations, and for summer it is 24◦. Additionally,
for the cold half of the year, the optimal tilt angle can be obtained from the sum of the
latitude and 15◦, and for the warm half of the year by the difference between the latitude
and 15◦. This result can also be obtained by using Table 2, the average of the cold months
being approximately 59◦ and the average of the warm months being approximately 29◦.
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The annual optimum tilt angle was calculated by averaging the value of optimum tilt angles
for all months of a year and was found to be the exact latitude value for each location.
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Table 2. Monthly optimum fixed tilt angles.

Sites January February March April May June

P1 65.8 58.3 47.3 35.5 26.1 21.9
P2 65.6 58.0 47.1 35.2 25.9 21.6
P3 65.3 57.8 46.9 35.0 25.7 21.4
P4 65.2 57.7 46.7 34.9 25.5 21.3

July August September October November December

P1 23.9 31.7 43.0 54.8 64.0 68.0
P2 23.6 31.4 42.7 54.6 63.8 67.8
P3 23.4 31.2 42.5 54.3 63.5 67.6
P4 23.2 31.0 42.3 54.2 63.4 67.4

The graph below (Figure 6) depicts the change in the solar declination angle over time.
The solar declination angle is positive from the vernal equinox to the autumnal equinox,
as illustrated in the graph below, or from 20 March 20 to 22 September (or 23), and it is
expected to be negative for the rest of the year. The declination angle must be estimated
to calculate the solar elevation. The solar elevation increases with the declination angle
and its peak is during the summer months. As winter approaches, the declination angle
reduces and the solar elevation decreases. As a result, in winter, the sun descends toward
the horizon. Thus, the tilt angle of the PV rises, and the PVs are virtually vertically aligned
to optimize solar output, as can be seen in Figure 5.

To determine the annual energy production, the average solar radiation for the year
2021 was used, which has a value of 700 kWh. The PV used for this study was JRH 540 W,
with a panel area of 2.584 m2 and a maximum power of 540 W (Table 3) with an adjustable
tilt angle. Figure 7 shows that sites P3 and P4 have almost identical values for the annual
energy production of 728 W/m2, the difference between them being almost imperceptible.
The lowest value is recorded in location P1 with approximately 700 W/m2. The capacity
factor for the year 2021 is around 18.2%; the lowest value is also recorded for the P1 site at
only 17.7%.
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Table 3. PV catalog specifications.

Characteristics

Power 540 W
Type Monocrystalline
Area 2.584 m2

Number of cells 144
Open Cct voltage 49.55 V
Short Cct current 13.89 A

Voltage, max power 41.62 V
Current, max power 12.98 A
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Figure 7. The annual energy production of the PV of 540 W and the capacity factor for the four locations.

The temperature coefficient, or more specifically, the open-circuit voltage temperature
coefficient, given in either a percentage of VOC per degree C (%/◦C) or volts per degree C
(V/◦C), is one of the factors that can affect the actual performance of a photovoltaic panel,
causing it to vary away from its theoretical value. For the chosen panel, the temperature
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coefficient has a value of 0.275%/◦C. This coefficient represents the amount by which its
output voltage, current, or power varies as a result of a physical change in the ambient
temperature conditions surrounding it before the array begins to warm up. As a result, the
performance of the panel will decrease when the temperature increases compared to the
reference one, which is 25 ◦C, and when the temperature decreases, it will improve. The
performance of the 540 W PV can be seen in Figure 8.
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Figures 9 and 10 show the average minimum and maximum temperatures for our
locations. According to the graph, the average maximum temperature in summer is 25.7 ◦C,
while the average minimum temperature in winter is around 7.5 ◦C for lake locations and
4 ◦C for sea locations. Figure 10 shows that the water temperature is more constant than
the air temperature, so in winter the water temperature is higher than the air temperature,
and in summer the opposite, because water heats up and cools down slower.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 12 of 18 
 

 

and 4 °C for sea locations. Figure 10 shows that the water temperature is more constant 

than the air temperature, so in winter the water temperature is higher than the air 

temperature, and in summer the opposite, because water heats up and cools down slower. 

 

Figure 9. Map with the lakes of eastern Romania and the western Black Sea. The left side shows the 

air temperature and the right side shows the water temperature. 

 

Figure 10. Average monthly temperature variations. 

4. Discussion 

Renewable energy from the sun is one of the most used for the production of green 

energy globally, ranking 3rd after hydropower and wind. In this case, solar radiation was 

examined for four locations in Romania that are located on the water, to evaluate the 

possibility of exploiting solar energy not only on land but also on the water. An important 

aspect to emphasize is the one related to the validation of the data obtained from the ERA5 

database. Numerous studies evaluate the veracity of the data obtained from different 

databases, such as the studies performed by Jiang et al. [40], which analyze 98 locations in 

China using in situ data and data from the ERA5 database, after which they could observe 

that the values for GHI are close for the two, but large differences appear for DHI and 

DNI because the model cannot accurately evaluate aerosols, clouds, and their interaction. 

Another study that analyzed the correlation between the data obtained from the ERA5 

Figure 9. Map with the lakes of eastern Romania and the western Black Sea. The left side shows the
air temperature and the right side shows the water temperature.

15



J. Mar. Sci. Eng. 2023, 11, 203

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 12 of 18 
 

 

and 4 °C for sea locations. Figure 10 shows that the water temperature is more constant 

than the air temperature, so in winter the water temperature is higher than the air 

temperature, and in summer the opposite, because water heats up and cools down slower. 

 

Figure 9. Map with the lakes of eastern Romania and the western Black Sea. The left side shows the 

air temperature and the right side shows the water temperature. 

 

Figure 10. Average monthly temperature variations. 

4. Discussion 

Renewable energy from the sun is one of the most used for the production of green 

energy globally, ranking 3rd after hydropower and wind. In this case, solar radiation was 

examined for four locations in Romania that are located on the water, to evaluate the 

possibility of exploiting solar energy not only on land but also on the water. An important 

aspect to emphasize is the one related to the validation of the data obtained from the ERA5 

database. Numerous studies evaluate the veracity of the data obtained from different 

databases, such as the studies performed by Jiang et al. [40], which analyze 98 locations in 

China using in situ data and data from the ERA5 database, after which they could observe 

that the values for GHI are close for the two, but large differences appear for DHI and 

DNI because the model cannot accurately evaluate aerosols, clouds, and their interaction. 

Another study that analyzed the correlation between the data obtained from the ERA5 

Figure 10. Average monthly temperature variations.

4. Discussion

Renewable energy from the sun is one of the most used for the production of green
energy globally, ranking 3rd after hydropower and wind. In this case, solar radiation
was examined for four locations in Romania that are located on the water, to evaluate the
possibility of exploiting solar energy not only on land but also on the water. An important
aspect to emphasize is the one related to the validation of the data obtained from the ERA5
database. Numerous studies evaluate the veracity of the data obtained from different
databases, such as the studies performed by Jiang et al. [40], which analyze 98 locations
in China using in situ data and data from the ERA5 database, after which they could
observe that the values for GHI are close for the two, but large differences appear for
DHI and DNI because the model cannot accurately evaluate aerosols, clouds, and their
interaction. Another study that analyzed the correlation between the data obtained from
the ERA5 database and measured data, for three locations in Germany, is the one in Ref. [56].
This paper showed that the best results were recorded in high-pressure situations, and in
the rest of the cases, the ERA5 data overestimated the results. Similar studies were also
performed in references [57,58], and following them, we could observe that the areas that
are dominated by rains and clouds have the weakest results when it comes to the correlation
of the ERA5 database with the in situ data. Other studies compare data from different
reanalysis databases, such as the work by Ref. [59], which conducts a comparative study
between the solar radiation obtained from the ERA-5, MERRA-2, ERA-Interim, JRA-55,
NCEP-NCAR, NCEP-DOE, and CFSR databases, and measured data. The closest results
are those of the ERA5 and ERA-Interim databases. The better results were observed for the
ERA5-land database, which provides better results than ERA5 [60]. This can be attributed
to the ERA5-land database’s much better resolution of 9 km compared to ERA5’s resolution
of 31 km.

Figure 11 shows the GHI for four locations in Romania, all in areas where solar
radiation is considered to have the highest values. The Constanta site is relevant in this
case because it is located near the four locations used for this study. Since no measuring
devices are installed in these locations, we used the in situ measurements in Constanta to
further compare the results obtained to determine if they are relevant or not. As can be
seen in Figures 3 and 12, the differences between the measured data and those from the
database are relatively small. In this case, the root mean square error (RMSE) has a value
of 32.29 W/m2 for P1, 30.06 W/m2 for P2, 27.73 W/m2 for P3, and 27.58 W/m2 for P4.
In this case, the data obtained from the ERA5 database underestimates the real values of
solar radiation. Additionally, in Figure 11, the other three locations were chosen to make a
small comparison between the solar resources; all these locations exploit the soil resources,
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especially the areas in the vicinity of Bucharest, but we can see that the best resources are
still in Constanta where the study in question is carried out.
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Figure 12. Four FPV farms annual energy output and their usage within the study’s chosen locations:
(a) Germany; (b) the United Kingdom; (c) China; and (d) India.

Another study focused on solar radiation in Romania is the one developed by AKTAG
and YILMAZ [61] that analyzed the port cities on the shore of the Black Sea, among
which is Constanta. In the reference mentioned above, the average solar radiation can be
deduced as 14.02 MJm−2day−1, which would represent approximately 162.26 W/m2 as an
average for the year studied. The annual average for the four locations is 158.39 W/m2

for P1, 160.9 W/m2 for P2, 163.51 W/m2 for P3, and 163.73 W/m2 for P4. We can see that
the values are close so that the profile of solar radiation can be said to be kept constant
over time.
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The more that FPV technology advances, the more farms of this kind appear all over
the world. There is currently more than 3 MW of installed capacity. In this context, we
have chosen to simulate four projects that are in the course of commissioning or are already
in operation. These projects were selected based on size and installed capacity. If we
refer to the size, they range from 6800 m2 to 2,023,430 m2. With these visible differences,
the installed capacities will also be varied, from 729 kW to 0.10 GW projects. In terms
of the regions, we picked both high- and low-radiation areas but also regions that were
similar to the one in this study. Table 4 shows the locations of the chosen farms, as well as
their properties.

Table 4. The location of the four chosen sites.

Sites

Germany United Kingdom China India

Location Salzwedel Queen Elizabeth II Reservoir Huainan Telangana

Capacity 729 kW 6.3 MW 40 MW 100 MW

Area 6800 m2 57, 000 m2 800, 000 m2 2, 023, 430 m2

The only farm that generates more energy at its original site is the one in India, as
shown in Figure 12, because the solar radiation there is substantially greater than in the
areas we selected for the research. Projects, such as those in Figure 12, may provide for
around 280, 2425, 15,650, or 38,510 homes, given that the average household usage in
Romania is roughly 283 kWh/month, or 3396 kWh/year. Even if the project with the
lowest capacity (729 kW) may be regarded as weak, we can state that in this situation it
may be useful. A project like this could be sufficient for the first three locations that are on
the lake since they could supply the communities nearby that are not developed and where
the population is declining.

Romania does not have high values of solar radiation on a global scale, as it is located
in an area with medium to low solar radiation resources. However, countries such as
Germany, which is located in more deficient areas, is among the top four countries with the
most PVs installed (in fourth place), as is Japan, which is the third.

Another aspect worth analyzing is the one related to water and air temperatures. As
already mentioned in this paper, water is an important factor/element that solar panels can
use as a cooling system. As noted above, when the temperature increases, the performance
of the panel decreases, so that in the summer months, the average monthly temperature
for the selected areas is about 25.7 ◦C, with a maximum monthly temperature of 35 ◦C.
When the temperature exceeds 25 ◦C, the PV will no longer perform as expected by the
manufacturer. In this case, the temperature of the water can play an important role in
cooling the panels, with temperatures 3 or 5 degrees lower than that of the air. The idea
of reducing the temperature of the panels has been intensively studied over time and is
described extensively in reference papers [62–64]. All these studies have shown that energy
production improves by 3–6% compared to conventional PVs, and water has a positive
effect even when its temperature is higher than that of the air.

5. Conclusions

The development of new projects that will result in the generation of power is crucial
given the energy crisis Romania is facing. By implementing these projects, we can reduce the
purchase of electricity from external grids. Since there are currently no studies that provide
information about possible locations on the water where solar energy can be exploited,
this study presents an overview of the benefits that can come from the implementation of
FPV farms.

The present research highlights the importance of floating PV systems installed on
bodies of still water such as ponds, lakes, dams, and reservoirs but also the sea. In this
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study, the GHI, DNI, and DHI components of surface solar irradiance observed on the
west side of Romania have been analyzed, based on 1 h data obtained from the ERA5
database, and the analyzed period is between January 2021 and 31 December 2021. It also
compares energy production by floating PV plants in different locations. The study yielded
the following conclusions:

• The data obtained from the ERA5 database are similar to the measured ones; those
from ERA5 underestimate solar radiation.

• The energy production for the chosen locations is high, reaching 700 kWh for a 540 W
PV. These results are similar to the first PV farm located on the water in Romania,
which is estimated at 15,000 kWh for 22 panels.

• Because the PVs will be floating on water, they will be cooler and thus will produce
more power than those installed on land. Overheating can lead to component damage,
and by placing them on water, maintenance can be significantly reduced. Further-
more, rain and wind help to clean the surface of the PV, minimizing the amount of
maintenance necessary.

• The tilt angle has a significant impact on solar energy production. In our case, the
value of this angle should be set at 64◦ and for summer at 24◦. The use of PVs without
an angle reduces energy production by about 10–15%. This tilt angle is a challenge for
FPVs because the technology has not yet been sufficiently developed.

• FPV technology could be an innovative solution to the problem of insufficient land.
The majority of land in Romania is used for agricultural purposes, and the country is
positioned among the first countries in agriculture in Europe.

• The lakes used for this study have two main economic purposes, one being tourism,
having beautiful fauna and flora, and the main one being for irrigation. Taking into
account the remark about how the panels help to reduce water evaporation, as was
also concluded in reference [65], we can say that the economic impact of irrigation is
increased by the location of PVs on the water.

• By integrating several FPV farms into the four sites, we were able to see that, in
three out of the four cases, our locations were able to produce more energy than
their existing positions. Dobrogea nowadays is characterized by undeveloped, largely
uninhabited settlements, and renewable energy sources are advantageous to these
communities. Many of these villages use wind turbines to provide electricity. As a
result, it is possible to assure the nearby communities’ access to electricity by building
even the smallest FVP project.

• The Black Sea location provided the best results, but it is also the most difficult in
terms of environmental conditions, as it will be affected by waves, and the structure
must be designed to last implying higher costs.

Previous research has revealed good qualities of wind energy for the Black Sea [66,67].
We can conclude that the Black Sea has enormous potential for renewable energy, whether
it is solar or wind energy.

As future research directions, we intend to direct this study to a practical case either
carried out in the laboratory or carried out in situ at one of the locations in the study.
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Abstract: To offer point absorber wave energy converters (WECs) as a bankable product on the
marine renewable energy market, multiple WECs will be installed together in an array configuration.
The wave energy community (research and industrial) has identified the urgent need for available
realistic and reliable data on WEC array tests in order to perform a better WEC array optimization
approach and in order to validate recently developed (non-linear) numerical models. The ‘WECfarm’
project is initiated to cover this scientific gap on necessary experimental data. The ‘WECfarm’
experimental setup consists of an array of five generic heaving point-absorber WECs. The WECs
are equipped with a permanent magnet synchronous motor (PMSM), addressing the need for WEC
array tests with an accurate and actively controllable power take-off (PTO). The WEC array control
and data acquisition are realized with a Speedgoat Performance real-time target machine, offering
the possibility to implement advanced WEC array control strategies in the MATLAB-Simulink
environment. The presented article describes the experimental setup, the performed tests and the
results of the test campaign using a single, isolated ‘WECfarm’ WEC in April 2021 at the wave basin of
Aalborg University (AAU), Denmark. A Coulomb and viscous friction model is determined to partly
compensate for the drivetrain (motor, gearbox, rack and pinion) friction. A system identification (SID)
approach is adopted considering the WEC system to be composed of two single input single output
(SISO) models, the radiation and the excitation model. Radiation tests yield the intrinsic impedance.
Excitation tests yield the excitation frequency response function. Adopting an impedance matching
approach, the control parameters for the resistive and reactive controller are determined from the
complex conjugate of the intrinsic impedance. Both controllers are tested for a selection of regular
wave conditions. The performed experimental test campaign using an isolated ‘WECfarm’ WEC
allows a full evaluation of the WEC design prior to extending the setup to five WECs. Within the
‘WECfarm’ project, an experimental campaign with a five-WEC array in the Coastal and Ocean Basin
(COB) in Ostend, Belgium, is under preparation.

Keywords: wave energy converter (WEC); heaving point absorber WEC; WECfarm; physical
modeling; system identification (SID); real-time control; MATLAB-Simulink

1. Introduction

A point absorber wave energy converter (WEC) consists of a floating or submerged
body to capture energy from different wave directions. The point absorber diameter should
preferably be in the range of 5–10% of the prevailing wavelength [1]. Due to its ability
to absorb energy from different directions, this WEC type is particularly suitable to put
in arrays. In a WEC array, hydrodynamic interactions between the WECs occur through
radiation and diffraction of waves. Both constructive and destructive interactions will
occur between individual WECs within a WEC array called near-field interactions.
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Göteman et al. define directions for future research necessary for a better WEC array
optimization approach [2]. There is a need for available real life data for the validation
of WEC array modeling and optimization. This is a research gap for the full wave energy
sector, not only in the optimization of WEC arrays. In computational fluid dynamics-based
numerical wave tanks (CNWT), the Power Take-Off (PTO) system is mostly modeled as a
linear spring–damper system, not representing realistic PTO dynamics and inefficiencies
and undermining the overall model fidelity [3]. To validate CNWT considering WECs, it
is desirable to incorporate a realistic, nonlinear PTO model. As the computational power
capabilities increase yearly, so do the numerical model’s capabilities, stressing the need
for experimental data to validate the model. However, publicly available databases from
WEC array experiments are scarce. Vervaet et al. identified 17 experimental campaigns on
point absorber WEC arrays, carried out during the last decades [4]. This limited number of
experimental campaigns is due to the high cost of constructing and testing in wave basin
facilities, as well as due to the complexity of the experiments and related instrumentation [5].
Therefore, the ‘WECfarm’ project aims to deliver a dataset to cover the research gap on
the need for publicly available real life and reliable data to validate these new advanced
numerical models. Vervaet et al. discuss the state of the art in physical modeling of
point absorber WEC arrays and the identification of research gaps, resulting in design
specifications of the ‘WECfarm’ experimental setup [4].

The ‘WECfarm’ experimental setup consists of an array of five heaving point-absorber
WECs, designed as a unique test bench for future innovative WEC array research, able
to address the current requirements and research gaps on physical WEC array testing.
Given the limited number of five WECs, the WECfarm WEC array is not classified as
a large WEC array, as the Manchester Bobber 25-WEC array [6], the PerAWaT project
24-WEC array [7] and the WECwakes project 25-WEC array [8]. Vervaet et al. discuss the
features of the experimental setup, for which the most important ones are summarized
below [4]. The WEC buoy is designed to be generic, being a truncated cylinder with a
draft of 0.16 m and a radius of 0.30 m. The high diameter-to-draft ratio of 3.75 yields a flat
Response Amplitude Operator (RAO) response and high resonance bandwidth, enhancing
WEC–WEC interactions. The WECs are equipped with a Permanent Magnet Synchronous
Motor (PMSM), addressing the need for WEC array tests with an accurate and actively
controllable PTO. The air bushings linear guiding system excludes guiding friction in
the power absorption measurements. The WEC array control and data acquisition are
realized with a Speedgoat (Speedgoat, Köniz, Switzerland) Performance real-time target
machine, offering the possibility to implement advanced WEC array control strategies in
the MATLAB-Simulink environment. Wave basin testing with ‘WECfarm’ WEC arrays
targets to include long- and short-crested waves and extreme wave conditions, representing
real sea conditions. Within the ‘WECfarm’ project, two experimental campaigns have been
performed at the Aalborg University (AAU) wave basin: (a) testing of the first WEC in
April 2021, addressed in the presented article; (b) testing of a two WEC array in February
2022. An experimental campaign with a five WEC array, in the new wave basin; the Coastal
and Ocean Basin (COB) in Ostend (Belgium) [9], is scheduled in 2023.

Friction characterization tests are performed to quantify the drivetrain (motor, gearbox,
rack and pinion) introduced friction, whereafter a Coulomb and viscous based friction
model for partial compensation of the drivetrain friction is implemented in the MATLAB-
Simulink control model. Beatty et al. used a Proportional Integral (PI) force control to
minimize the error between the target and measured forces for the physical model of a
Wavestar WEC [10]. However, Bacelli et al. stress that closing the loop around a force
sensor may induce negative consequences for the design of higher level control loops [11].
The presented friction compensation methodology provides an alternative for closing the
PTO force feedback loop around the force sensor.

Coe et al. present a WEC control design based on the principle of impedance match-
ing [12]. The control parameters yield from the complex conjugate of the intrinsic impedance,
determined by radiation system identification (SID) tests, where the WEC is excited by a
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torque noise signal in calm water. Bacelli et al. performed SID tests for an isolated heaving
point absorber WEC [13]. This article discusses the application of SID tests on an isolated
‘WECfarm’ WEC. The SID methodology will be extended to arrays with two to five WECs.
Application of the impedance matching methodology for WEC arrays will yield valuable
data and insights on WEC-WEC interactions and WEC array control optimization. Within
the presented test campaign, the resistive and reactive controller are tested for a selection of
regular wave conditions. This testing campaign allows a full evaluation of the WEC prior
to extending the setup to five WECs.

Section 2 provides a detailed overview of the experimental setup, with a focus on the
‘WECfarm’ WEC, instrumentation and wave basin setup. The experimental results of the
drivetrain friction model characterization tests, the SID tests and the power absorption
tests are discussed in Section 3. A summary of the findings and conclusions are presented
in Section 4.

2. Experimental Setup
2.1. WECfarm WEC and Instrumentation

For a detailed discussion on the design of the ‘WECfarm’ five-WEC array, the reader
is referred to [4]. In this article, we consider a single, isolated ‘WECfarm’ WEC. Figure 1
shows a 3D rendering of the final design of the device. The used right-handed coordinate
system has its origin at the intersection of the still water level (SWL) with the vertical
axis through the center of the WEC buoy. This allows us to express displacements of the
WEC buoy relative to the SWL. The x-axis corresponds with the positive wave propagation
direction. The y-axis follows from the motor sign convention: a positive torque results in a
downward motion of the WEC buoy. Therefore, the z-axis is pointed downwards to define
positive forces, displacements, velocities and accelerations.

Gearbox

Motor

xy

z

Positive wave propagation direction

Positive heave

Positive motor torque

Rack

6

5 4

3

2 1

Air bushing mounting block
Air bushing

Steel frame of the 
overhanging test rig

Guide shaft

Load cell

Rack

Pinion

Truncated cylindrical buoy

x

y

z

Positive wave propagation direction
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Upper steel buoy connectorPositive motor torque

1

2

3

4

5

6

Lower aluminium buoy connector

Figure 1. Rendering of the ‘WECfarm’ WEC, made with Autodesk Inventor (Autodesk, San Rafael,
CA, USA).

To exclude friction in the linear guiding, 40 mm OAV (OAV Air Bearings, Princeton,
NJ, USA) air bushings are used. The air bushings are characterized by a load versus
pressure curve, where one air bushing can cope with a maximum radial load of 720 N,
for a nominal pressure of 5.5 bar [14]. A configuration of three OAV 40 mm air bushings
guarantees a permanent layer of air between the guide shafts and the bushings for the
most extreme wave conditions, resulting in zero-friction linear guiding on the condition
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of proper alignment. The PTO system of the WEC is designed as a PMSM connected to a
gearbox powering a rack and pinion system. The pinion pitch circle radius Rpinion is equal
to 0.0212205 m. A Wittenstein (Wittenstein, Igersheim, Germany) single-stage gearbox
‘NPR 025S-MF1-4 -2E1-1S’ with ratio i = 4 is connected to a Beckhoff (Beckhoff Automation,
Verl, Germany) PMSM ‘AM8542-2E11-0000’ with an inertia of 6.17 kg cm2, a rated torque of
3.97 Nm and a rated speed of 1200 RPM, for 230 V AC power supply [15,16]. The velocity
on the pinion will be four times less than on the motor shaft, while the torque on the pinion
will be four times more than on the motor shaft. The Beckhoff PMSM is powered and
controlled by a Beckhoff motor drive type ‘AX5103-0000-0212’. The hydrodynamic part
of the WEC consists of an Acrylonitril-Butadieen-Styreen (ABS) thermofolded truncated
cylindrical buoy, covered with a Polymethylmethacrylate (PMMA) plate. Figure 2a shows
a 2D rendering of the WEC buoy with its dimensions. The WEC buoy is 0.32 m high and
designed with a draft of 0.16 m. This draft corresponds with a submerged volume of
0.03683 m3. Therefore, the mass of the WEC buoy and hydrodynamically activated parts
on top of it is 36.83 kg.

(a) (b)
Figure 2. ‘WECfarm’ WEC: (a) 2D rendering of the WEC buoy, dimensions in m; (b) sensors and their
respective location on the WEC.

Figure 3 shows a scheme of the data acquisition and control flow for the ‘WECfarm’
setup with the isolated WEC, with a legend indicating the signal type. The MATLAB-
Simulink real-time control model is built on the host PC and loaded on the Speedgoat
Performance real-time target machine by Ethernet communication. This target machine
runs the Simulink model and processes the input/output (I/O) at a sample frequency of
1000 Hz. In this context, the high sample frequency corresponds with the defined ‘real-time’
terminology. For each test, the various time series of each logged Simulink signal are saved
within a single MATLAB structure.

A scheme on the bottom of Figure 3 shows the sensor input for the Speedgoat IO133
terminal board. The accelerometer ADXL335 (Analog Devices, Norwood, MA, USA) is
used to measure the acceleration of the WEC buoy in the heave direction and is attached
on top of the rack, the furthest position on the WEC from the water. The accelerometer has
a linearity of ±0.3 % of the Full Scale Output (FSO) [17]. Three Tedea Huntleigh (Vishay
Precision Group, Malvern, PA, USA) 50 kg load cells are placed between the hydrodynamic
part (=the buoy) and the electromechanical part (=the motor) to measure the actual applied
forces. The load cells with accuracy class C3 have a total error (per OIML R60) of 0.020% of
the rated output [18]. A configuration of at least three load cells is required to avoid torsion
and bending influencing the measurements. The mass of the three load cells together is
equal to 0.682 kg, the mass above the load cells mtop is equal to 27.610 kg and the mass below
the load cells is equal to 8.534 kg, which results in a total hydrodynamically activated mass
m of 36.83 kg. A TLE analog weight transmitter (Laumas Elettronica, Montechiarugolo,
Italy) is used to amplify these three analog signals and to sum them to one analog signal.
In case the WEC is locked, the wave heave excitation force Fe can be measured. In case the
motor is active, the load cells measure the PTO force FPTO. The upper micro switch and the
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lower micro switch are used as safety limit switches. It is necessary to limit the amplitude
of the WEC buoy displacement to prevent the guiding system damaging the structure. The
laser sensor Micro-Epsilon optoNCDT 1420-500 (Micro-Epsilon, Ortenburg, Germany) is
installed as a backup for the motor encoder to measure the displacement of the WEC buoy
relative to the SWL. The laser sensor has a linearity of ±500 µm, equivalent to ±0.1% of
the FSO [19]. Moreover, the laser sensor can be used for displacement measurements for
tests without the motor. Three pneumatic indicators, one for each air bushing, are used as
a visual safety indicator in the pneumatic circuit. As long as the air bushing is provided
with a certain air pressure, the red balloon in the indicator stays inflated, confirming the air
bushings are pressurized. Figure 2b shows a picture of the WEC as installed at the AAU
wave basin with indication of the location of the sensors.

1

Speedgoat Performance 

real-time target machine

WECfarm 

Wave Energy Converter

Host PC with Simulink 

real-time control model

HDMI

I/O cable to Speedgoat 

IO133 terminal board

Target Screen

Control cabinet

Summing amplifier

TLE-CASTLPG9

Beckhoff Drive AX5103-0000-0212
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AM8542-2E11-0000
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Load cell 50kg
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Figure 3. General data acquisition and control flow for the isolated ‘WECfarm’ WEC.

The motor drive, the Speedgoat IO133 terminal board, DC power supply and loss
current switches are centralized in the control cabinet. Figure 3 shows a picture of the
inside of the control cabinet. During the experimental campaign, the VTI (VTI Instruments
Corporation, Irvine, CA, USA) wave gauge sensor system was put inside the control
cabinet to establish the connection of the VTI wave gauge sensor analog output with the
Speedgoat IO133 terminal board analog input. The VTI wave paddle trigger is used for
synchronization by providing a constant voltage signal from the moment the wave paddles
are activited. The seismic accelerometer (PCB 393B04) is placed on top of the steel frame
to quantify possible vibrations of this frame. Vibrations of the frame and resonance in
particular are to be avoided, since these affect the measurement quality of the other sensors.
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The torque request in the Simulink model is sent by the EtherCAT (Ethernet for
Control Automation Technology) communication protocol to the Beckhoff motor drive as
a Master Data Telegramm (MDT) process parameter. On the other hand, the Speedgoat
target machine can receive by EtherCAT communication Amplifier Telegramm (AT) process
parameters from the Beckhoff motor drive. The Beckhoff PMSM input and output signals
are sent from and to the Beckhoff motor drive by the One Cable Technology (OCT), which
allows to power the motor and process feedback. The motor drive receives the absolute
position within one revolution at an 18 bit resolution from the single-turn absolute encoder.
This encoder allows real-time determination of the state (position and velocity) of the WEC
buoy. The drive provides the motor with a certain current, corresponding to a torque by
multiplication with the torque constant of 1.91 Nm/A [16].

The uncertainty in the measured values with the given instrumentation is minimized
by the selection of sensors with high resolution, high accuracy and low linearity error. It is
important that the sensors are correctly calibrated, with a zero offset for the equilibrium
position with draft 0.16 m, represented in Figure 2a. Besides the uncertainty related to
sensor measurements, it is important to quantify the uncertainty of the physical testing
results. Lamont-Kane et al. identified five distinct sources of uncertainty for physical testing
of WEC-arrays [20]: Spatial variation of the wave-field within the wave basin; temporal
variation of the wave-field from one repeat to another; the repeatability of model response
for any single individual WEC; the reproducibility of model response between various
nominally identical WECs (not applicable for the test campaign with a single, isolated WEC
in the presented article) and the variation in the time-series of an incident irregular wave
train. The quantification of these sources of uncertainty for the performed experimental
campaign is not addressed in the presented article.

2.2. Wave Basin Setup

The experimental campaign took place at the AAU wave basin of the Ocean and
Coastal Engineering Laboratory of the Department of the Built Environment [21]. The wave
basin measures 14.60 m × 19.30 m × 1.50 m (length × width × depth) with an active test
area of 8.00 m× 13.00 m (length×width). The wave generation system is 13× 1.5 m (width
× height) with 30 individually controlled wave paddles (snake type configuration). The
system allows accurate generation of 3D waves due to narrow vertically hinged paddles
(0.43 m segment width) with maximum wave height up to 0.45 m (at 3.0 s period) and
typical maximum significant wave height Hs in the range of 0.25–0.30 m. The wave basin is
equipped with passive wave absorber elements. The AwaSys wave generation software
is able to generate regular, irregular, solitary waves, execute 2-D and 3-D active wave
absorption (reflection compensation) and generate 2nd order irregular unidirectional and
multidirectional waves [22].

Seven resistive wave gauges (WGs) are installed in the wave basin to measure incident,
diffracted, radiated and reflected waves during the tests. Figure 4a shows the planview
layout of the wave basin with the central location of the WEC buoy, WGs, wave generation
system and passive absorption. The interdistance between the different WGs and the WEC
buoy are indicated in m and waves are generated from the bottom of Figure 4a. These
seven WGs are also displayed in Figure 5a. The numbering is based on the used analog
input ports of the Speedgoat IO133 terminal board.

Figure 4b shows a ‘bird’s-eye’ perspective of the experimental setup at the AAU wave
basin. The WEC is attached to the bridge over the wave basin, complying with the spirit
level requirements. Waves are generated from the top right corner in Figure 4b. The host
PC for the Simulink control and the PC with the AwaSys software are located in line with
the bridge, on the bottom right corner in Figure 4b. The water level is set equal to 1.010 m,
which results in an equal positive and negative heave stroke with a magnitude of 0.25 m.
This water level should be kept constant during the experimental campaign, since changing
water level yields an offset for the position measurements from the laser sensor and motor
encoder. A water density ρ of 1000 kg/m3 is taken into account.
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Figure 5a shows a picture of the overview of the setup as schematized in Figure 3.
Figure 5b shows the coordinate system and sign convention on a picture of the experimental
setup, as adopted in Figures 1 and 2a. During this test campaign, waves are generated in
the x-direction, corresponding to the direction of the greatest stiffness of the WEC.

(a) (b)

Figure 4. Experimental setup of the isolated ‘WECfarm’ WEC at the AAU wave basin: (a) wave
basin planview layout with dimensions in meters; (b) bird’s-eye perspective picture towards the
wave paddles.

(a) (b)

Figure 5. Experimental setup of the isolated ‘WECfarm’ WEC at the AAU wave basin: (a) pic-
ture with indication of the subsystems; (b) picture with indication of the coordinate system and
sign convention.

3. Results
3.1. Test Matrix

Table 1 gives an overview of the different types of tests that are performed. Based
on their underlying purpose, they are subdivided in three categories. The next sections
discuss the different test categories.
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Table 1. Overview of the types of performed tests.

Category Test Type

Friction model Friction characterization tests

System Identification
Radiation tests
Excitation tests
Free decay tests

Power absorption Resistive control tests
Reactive control tests

3.2. Friction Model

The air bushings coefficient of friction is a function of air shear from motion, not
from surface contact. Therefore, a friction coefficient of 0.00008 in log-scale due to the
contribution from air molecules and gravitation can be taken into account [23]. To obtain
the air gap between the shaft and the air bushing, a compressor with a two stage air filter
supplies these bushings with clean and dry air under a nominal pressure of 5.5 bar. The
gearbox break-away torque T01 is expected to be around 0.20–0.40 Nm, with convergence
towards lower values for a longer operational lifetime [24]. The motor static friction MR is
reported to be equal to 0.02 Nm [15]. As a result, the total drivetrain friction experienced
by the WEC will be mainly determined by the Coulomb friction attributed to the gearbox.
Moreover, additional Coulomb and viscous friction attributed to the rack and pinion will
occur. Based on the empirical characterization of the actual friction, a static friction model
is constructed, discussed in Section 3.2.1 [25].

3.2.1. Friction Characterization Tests

The friction of the WEC with the motor and gearbox installed is characterized by a
zero torque command on the motor. The WEC buoy is manually moved up and down
from below the load cells with following elements in the test sequence: slowly at a targeted
constant velocity close to 0.0 m/s and an accelerated motion with amplitude up to 0.40 m/s.
Figure 6a shows a picture of a friction characterization test in the empty AAU wave basin.
The tests are repeated in the filled AAU wave basin to benefit from buoyancy forces.

(a) (b)
Figure 6. Friction characterization tests (a) in the empty AAU wave basin; (b) with application of
lateral loading in the-x-direction.

During the execution of the lifting procedure, the force acting on the loadcells Floadcells,
the position z, the velocity ż and the acceleration z̈ are measured. The first element of the
test sequence allows us to determine the Coulomb damping coefficient CCou, while the
second element allows us to determine the viscous damping coefficient CVis.

The friction force FFriction to compensate for equals Floadcells reduced by the acceleration
force Facc caused by mtop and by the rotational inertia of the motor and the gearbox. To
take this rotational inertia of the motor and the gearbox into account in Facc, it is expressed
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as a mass in the heave direction, i.e., the mass attributed to the motor and gearbox inertia
mMGI :

mMGI =
Jmotor · i2 + Jgearbox

R2
pinion

=
6.17 kg cm2 · 42 + 0.71 kg cm2

(2.12205 cm)2 = 22.08 kg (1)

with Jmotor the motor inertia equal to 6.17 kg cm2 [16] and Jgearbox the gearbox inertia equal
to 0.71 kg cm2 [26]. It is anticipated that the actual inertia will be higher, as the inertia of
the rack and pinion is not taken into account in Equation (1). The resulting FFriction is:

FFriction = Floadcells − Facc = Floadcells − (−z̈ · (mtop + mMGI)) (2)

In case the motor and the gearbox are not installed and the air bushings work properly,
Facc should equal Floadcells, resulting in FFriction = 0 N. Figure 7a shows the z and ż time
series for the friction characterization Test_054. Figure 7b shows the time series of Floadcells,
Facc, FFriction and the fitting of CVis and CCou. Floadcells exceeds Facc due to the addition of
the drivetrain (motor, gearbox and rack and pinion) friction.

(a) (b)
Figure 7. Friction characterization WEC with gearbox and motor (a) z and ż time series (Test_054);
(b) Force time series (Test_054).

Fitting a model to FFriction results in the friction compensation model FComp, given by
Equation (3).

FComp =

{
0 for − żBou ≤ ż ≤ żBou

−(−CVis · ż− CCou · sign(ż))CC for ż < −żBou || ż > żBou
(3)

Note that an additional minus sign is necessary to have FComp in the same direction
as ż. The model is composed of a Coulomb part proportional to the sign of the velocity
and a viscous part proportional to the velocity. A velocity boundary żBou is imposed to
avoid rapid sign switches for the Coulomb friction term at low velocities. Consequently,
no friction compensation is taken into account between −żBou and żBou. These boundaries
correspond approximately with the noise range on the velocity feedback from the motor
encoder. Moreover, it is preferred to partly compensate for the friction to preserve a realistic
PTO, expressed by the compensation factor CC. Figure 8a shows the Floadcells to ż mapping
for the friction characterization Test_054, which allows us to fit the parameters of FComp.
Table 2 provides the obtained values for CVis, CCou, CC, and żBou.
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(a) (b)

Figure 8. Force to velocity mapping from the WEC friction characterization tests: (a) No lateral
loading (Test_054); (b) No lateral loading (Test_054) versus −20 kg lateral loading in the x-direction
(Test_057).

Table 2. CVis, CCou, CC and żBou for the resulting FComp.

CVis [Ns/m] CCou [N] CC [-] żBou [m/s]

350 40 0.60 0.0012

Figure 7b shows the time series of FComp. The proper functioning of the velocity bound-
aries can be observed as less sign switches occuring for FComp (yellow curve) compared to
the fitting of CVis and CCou (magenta curve). The difference between FFriction (green curve)
and FComp (yellow curve) is the remaining PTO friction.

The friction characterization tests are repeated with different lateral loading conditions,
as an approximation for the surge or sway wave excitation force. In the wave propagation
direction (x-direction) −20 kg is applied with a tension spring and rope around the WEC
buoy, shown in Figure 6b (Test_057). This loading of 196 N corresponds approximately
with a surge wave excitation force for a wave with period T = 1.0 s and wave height
H = 0.40 m, according to linear potential flow simulations with the open-source software
package openWEC [27], with the integration of the Boundary Element Method (BEM) code
Nemoh. The Floadcells to ż mapping in Figure 8b shows no increased Floadcells for Test_057
compared to Test_054, demonstrating the proper functioning of the air bushings. In the
Simulink model, the uncompensated input motor torque τmotor,uncomp augmented with
FComp(Rpinion/i) yields the compensated input motor torque τmotor,comp:

τmotor,comp = τmotor,uncomp + FComp
Rpinion

i
(4)

Note that the friction compensation in Equation (4) is implemented as a feedback
control structure, since the velocity output of the WEC is used. Commonly, a friction
compensation feedforward control structure is adopted when tracking a reference is the
objective, which is not the case here [28]. Table 3 provides an overview of all the executed
friction characterization tests, with indication of the filling of the AAU wave basin, lat-
eral loading force, lateral loading direction and applied air pressure. The Test_ID is the
identification number of each performed test.
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Table 3. Overview of the friction characterization tests.

Test_ID
Filled Loading Loading Air Pressure
Basin Force [kg] Direction [bar]

Test_007 no - - 5.0
Test_008 no - - 5.0
Test_009 no - - 0
Test_024 yes - - 5.0
Test_025 yes 10 -x 5.0
Test_026 yes 15 -x 5.5
Test_054 yes - - 5.5
Test_055 yes 10 -x 5.5
Test_056 yes 15 -x 5.5
Test_057 yes 20 -x 5.5
Test_058 yes 15 y 5.5

3.3. System Identification
3.3.1. Linear Decomposed Wave–WEC Interaction Model

To perform a SID of the WEC, a linear decomposition model formulation for the
wave–WEC interaction is adopted. The problem is separated into radiation and excita-
tion components. Distinct tests are performed for both the radiation and the excitation
components to determine the WEC system response, whereafter radiation and excitation
frequency response functions (FRFs) can be constructed from the discrete frequency com-
ponents. At a high level of abstraction, the WEC can be considered as a system with two
inputs: the surface elevation η and FPTO, as displayed in Figure 9. When the WEC system,
consisting of the PTO and the WEC buoy, is assumed to be linear for small motions and
small waves, superposition can be applied. The WEC system is considered to be composed
of two single input single ouput (SISO) models, the radiation and the excitation model, as
displayed in Figure 9 [12,13,29]:

Figure 9. WEC block diagram based on the dual single input single ouput (SISO) radiation/diffraction
model.

The radiation model is obtained by computing the ratio of the FRF of the output ż to
the FRF of the input FPTO, resulting in the admittance G(ω):

G(ω) =
̂̇X(ω)

F̂PTO(ω)
(5)

The quantities are expressed as a function of the angular frequency ω. The upper
case indicates that these variables are all in the frequency-domain, while the hat symbol
^ denotes that these variables are complex quantities. The control parameters for the
impedance matching controller are determined from the intrinsic impedance Zi(ω), defined
as the inverse of G(ω):

Zi(ω) = (G(ω))−1 =
F̂PTO(ω)
̂̇X(ω)

(6)
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Mechanical impedance is a measure of the opposition to motion from a source when a
potential is applied, defined as the ratio of force (potential) to velocity (flow) in Equation (6).
Note that ̂̇X is used instead of ̂̇Z for the FRF of ż, to avoid confusion with the defined Zi.
The excitation model is obtained by computing the ratio of the FRF of the output excitation
force Fe, measured as Floadcells, to the FRF of the input η at the location of the WEC, resulting
in the excitation force coefficients He(ω):

He(ω) =
F̂e(ω)

η̂(ω)
(7)

In the first instance, the above-discussed SID tests are carried out in “open loop”,
which means no output feedback is considered, represented in Figure 9 by no feedback
arrow. A “closed loop” is obtained at any time the WEC is controlled and FPTO is calculated
based on an output measurement. In Figure 9, FPTO depends on ż, as FPTO = Cż, with C
representing the control system dynamics. In case of resistive damping, C is a negative
constant in this formulation. As a result, the frequency-domain WEC equation of motion,
as displayed in Figure 9 as the dual SISO model, is given by:

F̂PTO + He(ω)η̂ = F̂PTO + F̂e = Zi(ω) ̂̇X (8)

By applying the superposition principle, the decomposition in the radiation and
excitation model is given by:

̂̇X =
1

Zi(ω)
(F̂PTO + He(ω)η̂) =

1
Zi

F̂PTO +
He(ω)

Zi(ω)
η̂ (9)

3.3.2. Impedance Formulation and Radiation Tests

When the Fourier transform F differentiation property is applied to write z̈ in terms
of ż:

F [z̈(t)] = iω ̂̇X(ω) (10)

the point absorber WEC equation of motion can be written in terms of ̂̇X(ω) [12,30]:

m iω ̂̇X(ω) = −(B(ω) + iωA(ω)) ̂̇X(ω) +
K
iω
̂̇X(ω) + F̂PTO + F̂e (11)

where m = 36.83 kg, A(ω) is the added mass coefficient and B(ω) is the hydrodynamic
damping coefficient. The hydrostatic stiffness coefficient K is given by:

K = ρgS (12)

where S is the cross-sectional area of the WEC buoy at the SWL equal to 0.283 m2,
ρ = 1000 kg/m3 and g the gravitational acceleration equal to 9.81 N/kg. Rearrangement of
Equation (11) based on Equation (9), results in Zi(ω):

Zi(ω) =
F̂PTO + F̂e

̂̇X
= B(ω) + i

(
ω(m + A(ω))− K

ω

)
(13)

Zi(ω) is experimentally determined by executing a forced oscillation test in the AAU
wave basin, without waves generated by the wave paddles. In Equation (13), Fe equals
zero and FPTO is a chirp signal with a frequency spectrum covering the bandwidth of
interest [13]. Since it is experimentally more convenient to use FPTO as an input and
measure the output ż, Zi is obtained as the inverse of G, defined by Equations (5) and (6).

Table 4 shows an overview of the performed radiation tests. The chirp-up PTO input
torque is defined with an initial frequency of 0.0 Hz, a target time of 220 s and a frequency at
target time of 4.0 Hz. The chirp-down PTO input torque is defined with an initial frequency
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of 4.0 Hz, a target time of 220 s and a frequency at target time of 0.0 Hz. The noise signal is
defined with an amplitude of 1.0 Nm, multiplied by the defined PTO gain to control the
absolute maximum heave amplitude of the WEC buoy zmax. Most of the test were executed
with CC = 0.0, without the friction compensation model discussed in Section 3.2 included.
Test_112 and Test_113 consider CC = 0.6, which is the WEC system to build the resistive
and reactive controller on.

Table 4. Overview of the performed radiation tests.

Test_ID
PTO Target Frequency PTO CC zmax
Input Time [s] Range [Hz] Gain [-] [m]

Test_018 Chirp-up 220 0.0–4.0 1.0 0.0 0.115
Test_021 Chirp-down 220 4.0–0.0 1.0 0.0 0.122
Test_053 Chirp-up 220 0.0–4.0 1.0 0.0 0.123
Test_059 Chirp-up 220 0.0–4.0 1.0 0.0 0.116
Test_066 Chirp-up 220 0.0–4.0 0.5 0.0 0.041
Test_109 Chirp-up 220 0.0–4.0 1.0 0.0 0.127
Test_112 Chirp-up 220 0.0–4.0 0.3 0.6 0.152
Test_113 Chirp-down 220 4.0–0.0 0.3 0.6 0.162
Test_163 Chirp-up 220 0.0–4.0 1.0 0.0 0.128

Figure 10a displays a radiation test for the ‘WECfarm’ WEC, where the circular ra-
diated waves can be observed. Figure 10b shows the FPTO and ż time series, for which ż
displays a resonance. According to Equation (4), a τmotor,uncomp of 1.0 Nm corresponds with
a FPTO of 188.5 N.

(a) (b)
Figure 10. Radiation test: (a) Picture of the setup in the AAU wave basin; (b) FPTO and ż time series
(Test_059).

The calculated Zi can be displayed as a bode plot with gain and phase, given in
Figure 11 for Test_021, Test_059, Test_066, Test_112 and Test_113 [12]. Comparing Test_021
with Test_059 confirms that the chirp-up and chirp-down signal yields the same Zi(ω).
Test_066 with a gain of 0.5 and zmax = 0.041 m results in a higher identified Zi compared
to Test_059 with a gain of 1.0 and zmax = 0.116 m, stressing the importance of covering
motion amplitudes representative for the WEC during operation. Test_112 and Test_113
demonstrate how the implementation of FComp alters the WEC system dynamics. As
expected, ż is more amplified when the friction is compensated. The WEC resonance
frequency fn is equal at 0.84 Hz, corresponding to a natural period Tn = 1.19 s.
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Figure 11. Bode plot of the experimentally identified Zi for Test_021 , Test_059, Test_066, Test_112
and Test_113.

3.3.3. Excitation Tests

He(ω) is experimentally determined by locking the WEC in equilibrium position, as
defined in Figure 2a, imposing a frequency rich η signal and measuring Floadcells. The WEC
is fixed by deactivating the motor drive, resulting in an active holding brake. Application
of Equation (7) results in He(ω).

Table 5 shows an overview of the performed excitation tests. The wave input gen-
erated by the wave generation system is a JONSWAP wave spectrum, defined by a peak
enhancement factor γ of 3.3 and the mentioned significant wave height Hs and peak period
Tp. In the case of Test_133 with regular waves, H and T are mentioned. Using a start signal
from the wave paddles and recording the wave paddle motion, allow for a deterministic
comparison of the same sea state over different control inputs and types.

Table 5. Overview of the performed excitation tests.

Test_ID
Wave Hs Tp Test_ID

Wave Hs Tp
Input [m] [s] Input [m] [s]

Test_048 JONSWAP 0.05 1.0 Test_076 JONSWAP 0.07 2.0
Test_049 JONSWAP 0.05 1.0 Test_077 JONSWAP 0.09 2.0
Test_050 JONSWAP 0.07 1.0 Test_078 JONSWAP 0.11 2.0
Test_071 JONSWAP 0.09 1.0 Test_133 Regular 0.09 2.0
Test_072 JONSWAP 0.05 1.5 Test_144 JONSWAP 0.07 2.0
Test_073 JONSWAP 0.07 1.5 Test_145 JONSWAP 0.13 2.0
Test_074 JONSWAP 0.09 1.5 Test_167 JONSWAP 0.20 1.5
Test_075 JONSWAP 0.05 2.0 Test_168 JONSWAP 0.30 2.0

Figure 12a displays an excitation test for the WECfarm WEC, where the incoming and
diffracted waves can be observed. Figure 12b shows the Floadcells and ηWG11 time series
for Test_074. When a wave crest (negative η) passes the WEC buoy, the load cells are
compressed, resulting in a positive Floadcells. When a wave trough (positive η) passes the
WEC buoy, the load cells are under tension, resulting in a negative Floadcells.

Figure 13a shows the resulting F̂loadcells, equivalent to F̂e, and η̂ for Test_074 and
Test_077. The calculated He can be displayed with a gain and phase, given in Figure 13b
for Test_074 and Test_077. Frequency smoothing has been performed on F̂loadcells, η̂ and
the gain and phase of He. The Gaussian-weighted moving average over a window of
30 frequency intervals of 0.0042 Hz has been taken. Figure 13b confirms the higher He for
lower wave frequencies, as noticed in Figure 13a.
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(a) (b)
Figure 12. Excitation test: (a) Picture of the setup in the AAU wave basin; (b) Floadcells and ηWG11

time series (Test_074).

(a) (b)

Figure 13. Wave excitation Test_074 and Test_077: (a) F̂loadcells and η̂, frequency smoothened over a
window of 30 frequencies; (b) He, frequency smoothened over a window of 30 frequencies.

To calculate He(ω) based on the most straightforward conceptual definition, a WG
is placed on the location of the WEC buoy when the WEC buoy is not present and then
record the η time series. The WEC buoy is then put in place and the same wave time series
are run again, this time measuring the force on the WEC buoy caused by the waves. For
control purposes, this procedure is of little use, since it is clearly not possible to measure
η at the point where the WEC is located, once the WEC is in place. Therefore, η obtained
with WG 11 is used as an approximation for η on the location of the WEC buoy. It is shown
by Bacelli et al. that if the distance between the WEC buoy and the WG is increased, the
term describing the diffracted waves at the WG becomes small enough and the original
model given by Equation (9) can be adopted [13].

To verify the assumption that the data of WG 11 of these excitation tests could be used
for this purpose, at the end of the test campaign some tests with wave spectra are executed
with the WEC buoy removed and WG11 moved to the position of the WEC buoy, equilinear
with the other WGs. For these tests, the interdistance WG 6 to WG 11 is 1.31 m and the
interdistance WG 11 to WG 8 is 0.98 m. Figure 14 shows a picture of this layout of the WGs.
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Figure 14. Picture of WGs layout for η measurements with WG 11 on the location of the WEC buoy.

Three JONSWAP spectra and one regular wave are tested, defined in Table 6.

Table 6. Overview of η measurement tests with WG11 on the location of the WEC buoy.

Test_ID
Wave Hs Tp
Input [m] [s]

Test_172 JONSWAP 0.09 1.5
Test_173 JONSWAP 0.07 1.0
Test_174 JONSWAP 0.05 2.0
Test_175 Regular 0.09 2.0

The top Figure 15a shows the time series comparison between η measured by WG11
in excitation Test_074 and η measured by WG11 in Test_172. The bottom Figure 15a shows
this comparison for Test_050 and Test_173.

(a) (b)

Figure 15. Wave excitation tests (Test_074 and Test_050) and wave field accuracy tests (Test_172 and
Test_173): (a) ηWG11 time series; (b) η̂, frequency smoothened over a window of 30 frequencies.

For both wave conditions, a minor difference between the two time series can be
observed. Figure 15b shows η̂ for Test_074 compared to Test_172 and η̂ for Test_050
compared to Test_173. Figure 15a,b confirm that η obtained with WG 11, according to the
layout of the WGs in Figure 4a, can be used as an approximation for η on the location of
the WEC buoy.

3.3.4. Free Decay Tests

Free decay tests are executed to determine the decay response. The heave displacement
z allows us to calculate the logarithmic decrement Λ, the corresponding damping ratio
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ξd and the natural period Tn. This Tn should correspond with the one obtained from the
radiation tests discussed in Section 3.3.2. Conceiving the WEC as a mass-spring-damper
system, ξd follows from Λ [31]:

Λ =
1

n− 1
ln
(

x1

xn

)
=

2πξd√
1− ξ2

d

(14)

in which x1 and xn are the values of the first and the n-th peak of the free decay motion z. For
un underdamped system (0 < ξd < 1), the oscillations of the WEC buoy fade exponentially
over time and tend toward zero, yielding the envelope:

ze(t) = zA · exp(−ξdωnt) (15)

in which zA is the amplitude of the free WEC response [31]. The angular natural frequency
ωn of the WEC buoy can be calculated from the damped natural frequency ωd:

ωn =
2π

Tn
=

ωd√
1− ξ2

d

(16)

Table 7 gives an overview of the executed free decay tests, with indication of the start
position of the WEC buoy zstart, CC, n used Equation (14), ξd and Tn. A positive zstart
corresponds to a submerged start position and a negative value corresponds to an elevated
start position. The WEC buoy is submerged or elevated with a torque command. Once
the torque is set equal to zero, the decay motion is initiated. Test_089 and Test_129 yield a
Tn equal to 1.19 s, corresponding to the value obtained by the bode plots of the radiation
tests displayed in Figure 11. When the motor and gearbox with pinion are removed in
Test_170, a Tn equal to 1.00 s is obtained. This lower Tn can be attributed to the removed
inertia within the PTO drivetrain since removing inertia results in a lower Tn. Test_089 and
Test_129 yield a ξd of 0.13 and 0.12, respectively, corresponding to an underdamped system.
Given this low ξd, ωn will closely approximate ωd.

Table 7. Overview of the performed free decay tests.

Test_ID zstart [m] CC [-] n ξd [-] Tn [s]

Test_089 −0.089 0.6 2 0.13 1.19
Test_129 0.078 0.6 3 0.12 1.19
Test_161 −0.202 0.6 n.a. n.a. n.a.
Test_162 −0.222 0.0 n.a. n.a. n.a.
Test_170 0.082; 0.140; 0.113; n.a. 4 0.14 1.00

(no motor, gearbox and pinion) −0.204; −0.214; 0.039

The limited draft in combination with the flat bottom will introduce important bottom
slamming effects for tests where the WEC buoy re-enters the water after being lifted out [32].
These bottom slamming forces are assessed in Test_161 and Test_162, for which the start
position of the WEC buoy is completely lifted out of the water. In addition, nonlinear
viscous drag effects occur. The semi-empirical Morison equation describes the viscous force
Fvis in function of a viscous drag coefficient CD [33]:

Fvis = −0.5 ρ S CD Ẋ|Ẋ| (17)

This CD can be identified from experiments or from fully viscous modeling methods
based on the Navier–Stokes equations [34–36]. The experimental quantification of bottom
slamming effects and nonlinear viscous drag effects is not addressed in the presented article.

Test_170 considers multiple free decay tests for the WEC buoy with the motor and
gearbox with pinion removed. While z is obtained by both the laser and encoder for the
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other tests, only laser measurements are available when the motor is removed. The WEC
buoy is manually pushed down or lifted from the measurement bridge.

Figure 16a displays the WEC buoy displacing a water volume, equivalent to the
volume of the WEC buoy, after being dropped from −0.202 m in Test_161. The concentric
circular radiated waves can be observed. Bottom slamming forces are obtained from
Floadcells. Figure 16b shows the free decay z time series and corresponding exponential
decay envelopes according to Equation (15) for Test_089, Test_129 and Test_170.

(a) (b)
Figure 16. Free decay tests: (a) Picture of Test_161; (b) z time series of the free decay tests and
corresponding exponential decay envelopes (Test_089, Test_129 and Test_170).

Test_089 with an elevated start position of -0.089 m results in a quasi-equivalent decay
response as Test_078 with a submerged start position of 0.078 m. In order to allow a
comparison of the symmetry of the WEC system, Test_089 is plotted with inversed sign.

3.4. Power Absorption

Figure 17 displays the four quadrants where the WEC PTO system acts as a motor or
generator, according to the adopted sign convention [37].

1

ሶ𝑧 [m/s]
(heave velocity)

FPTO [N] 
(PTO force)

ሶ𝑧 < 0 → Upward 
heave motion

Pabs[W] = −FPTO ∙ ሶ𝑧 < 0 → Motor

I

IV

II

III

Pabs[W] = −FPTO ∙ ሶ𝑧 < 0 → Motor

Pabs[W] = −FPTO ∙ ሶ𝑧 > 0 → Generator

Pabs[W] = −FPTO ∙ ሶ𝑧 > 0 → Generator

ሶ𝑧 < 0 → Downward
heave motion

Figure 17. Power generation quadrant.

When FPTO and the resultant ż have an opposite sign, energy will be extracted from
the waves and the PTO acts as a generator, occurring in quadrant II and IV. When FPTO
and the resultant ż have an identical sign, energy will be consumed and the PTO acts as a
motor, occurring in quadrant I and III. The defined convention in the Simulink model is
that a net positive absorbed power value Pabs corresponds to mechanical power absorption

40



J. Mar. Sci. Eng. 2022, 10, 1480

and a net negative Pabs corresponds to adding power to the system. Therefore, a minus
sign is added to the multiplication of FPTO with ż in order to obtain Pabs:

Pabs = −FPTO · ż (18)

Note that this calculation results in instantaneous values. For regular waves, averaging
over a number n of wave periods T results in the averaged absorbed power value Pabs:

Pabs =
1

nT

∫ nT

0
Pabs(t)dt (19)

3.4.1. Impedance Matching

Impedance matching can be applied to enable maximum power transfer between
two oscillatory systems, the ocean waves and the WEC PTO system. Since impedance
is defined as a complex value, the PTO generally has a resistance component (real part)
and a reactance component (imaginary part). The maximum power transfer theorem says
that the maximum possible power is delivered to the PTO when the PTO impedance ZPTO
(load impedance or input impedance) is equal to the complex conjugate (represented by *)
of the impedance of the source Zi (intrinsic impedance or output impedance). For two
impedances to be complex conjugates their resistances must be equal and their reactances
must be equal in magnitude and opposite in sign. With the WEC impedance model given
by Equation (13), an optimal PTO is obtained by ZPTO(ω) [12,38]:

ZPTO(ω) = Z∗i (ω) = B(ω)− i
(

ω(M + A(ω))− K
ω

)
(20)

The frequency response of the Proportional Integral Derivative (PID) controller is
given by [12]:

FRFPID(ω) =
(iω)2KD + iωKP + KI

iω
(21)

KP, KI and KD are the proportional, integral and derivative gains of the controller,
respectively. The rearrangement of Equation (21) results in the PID controller impedance:

ZPID(ω) = iωKD + KP − i
KI
ω

= KP + i(ωKD −
KI
ω

) (22)

Given Equations (20) and (22), the proportional gain for the Proportional (P) controller,
equivalent to the damping coefficient CPTO,P for the resistive control strategy, is given by:

CPTO,P(ω) = |Z∗i (ω)| =
√

B2(ω) +

(
ω(M + A(ω))− K

ω

)2
(23)

Given Equations (20) and (22), the proportional and integral gain for the Proportional
Integral (PI) controller, equivalent to CPTO,PI and the spring coefficient KPTO,PI for the
reactive control strategy, are given by:

CPTO,PI(ω) = Re{Z∗i (ω)} = B(ω) (24)

KPTO,PI(ω) = ω · Im{Z∗i (ω)} = ω

(
−
(

ω(M + A(ω))− K
ω

))
= −ω2(M + A(ω)) + K (25)

The presented study considers only P and PI control. Gu et al. present the imple-
mentation of a PID controller in a frequency domain model for a heaving point absorber
WEC [39]. In this case the derivative controller acts on the acceleration term, corresponding
to mass control.
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3.4.2. Causal Impedance Matching P and PI Controller

For any causal system, the complex conjugate of the impedance will produce an
acausal system. Since a WEC is a causal system, an acausal system is obtained for Z∗i (ω).
Therefore, to implement Equation (23) or Equations (24) and (25) perfectly across all wave
frequencies, the future velocity of the WEC has to be known, resulting in an acausal con-
troller implementation [12]. However, the controller does not need to operate perfectly
at all wave frequencies simultaneously and can be designed to work well in a restricted
range of frequencies. The energy in a typical sea state ranges over at most a single decade
of frequencies, with the sea state changing appreciably only over the course of hours. This
band-limited and slowly varying nature of ocean waves allows to utilize a causal realiza-
tion of the impedance matching approach. Approximating Z∗i (ω) in the peak frequency
ωp of the design sea state is straightforward to implement in the Simulink model. The
impedance of the causal impedance matching P controller is equal to CPTO defined in
Equation (24) [12,38]:

ZP(ω) = CPTO(ωp) (26)

The impedance of the causal impedance matching PI controller is an interpolation of
the impedance given by Equation (22) in ωp [12,38]:

ZPI(ω) = CPTO(ωp)− i · KPTO(ωp)

ω
(27)

Based on the experimentally determined Zi in Test_112, the impedance of a causal
impedance matching P controller and PI controller can be determined, according to
Equations (26) and (27), respectively. Figure 18a shows the gain and phase of these con-
trollers, for an interpolation point of T = 1.50 s. Since in the power absorption tests various
wave conditions are considered, Figure 18b plots CPTO,P(ω) (Equation (23)), CPTO,PI(ω)
(Equation (24)) and KPTO,PI(ω) (Equation (25)) in function of the wave frequency. The
resulting control parameters for T = 1.50 s and T = 2.00 s are indicated. As expected,
KPTO,PI(ω) = 0 kg/s2 for Tn = 1.19 s.

(a) (b)

Figure 18. Radiation Test_112: (a) Bode plot intrinsic impedance and causal impedance matching P
and PI controller; (b) Coefficients causal impedance matching P and PI controller.

3.4.3. Resistive Control

The baseline control strategy is resistive control, equivalent to causal impedance
matching P control as defined in Equation (26). FPTO,P is equal to ż multiplied with a
positive CPTO:

FPTO,P = −CPTO · ż (28)
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A minus sign is added, since FPTO,P should oppose ż. Tables 8 and 9 provide an
overview of the performed resistive control tests, for regular and irregular waves, respec-
tively. The applied CC is given. For the regular waves, characterized by T and H, a range of
CPTO is tested during a single test. For the irregular waves, characterized by a JONSWAP
wave spectrum with γ = 3.3, Hs and Tp, a fixed CPTO is applied.

Table 8. Overview of the resistive control strategy tests for regular waves.

Test_ID
H T CC CPTO Test_ID

H T CC CPTO
[m] [s] [-] [kg/s] [m] [s] [-] [kg/s]

Test_080 0.09 2.0 0.0 0 Test_100 0.09 2.0 0.6 [200;800]
Test_081 0.07 2.0 0.0 0 Test_101 0.05 1.5 0.6 [50;550]
Test_085 0.09 2.0 0.0 [0;800] Test_102 0.07 1.5 0.6 [50;450]
Test_087 0.09 1.0 0.6 0 Test_103 0.09 1.5 0.6 [50;550]
Test_090 0.09 2.0 0.6 [100;900] Test_104 0.11 2.0 0.6 [200;800]
Test_091 0.05 1.0 0.6 0 Test_105 0.13 2.0 0.6 [200;800]
Test_092 0.09 1.0 0.6 0 Test_106 0.15 2.0 0.6 [200;800]
Test_093 0.09 1.0 0.6 [25;125] Test_115 0.09 2.0 0.6 [200;800]
Test_094 0.09 1.0 0.6 [40;220] Test_116 0.09 2.0 0.6 [200;800]
Test_095 0.07 1.0 0.6 [40;220] Test_139 0.07 1.17 0.6 [50;500]
Test_096 0.05 1.0 0.6 [40;180] Test_140 0.07 1.17 0.6 [40;100]
Test_097 0.05 2.0 0.6 [200;1400] Test_141 0.20 2.0 0.6 [250;800]
Test_098 0.05 2.0 0.6 [200;800] Test_164 0.20 2.0 0.6 [0;800]
Test_099 0.07 2.0 0.6 [200;800]

Table 9. Overview of the resistive control strategy tests for irregular waves.

Test_ID
Hs Tp CC CPTO Test_ID

Hs Tp CC CPTO
[m] [s] [-] [kg/s] [m] [s] [-] [kg/s]

Test_079 0.05 1.0 0.0 0 Test_158 0.09 1.5 0.6 200
Test_130 0.09 1.5 0.6 300 Test_159 0.09 1.5 0.6 100
Test_131 0.09 1.5 0.6 200 Test_160 0.20 1.5 0.6 200
Test_132 0.09 1.5 0.6 400 Test_169 0.30 2.0 0.6 500

Figure 19a shows a snapshot of the z and ż time series for Test_100. Figure 19b shows
the corresponding CPTO input, with a stepwise increase from 400 kg/s to 450 kg/s, and the
Pabs output.

(a) (b)
Figure 19. Resistive control test (Test_100): (a) z and ż time series; (b) Pabs and CPTO time series.
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3.4.4. Reactive Control

Reactive control, equivalent to causal impedance matching PI control as defined in
Equation (27), aims to bring the WEC into resonance by the addition of a spring. FPTO,PI is
composed of ż multiplied with a positive CPTO and z multiplied with negative KPTO.

FPTO,PI = −CPTO · ż− KPTO · z (29)

Again, a minus sign is added, since FPTO,PI should oppose ż. Table 10 gives an
overview of the performed reactive control tests for regular waves, characterized by H and
T. CC is fixed at 0.6 and a range of CPTO and KPTO is tested during each test.

Table 10. Overview of the reactive control strategy tests for regular waves.

Test_ID
H T CC CPTO KPTO

[m] [s] [-] [kg/s] [kg/s2]

Test_137 0.09 2.0 0.6 [320;480] [−1710;−1140]
Test_138 0.09 2.0 0.6 [48;72] [−2280;−1520]
Test_146 0.09 1.5 0.6 [277;415] [−978;−652]
Test_147 0.09 1.5 0.6 [70;104] [−1680;−1120]

Figure 20a shows a snapshot of the z and ż time series for Test_138. The Simulink
control model did not impose constraints on z, ż, z̈, allowing these high values for z and ż.
The stroke is mechanically limited to 0.25 m by the micro switches, displayed in Figure 3.
Figure 20b shows the corresponding CPTO input, with a stepwise increase from 60 kg/s to
72 kg/s, and the Pabs output. The net Pabs is calculated as the period averaged difference
between the integrated generated power (positive Pabs) and the integrated added power
(negative Pabs), according to Equation (19) and the sign convention as defined in Figure 17.
KPTO is equal to −1520 kg/s2 for the displayed time window.

(a) (b)
Figure 20. Reactive control test (Test_138): (a) z and ż time series; (b) Pabs and CPTO time series.

3.4.5. Power Absorption Comparison between the Resistive and Reactive Controller

Two regular wave conditions, characterized by H = 0.09 m, T = 2.00 s and by H = 0.09 m,
T = 1.50 s, respectively, are considered to compare the presented resistive and reactive
control strategy. Pabs is calculated with n = 5 in Equation (19). For resistive control, CPTO,P
is obtained according to Equation (23) and for reactive control, CPTO,PI and KPTO,PI are
obtained according to Equations (24) and (25), respectively. Figure 18b displays the ob-
tained control parameters for T = 2.00 s and T = 1.50 s. For CPTO,PI , lower values than
experimentally indentified are adopted. For the regular wave with H = 0.09 m and T =
2.00 s, resistive control (Test_100) with CPTO = 450 kg/s yields Pabs = 1.89 W and reactive
control (Test_138) with CPTO = 72 kg/s and KPTO = −1520 kg/s yields Pabs = 10.26 W. For
the regular wave with H = 0.09 m and T = 1.50 s, resistive control (Test_103) with CPTO
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= 200 kg/s yields Pabs = 3.09 W and reactive control (Test_147) with CPTO = 70 kg/s and
KPTO = −1120 kg/s yields Pabs = 11.75 W. Figure 21 visualizes these results.

Figure 21. Pabs for Test_100, Test_103, Test_138 and Test_147.

For the reactive controller, a significant increase in power absorption compared to the
resistive controller is observed, which is according to the literature [40]. Figure 20a shows
that resonance occurs as zmax = 0.165 m is significantly higher than H/2 = 0.045 m. To
properly assess the power performance of the reactive controller compared to the resistive
controller, irregular waves should be considered, as discussed in Section 3.4.2.

The amplification on z requires the motor to add energy, which has a certain efficiency.
Apart from larger peaks in FPTO and Pabs, a major drawback of reactive control is the energy
loss by dissipative processes inherent to the back-and-forth energy exchange between
the PTO and the WEC buoy, especially when the magnitude of the exchanged energy
is comparable to, or even significantly larger than, the net absorbed energy [41]. The
presented research does not consider the PTO efficiency, nor the damping force, nor the
reactive force. Strager et al. present a method to determine the optimal reactive control
parameters for a given combination of non-ideal PTO efficiency and monochromatic wave
frequency [42].

4. Discussion and Conclusions

Within the ‘WECfarm’ project, two test campaigns are performed at the AAU wave
basin: (a) a testing of the first WEC in April 2021 and (b) a testing of a two-WEC array in
February 2022, in preparation of five-WEC array tests. The main objective of the ‘WECfarm’
project is to cover the scientific gap on experimental data necessary for the validation
of recently developed (non-linear) numerical models. The presented article discusses
experimental testing of an isolated WEC, being the first test campaign within the ‘WECfarm’
project. The primary objective of evaluating the hydrodynamics, electromechanics, control
platform, DAQ and structural performance of the WEC is to allow extending the setup to a
five-WEC array.

The WEC buoy is a truncated cylinder with a high diameter to draft ratio to increase
radiation and WEC–WEC interactions. The PTO system of the WEC is a PMSM connected
to a gearbox powering a rack and pinion system. A configuration of three air bushings
guarantees a permanent layer of air between the guide shafts and the bushings, resulting
in zero-friction linear guiding. The WEC control and data acquisition are realized with
a Speedgoat Performance real-time target machine, offering the possibility to implement
advanced WEC array control strategies in the MATLAB-Simulink model. This unique PTO
system in combination with the real-time target machine makes active and accurate PTO
control possible.

The drivetrain (motor, gearbox, rack and pinion) friction is assessed by manually
moving the WEC buoy up and down, from below the loadcells and under a zero torque
command. Based on the empirical relationship between Floadcells and ż, a simplified model
based on Coulomb and viscous friction is determined. The resulting friction compensation
model FComp is implemented in Simulink as a torque augmentation on the torque command.

A SID approach is adopted, considering the WEC system to be composed of two
SISO models, the radiation and the excitation model. The radiation tests in calm water,
with FPTO chirp-up and chirp-down noise signals as input and ż as output, yield the
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intrinsic impedance Zi. The excitation tests with the WEC buoy fixed, with as input various
JONSWAP spectra and as output Floadcells, yield the wave excitation force coefficients He(ω).
The assumption that WG measurements at sufficient distance from the WEC buoy may be
used to characterize η on the location of the WEC is confirmed. Free decay tests characterize
the WEC buoy decay response, confirming that Tn = 1.19 s, obtained by the radiation tests.

Power absorption tests are executed with the resistive and reactive control strategy.
The tests with regular waves are executed with ‘real-time’ tuning of the control parameters
in the Simulink model. Adopting an impedance matching approach, the optimal CPTO,P
for resistive control and the optimal CPTO,PI and KPTO,PI for reactive control are calculated
from Zi. For the two selected regular wave conditions, characterized by H = 0.09 m,
T = 2.00 s and by H = 0.09 m, T = 1.50 s, the reactive controller results in a significant higher
averaged absorbed power Pabs compared to the resistive controller. However, the presented
research does not consider PTO efficiency, which is detrimental for reactive control.

The implementation of the friction compensation model FComp proved to be a good
methodology to partly compensate Coulomb and viscous friction attributed to the driv-
etrain. The experimentally determined radiation and excitation model yields a simple,
though accurate, model of the WEC system. The intrinsic impedance, resulting from the
radiation test, is used to design a causal impedance matching P and PI controller, equivalent
to a resistive and reactive controller. Although this approach was only tested limitedly,
mainly for regular waves, the successful extension to a multiple-WEC array, considering
irregular waves, is confirmed. The testing of the isolated ‘WECfarm’ WEC proved to be
successful and the extension of the setup to a five-WEC array will allow it to comply with
the future research objectives.
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The following abbreviations are used in this manuscript:

AAU Aalborg University
ABS Acrylonitril-Butadieen-Styreen
AT Amplifier Telegramm
BEM Boundary Element Method
CFD Computational fluid dynamics
CNWT CFD-based numerical wave tank
COB Coastal and Ocean Basin
DAQ Data Acquisition System
DOFs Degrees of Freedom
EtherCAT Ethernet for Control Automation Technology
FFT Fast Fourier Transform
FRF Frequency response function
FSO Full Scale Output
I/O Input and Output
JONSWAP Joint North Sea Wave Project
MDT Master Data Telegramm
MWL Mean Water Level
MISO Multiple input single output
OCT One Cable Technology
P Proportional
PI Proportional Integral
PID Proportional Integral Derivative
PMMA Polymethylmethacrylate
PMSM Permanent Magnet Synchronous Motor
PTO Power Take-Off
RAO Response Amplitude Operator
SID System Identification
SISO Single input single output
SWL Still Water Level
WEC Wave Energy Converter
WG Wave Gauge
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Abstract: Based on the wave reflection principle, a floating flapping-panel wave energy converter
was developed. The feasibility study and optimization study of the new WEC was carried out by
laboratory research and computational fluid dynamics techniques. A numerical model was developed
for an in-depth study to establish the relationship between slope tilt angle and power. The results for
different wave periods show that the power take-off damping coefficient has a significant effect on
the power. Meanwhile, the effects of flap length and wave height on converter resonance and power
are investigated. Finally, a preliminary laboratory physical model test of the device is conducted. The
flapping-panel-slope structure is very feasible and effective with good hydrodynamic performance.

Keywords: wave energy converter; floating flapping-panel; slope; hydrodynamic performance

1. Introduction

At present, there are various design models for wave energy conversion devices [1],
which can be basically classified into offshore, nearshore and onshore devices, according
to the installation location [2]. Offshore devices face huge survival pressure and high
submarine cable laying costs, making commercial application very difficult. Nearshore and
onshore devices are relatively simple and convenient in terms of survival and maintenance
and may be a good option.

A number of wave energy converter (WEC) models with very good performance have
emerged for both nearshore and onshore devices. The Oyster device developed by Queen’s
University in the UK, which has been updated for two generations, has performed well
in all specifications and has successfully achieved long-term stable operation in real sea
conditions [3]. Unlike the Oyster, the WaveRoller uses a fully submerged floating pendulum
that can be formed into an array of power modules, with all floating pendulum motion oc-
curring below the water surface, and full-size wave energy generator WaveRoller installed
in Portugal [4]. Eco Wave Power, which fixes pendulum wave energy conversion devices
on shore base or combined with breakwaters, has now deployed physical models in several
locations around the world and has successfully captured wave energy for power genera-
tion [5]. The flexible combination of Wavestar and offshore wind energy capture devices
enables multi-energy hybrid absorption and improves commercial competitiveness [6].

To test the feasibility of a WEC model, physical model tests can generally be taken to
solve a series of problems by simulating the realization of the phenomena of the interaction
between structures and waves in the laboratory. Bosma et al. obtained a series of hydrody-
namic parameters by conducting wave pool experiments on FOSWEC for comparison with
numerical simulations for validation [7]; Wei et al. successfully implemented the kinematic
response of multi-pump multi-piston power take-off system in the laboratory using wave
tank experiments [8]. Davey’s team conducted long-term Round Robin tests of a Hinged
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Raft Wave Energy Converter in several laboratories and found that wave tank depth had
little effect on the results [9].Physical model experiments require the construction of an
experimental platform, which is a very expensive and time-consuming process but is very
meaningful for scientific research.

Another option is the computational fluid dynamics (CFD) technique and has been
widely used as a cost-effective experimental tool in the optimal design studies of ma-
rine structures. A WEC-Sim code was developed at Sandia Labs, USA that can be used
to calculate the motion response and power output of a WEC model in waves [10];
Poguluri et al. tested the WEC-rotor using CFD techniques that can be well-matched with
physical experimental results [11]; Ransley et al. calculated the Wavestar through the
open source program OPENFOAM software [12]; Tezdogan et al. conducted simulation
experiments using Star-CCM+ on a full-size hull model in deep and shallow water and
provided an in-depth analysis of the results in shallow water [13]. The development of the
Smoothed Particle Hydrodynamics model for wave-structure interaction is more in line
with engineering standards in terms of numerical calculations [14]. It is worth noting that
different model scales in numerical simulations can cause different degrees of error in the
experimental results [15].

Various experimental methods, which have played a great role and convenience in
the calculation and testing of WEC, are becoming more and more mature. However, the
commercialization and real use of WEC is still very slow; one of the biggest constraints is
the hydrodynamic performance of WEC. Much of the current WEC optimization work is
precisely around the hydrodynamic performance [16,17]; how to design a hydrodynamic
performance of the WEC may be the key to solve the problem.

In conclusion, with the emphasis on renewable energy, the development of wave
energy technology is also facing opportunities and challenges. Based on the novel wave
energy conversion device, this paper will introduce the working principle of the novel
WEC in Section 2, and the physical experimental method of the model and the experi-
mental details of CFD technology will be developed in Section 3. Finally, the relevant
experimental results will be obtained in Section 4, and relevant meaningful results will be
derived around the experimental results, hoping that can drive the wave energy generation
technology forward.

2. A Floating Flapping-Panel WEC

Wan et al. studied and designed a near-shore-based floating flapping-panel wave
energy conversion device [18], as shown in Figure 1. In our previous work, our team
focused on the overall system workflow of the novel wave energy conversion device and
the significant improvement in wave energy capture efficiency by the slope structure [19].
In this paper, we focus on optimizing the hydrodynamic performance module and initially
discuss the effect of slope angle on the capture efficiency of the device, as well as other
factors, such as its own shape. This has a forward-looking effect on the local and overall
optimization of the floating flapping-panel wave energy conversion device.

By arranging a freely adjustable slope structure under the floating flapping-panel, the
wave energy from the lower layer of the free liquid surface is enhanced by reflecting it
near the free liquid surface, which boosts the energy of the wave field near the floating
flapping-panel; therefore, the overall wave energy absorption efficiency can be enhanced.
The waves impact the floating flapping-panel, drive the hydraulic device to do work,
output electrical energy and return to the original position by their own gravity, cycling the
above process, continuously carrying out power output and merging electrical energy into
the grid or storing it in the battery.
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Figure 1. Schematic diagram of floating flapping-panel WEC.

The first described parameter was the floating swing force analysis under the wave
force on the y-axis rotation. According to the momentum moment theorem, we have the
dynamic equation:

J
..
θ = MF + MG + MPTO (1)

where J
..
θ is the moment of inertia of floating flapping-panel around the shaft and

..
θ rep-

resents the angular acceleration of the flapping-panel. MF indicates the fluid moment
expressed as:

MF =
∫
τ

r × fpdτ
∮
A

r × PndA (2)

where A is the floating force area; r is the distance from the cell area of the flapping-panel
to the rotation; Pn is the tangential force of the buoyancy flapping-panel; fp is the normal
force of the flapping-panel; and MG is the moment of gravity formulated as:

MG = Mglcos(θ − θ0) (3)

where the variables are: θ0¯the initial state of gravity axis connection and horizontal angle;
θ—the rotation angle of the t moment;M¯mass of a buoyancy flapping-panel; g—gravity
acceleration; and l—the distance from the center of gravity of the floating flapping-panel to
the origin of coordinate. The power take-off (PTO) system torque moment is MPTO. The
linear moment used here is MPTO = −C

.
θ, where C is the coefficient of linear resistance

moment,
.
θ¯the flapping-panel angle acceleration and “−” means that the floating flapping-
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panel was performed outside. The nonlinear moment is a constant torque load, and the
PTO system is instantaneous power: PPTO = MPTO

.
θ.

The wave energy conversion device basically consists of a three-stage energy conver-
sion process that converts wave energy into mechanical energy. The efficiency of a primary
energy conversion depends on the hydrodynamic performance of the device [20]. Typically,
the capture width ratio “c f ” is used to evaluate the hydrodynamic performance of the
device. This capture width ratio is equal to the wave energy input by the wave energy
device and the wave energy input within the device width. The buoyancy flapping-panel
device can be calculated using (4)

c f =
PPTO
PW ·w (4)

where w is the width of flapping-panel = 0.4 (two-dimensional case); PPTO denotes conver-
sion power; and PW represents wave power.

After the wave energy device is captured, the first-order energy conversion is achieved
by overcoming the PTO damping. The conversion power is based on using linear PTO
damping [21] and the average power per unit W. The resistance moment TPTO is propor-
tional to the speed of the flapping-panel [22].

TPTO = C
.
θ (5)

Furthermore, the conversion power of the device can be calculated by (6)

PPTO =
1
T

T∫

0

C
.
θ

2
dt =

1
2

ω2θ2
0 (6)

By substituting (6), the expression of width capture ratio can be obtained.

c f =
8Cω2

0θ2
0

ρ0gH2
0

(
1 + 2k0d0

sinh2k0d0

) (7)

3. Model Test

This numerical simulation test uses Star-CCM+ software to establish a three-dimensional
numerical wave flume, assuming that the slope structure is fixed and the floating pendulum
does pitch motion near the still water surface and does not consider the motion of the water
platform and the effect on the WEC, as shown in Figure 1. And three areas are set up, which
are wave generation zone, working zone and wave absorbing zone.

Wan et al. built the computer-aided design software and imported it into Star-
CCM+ [18]. The trimmed cell mesh and prismatic layer mesh were often used to generate
the mesh in the Star-CCM+. The trimmed cell mesh was used to produce high-quality grids
for complex grid generation problems. It can produce non-structural hexahedral meshes on
complex geometric surfaces. The prismatic layer mesh can be used to control the boundary
layer and make the Y+ out of the development zone.

In order to capture the free surface and the device, meshes should be refined according
to The International Towing Tank Conference (ITTC), and there were at least 100 grids in
the wavelength range on the free surface. In addition, a minimum of 20 grids was used in
the wave height direction of the free surface. The mesh is shown in Figure 2A. In order to
ensure more accurate calculations and not to waste computational resources, the meshes of
the background calculation area, the motion overlap area and the meshes around the free
surface regular waves are refined, as shown in Figure 2B.
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It may be noted that the RANS solver [13], a segregated numerical flow model where
the flow equations were solved in an uncoupled way, was adopted in all the simula-
tions in this paper. Convection terms in the RANS formulae were discretized by em-
ploying second-order upwind schemes. The general solution was obtained based on a
SIMPLE-type algorithm.

In order to predict realistic flapping-panel behavior, a Dynamic Fluid Body Interaction
(DFBI) model was adopted. The DFBI model was integrated with the RANS solver to
compute the exciting force and moments acting on the flapping-panel hull caused by waves
and to solve the governing equations of rigid body motions to relocate the rigid body.

In order to reduce the computational complexity and requirements, only one-half of the
floating flapping-panel device was calculated. The velocity inlet is in the negative × direction,
where the incident regular wave was generated. The initial velocity at the inlet was set to
the corresponding speed of the waves, as shown in Figure 1. Inside the tank, water and air
are used as two-phase flow, so the pressure outlet is set at the top, which is consistent with
the actual situation. The sliding wall was selected as the bottom boundary condition due to
the large water depth. The symmetrical boundary in the positive y direction was used for
the symmetry of the device, and the symmetrical boundary in the negative y direction was
used to prevent the fluid from adhering to the wall.

4. Results & Discussion
4.1. Relationship between Slope Angle and Power

The bottom slope structure affects the reflection of waves from the underwater sur-
face [23], and how to choose a reasonable slope angle β (the angle between the slope
structure and the static water surface, as shown in Figure 1) is important to improve the
efficiency of the wave energy conversion device. In the experiment, the angle of the slope is
adjusted several times for different angles β, resulting in changes in the power and energy
captured by the wave energy hydrodynamic device.

In this experiment, we take the following conditions as the basic initial conditions; the
experimental process is always unchanged and all in the same sea state conditions. The
flapping-panel length L was 8 m, and damping coefficient C was 3,500,000 N·m·s·rad−1.

Figures 3 and 4 show the power and captured energy at different flapping-panel-slope
angles. It is observed that the optimum angle was 35 degrees. When the flapping-panel-
slope angle increased above 35 degrees, the upward reflection of the slope on the fluid
decreased so that the force of the fluid on the floating flapping-panel was reduced. When
the slope angle was below 35 degrees, by decreasing the angle, there was a decrease in the
incoming wave energy captured.
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Obviously, under the above conditions, the conclusions we obtained have some lim-
itations, which are directly related to the sea conditions. For different wave heights and
different wave periods, the optimal angle of the slope will change, and the next goal of
the team will be to study the optimal angle of different slopes under multiple sea condi-
tions to meet the needs of complex and variable sea conditions and to actively change the
slope angle so that the floating flapping-panel is always in a large wave energy field, thus
improving the first-level capture efficiency.
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4.2. Relationship between PTO Damping Coefficients and Power

The PTO damping factor of the wave energy conversion device is a very important
parameter in the process of absorbing wave energy, and many scholars have done research
on this. There exists a proper PTO damping factor that can make the device resonate and
significantly improve the effect of wave energy capture.

According to Zhao et al.’s study on bottom hinged pendulum wave energy device,
the optimal PTO damping coefficient has the following relationship with radiation damp-
ing [24]:

Copt =

√[(
K
ω

)
− ω(I + Ia)

]2
+ c2

r (8)

In the above equation, K is the restoring force coefficient; I is the moment of in-
ertia of the floating pendulum; Ia is the additional moment of inertia; and cr is the
radiation damping.

It is obtained from the above equation that the optimal PTO damping coefficient is
equal to the radiation damping coefficient in order of magnitude, so in the selection of the
test damping coefficient, then it is kept in the same order of magnitude as the radiation
damping and increases in order from small.

The influence of different PTO damping coefficients on the floating flapping-panel
efficiency is studied by performing numerical simulations of the floating flapping-panel at
different damping coefficients C. When the interaction between the wave and the floating
flapping-panel was stable, the selected power cycles are as shown in Figure 5 with the wave
periods T = 5 s, T = 6 s and T = 7 s as well as the wave height of 1 m. It can be seen from
Figure 5 that at different damping coefficients, the effective power was the smallest when
the wave period was 5 s and the effective power was similar for T = 6 s and T = 7 s. The
work time was the shortest when T = 5 s while the longest when T = 7 s. As the damping
coefficient increased, the effective power of different wave periods increased at first and
then decreased.

Therefore, there were optimal damping coefficients for different wave periods. For
wave periods T = 5 s, T = 6 s and T = 7 s the effective power reached the maximum when the
damping coefficient was 5,000,000 N·m·s·rad−1, 450,000 N·m·s·rad−1 and 5,500,000 N·m·s·rad−1,
respectively, as shown in Figure 6. The maximum effective power values were observed
to be 48.32 kW, 64.21 kW and 63.33 kW, respectively. This indicated that the floating
flapping-panel efficiency depended on the PTO damping coefficient [25].

It is found that, when the wave period is T = 5 s, T = 6 s and T = 7 s, the energy increased
at first and then decreased as the PTO damping coefficient increased. The power reached
the maximum at the damping coefficient of 5,000,000 N·m·s·rad−1, 4,500,000 N·m·s·rad−1

and 5,500,000 N·m·s·rad−1. As shown in Table 1, longer wave periods led to lower wave
energy conversion efficiency. It might be attributed to the effects of floating flapping-panel
length L on the floating flapping-panel moving time and the wave energy conversion
efficiency. Therefore, the value of L is changed to verify the above observation.

As shown in Table 2 and Figure 7, longer flapping-panel length became longer and
improved the wave energy conversion efficiency under each wave period due to longer
work time. However, as shown in Figure 8, the floating flapping-panel could not return
to the origin to achieve resonance in the case when LP = 10 m and T = 5 s, which was not
conducive to structural stability. The floating flapping-panel worked well when LP = 10 m
and T = 6 s. When LP = 10 m and T = 7 s, the floating flapping-panel returned to
the origin and continued to move downward, which would result in a waste of wave
energy. In summary, long flapping-panel caused a long time of wave action. However,
since the floating flapping-panel contacted wave surface earlier when moving downward,
it cannot return to the initial position. In the case of short flapping-panel length, the floating
flapping-panel would return to the initial position as expected to achieve resonance.
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Table 1. Wave energy conversion efficiency.

T/s Em/kJ WPTO/kJ PPTO/KW cf/%

5 100 66.2 47.6 66.2

6 144 86.1 64.3 59.8

7 196 83.6 62.6 42.7
T—Wave period; Em—The energy of a periodic wave acting on a floating flapping-panel generator; WPTO—The
capture energy of floating flapping-panel generator; c f —Wave energy conversion efficiency.

Table 2. Different flapping-panel length efficiency comparison.

T/s LP/m PPTO/KW WPTO/kJ cf/%

5
8 47.3 65.8 65.8

10 48.6 75.4 75.4

6
8 64 85.8 60

10 63.7 94.9 66

7
8 62.3 83 42.3

10 61.3 93 47.4

4.3. Physical Model Preliminary Test

The floating flapping-panel wave energy converter was fixed in the wave water tank,
as shown in Figure 9. The water tank walls functioned as the walls of the floating flapping-
panel wave energy converter. The horizontal position of the flapping-panel was 30 m from
the wave-making area, long enough for waves to develop fully.
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The flapping-panel movement was recorded by a camera and was post-processed to
get the height displacement of the flapping-panel flapping end. During the measurement,
the guide rope was loose when the flapping-panel flapped upward under the wave action;
it became tight when the flapping-panel moved to the maximum height. It was smoothly
controlled to slowly lay down the flapping-panel to avoid possible reflected waves which
affect the incident wave.

To further study the feasibility of the above fundamental design, the whole system
model was developed as presented in Figure 9, where the supporting frame, slope, flapping-
panel, hydraulic rod pump, hydraulic motor and electric generator were included. The
flapping-panel was manufactured by lightweight material, and the flapping-panel frame
was hinged on the supporting frame. This system was installed in the wave tank according
to the schematic design in Figure 1. During the experiment, mechanical energy held by
the flapping-panel was converted to high-pressure hydraulic energy [26]. The hydraulic
pump provided high-pressure hydraulic oil to drive the hydraulic motor, and the motor
in turn powers the electric generator through speed accelerating the gearbox. After scale
conversion, some base data and wave tank parameters are obtained, as shown in Table 3.

Table 3. Water tank test parameter table.

Wave tank width/m 0.5

Water depth/m 0.6

Water density/103 kg·m−3 1.025

Gravity acceleration/m·s−2 9.81

Flapping-panel width/m 0.4

Slope angle/◦ 30

Bracket quality/kg 0.81

Single weight quality/kg 1

Water period/s 1.2, 1.4, 1.6, 1.9,2.5,

Wave height/m 0.06

In the laboratory of Zhoushan Campus of Zhejiang University, the hydrodynamic
feasibility study experiment of the floating flapping-panel WEC was carried out.

The laboratory physical model experimental results showed that this system can
provide enough power to light the connected LED when the wave height H was 0.06 m
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and wave periods T were 1.2 s, 1.4 s, 1.6 s, 1.9 s as well as 2.5 s with a corresponding output
pressure of hydraulic pump of 1 MPa. This performance confirmed the feasibility of the
fundamental study and structure design in this paper. The test rocker hydraulic pump
outputs high-pressure hydraulic oil, which directly drives the hydraulic motor. After the
gearbox was accelerated, the generator was energized and fixed to the tank, as shown
in Figure 9, the light “ZJU” character consists of 30 0.5 W LED lights, and the maximum
instantaneous power is 15 W.

5. Conclusions & Future work

In this paper, the floating flapping-panel wave energy conversion device was tested by
numerical simulation studies; its hydrodynamic performance was quantitatively analyzed;
and finally, a laboratory physical model hydrodynamic study was conducted to initially
verify the feasibility of the device. The following conclusions were obtained:

• The simulation test study showed that the angle between the slope and the horizontal
plane significantly influenced the efficiency of the wave energy converter. The optimal
slope angle is 35 degrees, and the wave energy captured in the experimental sea
conditions is the largest.

• Meanwhile, from the output characteristics under different PTO damping coefficients
for the linear damping, an optimal coefficient was obtained to give maximum cap-
tured energy. The wave energy converter became more efficient as PTO damping
coefficients fell.

• The length of the flapping-panel will affect the efficiency and resonance of the wave
energy converter. With the increase of incident wave height, the wave energy converter
can capture more energy.

• In the follow-up work, we will continue to carry out in-depth research around it,
optimize the design and achieve high-efficiency capture of wave energy.
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Abstract: Commercial wave energy exploitation will be realised by placing multiple wave energy
converters (WECs) in an array configuration. A point-absorber WEC consists of a floating or submerged
body to capture wave energy from different wave directions. This point-absorber WEC acts as an
efficient wave absorber that is also an efficient wave generator. Optimising the WEC array layout to
obtain constructive interference within the WEC array is theoretically beneficial, whereas for wind
farms, it is only important to avoid destructive interference within an array of wind turbines due to
wake effects. Moreover, the WEC array layout should be optimised simultaneously with the applied
control strategy. This article provides a literature review on the state of the art in physical modelling
of point-absorber WEC arrays and the identification of research gaps. To cover the scientific gap of
experimental data necessary for the validation of recently developed (nonlinear) numerical models for
WEC arrays, Ghent University has introduced the “WECfarm” project. The identified research gaps are
translated into design requirements for the “WECfarm” WEC array setup and test matrix. This article
presents the design of the “WECfarm” experimental setup, consisting of an array of five generic heaving
point-absorber WECs. The WECs are equipped with a permanent magnet synchronous motor (PMSM),
addressing the need for WEC array tests with an accurate and actively controllable power take-off
(PTO). The WEC array control and data acquisition are realised with a Speedgoat Performance real-time
target machine, offering the possibility to implement advanced WEC array control strategies in the
MATLAB-Simulink model. Wave basin testing includes long- and short-crested waves and extreme
wave conditions, representing real sea conditions. Within the “WECfarm” project, two experimental
campaigns were performed at the Aalborg University wave basin: (a) a testing of the first WEC in
April 2021 and (b) a testing of a two-WEC array in February 2022. An experimental campaign with a
five-WEC array is under preparation at the moment of writing.

Keywords: wave energy converter (WEC); heaving point-absorber WEC; WEC array; WECfarm;
physical modelling; real-time control; MATLAB-Simulink

1. Introduction

Wave energy can be extracted from ocean waves by using wave energy converters
(WECs) and commercial wave energy will be realised by installing multiple WECs in
an array to become economically competitive with other renewable energy resources. A
point absorber is a WEC which consists of a floating or submerged body to capture energy
from different wave directions. The point absorber’s diameter should preferably be in the
range of 5–10% of the prevailing wavelength [1]. Due to its ability to absorb energy from
different directions, this WEC type is particularly suitable to put in arrays. In a WEC array,
hydrodynamic interactions between the WECs occur through the absorption, radiation
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and diffraction of waves [2]. Both constructive and destructive interactions occur between
individual WECs within a WEC array, called near-field interactions. The power absorption
of the entire WEC array reduces the wave height behind the array, called far-field effects.
Whether the averaged energy absorbed by each WEC in the array is higher or lower than
the energy absorbed by an isolated WEC is defined by the q interaction factor [3]:

q =
P

n · Ps
(1)

where P is the total energy absorbed by the WEC array, Ps is the energy absorbed by a
single isolated WEC and n is the number of WECs in the array. If wave interactions have a
net constructive effect on the absorbed power, q will be larger than unity. If they have a net
destructive effect, q will be lower than unity. Therefore, the q interaction factor is widely
accepted to quantify near-field interactions (WEC–WEC interactions). This article focuses
on the experimental identification of the WEC–WEC and wave–WEC interactions within
an array of floating point-absorber WECs.

The layout of the WEC array should be optimised to maximise constructive interactions
between the WECs and the power absorption should be improved by applying a control
system tailored to the WEC array. In practice, the WEC natural frequency is typically much
higher than the ocean wave frequency due to the WEC size constraint [4]. The majority of
power produced by WECs occurs during resonant absorption, when the excitation force is
in phase with the device velocity. Control strategies aiming to maximise power absorption
generally attempt to alter the WEC system dynamics in order to achieve resonance [5]. The
control is implemented to act on the WEC power take-off (PTO), the subsystem responsible
for the energy transfer from the ocean waves. It is important that the WEC array layout and
the control system are optimised simultaneously. A layout optimised without knowledge
of the control system can be inferior to the extent of recovering 40% less energy than an
array layout optimised with knowledge of the control system [6]. These optimized arrays
of interacting WECs can be integrated in a WEC farm. The adopted definitions for a WEC
array and a WEC farm in the presented article may differ from the ones used in other
research works.

There is a need for available real-life data for the validation of WEC array modelling
and optimisation [7]. This is a research gap for the full wave energy sector, not only in the
optimisation of WEC arrays. As the computational power capabilities increase yearly, so
do the numerical models capabilities, stressing the need for experimental data to validate
the models. However, publicly available databases from WEC array experiments are scarce.
Only a few physical experiments on arrays of point-absorber WECs have been carried out
during the last years and some others were performed around a decade ago [8]. Limited
experimental campaigns have been performed due to the high cost of constructing and
testing in wave basin facilities, as well as due to the complexity of the experiments and
related instrumentation [9].

In the framework of the Hydralab IV WECwakes project coordinated by Ghent Univer-
sity, the near-field interactions and far-field effects have been experimentally investigated
for layouts of up to 25 heaving point-absorber type WECs [10–13]. The obtained unique
database served for validation purposes of numerical models for studying wave–WEC
interactions (near-field interactions) and wave propagation through WEC arrays (far-field
effects) [14–17]. Many numerical models have progressively advanced since the completion
of the WECwakes project. Therefore, the new experimental “WECfarm” project, intro-
duced by Ghent University and its partners (Queens University Belfast, Aalborg University
and University of Vigo) in 2018, aims to deliver a dataset to cover the research gap on
the need for publicly available real-life and reliable data to validate these new advanced
numerical models. Within the “WECfarm” project, a high-accuracy data acquisition, an
actively controllable PTO system and a control platform to implement advanced WEC
array control strategies are prioritised. Given the available funding and the complexity of
the latter, the number of WECs is limited to five. The WECfarm WEC is intended to be used
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only for research purposes and is thus not intended for full-scale deployment. Within the
“WECfarm” project, wave basin testing with WEC arrays of up to five real-time controllable
heaving point absorbers is planned.

The purpose of this article is threefold. Firstly, Section 2 provides a comprehensive
literature review on experimental modelling of point-absorber WEC arrays. Secondly,
Section 3 provides the research gaps, resulting from the literature review in Section 2.
This Section addresses the motivation for the “WECfarm” project. Thirdly, Section 4
discusses how the design of the “WECfarm” project experimental setup aims to address
these research gaps. Therefore, the “WECfarm” WEC is decomposed in its respective
subsystems: hydrodynamic, electromechanical, data acquisition system (DAQ) and control
platform. This Section addresses the objectives and methodology of the “WECfarm” project.
Section 5 provides a discussion and conclusions.

2. Literature Review on Experimental Modelling of Point-Absorber WEC Arrays

The presented literature review considers point-absorber WECs, consisting of a floating
or submerged body, named floater or buoy hereafter. For the theoretical background on
hydrodynamics of floating structures and on wave energy extraction by point-absorber
WEC arrays, the reader is referred to [18,19] and to [20,21], respectively. A theoretical
analysis on physical modelling of WECs is presented in [22]. The presented review does not
consider point-absorber oscillating water columns (OWC), since their operating principle
with a water column oscillating in a plenum and a turbine PTO system can be categorised
separately. Gaebele et al. discussed the hydrodynamic interaction within an array of
OWCs [23]. Kelly et al. performed experiments with an array of 32 OWCs [24]. Lamont-
Kane performed experiments with a single OWC, an array of four OWCs and an array
of five OWCs [25]. Doyle et al. performed experiments with a single OWC, an array of
three OWCs and a three-chamber OWC [26,27]. A minimum of two WECs is needed
to have an array with corresponding WEC–WEC interactions. Within a WEC array, a
WEC row refers to a number of WECs placed equidistant to the wavemaker, while a WEC
column refers to a number of WECs aligned with the wave propagation direction. For
a (j × k)-WEC array, j is the number of columns, while k is the number of rows. As a
result, a (1 × k)-WEC array is a column and a (j × 1)-WEC array is a row. The presented
review only covers experimental campaigns which have been publicly documented, hence
excluding WEC array experiments not disclosed by research institutes or companies. The
review is in chronological order, ending with the most recent projects. The focus is on the
methodology and research objectives of the performed experiments, rather than on the
obtained results. Additionally, the wave testing facility, the design of a single WEC, the
tested wave conditions, the number of WECs, the tested WEC separation distances, the
WEC array layouts and the target measurements are discussed. In total, 17 WEC array
experimental campaigns were identified. Since some campaigns make use of the same
WEC model, the number of research projects was reduced to 12. This literature review
allows us to identify research gaps in Section 3, which result in unique research objectives
and design features of the “WECfarm” project in Section 4.

Pioneering research with WEC arrays was performed by Budal et al. in 1979 [28] and
by Count et al. in 1980 [29]. Budal et al. performed experiments on a row of heaving buoys
optimised for maximum wave power absorption [28]. The optimum phase was obtained
by resonance tuning or by locking the heave motion during controlled intervals of each
wave cycle [28]. At a similar time, tests were performed by Count et al. at the University of
Edinburgh to measure the q interaction factor of a linear array of both two and ten WECs
at different spacings [29]. After these pioneering experimental campaigns, it took some
decades until new experiments were set up with point-absorber WEC arrays. The work
by Budal et al. and Count et al. is not included in the overview Tables 1–4 due to limited
available information on the details of the experiments [28,29].
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2.1. Manchester Bobber WEC Array

The first WEC array experimental setup discussed is the Manchester Bobber WEC
array. The project was initiated with the purpose to deploy a full-scale WEC array in an
ocean environment for power production. Figure 1a shows the employed laboratory-scale
model. The only component in contact with the water is a partially immersed axisymmetric
floater with a radius a of 0.075 m. The considered scale factor is 1:67. The floater mass m f
is connected to a cable, which is supported by two pulleys. A counterweight of mass mc
applies an opposing force, holding the cable taut and the floater at an equilibrium draft zeq
in still water. Both the floater and the counterweight masses can be altered to adjust the
draft, the heave and the surge natural frequencies and the hydrodynamic characteristics. In
Stallard et al., Thomas et al. and Alexandre et al., a hemisphere-cylinder was considered,
while in Weller et al. a flat-bottomed hemisphere-cylinder was considered [30–33]. The
pulley nearest to the floater is joined to one side of a freewheel clutch by a shaft. On the
other side of the clutch, there is a flywheel providing inertia to the rotating system. The
flywheel is connected to a 12 V permanent magnet direct current (PMDC) motor via a
flexible coupling. A mechanical torque resists the rotation of the flywheel, thereby applying
damping on the system and extracting energy. A motor encoder and code wheel are used
to read angular displacements of the motor shaft and pulley, respectively. Changes in the
water surface elevation cause the floater to move from its equilibrium position, in a motion
similar to water particle orbits. Tethers should ensure only heave motion; however, in order
to avoid large horizontal loads on the structure, surge motion has also been allowed for
specific extreme wave conditions [34]. Figure 1b shows the experimental setup in the wave
flume of Manchester University (5.0 m wide, 18.5 m long and 0.45 m deep).

(a)
(b)

Figure 1. Experimental setup of the Manchester Bobber: (a) drawing of the WEC model, reprinted
with permission from Ref. [34], 2010, Weller and (b) picture of the 5 × 5 WEC array in the wave flume
of Manchester University, reprinted with permission from Ref. [35], 2008, Manchester University.

Next, the research performed on this setup by Stallard et al., Thomas et al., Alexandre
et al. and Weller et al. is discussed [30–33]. Although each time a different number of WECs
was considered, the close centre-to-centre spacing equal to four times the WEC radius
was retained. Therefore, this array is a closely spaced WEC array, with higher WEC–WEC
interactions compared to other research projects discussed later.

Stallard et al. studied the effect of both WEC array size and configuration on the power
output and response of individual WECs in the array compared to an isolated WEC [30].
Three configurations were tested: a 1 × 3 column, a 3 × 3 array and a 3 × 4 array. Figure 2a
shows the (1 × 3)- and the (3 × 3)-WEC array. Regular waves with an amplitude of 0.013 m
and varying frequency were used [30].

Thomas et al. measured values of the WEC free response amplitude for rectilinear
(1 × 5)- and (5 × 1)-WEC arrays [31]. Figure 2b shows the tested 1 × 5 column layout and
the 5 × 1 row layout. Small scale monochromatic waves with a wave height of 0.026 m and
wave periods varying from 0.57 to 1.33 s were applied [31].
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Alexandre et al. experimentally measured the transformation of an irregular wave
field in the vicinity of a WEC array [32]. Two WEC array configurations were investigated:
a single row of five WECs (5 × 1) and a double row of five WECs (5 × 2). Figure 3a shows
the tested 5 × 1 row layout. Irregular long-crested waves with a significant wave height
of 0.040 m and a peak wave period of 1.31 s were applied. Water surface elevations were
measured both before the deployment of the WEC arrays (in an empty wave flume) and
with the WEC arrays in place, using a network of three wave gauges installed up- and
downwave of the WEC array [32]. The Bretschneider spectrum was constructed with the
wave gauge data and used to characterise the influence of the WEC array on the surface
elevation.

(a)
(b)

Figure 2. Wave flume of Manchester University’s WEC array layout (a) used by Stallard et al., adapted
with permission from Ref. [30], 2008, Stallard et al. and (b) used by Thomas et al., adapted with
permission from Ref. [31], 2008, Thomas et al.

Weller et al. experimentally measured the power absorbed by a two-dimensional
rectilinear (3 × 4)-WEC array [33]. Figure 3b shows the tested 3 × 4 layout. Regular
and irregular long-crested waves with (significant) wave heights varying from 0.015 m to
0.064 m and with (peak) wave periods ranging from 0.61 s to 2.00 s were generated. The
capture width, defined as the width of the wave front containing the same available power
as the useful power captured by the WEC in the same wave climate, was reported [33].

(a)

(b)

Figure 3. Wave flume of Manchester University’ WEC array layout (a) used by Alexandre et al.,
reprinted with permission from Ref. [32], 2009, Alexandre et al. and (b) used by Weller et al., reprinted
with permission from Ref. [33], 2010, Weller et al.

2.2. PerAWaT Project

The second experimental setup of WEC arrays discussed is the “Performance Assess-
ment of Wave and Tidal array systems” (PerAWaT) project. Child et al. and Folley et al.
experimentally tested WEC arrays with 22–24 WECs and Lamont-Kane et al. experimen-
tally tested WEC arrays with four WECs at the Queen’s University Belfast (QUB)’s wave
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basin in Portaferry, Northern Ireland [36–38]. The wave basin is 18 m long and 16 m wide
with a water depth of 0.625 m.

The WEC models had a cylindrical part with 0.25 m diameter, with a hemispherical
end and a draft of 0.25 m in still water. A Froude scale factor of 1:80 was applied. The
WECs were constrained to move in heave by a pressurised rectilinear air bushing. The
heave motion of the WEC was measured using a potentiometer. Power was extracted
using a coulomb friction brake, which provides an approximation to a constant pressure
hydraulic power take-off. In the physical model, the braking force was adjusted by varying
the voltage to a solenoid. The brake force was measured using a cantilever load cell, which
measured the combined force due to the clutch and potentiometer [36,37]. Figure 4a shows
a drawing of the PerAWaT WEC.

Lamont-Kane et al. experimentally tested WEC arrays with four WECs to assess the
primary uncertainties encountered in physical array tests [38]. The sources of uncertainty
were described, along with statistical measures used to assess their impact and ensure
that the model data collected were of sufficient quality to allow numerical validation [38].
Figure 4b shows the general layout of the setup in the wave basin and Figure 4c shows a
picture of the setup.

(a) (b) (c)

Figure 4. Experimental setup used by Lamont-Kane et al., reprinted with permission from Ref. [38],
2013, Lamont-Kane et al.: (a) WEC model; (b) QUB wave basin WEC array layout; (c) QUB wave
basin setup.

Child et al. used a modified third-generation spectral wave solver (TOMAWAC)
to model the power absorption and evolution of wave energy spectra across the WEC
array [36]. Folley et al. compared physical model array interactions to those predicted by a
spectral-domain numerical model of the WEC array and the suitability of the numerical
and physical models was analysed [37]. Both long-crested and short-crested irregular
sea states were tested to provide validation for numerical models in real sea conditions.
Figure 5a shows the three tested configurations and Figure 5b shows the layout of the
second configuration in the wave basin. Figure 5c shows a picture of the setup.
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(a) (b)
(c)

Figure 5. Experimental setup used by Child et al. and Folley et al., adapted with permission from
Ref. [36], 2013, Child et al.: (a) three tested configurations; (b) QUB wave basin WEC array layout;
(c) QUB wave basin setup picture.

2.3. Wavebob WEC Array

Mackay et al. compared tests with an array of four Wavebob point-absorber-type
WECs on a scale of 1:19 to numerical predictions from a time-domain modelling tool for
WECs, called WaveDyn [39]. The tests were executed in the Seakeeping and Manoeuvring
basin at MARIN (Wageningen, The Netherlands), which is 170 × 40 m in area and 5 m deep.
Similar to the Manchester Bobber and the PerAWaT project, this project was initiated with
the aim to deploy a full-scale WEC array in an ocean environment [39].

The Wavebob WEC consists of two bodies: a torus and a central spar, known as the
float-neck-tank (FNT). The torus is essentially a wave follower over the range of the wave
periods of interest for power conversion, whereas the FNT has a much lower natural period
and acts as a source of reference for the motion of the torus. Figure 6a shows four Wavebob
WECs on a scale of 1:19. The torus and the FNT are linked via a PTO system, which is
modelled using a linear servomotor. At full-scale, the torus has a diameter of 17.60 m, a
draft of 4.86 m and a freeboard of 3.00 m. The FNT has a draft of 57.00 m. The PTO is
connected to a six-DOF force frame to measure the forces and rotational moments between
the torus and FNT. Measurements from the six-DOF frame are used in the control algorithm
in order to compensate for friction and stiction in the system. Using this feedback, it was
possible to achieve an accurate match to the target PTO profile. The model is moored using
three lines spaced at 120° around the model. Each line consists of an anchor line connected
to a submerged float which is then connected to a horizontal line section and subsequently
to a bridle line arrangement, and finally, to the FNT at two points [39].

The test program comprised radiation tests, where the PTO of one WEC was excited in
initially calm water and the effects of the radiated waves on the other WECs were measured,
and also tests in regular and irregular long-crested waves. Figure 6b shows the tested
diamond layout, with a spacing of 149 m (full-scale) between the model centres, equivalent
to 8.5 diameters. Due to the large spacing, this array is not considered a closely spaced
WEC array. The waves from 0° correspond to the long-side wave makers and the waves
from 90° correspond to the short-side wave makers. The array layout was selected so that
adjacent WECs shared anchor points, whilst maintaining a realistic separation distance.
Figure 6c shows two Wavebob WECs during a radiation test [39].
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(a)
(b)

(c)

Figure 6. Experimental setup used by Mackay et al., reprinted with permission from Ref. [39], 2013,
Mackay et al.: (a) WEC model; (b) WEC array layout in the MARIN wave basin; (c) MARIN wave
basin two-WEC array setup picture.

2.4. WECwakes Project

In the framework of the Hydralab IV WECwakes project, Stratigaki et al. performed
experiments on large arrays of up to 25 heaving point-absorber WECs for different geo-
metric rectilinear and staggered WEC array configurations [10–12]. The experiments were
performed in the Shallow Water Wave Basin of DHI (Hørsholm, Denmark), which is 35.0 m
long and 25.0 m wide, with an overall depth of 0.8 m. These tests were executed with the
purpose to investigate near-field interactions and far-field effects and obtain a dataset for
numerical modelling validation. Therefore, this project considered a generic WEC concept
which was not intended to become commercially deployed in ocean conditions.

Each WEC consisted of a hemisphere-cylinder buoy with a diameter and draft of
0.315 m. The PTO system consisted of polytetrafluoroethylene (PTFE) blocks pressed by
springs against a fixed steel shaft, realising damping of the WEC’s motion through friction
based energy dissipation. Adjusting the length of these springs allows one to adjust the
passive damping coefficient, as illustrated on the sketch in Figure 7a. Figure 7b shows a
picture of the WECwakes’s WEC model. Figure 7c shows a picture of the 5 × 5 rectilinear
array setup.

(a) (b)
(c)

Figure 7. Experimental setup used by Stratigaki et al., reprinted with permission from Ref. [10], 2014,
Stratigaki et al.: (a) WEC model; (b) WEC model; (c) DHI’s Shallow Water Wave Basin setup.
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(a) (b)

Figure 8. Experimental setup used by Stratigaki et al., adapted with permission from Ref. [11], 2015,
Stratigaki et al.: (a) DHI’s wave basin 5 × 5 rectilinear WEC array layout; (b) sketches of tested WEC
(array) configurations at the DHI’s wave basin.

A rectilinear arrangement of WEC support structures was employed such that several
WEC array configurations could be studied. The configurations tested were: individ-
ual WEC, 2-WEC column, 2-WEC row, 5-WEC column, 5-WEC row, 10-WEC array with
2 columns, (5 × 5)-WEC rectilinear array, (5 × 5)-WEC staggered array, (3 × 3)-WEC rec-
tilinear array with a WEC interdistance of 5 D and 10 D and 13-WEC staggered array.
Due to the large spacings, these arrays are not considered closely spaced WEC arrays.
Figure 8a shows the 5 × 5 rectilinear array layout in the DHI’s wave basin and Figure 8b
shows the tested configurations. Power absorption tests with regular, panchromatic, long-
and short-crested irregular waves were executed. Furthermore, decay tests and wave
diffraction tests were executed. The WEC response and modifications of the wave field
were measured to provide data for understanding WEC array interactions and to evaluate
numerical models of array interaction. Wave gauges were located within and around the
WEC array. By extracting spectra at different locations within and around the array, the
wave field modifications were studied.

2.5. Wavestar WEC Array

Ruíz et al. performed experiments with a staggered array of five WECs [40] in the
deep-water wave basin at Aalborg University (Denmark), which is 15.7 m long, 8.5 m wide,
and has a water depth of 0.6 m. The study used experimental data for the validation and
uncertainty assessment of the WEC array hydrodynamics tool implemented in DTOcean
open-source software, relying on the linearised potential flow theory [40].

The WEC considered for the experiments was a small-scale version of one of the
floaters of the Wavestar WEC, reproduced at a scale of 1:20 according to the prototype
version of the Wavestar WEC installed in Hanstholm (Denmark) [41]. Figure 9a shows the
WEC used in the experiments, consisting of a semisubmerged buoy of 0.254 m diameter
and 0.104 m draught connected to a 0.680 m long lever arm.
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(a) (b) (c)

Figure 9. Experimental setup used by Ruíz et al., adapted with permission from Ref. [40], 2017, Ruíz
et al.: (a) WEC model; (b) Aalborg University wave basin WEC array layout; (c) Aalborg University’s
wave basin setup.

The lever arm was hinged at a height of 0.281 m from the mean water level (MWL)
allowing a rotation θ around the x-axis. The WECs were equipped with a linear motor
capable of accurately generating linear loads (force directly proportional to velocity),
reducing the uncertainty in the physical model [40]. Figure 9b shows the general layout
of the setup in the wave basin and Figure 9c shows a picture of the setup. During the
experimental campaign only a staggered WEC array was considered with dx = 1.28 m,
dy = 1.28 m and a position shift along the y-axis of dy/2 between rows. The WEC array
consisted of five WECs split into two rows consisting of two and three WECs, respectively.
Diffraction tests with regular waves, radiation tests and power absorption tests with regular
and irregular long-crested waves were executed in order to validate the tool. Experimental
measurements were then compared with numerical predictions in order to estimate the
uncertainty in both wave forces and power absorption [40].

2.6. Australian Maritime College WEC Array

Nader et al. performed array experiments with up to six fully submerged point-
absorber WECs moving in six DOFs [9]. The Australian Maritime College’s (University
of Tasmania) Model Test Basin was used to perform the experiments. The basin is 35 m
long, 12 m wide and the water depth was kept constant at 0.6 m. A pit was used to house
the linear motor and frame for the active model, such that this equipment was located
in the basin floor. The study experimentally investigated the hydrodynamic aspects of
an array of generic WECs by separating the problem into its diffraction and radiation
problems, removing the need for PTO modelling and control. The experiments measured
the interaction factor for two WECs moving in heave and surge. The stereovideogrammetry
method was used to measure the wave field around and in the lee of the array [9].

The WECs considered had a generic spherical floater shape. One active model was
used for the radiation problem and additional passive models were installed to measure
the WEC array interactions when separated at various distances. The passive models were
composed of three main components: a vertical post, a hollow sphere and a six-DOF load
cell that was fitted between the post and sphere. These custom-built six-DOF load cells
measured the hydrodynamic forces and moments experienced by the models during the
experiments. The general characteristics of the active model were the same as those of the
passive models. However, for the radiation problem, the active model was forced to heave
or surge. This behaviour was ruled by an electromagnetic linear motor [9]. Figure 10a
shows the active model with the linear motor heave and surge motion configurations.
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(a) (b)

Figure 10. Experimental setup used by Nader et al., reprinted with permission from Ref. [9], 2017,
Nadar et al.: (a) active WEC model; (b) frame and active WEC.

In order to install and facilitate changes between the different WEC array configura-
tions, a steel positioning frame marking 20 different locations was fixed on the floor of
the basin. The frame was positioned in the middle of the tank surrounding the pit where
the active model system was installed. The passive models were then fixed at the desired
locations for the required configuration. Figure 10b shows this frame and Figure 11a shows
the relative locations of the active model and various passive models in the WEC array.
Figure 11b shows the various array configurations investigated experimentally. A total of
1447 experimental runs were completed during the experimental campaign. Regular waves
were used with wave amplitudes of 0.015 m and 0.030 m and wave frequencies from 0.5 to
1.7 Hz in steps of 0.1 Hz.

(a)

(b)

Figure 11. Experimental setup used by Nader et al., reprinted with permission from Ref. [9], 2017,
Nadar et al.: (a) WEC array layout; (b) sketches of tested WEC array configurations.

2.7. Tu Delft WEC Array

Boere et al. studied experimentally the hydrodynamic interaction of two cylindrical
point-absorber WECs in close vicinity [42]. The experiments were performed in the towing
tank of TU Delft (The Netherlands), which is 85 m long, 2.75 m wide and 1.20 m deep. The
study applied the boundary element method (BEM) model Nemoh and a time-domain
WEC Simulator (WEC-Sim) to compute the power output of two WECs while varying their
relative position. The trends found in the simulation were experimentally validated by
testing scaled versions of two-WEC configurations in the wave tank [42].

To perform the experiments, a generic WEC was identified, namely, an axisymmetric
semisubmerged cylinder with a draft of 2.0 m and a diameter of 10.0 m, scaled by a factor
of 1:40. The required one-DOF vertical movement of the WECs was secured by mounting
the WEC buoy to a rod hanging in linear sliding bearings. The damping of the PTO system
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was realised by a viscous damper, with a designed damping coefficient of 80 Ns/m. An
elevation sensor was attached to the WEC buoy to accurately measure its vertical position.
A load cell was used to connect the piston of the damper to the WEC in order to measure
the forces applied by the damper. The combined data of the elevation sensor and the load
cell gave insight on both the damper characteristics and the power output of the entire
system. Figure 12a shows a rendering of the WEC used in the experiments, with indication
of the subsystems.

(a)
(b) (c)

Figure 12. Experimental setup used by Boere et al., reprinted with permission from Ref. [42], 2018, Boere
et al.: (a) WEC model; (b) tested WEC array configurations; (c) TU Delft’s towing tank setup picture.

The two WECs were mounted in a frame of sliding aluminium beams, making it easy
to adjust the positions of the two WECs in the array. Figure 12c shows the setup of the
two-WEC array, where waves are coming from the right. Four regular wave conditions
were chosen and correspondingly labelled as weak, fair, moderate and rough. Each wave
condition was tested for each of the ten WEC array configurations, resulting in 40 tests. The
ten different WEC array configurations consisted of three sweeps as shown in Figure 12b:
Sweep 1 with a constant angle of 30° and four different radii, Sweep 2 with a constant
radius and four different angles and Sweep 3 with a constant angle of 90° and three
different radii. The power output was measured in each of the performed tests [42].

2.8. Multipoint-Absorber WEC

Do et al. experimentally tested a multipoint-absorber WEC (MPAWEC) consisting
of ten hemispherical–cylindrical heaving–surging buoys [43]. The research considered a
hydrostatic transmission PTO concept with a focus on increasing the absorbed power by
smoothing the output power, utilising a common pressure rail connected to a high-pressure
accumulator. All of the components of the MPAWEC were mathematically modelled, and
simulation results were compared with the experimental results. The test were performed in
an ocean wave simulator tank at the Research Institute of Small and Medium Shipbuilding
(RIMS), Busan, Korea [43,44]. This project was initiated with the purpose to deploy a
full-scale WEC array in an ocean environment for power production.

Figure 13a shows a 3D rendering of the MPAWEC. Ten floating buoys are connected
to a moving shaft. A cylinder functioning as a hydraulic pump is attached to each shaft.
One end of the cylinder is joined to the moving shaft, while the other is joined to the frame.
The frame and all of its attached components are supported by columns, which are fixed
to the bottom. The wave excitation force is decomposed into a vertical component and a
horizontal component. The resultant force has the same direction as the moving direction of
the floating buoy with shaft, or differs from it by a small angle. Therefore, friction between
moving parts is reduced, and more power is absorbed from the waves. The piston of the
cylinder moves up and down, thereby generating high-pressure fluid at the output port of
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the cylinder. The sliding angle of a floating buoy can be adjusted by an actuator, as shown
in Figure 13b. The power output was measured during tests with regular waves [43,44].

(a)
(b)

Figure 13. Experimental setup used by Do et al., adapted with permission from Ref. [43], 2018, Do et
al.: (a) 3D rendering of the WEC array layout; (b) RIMS’s wave basin setup picture.

2.9. Uppsala University’s WEC Array

Giassi et al. performed an experimental campaign of arrays with six direct-driven
point-absorber WECs. The experimental campaign was carried out in the COAST Lab at
the University of Plymouth, UK. The ocean basin is 35 m long and 15.5 m wide, with a
moveable floor set to operate at a depth of 2.5 m. The research studied and compared the
performances of three different array layouts under several regular and irregular long-
crested waves based on the absorbed power. Figure 14b shows the wave basin’s WEC array
layout of these three configurations.

(a) (b) (c)

Figure 14. Experimental setup used by Giassi et al.: (a) sketch of the setup’s components, reprinted
with permission from Ref. [45], 2020, Giassi et al.; (b) wave basin WEC array layout, reprinted with
permission from Ref. [8], 2019, Giassi et al.; (c) the University of Plymouth’s COAST Lab setup,
reprinted with permission from Ref. [8], 2019, Giassi et al.

It was determined whether the numerical predictions of the best performing array
layouts were confirmed by experimental data. The simulations were executed with a
frequency-domain model restricted to heave, which was a computationally fast approach
that was merged into a genetic algorithm optimisation routine and used to find optimal
array configurations [8,45]. The WEC model tested was a 1:10 scaled prototype based on
the point-absorber WEC concept developed at Uppsala University (Sweden). Six identical
ellipsoidal floating buoys with a diameter of 0.488 m and a height of 0.280 m moving in six
DOFs were connected via a system of highly stiff ropes and pulleys to the PTO systems
located on the main gantry. Each WEC had a rotating PTO system, and the damping of
the PTO was changed by changing the air gap between magnets and an aluminium disc,
changing the magnetic flux inside the disc. Additional inertia allowed them to change the
WEC natural frequency, allowing to tune the WEC for a specific sea state [46]. Each WEC
buoy was equipped with five reflective markers for motion capture, which were tracked by
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a set of eight Qualisys six-DOF cameras. Figure 14a shows a sketch of the experimental
setup components and Figure 14c shows a picture of the setup at the COAST lab [8,45].

2.10. M4 WEC

The M4 WEC originally consisted of three in-line floaters increasing in diameter (and
draft) from bow to stern so that drift forces increased with distance from the floater, causing
the WEC to head naturally in the wave direction [47]. Different sizes of floater gave a
range of natural periods to enable power capture across a range of wave periods for a
given offshore site. Although the M4 WEC was conceived as one single WEC due to the
connection between the floaters, the different floaters acted as a WEC array. The floaters
cannot be called WECs, since not every floater was equipped with a PTO system. The
M4 project was initiated with the purpose of a full-scale ocean deployment for power
production. Stansby et al. performed experiments with this M4 WEC with three floaters in
the Ocean Wave Basin of the Plymouth COAST laboratory [48,49]. Santo et al. assessed
the performance of the three-floater M4 wave energy converter in Albany (on the south
coast of western Australia) compared to EMEC in Orkney (UK) based on the experimental
data [50]. Moreno et al. conducted an experimental campaign with a six-floater M4 WEC
at a scale of 1:50 at the Lir’s Ocean Basin at the Beaufort Centre, University College Cork
(UCC), Ireland and presented cost estimates for several offshore sites [47]. The basin is
25.0 m by 17.0 m and 1.0 m deep. Liao et al. theoretically analysed the linear hydrodynamic
model of the M4 WEC with eight floaters and four PTO units in a state-space form to make
it possible to implement advanced control algorithms in real time [51]. Since testing of the
M4 WEC resulted in gradual model improvements, only the latest testing by Moreno et al.
is included in the presented literature overview [47]. Figure 15a shows a sectional drawing
of the six-floater M4 WEC with dimensions and indication of the PTO system with two
linear actuators and the mooring line connection.

(a) (b)

Figure 15. Experimental setup used by Moreno et al., reprinted with permission from Ref. [47], 2019,
Moreno et al.: (a) six-floater M4 WEC model with dimensions; (b) Lir’s Ocean Basin WEC array layout.

The bow and mid floaters were rigidly connected by a beam, effectively forming a
single body, and a beam from the stern floater was connected to the hinge point above the
mid floater to work as PTO. The PTO damping coefficient was not controlled. Figure 15b
shows the layout of the experimental setup in the Lir’s Ocean Basin [47]. Stansby et al. used
the six-floater M4 configuration with two PTOs to assess the results of the time-domain
linear diffraction model for surge, pitch and heave floater motions in long-crested waves
for multifloater configurations [52]. The angular motion at the PTOs and mooring forces
were measured during different power absorptions tests. Irregular long-crested waves with
JONSWAP spectra and irregular short-crested waves were applied. A test without PTO to
give a worst-case response were performed as well [47].
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2.11. Floating Offshore Platform with 12 WECs

The last two experimental campaigns discussed consider the integration of point-
absorber WECs in a floating platform for offshore wind turbines. These technologies are in
line with a recent trend to develop hybrid/synergy solutions for renewable offshore energy
applications. Kamarlouei et al. studied experimentally 12 WECs concentrically arranged
and attached on a floating offshore platform model [53]. Figure 16a shows the conceptual
design rendering.

The 1:27 scale model was designed, built and tested in two main situations, without
and with 12 cone-shaped WECs. Figure 16c shows a picture of the scale model. Besides
the potential power output of the WECs, it was meant to obtain interaction between the
WEC buoys and the platform to reduce the heave and pitch motions of the platform. The
test was performed in the Lir NOTF medium size ocean basin at the MaREI centre of UCC,
Ireland. The basin is 25 m by 17 m and 1 m deep with a moveable floor, which increases the
depth up to 2.5m [53].

A wind turbine mast and nozzle were installed as a central column on the deck, thus
the heeling moment caused by the weight of the wind turbine was fairly represented.
The hexagonal steel frame used as the deck of the platform included connections for 12
point-absorber WECs via aluminium arms. Moreover, a set of 12 rotational friction dampers
were installed in the hinge connection of the arm to the hexagonal deck. Figure 16b shows
the model installation in the wave basin in detail. The model was set in the middle of the
basin with a catenary mooring system with three lines. Experiments were performed for
regular and irregular long-crested waves. The regular waves were simulated with 0.01, 0.02
and 0.04 m wave heights and various wave periods from 0.6 to 4.0 s. The irregular waves
were simulated in seven different sea states. The floating platform was tested with and
without WECs. For the former, tests were executed with and without the dampers [53].

(a)

(b)

(c)

Figure 16. Experimental setup used by Kamarlouei et al., reprinted with permission from Ref. [53],
2020, Kamarlouei et al.: (a) conceptual design; (b) Lir’s Ocean Basin WEC array layout; (c) model of
the concentric WEC array installed on a floating offshore platform.

2.12. Three-Pontoon Semisubmersible Platform with Six WECs

Sun et al. performed experiments with a three-pontoon semisubmersible platform
with six point-absorber WECs [54]. The platform was constructed on a 1:40 scale with a
simplified hydraulic PTO system and a mooring system to restrict the platform movement.
The prototype of the semisubmersible platform was WindFloat [55]. Tests were conducted
in the towing tank of the National Ocean Technology Center, Tianjin, China. The towing
tank is 130 m by 18 m and a water depth of 4.5 m was used. The study aimed to clarify
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the interaction between the floating platform and the WEC array, without taking the
influence of the wind turbine into account. The effect of the floating platform on the energy
conversion of the WECs and the effect of the WECs on the hydrodynamic performance of
the platform were investigated [54].

Figure 17a shows a 3D rendering of the cone bottom floater with dimensions. The PTO
system is mainly made up of two hydraulic accumulators and an energy storage cylinder.
Figure 17b shows the three different wave headings, their mooring system and floaters
placement considered in the tests. Since the hydrodynamic performance of the floaters is
different for changing wave direction, these floaters are numbered. Figure 17c shows the
platform consisting of three pontoons with damping plates.

(a)

(b)

(c)

Figure 17. Experimental setup used by Sun et al., reprinted with permission from Ref. [54], 2021,
Sun et al.: (a) 3D model of the WEC buoy with dimensions; (b) towing tank WEC array layout;
(c) National Ocean Technology Center’s towing tank setup.

Six floaters were fixed on the upper beam, whereas every two floaters were evenly
arranged between every two pontoons. The platform’s motion was measured by a six-DOF
measurement system. Regular waves with wave height of 0.08 m and period of 1.0–2.2 s
and irregular long-crested waves with significant wave height of 0.0975 m and peak period
of 1.5 s were tested. The heave, pitch and surge response amplitude operator (RAO) of the
platform were presented, for tests with and without the WECs. The RAO was defined by
the ratio of the heave amplitude z and the wave amplitude η. The hydraulic power output
for each of the six WECs was presented for the configurations displayed in Figure 17b [54].

3. Research Gaps
3.1. Wec Shape

Based on the literature review presented in Section 2, research gaps, knowledge gaps
and opportunities within experimental modelling of point-absorber WEC arrays can be
identified. Table 1 gives an overview of the point-absorber WEC array experimental
campaigns available in the literature, as discussed in Section 2. For each experimental
campaign, labelled with a campaign ID, the authors, year, wave testing facility and DOFs
for a single WEC are summarised. The identified experimental campaigns have been
carried out over the last 15 years, mainly in Europe. Besides the heave DOF, some WECs
have additional DOFs. Only the experimental campaigns performed by Stratigaki et al.,
Nadar et al., Boere et al. and Sun et al. considered a generic WEC concept [9–12,42,54].
The other campaigns considered a scaled model of a WEC concept which was targeted
for a full-scale ocean deployment in a WEC array. To the knowledge of the authors,
only the Hydralab IV WECwakes project database (campaign ID 9) is made publicly
available [10–13]. Göteman et al. stressed the need for available real-life data for the
validation of WEC array modelling and optimisation [7]. Consequently, there is a research
gap of publicly accessible experimental datasets. Preferably, a generic WEC concept should
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be considered, resulting in data useful for a wide range of point-absorber WEC concepts.
Tables 2–4 allow us to identify the focus and needs within these WEC array experiments.

3.2. PTO Design and Control Platform

Table 2 summarises for each experimental campaign the WEC shape, WEC diameter,
PTO system and applied control strategy. Most test campaigns considered a hemisphere-
cylinder for the WEC floater shape. The diameter was limited, resulting in small scale
models. To limit scale effects, it is preferable to increase the WEC diameter. The WEC
diameter should comply with the wave generation possibilities and dimensions of the wave
testing facility, since the resonance frequency of the WEC and the WEC spacing within a
WEC array depend on the diameter.

Table 1. Overview of WEC array experimental campaigns with point-absorber WECs available
in the literature.

Campaign ID Authors Year Wave Testing Facility DOFs

1 Stallard et al. 2008 Wave flume, Manchester Univ. Heave, surge
2 Thomas et al. 2008 Wave flume, Manchester Univ. Heave, surge
3 Alexandre et al. 2009 Wave flume, Manchester Univ. Heave, surge
4 Weller et al. 2010 Wave flume, Manchester Univ. Heave, surge
5 Child et al. 2013 Wave basin, QUB Heave
6 Folley et al. 2013 Wave basin, QUB Heave
7 Lamont-Kane et al. 2013 Wave basin, QUB Heave
8 Mackay et al. 2013 Wave basin, MARIN 6-DOF
9 Stratigaki et al. 2014 Shallow Water Basin, DHI Heave

10 Ruiz et al. 2017 Wave basin, Aalborg University Heave
11 Nadar et al. 2017 Wave basin, University of Tasmania Heave, surge
12 Boere et al. 2018 Towing tank, TU Delft Heave
13 Do et al. 2018 Wave basin, RIMS Korea Heave, surge
14 Giassi et al. 2019 Wave basin, Univ. of Plymouth 6-DOF
15 Moreno et al. 2019 Lir wave basin, UCC Heave, pitch, surge
16 Kamarlouei et al. 2020 Lir wave basin, UCC Heave, pitch
17 Sun et al. 2021 Towing tank, Tianjin Heave

It is well known that the physical design and operational quality of the PTO system
used on small scale WEC models can have vast effects on the tank testing results [56].
Table 2 shows that most PTO systems are modelled as mechanical elements, such as friction
brakes (campaign IDs 5, 6, 7, 9 and 16) or hydraulic dampers (campaign IDs 12, 15 and 17).
These simplified PTO systems show nonlinear behaviours (e.g., static friction, temperature
dependency and backlash), of which the effects propagate into the WEC power production
data. The uncertainties introduced by these simplified PTO systems are seen as a major
limitation for the data to be used for numerical validation and the extrapolation of the tank
test results to a meaningful full ocean scale. A solution to this problem is to use actively
controlled actuators for the PTO simulation by using force- (or torque)-controlled feedback
systems with suitable instrumentation, enabling the PTO system to exert any desired time-
and/or state-dependent reaction force [56].

Table 2 shows that most PTO systems produce a constant Coulomb damping force or
resistive control, which is a simple proportional feedback with a PTO force equal to the
WEC velocity times a damping factor. To implement more advanced control strategies, a
highly accurate real-time controllable PTO system with bidirectional power flow is required.
Test campaign 14 considered a rotational direct-driven PTO system with constant damping,
showing a simple and accurate way to get a low friction PTO system with a nearly ideal
velocity dependent force [8,45,46]. Only the experiments with the Manchester Bobbers
(campaign IDs 1–4), the experiments with the four Wavebob WEC models (campaign ID 8),
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the experiments with an array of five Wavestar WECs (campaign ID 10) and the experi-
ments by Nadar et al. (campaign ID 11) modelled the PTO system with a motor capable of
providing a bidirectional power flow (motor and generator functionality) and capable of ac-
curately generating linear loads (force directly proportional to the velocity) [9,30–34,39,40].
Although these motors are capable of imposing advanced control strategies, advanced
control was not implemented in the respective experimental campaigns. In CFD-based nu-
merical wave tanks (CNWT), the PTO system is mostly modelled as a linear spring–damper
system, not representing realistic PTO dynamics and inefficiencies and undermining the
overall model fidelity [57]. To validate CNWT considering WEC arrays, it is desirable to
incorporate a realistic, nonlinear PTO model. Therefore, there is a research gap of WEC
array experimental data considering WECs equipped with a highly accurate real-time
controllable PTO with a bidirectional power flow.

Table 2. Overview of the WEC design characteristics of the WEC array experimental campaigns of
Table 1.

Campaign ID WEC Floater Shape WEC Diameter (m) PTO System Control Strategy

1 Hemisphere-cylinder 0.15 PMDC motor Resistive control
2 Hemisphere-cylinder 0.15 PMDC motor Resistive control
3 Hemisphere-cylinder 0.15 PMDC motor Resistive control
4 Hemisphere-cylinder 0.15 PMDC motor Resistive control
5 Hemisphere-cylinder 0.25 Friction brake Coulomb damping
6 Hemisphere-cylinder 0.25 Friction brake Coulomb damping
7 Hemisphere-cylinder 0.25 Friction brake Coulomb damping
8 FNT with torus 0.93 Linear motor Resistive control
9 Hemisphere-cylinder 0.315 Friction brake Resistive control
10 Hemisphere 0.254 Linear motor Resistive control
11 Sphere 0.25 Linear motor Resistive control
12 Cylinder 0.25 Linear hydraulic damper Resistive control
13 Hemisphere-cylinder 1.20 Hydraulic motor PID velocity control
14 Ellipsoidal 0.488 Rotational direct-driven generator Resistive control
15 Hemisphere-cylinder 0.20–0.35 Linear hydraulic damper Resistive control
16 Cone n.a. Rotational friction damper Resistive control
17 Cone 0.40 Linear hydraulic damper Resistive control

A model predictive control (MPC) and a linear time-invariant (LTI) energy-maximising
control strategy were implemented and tested for a single Wavestar WEC [56,58]. However,
extending these advanced control strategies from a single WEC to an array of multiple
WECs has not yet been addressed in an experimental campaign. Bacelli et al. compared
two model-based WEC array control strategies, namely, global control (GC) and inde-
pendent control (IC) [59]. GC is based on a centralised control algorithm which uses the
complete hydrodynamic model of the WEC array whereas, with IC, each WEC is controlled
independently using the hydrodynamic model of a single isolated WEC. The theoretical
study suggested that a significant performance improvement (up to 10%, or more) could be
obtained using GC of arrays, compared to IC [59]. Similar to the requirement of realistic
PTO models within the CNWT, the incorporation of advanced control strategies into the
WEC model is desirable. The nonlinear hydrodynamic environment of the CNWT allows
for a more realistic evaluation of control strategies, thereby accelerating the development
and implementation of energy-maximising control for WECs [57]. Therefore, there is a
research gap of WEC array experimental data considering GC and advanced control on
WEC array level.
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3.3. Wave Conditions

Table 3 summarises for each experimental campaign the tested wave conditions. Most
experimental campaigns considered both regular and irregular long-crested waves with
a range of different (significant) wave heights and (peak) wave periods. In this case, the
table does not make a distinction between the wave height and wave period for the regular
waves and the significant wave height and peak wave period for the irregular waves, as
the main purpose is to indicate the order of magnitude of the tested wave conditions.

Table 3. Overview of the tested wave conditions of the WEC array experimental campaigns of Table 1.

Campaign Wave (Significant) Wave (Peak) Wave
ID Conditions Height (m) Period (s)

1 Regular 0.026 0.50–1.55
2 Regular 0.026 0.57–1.33
3 Irregular (Bretschneider spectrum) 0.040 1.31
4 Regular and irregular long-crested 0.015–0.064 0.61–2.00
5 Irregular (JONSWAP spectrum) 0.025–0.038 0.89–1.26
6 Irregular short- and long-crested (JONSWAP spectrum) 0.025–0.050 0.70–1.26
7 Regular and irregular long-crested 0.014–0.075 0.67–1.26
8 Regular and irregular (JONSWAP spectrum) 0.095–0.191 1.42–2.48
9 Regular and irregular long- and short-crested 0.024–0.104 0.87–1.51
10 Regular and irregular long-crested 0.045–0.060 0.76–2.00
11 Regular 0.030–0.060 0.59–2.00
12 Regular 0.063–0.113 1.11–1.58
13 Regular 0.26 3.79
14 Regular and irregular long-crested 0.124–0.175 1.11–2.37
15 Regular and irregular long- and short-crested 0.04–0.06 0.70–2.0
16 Regular and irregular long-crested 0.010–0.139 0.60–4.0
17 Regular and irregular long-crested 0.08–0.0975 1.0–2.2

When taking the WEC diameter into account, these wave heights are mostly small,
complying with the assumptions of linear potential flow theory. Only a limited number
of experimental campaigns (campaign IDs 6, 9 and 15) considered irregular short-crested
waves [10–12,37,47]. Focused waves are a practical laboratory method for reproducing
extreme waves. From a CFD numerical modelling point of view these waves are an
interesting case for validation purposes due to their peak loading and short duration time,
limiting the computational cost. Therefore, there is a research gap of experimental data
of WEC array tests covering extreme wave conditions, short-crested waves and focused
waves, to validate recently developed nonlinear numerical models considering nonlinear
effects as impact loading, friction, viscous drag, bottom slamming and vortex shedding for
real sea conditions [60,61].

3.4. Number of WECs and WEC Array Layouts

Table 4 summarises for each experimental campaign the number of WECs in an
array, WEC axis-to-axis separation distance, WEC array layouts, target measurements and
literature references.

The number of WECs within the array ranged from 2 to 25. The axis-to-axis separation
distance expressed in WEC diameters (D) ranged from 1.25 D to 20 D. The WEC array
can be called closely spaced when hydrodynamic WEC–WEC interactions are significant,
which also depends on the WEC floater shape besides the separation distance. The WEC
array layouts tested were mainly rectilinear and staggered configurations. The target
measurements to quantify near-field interactions were the absorbed power, used to calculate
the capture width and the (q) interaction factor. The target measurements to quantify far-
field effects were the wave field measurements. Windt et al. reported that only a few
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studies modelled WEC arrays using a computational fluid dynamics (CFD) approach due
to the increased computational burden when modelling WEC arrays [57]. To address the
need for experimental data for the validation of CFD-based numerical models for WEC
arrays, experiments should consider closely spaced WEC arrays to maximise hydrodynamic
interaction. It is also preferable to increase the number of WECs in the experiments starting
from two, to limit the computational cost of CNWT simulations. Therefore, there is a
research gap of experimental data of WEC array tests considering a limited number of
closely spaced WECs. The above-mentioned research and knowledge gaps were translated
into the “WECfarm” project objectives and design requirements, summarised in Section 4.1.

Table 4. Overview of the WEC array characteristics of the WEC array experimental campaigns of
Table 1.

Campaign Number Separation WEC Array Target Literature
ID of WECs in an Array Distance Layouts Measurements References

1 1, 3, 9, 12 2 D Figure 2a Capture width, (q) factor [30]
2 5 2 D Figure 2b Heave amplitude [31]
3 5, 10 2 D Figure 3a Wave field [32]
4 12 2 D Figure 3b Capture width, (q) factor [33–35]
5 22, 24 3 D Figure 5a Absorbed power, (q) factor [36,62]
6 22, 24 3 D Figure 5a (q) factor [37]
7 4 3 D Figure 4b Capture width, wave field [38]
8 4 8.5 D Figure 6b Absorbed power [39]
9 1–25 5–10–20 D Figure 8b (q) factor, wave field [10–12]

10 5 5 D Figure 9b Absorbed power [40,58]
11 1, 2, 4, 6 6 D; 4 D Figure 11b (q) factor [9]
12 2 2 D–6 D Figure 12b Absorbed power [42]
13 1, 10 >3 D Figure 13a q factor [43,44]
14 6 4 D Figure 14a Absorbed power, (q) factor [8,45,46]
15 3, 6, 8 2 D–7 D Figure 15a Absorbed power, capture width [47]
16 12 <2 D Figure 16b Rotational velocity [53]
17 6 1.25 D Figure 17b Absorbed power [54]

4. Design of the WECfarm Project Setup
4.1. Research Objectives and Design Requirements

The experimental “WECfarm” project was initiated by Ghent University in 2018
targeting to deliver an experimental dataset on wave–WEC and WEC–WEC interactions for
point-absorber WEC array tests. This dataset aims to cover the research gap on the need for
publicly available real-life and reliable data for the validation of WEC array modelling and
WEC array optimisation. The dataset will contain measurement time series at a sufficient
high sample rate of the parameters fully characterising the experiments, aiming to minimise
measurement uncertainties. The objective of the “WECfarm” project is to design, construct
and test a point-absorber WEC array which addresses the research and knowledge gaps
discussed in Section 3. Summarised, the WECfarm project objective is to address the need
for WEC array tests with:

1. A generic WEC concept, resulting in data useful for a wide range of point-absorber
concepts.

2. WECs equipped with a highly accurate, real-time actively controllable PTO system
with bidirectional power flow.

3. A control platform to implement GC and advanced control on WEC array level.
4. A wide range of wave conditions. These should include regular waves, irregular long-

and short-crested waves, focused waves and extreme wave conditions.
5. A limited number of closely spaced WECs.
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Section 4.2 discusses how the “WECfarm” WEC hydrodynamic design addresses
requirements 1 and 5, Section 4.3 discusses how the “WECfarm” WEC electromechanical
design addresses requirement 2 and Section 4.4 discusses how the “WECfarm” WEC array
DAQ and control platform addresses requirement 3. Section 4.5 discusses the methodology
within the “WECfarm” project, mentioning the wave basin testing performed so far and
the scheduled testing, addressing requirement 4.

4.2. Hydrodynamic Design

To simplify the physical and numerical modelling of the WEC and the WEC arrays,
the DOFs for the “WECfarm” WEC were restricted to heave. Shadman et al. performed a
numerical geometrical optimisation for heaving point-absorber WECs [63]. The study eval-
uated cylindrical buoys for different diameter-to-draft ratios based on the maximum power
absorption, the natural period and the resonance bandwidth, defined as the frequency in-
terval in which the absorbed power is more than half of its maximum value. These metrics
can be derived from the RAO. The study found that cylindrical buoys with larger diameters
and relatively small drafts provided a good resonance bandwidth, while the maximum
energy absorption was achievable in the same diameter range with larger drafts. In general,
a larger diameter improved the buoy performance by increasing the maximum power,
natural period and resonance bandwidth. Increasing the draft led to a higher maximum
power and natural period with a lower resonance bandwidth. Therefore, modifying the
draft could significantly influence the point absorber performance. A numerical optimiser
defined the best set of geometrical parameters which jointly maximised the maximum
power and resonance bandwidth for the design sea state, resulting in a diameter-to-draft
ratio of 4.5 [63].

Bacelli et al. designed and tested a generic six-DOFs WEC on scale of 1:17 [64]. The
study found that a good point absorber was characterised by a flat response, meaning that
it was able to extract power from waves without requiring reactive power from the PTO
system over a broad frequency range. Therefore, a slender cylinder was not a good absorber
since it had a high sensitivity of the absorbed power with respect to the wave frequency.
An additional consideration was that good absorbers were also characterised by a relatively
small oscillation amplitude, resulting in a smaller PTO stroke. The designed WEC buoy
had a cylindrical shape with a diameter-to-draft ratio of 3.3 and a 34.9◦ truncation of the
bottom extending over 7/10 of the draft [64].

Based on the findings and insights of Shadman et al. [63] and Bacelli et al. [64], an
iterative numerical optimisation study was performed on the geometry of the “WECfarm”
WEC. The scale of the “WECfarm” WEC was chosen based on a combination of the Coastal
and Ocean Basin’s (COB) (Ostend, Belgium) characteristics [65] and on a workable and
fundable model scale. Given the available funding for the “WECfarm” project experimental
setup, the complexity related to requirements 2 and 3 in Section 4.1, the number of WECs
was set equal to five, complying with requirement 5 in Section 4.1. Linear potential
flow simulations with WEC’s axis-to-axis spacing of 2 D confirmed that this number
was sufficient to obtain significant WEC–WEC interactions and to study the wave–WEC
interactions for WEC arrays with two to five WECs.

To reduce the surge force loading and increase the radiation capacity to enhance near-
field interactions, the WEC buoy was designed with a diameter-to-draft ratio of 3.75. The
WEC buoy bottom was truncated under an angle of 45◦ over a height of 0.10 m. Therefore,
the radius of the WEC buoy at the truncation part ranged from 0.20 m to 0.30 m. The WEC
buoy was 0.32 m high and designed with a draft of 0.16 m. This draft corresponded with
a submerged volume of 0.03683 m3. Therefore, the mass of the WEC buoy and heaving
parts on top of it was 36.83 kg. The angle of 3◦ on the cylindrical part was required for the
thermoforming construction process to allow the removal of the acrylonitrile butadiene
styrene (ABS)-truncated cylindrical WEC buoy from the wooden mould. Figure 18a shows
a 2D rendering of the final geometry of the “WECfarm” WEC buoy with its dimensions
and the adopted coordinate system. The WEC buoy is axisymmetric around the z-axis.
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(a)
(b)

Figure 18. WECfarm’s WEC’s buoy: (a) 2D rendering with dimensions in m; (b) RAO and CPTO,opt.

Figure 18b shows the RAO for the free response case, equivalent to a PTO damping of
0 kg/s and the RAO for the case with the optimal PTO damping for the resistive control
strategy, CPTO,opt, according to:

CPTO,opt(ω) =

√
B2(ω) +

(
ω(M + A(ω))− ρgS

ω

)2
(2)

in which B(ω) corresponds to the hydrodynamic damping and A(ω) to the added mass [66].
The mass (M) was equal to 36.83 kg, ρ is the water density equal to 1000 kg/m3, (g) is the
gravitational acceleration of 9.81 m/s2 and S is the cross-sectional area of the buoy at the
unperturbed SWL. Figure 18b also displays CPTO,opt. The heave wave excitation coefficients,
B(ω) and A(ω) were obtained with the open-source software package openWEC [67], with
the integration of the BEM code Nemoh. As recommended by Shadman et al. [63] and
Bacelli et al. [64], the RAO had a flat response, resulting in a high resonance bandwidth.
The numerically obtained natural period was slightly higher than 1.0 s. This relatively
small natural period had the advantage to avoid a sharp power absorption decrease for
lower wave periods, since the WEC buoy was designed with dimensions to operate in
wave conditions with higher wave periods.

Since the “WECfarm” project targets experimental data necessary for the validation of
nonlinear numerical models for WEC arrays, viscous drag effects are important [61]. Moreover,
the limited draft in combination with the flat bottom will result in important bottom slamming
effects for tests where the WEC buoy re-enters the water after being lifted out [60].

4.3. Electromechanical Design

Figure 19 shows a 3D rendering of the final design of the “WECfarm” WEC. The used
right-handed coordinate system has its origin at the intersection of the still water level
(SWL) with the vertical axis through the centre of the WEC buoy. This allows one to express
displacements of the WEC buoy relative to the SWL. The x-axis corresponds with the
positive wave propagation direction. The y-axis follows from the motor sign convention: a
positive torque results in a downward motion of the WEC buoy. Therefore, the z-axis is
pointed downwards to define positive forces, displacements, velocities and accelerations.
Figure 19 also indicates the three translations, surge (1), sway (2) and heave (3), and the
three rotations, roll (4), pitch (5) and yaw (6).

To exclude friction in the linear guiding, air bushings were used. The surge excitation
force, acting in the centre of buoyancy, results in a moment on the linear guiding system.
This moment can be decoupled in normal forces by a configuration of three air bushings.
The air bushings are characterised by a load versus pressure curve, where one 40 mm OAV
(OAV Air Bearings, Princeton, NJ, USA) air bushing can cope with a maximum radial load
of 720 N, for a nominal pressure of 5.5 bar [68]. A configuration of three OAV 40 mm air
bushings guarantees a permanent layer of air between the guide shafts and the bushings for
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the most extreme wave conditions, resulting in zero-friction linear guiding on the condition
of a proper alignment. The air bushings coefficient of friction is a function of air shear
from motion, not from surface contact. Therefore, at zero velocity, there would be zero
friction and making infinite motion resolution theoretically possible. A friction coefficient
of 0.00008 in log-scale due to the contribution from air molecules and gravitation can be
taken into account [68]. To obtain this air gap, a compressor with a two-stage air filter
supplies these bushings with clean and dry air under a nominal pressure of 5.5 bar. The
OAV 40 mm air bushings require a shaft’s outside diameter of 40.00 mm +0.00/−0.02 mm
(tolerance class g6). Therefore, MiSUMi (MiSUMi Europe, Frankfurt am Main, Germany)
shafts with tolerance class g6 were custom configured.

Figure 19. Rendering of the “WECfarm” WEC, made with Autodesk Inventor (Autodesk,
San Rafael, CA, USA).

The WEC was mounted on a steel frame structure, designed to be rigid enough to avoid
resonance at low frequencies. The total structure was designed for flexible (dis)assembly
and installation in any facility. The steel frame was provided with M8 connection holes
to allow mounting on MiniTec (MiniTec, Schönenberg-Kübelberg, Germany) profiles, or
equivalent. This frame can be flipped 180◦ to install the WEC on the side walls of a wave
flume or water basin.

The PTO system of the WEC was designed as a permanent magnet synchronous
motor (PMSM) connected to a gearbox powering a rack and pinion system. A gearbox
can offer a solution to deal with high forces at low velocities in wave energy applications.
Bacelli et al. described that the Coulomb friction in the drivetrain attributed to the gearbox
significantly degraded the quality of open-loop force control, necessitating the use of
closed-loop control [59]. Therefore, a single-stage low-ratio transmission was desired. A
Wittenstein (Wittenstein, Igersheim, Germany) single-stage gearbox “NPR 025S-MF1-4-2E1-
1S” with a ratio i = 1:4 connects the pinion with the motor. The gearbox has a slotted-hole
connection, allowing to slide the pinion in the rack to minimise backlash in the transmission.
The pinion has 20 teeth and a pitch circle radius Rpinion of 0.0212205 m. Given the pinion
helix angle of 19.5283◦, the backlash can be at a maximum +−0.3 mm. The velocity on the
pinion will be four times less than on the motor shaft, while the torque on the pinion will
be four times more than on the motor shaft.
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A PMSM was chosen since it can provide the bidirectional power flow necessary
for reactive control, high-bandwidth open-loop force control and high-accuracy control
and feedback (position, velocity and torque). The motor’s torque–speed curves for a
range of target test wave conditions (regular and irregular long-crested) were calculated
with a MATLAB Simscape electromechanical system model coupled with the open-source
code WEC-Sim for simulating WECs. This design procedure resulted in the selection of
a Beckhoff (Beckhoff Automation, Verl, Germany) PMSM “AM8041-2D11-0000” with an
inertia of 1.73 kg cm2, a rated torque of 2.33 Nm and a rated speed of 1500 RPM, for a 230 V
AC power supply [69]. The motor is equipped with a holding brake, mechanically operated
by a solenoid, to make it possible to keep the WEC buoy lifted out of the water. When the
motor is not operational, the mechanical brake is activated. The Beckhoff PMSM is powered
and controlled by a Beckhoff motor drive. For the setup of five WECs, two Beckhoff motor
drives type “AX5203-0000-0213” power each two motors and a third Beckhoff motor drive
type “AX5103-0000-0212” powers the fifth WEC. The three drives will be daisy-chained
with EtherCAT cables. The drive consumes the power generated by the WECs in the
intermediate circuit. Therefore, no ballast resistor is needed.

4.4. DAQ and Control Platform for the Five-WEC Array

Figure 20 shows a scheme of the data acquisition and control flow for the “WECfarm”
setup with five WECs, with a legend indicating the signal type. The MATLAB-Simulink
real-time control model was built on the host PC and loaded on the Speedgoat (Speedgoat,
Köniz, Switzerland) Performance real-time target machine via Ethernet communication.
This target machine ran the Simulink model and processed the input/output (I/O) at a
sample frequency of 1000 Hz. In this context, the high sample frequency corresponded
with the defined “real-time” terminology. The target screen displayed diagnostic info of
the execution process steps of the Simulink model. The sensor input for the Speedgoat
target machine was realized with a Speedgoat IO133-Performance analogue and digital
I/O module, which is a fast, simultaneous-sampling, 16-bit analogue input and output
module with Simulink driver blocks. A scheme on the bottom of Figure 20 shows the sensor
input for the Speedgoat IO133 terminal board for each of the five WECs. The accelerometer
ADXL335 (Analog Devices, Norwood, MA, USA) was used to measure the acceleration
of the WEC buoy in the heave direction and was attached on top of the rack, the furthest
position on the WEC from the water. Three Althen (Althen Sensors & Controls BV, Rijswijk,
The Netherlands) FLH3 50 kg load cells were placed between the hydrodynamic part (the
buoy) and the electromechanical part (the motor) to measure the actual applied forces.
These three load cells allowed the possibility to close the loop around the force. However,
Bacelli et al. stressed that closing the loop around a force sensor may induce negative
consequences for the design of higher-level control loops [59]. A configuration of at least
three load cells was required to avoid torsion and bending influencing the measurements.
A TLE analogue weight transmitter (Laumas Elettronica, Montechiarugolo, Italy) was used
to amplify these three analogue signals and to sum them to one analogue signal. In case
the WEC is locked, the wave heave excitation force can be measured. In case the motor
is active, the load cells measure the PTO force. The upper microswitch and the lower
microswitch were used as safety limit switches. It is necessary to limit the amplitude of
the WEC buoy displacement to prevent the guiding system damaging the structure. The
laser sensor Micro-Epsilon optoNCDT 1420 (Micro-Epsilon, Ortenburg, Germany) was
installed on one WEC as a backup for the motor encoder to measure the displacement of the
WEC buoy relative to the SWL. Moreover, the laser sensor could be used for displacement
measurements for tests without a motor.

The torque request in the Simulink model is sent by the EtherCAT (Ethernet for Control
Automation Technology) communication protocol to the Beckhoff motor drive as a master
data telegram (MDT) process parameter. On the other hand, the Speedgoat target machine
can receive by EtherCAT communication amplifier telegram (AT) process parameters from
the Beckhoff motor drive. Normally, a Beckhoff motor drive is controlled by a Beckhoff’s
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industrial PC, serving as a programmable logic controller (PLC). For the WECfarm project,
it was decided to configure the Speedgoat target machine as a master and the Beckhoff
drive as a slave. This allowed us to benefit from the control and postprocessing possibilities
within the MATLAB-Simulink environment. To establish the communication between the
Speedgoat target and the Beckhoff drive, the EtherCAT network needs to be initialised in
the Simulink model with the EtherCAT initialisation block. This block requires to load
an EtherCAT network information (ENI) file containing the motor topology and process
parameters. To create this ENI file, a Beckhoff industrial PC was used. When this Beckhoff
industrial PC is connected by an EtherCAT cable to the Beckhoff drive with motor, Beckhoff
TwinCAT 3 software can scan the network to define the motor topology. The user can
configure the operation modes and select the required MDT and AT process parameters.
Consequently, the result of this process can be exported as an .xml ENI file to initialise the
EtherCAT network in the Simulink model. On their turn, the Beckhoff PMSM input and
output signals are processed by the Beckhoff motor drive by the “One Cable Technology”,
allowing to send commands and feedback using the same cable. The drive receives the
18-bit resolution position values from the single-turn absolute encoder. This encoder allows
the real-time determination of the state (position and velocity) of the WEC buoy. The drive
provides the motor with a certain current, corresponding with a torque multiplication with
the torque constant of 1.43 Nm/A.

Figure 20. General data acquisition and control flow for the “WECfarm” five-WEC array.
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4.5. The “WECfarm” WEC Array Approach

To obtain the experimental dataset on point-absorber WEC array tests, the “WEC-
farm” project consisted of the following consecutive steps, involving a gradual increase in
complexity. In 2019, the “WECfarm” WEC was designed and numerically modelled. In
2020–2021, the first “WECfarm” WEC was constructed and tested in a small water basin
(see Figure 21a) at the Coastal Engineering Research Group of Ghent University (Belgium)
to evaluate all structural, mechanical, electronic, data acquisition and control aspects before
deploying the WEC in a wave basin to evaluate the hydrodynamic performance.

(a) (b)

Figure 21. “WECfarm” experimental setup at the Coastal Engineering Research Group of Ghent
University (Belgium): (a) single WEC; (b) two WEC array.

In April 2021, this first “WECfarm” WEC was tested in the wave basin of Aalborg
University (Denmark). Figure 22a shows a picture of the experimental setup. The hydro-
dynamical performance was assessed by the execution of system identification (SID) tests
(radiation, excitation and free decay tests). The passive, reactive and latching controller
were tested for a selection of regular and irregular long-crested waves.

In late 2021, an array of two “WECfarm” WECs was constructed and tested in two
small water basins (see Figure 21b) at the Coastal Engineering Research Group of Ghent
University (Belgium) to test the two-WEC array Simulink control model prior to wave
basin testing.

In February 2022, an array of two “WECfarm” WECs was tested in the wave basin
of Aalborg University (Denmark) to quantify wave–WEC and WEC–WEC interactions.
Figure 22b shows a picture of the experimental setup. The WECs were placed in a row
layout, with an axis-to-axis separation distance equal to 1.20 m, equivalent to 2 D. Based on
SID radiation tests, causal impedance matching proportional (P) and proportional–integral
(PI) controllers were designed [70,71]. These controllers, corresponding to resistive and
reactive control, respectively, were tested for a selection of irregular long-crested waves.
It should be mentioned that in the test campaign with a singe WEC, a Beckhoff PMSM
“AM8542-2E11-0000” with an inertia of 6.17 kg cm2 was used, updated to a Beckhoff PMSM
“AM8041-2D11-0000” with an inertia of 1.73 kg cm2 in the test campaign with the two-WEC
array [69]. Theoretically, maximum accuracy with maximum dynamics can be reached
when the ratio of system inertia to motor inertia is one. The motor for the first test campaign
was designed to have this ratio lower than two, which was increased to ten based on the
evaluation of the dynamics after the first test campaign. This lower motor inertia resulted
in a higher natural frequency of the WEC.

Experimental testing of arrays of up to five “WECfarm” WECs is planned in 2023, in
the new wave basin, the COB in Ostend (Belgium) [65]. This planned test campaign will
deliver the main publicly available dataset for wave–WEC and WEC–WEC interactions.
Moreover, the “WECfarm” WEC array experimental setup is meant to serve as a test-bed
for future research, to deal with challenges defined within requirement 3 in Section 4.1.
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(a) (b)

Figure 22. “WECfarm” experimental setup at the Aalborg University wave basin:(a) single WEC
(April 2021); (b) two WEC array (February 2022).

5. Discussion and Conclusions

Experimental wave basin testing with arrays of two to five heaving point-absorber
WECs within the “WECfarm” project aims to address the need for publicly available
real-life data for the validation of WEC array numerical modelling and optimisation by
establishing a dataset for the research community. This article provided a comprehensive
literature review on experimental modelling of point-absorber WEC arrays, which allowed
us to identify research gaps, to be addressed in the “WECfarm” project. These research
gaps were reformulated as design requirements for the “WECfarm” experimental setup.

The designed truncated cylindrical “WECfarm” WEC buoy addressed the need for
WEC array tests with a generic WEC concept on a suitable scale, resulting in data useful
for a wide range of point-absorber concepts. The hydrodynamic design was optimised
to enhance near-field interactions, based on literature findings and linear potential flow
numerical simulations. The truncated cylindrical buoy had a draft of 0.16 m and a radius
of 0.30 m. The mass of the hydrodynamic activated part was 36.83 kg. The RAO showed a
resonance peak around 1.0 s. The high diameter-to-draft ratio of 3.75 resulted in a flat RAO
response and high resonance bandwidth. A limited number of five closely spaced WECs
was fundable and confirmed to be sufficient to study near-field interactions based on linear
potential flow numerical simulations.

The WECs were equipped with a PMSM, addressing the need for WEC array tests with a
highly accurate, real-time actively controllable PTO system with bidirectional power flow. The
EtherCAT communication protocol allowed us to send motor commands and receive motor
feedback at high resolution and sample rate, enabling advanced WEC control. This PTO
system will overcome the shortcoming of uncertainties introduced by simplified PTO systems
(e.g., friction brakes and hydraulic dampers) used within previously performed WEC array
experimental campaigns. Moreover, the “WECfarm” WEC was designed with an air bushings
linear guiding system to exclude guiding friction in the power absorption measurements.

The control with a Speedgoat Performance real-time target machine offers the possibil-
ity to implement GC and advanced WEC array control strategies in the MATLAB-Simulink
model and test accordingly. This centralised control platform overcomes the limitation of
former WEC array experimental setups where control could only be implemented at the
level of individual WECs. Besides the motor feedback to determine the WEC position and
velocity, each WEC was equipped with an accelerometer and a configuration of three load
cells, providing accurate measurements.

Wave basin testing within the “WECfarm” project will cover a wide range of wave
conditions, including regular waves, irregular long- and short-crested waves, focused
waves and extreme wave conditions. This overcomes the shortcoming of previously
performed WEC array experimental campaigns only considering small amplitude regular
and irregular long-crested waves, and not meeting the current requirements to validate
CNWTs with WEC arrays.
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Within the “WECfarm” project, two test campaigns were performed at the Aalborg
University wave basin: (a) a testing of the first WEC in April 2021 and (b) a testing of a
two-WEC array in February 2022. An experimental campaign with arrays of up to five
“WECfarm” WECs is planned in the COB in Ostend (Belgium) in 2023. The dataset of
each test campaign will be made available to the research community for numerical model
validation and WEC array optimisation purposes.
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Abstract: This paper proposes a model predictive control (MPC) method based on an interconnected
model to maximize the ocean wave energy extracted by a wave-energy converter (WEC) array. In the
proposed method, a formally uniform interconnected model is applied to represent the dynamics of
an array consisting of an arbitrary quantity of WECs, simultaneously considering the hydrodynamic
interaction among all the WEC devices. First, the WEC devices and their hydrodynamic interaction
are represented in an interconnected model that describes the networked dynamics of a variety of
WEC arrays with distinct spatial geometry layout of the WEC devices deployed in the sea field.
Second, based on the presented model, an MPC method is applied to achieve the coordinated control
of the WEC array to improve its energy conversion efficiency under the constraints of buoy position
and control force. Third, a hardware-in-the-loop (HIL) platform is developed to simulate the WEC
array’s physical operating conditions, and the proposed method is implemented on the platform to
test its performance. The test results show that the proposed MPC method using the interconnected
model has a higher energy harvesting efficiency than the classic MPC method.

Keywords: wave-energy converter array; interconnected model; model predictive control;
hardware-in-the-loop

1. Introduction

Using ocean wave energy is a novel approach to solving the problem of resource
depletion and environmental damage associated with traditional energy sources. However,
the exploitation of ocean wave energy is not as well commercialized as other sustainable
energy sources, such as solar and wind energy. One of the key reasons is that ocean wave
energy is distributed homogeneously on the ocean surface, which makes it difficult for any
wave-energy converter (WEC) to harvest a great deal of wave energy by operating a single
machine over a small range. Using an array system composed of multiple point-absorber-
type WECs can expand the range of wave energy harvesting options. Another advantage
of WEC arrays is that they effectively reduce and eliminate power fluctuations, so that a
smoother and more stable power supply for power grids and power consumers can be
provided [1]. In recent years, WEC arrays have been intensively investigated due to their
advantages [2].

The existence of hydrodynamic interactions among WEC devices has a significant
impact on the performance of a WEC array. In [3], a wave interaction theory, including
the diffraction interaction of evanescent waves, was presented to enable the calculation
of the wave hydrodynamics of a multimember structure with arbitrary configurations
and spacings. The effect of interactions within basic two-unit WEC arrays with different
separating distances was studied in [4]. Subsequently, the influence of interactions among
bodies on the overall yearly energy production of an array was assessed [5]. A CFD motion
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solver based on a coupled model was developed in [6] to analyze the interactions ocurring
in a WEC array. Due to diffracted and radiated waves, interactions among the WECs
can occur which may be constructive or destructive [7]. If such hydrodynamic interac-
tions are effectively utilized, they have the potential to increase the energy production
efficiency dramatically.

Optimizing the geometry layout allows for the effective use of constructive interaction
effects. A topological method was presented in [7] to enable the design of an optimized
single-row wave power plant established by a triangle array unit. An improved differential
evolution algorithm was proposed in [8] to optimize the layout of a WEC array for faster
speed of convergence and improved accuracy. A genetic algorithm that included a cost
model was proposed in [9] to enable consideration of economic factors. For the example
introduced in the paper, the distance between the devices is reduced as much as possible to
diminish the maintenance cost. However, to be more efficient for wave energy harvesting
in particular sea environments, it is necessary to specify an optimized spatial geometry
layout of a WEC array corresponding to the ocean wave features and conditions in the area
in which it is located. Therefore, a uniform modeling approach that can represent arbitrary
layouts of WEC arrays is crucial for the layout optimization of WEC arrays.

To maximize the wave energy harvesting of wave energy by a WEC, efficient control
of the array is necessary. A comparison between MPC and causal control was made
from the perspective of performance and constraint handling in [10], with MPC being
found to have significant advantages over optimal causal control. Since MPC has shown
remarkable control performance when dealing with the constraints in realistic control
processes, it has received increasing attention in recent years [11]. In the early literature,
researchers focused mainly on the application of MPC in the control of a single WEC.
A real-time non-linear model predictive controller (NMPC) was utilized to increase the
WEC efficiency of a two-degrees-of-freedom WEC with highly non-linear power take-off
(PTO) characteristics in [12]. An economic model predictive control (EMPC) strategy with
a general economic cost function that directly reflects the economic objective of the system
was proposed in [13] to maximize the energy extracted from ocean waves and to minimize
the operational cost. Two MPC control strategies for a two-body point absorber were
designed to extract the maximum energy from waves through unidirectional power flow
in [14]. A non-quadratic piecewise discontinuous functional was applied as a cost index of
NMPC to maximize the energy produced by a WEC in [15]. Various MPC strategies based
on a single-unit model were successfully applied to maximize the wave energy harvested
by WECs [16]. MPC methods based on WEC arrays have also attracted the attention
of researchers. A model predictive control method was developed in [17], where each
MPC effectively optimizes the energy absorption of its own WEC under state constraints.
Nevertheless, because of the non-negligible interference generated by the movement of
unit buoys, if the WEC units in the WEC array are closely spaced, implementing an MPC
with an isolated unit model can result in degraded MPC control performance caused by
model mismatch. Therefore, the proposed model not only takes into account the individual
devices, but also the complex coupling relationships between the WEC devices, represented
as hydrodynamic interactions among each pair of WEC devices. Centralized MPCs were
described in [18] which led to a potential 10% improvement in converted energy. These
studies investigated the impact of interference between WECs operating close to each other,
which can increase wave energy harvesting efficiency. The majority of the studies reported
derive sets of equations representing interference relationships directly from a particular
geometry (e.g., equilateral triangles) [19]. It is challenging to directly extend the methods
discussed to the modeling of WEC arrays with diverse spatial geometry layouts.

Since hydrodynamic interactions vary with local wave conditions in the ocean, it
is unrealistic for a fixed model to maintain accuracy all the time. Therefore, in future
commercial systems, not only does the system’s layout need to be regularly adjusted, but the
model also needs to be regularly modified and adjusted to ensure the performance of MPC.
This paper proposes a modeling method to rapidly adapt to arbitrary geometric layouts of
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a WEC array by considering a WEC array with coupled interconnection relationships. The
model can be broken down into two parts: the dynamics of the WEC unit and the dynamics
of the interfering effects of the coupled interconnection relationships. Generalization of
the model for the WEC array can thus be addressed through the modeling method. This
method reduces modeling difficulty and improves MPC survival adaptability for practical
applications. We design an MPC strategy to control a WEC array to yield a globally
optimal wave energy capture efficiency despite interference effects occurring between the
WEC units.

There are two key contributions of this paper: First, the WEC array is depicted as an
interconnected system model, i.e., a network model with dynamic edges, in which the node
dynamics are the dynamics of the WEC units and the edge dynamics are the dynamics
of the interfering waves formed between neighboring units. Second, underpinned by an
interconnected system model, an MPC method is developed to control each WEC unit in a
WEC array to maximize wave energy harvesting.

After reviewing related research in Section 1, an interconnected system model for
WEC arrays is developed in Section 2. An MPC strategy for a generalized network model is
presented in Section 3. In Section 4, simulations and experiments conducted are described
for validating the proposed modeling and MPC methods, respectively. The results are
evaluated and discussed in Section 4.2. The conclusions are presented in Section 5.

2. Model of WEC Array
2.1. Model of WEC Unit

A point-absorber-type WEC is primarily composed of a buoy and a PTO unit, as shown
in Figure 1a. The WEC array is represented as an interconnected system model in which the
topology structure describes the interfering relationship between all WEC units, as shown
in Figure 1b. The symbol ∂ in Figure 1b is the angle of the wave propagation direction,
and `1, . . . , `6 denote the directed interfering relationship between each pair of the three
units, Unit 1, Unit 2 and Unit 3. Buoys are used to harvest the kinetic energy of ocean
waves, and PTO converts the kinetic energy of the buoy into electric energy. Meanwhile,
PTO produces electric power and a damping force, which affects the motion of the buoy
simultaneously excited by ocean waves.

Figure 1. Point absorption WEC array: (a) the structure of the point-absorber-type WEC; (b) the
interfering relationship between three units.

The dynamics of a point-absorber WEC are expressed as

m f z̈(t) = Fw(t) + Fm(t), (1)

where m f is the mass of the buoy, z(t) is the vertical displacement of the buoy, Fw(t) is the
hydrodynamic force, and Fm(t) is the mechanical force.
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The variables Fw(t) and Fm(t) satisfy
{

Fw(t) = Fh(t) + Fr(t) + Fe(t),
Fm(t) = Fo(t) + Fu(t),

(2)

where Fh(t), Fr(t), Fe(t), Fo(t) and Fu(t) are the buoyancy, radiation force, excitation force,
friction force of the mechanical device, and reaction force, respectively. The buoyancy
Fh(t) is

Fh(t) = Sh[w(t)− z(t)], (3)

where w(t) and Sh are the vertical height of the incident wave and constant buoyancy
coefficient, respectively. The radiation force Fr(t) is

Fr(t) = FD(t)−m∞ z̈(t), (4)

where m∞ denotes the additional mass related to the quantity of the water being moved
and is used as the coefficient of the linear term of the radiation force in the case of infinite
frequency. Inspired by [20], the convolution term FD(t) is approximated as D · (ẇ(t)− ż(t)),
where D is a constant damping coefficient to roughly approximate the Fourier transform
D̂(jw) of FD(t). D̂(jw) can be regarded as a frequency-dependent damping coefficient.

The excitation force Fe(t) is a non-causal force that is approximated by a fifth-order
state-space representation of the relationship between the wave height and excitation
force [21]. Since the influence of Fo(t) is relatively slight, we assume Fo(t) = 0 [22].
The proposed control algorithm calculates the reaction force Fu(t).

Let m = m f + m∞ and ξ(t) = [Fh(t), ż(t)]T . Then, the WEC unit model is achieved as

ξ̇(t) = Aξ(t) + Bwẇ(t) + B[Fu(t) + Fe(t)],

y(t) = Cξ(t),

yz(t) = Czξ(t),

(5)

where

A =

[
0 −Sh
− 1

m −D
m

]
, Bw =

[
Sh
D
m

]
, B =

[
0
1
m

]
, C =

[
0 1

]
, and Cz =

[
1 0

]
.

Remark 1. According to (5), it holds that y(t) = ż(t), and yz(t) = Fh(t).

2.2. WEC Array
2.2.1. WEC Units in Array

When the WEC units are close together, their interactions are enhanced, thus affecting
the movement of the buoys more significantly. Radiation waves are the main source of
interactions and therefore cannot be ignored. Considering the interaction effect, the i-th
(i = 1, . . . , N) WEC unit receives the cumulative effect of the radiation wave velocity ẇij
generated by the other j-th (j = 1, . . . , N − 1, j 6= i) WEC units, in addition to the effect
of the incident wave velocity ẇi(t) [23]. The model of the i-th WEC unit is formulated as
follows,

ξ̇i(t) = Aiξi(t) + Bwi

[
ẇi(t) +

N−1

∑
j 6=i

ẇij(t)

]
+ Bi(Fui(t) + Fei(t)),

yi(t) = Ciξi(t),

yzi(t) = Cziξi(t),

(6)

where ξi(t) = [Fhi(t), żi(t)]T is the state of the i-th WEC unit, Fhi(t) is the buoyancy of the
i-th unit, żi(t) is the velocity of the i-th buoy. In this model, the input to the WEC unit is
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the total of the velocity of the incident wave and the radiated waves generated by the other
WEC units.

Moreover, the array composed of N WEC units is considered as a continuous intercon-
nected system modeled as follows:

˙̃ξ(t) = Ac ξ̃(t) +Bwc ˙̃w(t) +Bwc ˙̃wij(t) +Bc
[
F̃u(t) + F̃e(t)

]
,

ỹ(t) = Cc ξ̃(t),

ỹz(t) = Czc ξ̃(t),

(7)

where

ξ̃(t) =




ξ1
ξ2
...

ξN


, ˙̃w(t) =




ẇ1
ẇ2

...
ẇN


, ˙̃wij =




∑N−1
j 6=1 ẇ1j

∑N−1
j 6=2 ẇ2j

...
∑N−1

j 6=N ẇNj




, F̃u(t) =




Fu1
Fu2

...
FuN


,

F̃e(t) =




Fe1
Fe2
...

FeN


, ỹ(t) =




y1
y2
...

yN


, ỹz(t) =




yz1
yz2

...
yzN


,

Ac = IN ⊗ A, Bwc = IN ⊗ Bw, Bc = IN ⊗ B, Cc = IN ⊗ C, Czc = IN ⊗ Cz,

and the subscript c indicates the term of continuous system. I is an identity matrix.

Remark 2. In this paper, a system connecting several independent WEC units with a particular
network structure is called an interconnected system, where the WEC units are coupled with each
other after being connected by the network. The primary distinction between the network of an
interconnected system and a typical network is that the former processes dynamical edges, which can
obtain system inputs based on node outputs and transmit outputs to the inputs of other nodes [24].

2.2.2. Interactions among WEC Units

According to Equation (6), ẇij(t) indicates a variation in the vertical displacement of
WEC unit i excited by the interference wave generated by WEC unit j. ẇij(t) is associated
to the locations of WEC unit i and j, and the heave motion żj(t) of WEC unit j. Using
experimental data, and ignoring the non-linearity relationship between ẇij(t) and żj(t),
this transfer function Hij(s) of a linear dynamic system with żj(t) and ẇij(t) as input and
output, respectively, can be derived by standard linear system identification techniques [23].
In addition to being an edge with dynamic properties in the network topology of the
interconnected system, this linear dynamical model can be expressed simultaneously as a
frequency characteristics model Hij(jω) (simplified as Hij) as follows:

ẇij(ω) = Hij żj(ω), (8)

Hij = jω

√
π|ω|4

8g3 a2 1√
dij

e−j
{

ω2
g dij+

3π
4

}
, (9)

where żj(ω) and ẇij(ω) are defined as the Fourier transform of żj(t) and ẇij(t); g, a and dij
are the gravity constant, the diameter of the buoy, and the distance between the i-th WEC
unit and the j-th WEC unit, respectively; ω is the frequency and j is the imaginary number.
For ω > 0, the frequency characteristics model Equation (8) is equivalently formulated
as [25]:

Hij = A(ω)e−jφ(ω) (10)
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where A(ω) = ω3a2
√

π
8g3dij

and φ(ω) =
dijω

2

g + π
4 . The frequency characteristics model

Equation (10) as a linear system is rewritten as a state-space formula as follows:

ζ̇`(t) = E`ζ`(t) +F`u`(t),

v`(t) = H`ζ`(t),
(11)

where E` ∈ R(5×5), F` ∈ R(5×1),H` ∈ R(1×5), ζ`(t) ∈ R(5×1) are the system matrix, input
matrix, output matrix and state, respectively; u`(t) and v`(t) are the input and output
of the `-th interaction state-space model, respectively. Equation (11) denotes the `-th
(` = 1, . . . , 2M, M = N(N−1)

2 ) directed interaction effect between any two WEC units. This
interaction effect is the weight of the corresponding edge of the interconnected system, as
shown in Figure 1b.

In the WEC array, the integrated interaction model is expressed as

˙̃ζ`(t) = Ec ζ̃`(t) + Fcũ`(t),
ṽ`(t) = Hc ζ̃`(t),

(12)

where Ec = I2M ⊗ E`, Fc = I2M ⊗F`, Hc = I2M ⊗H`, and

ζ̃`(t) =




ζ1
ζ2
...

ζ2M


, ũ`(t) =




u1
u2
...

u2M


, ṽ`(t) =




v1
v2
...

v2M


.

2.2.3. WEC Array System

Since a WEC array is an interconnected system, it can be represented as a graph G.
The incidence matrix D of the graph G is applied to denote the interconnected system with
N nodes and 2M directed edges. The element located at the i-th row and `-th column of D
is defined as

Di` =





+1, node i is the head of edge `,
−1, node i is the tail of edge `,
0, otherwise.

(13)

The incidence matrix D describes the connection relationship between the edges and
nodes in graph G, and is used to determine the edge on which the output of the node is
located and the node at which the input of the edge arrives. From the perspective of the
node inputs and outputs, the incidence matrix satisfies

D = DO −DT
I , (14)

where DO and DI are the input and output matrices of the nodes, respectively, as

DOi` =

{
1, edge ` is the input of node i,
0, otherwise.

, DI`i =

{
1, edge ` is the output of node i,
0, otherwise.

Furthermore, considering Equations (6), (11) and (13), ∑N−1
j 6=i ẇij(t) in Equation (6) and

u`(t) in Equation (11) are denoted as





N−1

∑
j 6=i

ẇij(t) =
M

∑
`=1

DOi`v`(t), i = 1, 2, . . . , N,

u`(t) =
N

∑
i=1

DI`iyi(t), ` = 1, 2, . . . , 2M.

(15)
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Moreover, Equation (15) can be written in matrix form as follows

{ ˙̃wij(t) = DOṽ`(t),
ũ`(t) = DIỹ(t).

(16)

For example, for the three-unit WEC array interconnected system shown in Figure 1b,
the incidence matrix D is

D =




1 0 −1 −1 0 1
−1 1 0 1 −1 0
0 −1 1 0 1 −1


. (17)

Considering Equation (14), the incidence matrix D is decomposed into DO and DI.
According to Equations (15) and (16), we can obtain

˙̃wij(t) =




∑N−1
j 6=1 ẇ1j(t)

∑N−1
j 6=2 ẇ2j(t)

∑N−1
j 6=3 ẇ3j(t)


 =




v1 + v6
v2 + v4
v3 + v5


, ũ`(t) =




u1
u2
u3
u4
u5
u6



=




y2
y3
y1
y1
y2
y3




. (18)

By substituting Equation (16) into Equations (7) and (12), the model of a three-unit
WEC array as an interconnected system is obtained. More generally, a formally uniform
state-space model is achieved to express a WEC array system with N units as
[

˙̃ξ(t)
˙̃ζ`(t)

]
=

[
Ac BwcDOHc

FcDICc Ec

][
ξ̃(t)
ζ̃`(t)

]
+

[
Bwc

0

]
˙̃w(t) +

[
Bc

0

]
(

F̃u(t) + F̃e(t)
)
,

ỹ(t) = [Cc, 0]

[
ξ̃(t)
ζ̃`(t)

]
,

ỹz(t) = [Czc, 0]

[
ξ̃(t)
ζ̃`(t)

]
,

(19)

where ˙̃w(t) = ˙̃w(t) + ˙̃wij(t).

3. MPC Algorithm Design
3.1. Control Problem Statement

Equation (19) is discretized by a zero-order hold method as

[
˙̃ξ(k + 1)

ζ̃`(k + 1)

]
=

[
A BwDOH

FDIC E

][
ξ̃(k)
ζ̃`(k)

]
+

[
Bw
0

]
˙̃w(k) +

[
B
0

](
F̃u(k) + F̃e(k)

)
,

ỹ(k) = [C, 0]
[

ξ̃(k)
ζ̃`(k)

]
,

ỹz(k) = [Cz, 0]
[

ξ̃(k)
ζ̃`(k)

]
,

(20)

where

A = eAcT , B =
∫ T

0
eAcτdτBc, Bw =

∫ T

0
eAcτdτBwc, C = Cc, Cz = Czc, E = eEcT ,

F =
∫ T

0
eEcτdτFc, H = Hc,
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˙̃w(k) =




ẇ1(k)
ẇ2(k)

...
ẇN(k)


, F̃u(k) =




Fu1(k)
Fu2(k)

...
FuN(k)


, F̃e(k) =




Fe1(k)
Fe2(k)

...
FeN(k)


, ỹ(k) =




y1(k)
y2(k)

...
yN(k)


, ỹz(k) =




yz1(k)
yz2(k)

...
yzN(k)


.

In Equation (20), ξ̃(k) ∈ R(α×N)×1 is the states set of all the WEC units at instant
k, where α is the model order of each WEC unit. In addition, ζ̃`(k) ∈ R(β×2M)×1 is the
states set of all interactions at time instant k, where β is the model order of each interaction.
The wave excitation force and wave velocity are assumed to be predictable in this paper.

The MPC method controls the WEC array to maximize the harvesting of wave energy
and convert it into electrical energy while satisfying the constraints. Since the buoy of
the point-absorbing WEC is directly connected to PTO, the inner product of the buoy
velocity and the corresponding reaction force is equal to the total power of the wave energy
captured by the WEC array. As the velocity of the buoy is opposite to the positive direction
of the reaction force, it holds that

P(k) = −F̃T
u (k)ỹ(k), (21)

and

max
F̃

k+Np
uk

Np

∑
T=0

P(k + T) = min
F̃

k+Np
uk

Np

∑
T=0

F̃u
T
(k + T)ỹ(k + T), (22)

where Np is the predicted time domain, and T is the time step. To ensure the convexity of
the optimization problem, Equation (22) is modified as the cost function

J =
Np

∑
T=0

[
F̃T

u (k + T)ỹ(k + T) + rF̃T
u (k + T)F̃u(k + T) + qỹT

z (k + T)ỹz(k + T)
]
, (23)

where r and q are two artificially determined weighting factors. The first part of the cost
function Equation (23) is the wave energy harvesting power in Equation (22). The second
part of Equation (23) represents a soft constraint on the control force, primarily to guarantee
that the solution of the MPC is to solve a convex optimization problem and the control
force is within the PTO’s operating range. The third part represents the penalty term of the
relative displacement of the buoy and the wave surface, ensuring the PTO operates within
an effective operating range. To guarantee the safe operation of the WEC array and reduce
the loss and maintenance cost, it is necessary to restrict the amplitude of the reaction force.
Moreover, the buoy needs to be constrained to keep the proportional displacement between
the midpoint of the buoy and the wave surface within a safe range. These constraints are
formulated as follows,

|Fu(k + T)| ≤ Fu,max, for T = 0, 1, . . . , Np,

|yz(k + T)| ≤ yz,max, for T = 0, 1, . . . , Np,
(24)

where Fu,max and yz,max are the maximum amplitude of the control force and
buoyancy, respectively.

The MPC aims to solve the optimal control input sequence that minimizes the cost
function Equation (23) in the prediction time domain Np, under the premise that the
constraint Equation (24) is satisfied.

Remark 3. The weighting factors r and q in Equation (23) are specified as two specific values
independently to ensure that the MPC is a convex optimization problem.
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3.2. Prediction Model

The cost function Equation (23) can be expressed in matrix form as

J =
(

Ũ
k+Np
k

)T
Ỹ

k+Np
k +

(
Ũ

k+Np
k

)T
RŨ

k+Np
k +

(
Ỹ

k+Np
zk

)T
QỸ

k+Np
zk , (25)

where R = r× IN×(NP+1), Q = q× IN×(NP+1),

Ũ
k+Np
k =




F̃u(k)
F̃u(k + 1)

...
F̃u
(
k + Np

)


, Ỹ

k+Np
k =




ỹ(k)
ỹ(k + 1)

...
ỹ
(
k + Np

)


, Ỹ

k+Np
zk =




ỹz(k)
ỹz(k + 1)

...
ỹz
(
k + Np

)


,

and I is a unit diagonal matrix.
In the cost function, it is necessary to know the buoy velocity and buoyancy of each

unit in the predicted time domain. By the discrete model of the interconnected system, we
derive a prediction model from k to k + Np as follows:

Ỹ
k+Np
k = ΛX(k) + Φu

(
Ũ

k+Np
k + F̃

k+Np
ek

)
+ Φw

˙̃W
k+Np
k ,

Ỹ
k+Np
zk = ΛzX(k) + Φuz

(
Ũ

k+Np
k + F̃

k+Np
ek

)
+ Φwz

˙̃W
k+Np
k ,

(26)

where

X(k) =
[

ξ̃(k)
ζ̃`(k)

]
, F̃

k+Np
ek =




F̃e(k)
F̃e(k + 1)

...
F̃e
(
k + Np

)


, ˙̃W

k+Np
k =




˙̃w(k)
˙̃w(k + 1)

...
˙̃w
(
k + Np

)


, Λ =




C
CA
CA2

...
CANp




,

Φu =




0
CBu 0
CABu CBu 0

...
...

. . . . . .
CANp−1Bu CANp−2Bu · · · CBu 0




,

Φw =




0
CBw 0
CABw CBw 0

...
...

. . . . . .
CANp−1Bw CANp−2Bw · · · CBw 0




,

Λ ∈ R(N×(Np+1))×(αN+2βM), Φu ∈ R(N×(Np+1))×(N×(Np+1)),

Φw ∈ R(N×(Np+1))×(N×(Np+1)),

with

A =

[
A BwDi`H

FD`iC E

]
, Bu =

[
B
0

]
, Bw =

[
Bw
0

]
, C = [C, 0], Cz = [Cz, 0].
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Similarly, Λz, Φuz and Φwz need to replace C in the corresponding matrix element by
Cz. Using prediction models Equation (24) to represent their constraints in the predicted
time domain achieves

∣∣∣Ũk+Np
k

∣∣∣ ≤ Umax,∣∣∣Λzx(k) + Φuz

(
Ũ

k+Np
k + F̃

k+Np
ek

)
+ Φwz

˙̃W
k+Np
k

∣∣∣ ≤ Yz,max,
(27)

with

Umax =




Fu,max
Fu,max

...
Fu,max


 ∈ R

(
N × Np

)
× 1, Yz,max =




yz,max
yz,max

...
yz,max


 ∈ R

(
N × Np

)
× 1.

3.3. Quadratic Programming Problem

We need to solve the optimal reaction force sequence so that the cost function J can
obtain the minimum value as

Ũ
∗k+Np
k = arg min

Ũ
k+Np
k

J. (28)

Equation (25) is reorganized into a general form to utilize the standard QP solver.
Substituting the prediction model Equation (26) into the cost function Equation (25),

and ignoring terms unrelated to Ũ
k+Np
k , leads to

J =
1
2

(
Ũ

k+Np
k

)T
HŨ

k+Np
k +FTŨ

k+Np
k , (29)

where

H = Φu + ΦT
u + 2R + 2ΦT

uzQΦuz,

F =
(

Λ + 2ΦT
uzQΛz

)
X(k) +

(
Φw + 2ΦT

uzQΦwz

)
˙̃W

k+Np
k +

(
Φu + 2ΦT

uzQΦuz

)
F̃

k+Np
ek .

(30)
The constraints Equation (27) are reorganized into

SŨ
k+Np
k ≤ bu, (31)

where S =




I
−I
Φuz
−Φuz


, and bu =




Umax
Umax

Yz,max −Λxzx(k)−Φwz
˙̃W

k+Np
k −Φuz F̃

k+Np
ek

Yz,max + Λxzx(k) + Φwz
˙̃W

k+Np
k + Φuz F̃

k+Np
ek


.

Finally, the general form of the QP problem is summarized as

Ũ∗ = arg min
Uk

0

1
2

(
Ũ
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k +FTŨ
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k ,

S.t. SŨ
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(32)

In each control horizon, the first term Ũk+1
k in the sequence of optimal control forces

Ũ
∗k+Np
k is adopted as the optimal control force at time k.
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4. Experimental Results and Discussion
4.1. Simulation of Wave Energy Harvesting

We designed a semi-physical hardware-in-the-loop (HIL) experiment to simulate
the wave energy capture more realistically than the digital simulation, and to reduce the
high cost and complexity of the real ocean or large pool environment. The semi-physical
experimental platform consisted of a front-end part and a back-end part as shown in
Figure 2a. The front-end part comprised a desktop computer running MATLABr and an
RT-LAB simulator (a rapid control prototyping (RCP) platform from OPAL-RT Technologies
Canada), as shown in the upper part of Figure 2a. The front-end part was mainly dedicated
to simulating realistic sea conditions to implement a fully digital simulation of the WEC
array to validate the established interconnected system model and the MPC control strategy
mapped to the back-end part for the physical experiment bench operation.

The back-end part was a physical experiment bench as shown in the lower part of
Figure 2a,b. The rotating motor was controlled by a commercial drive (Copley Controls
ADP-090-36) and was used to imitate the rippling motion of the WEC buoys in the array
under the effect of wave force. As the PTO device of the WEC, the linear generator (see
Table 1 for the specific parameters) was dragged by a belt to convert the motion of the
simulated buoy into an AC power output. The AC power generated by three PTO devices
was converted to DC power using an AC-DC converter and rectifier (modules 6 and 7 in
Figure 2b) developed in our laboratory and fed to the DC bus and electronic loads.
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Figure 2. Experimental bench: (a) Framework; (b) Hardware: 1. Rotating motor; 2. Linear motor;
3. Driver; 4. DC power; 5. Switch; 6. Rectifier; 7. Acquisition board; 8. Electronic load; 9. DC power;
10. Computer; 11. RT-LAB.

Table 1. Specifications for wave energy linear generators.

Electrical Parameters Value Mechanical Parameters Value

Rated power (W) 50 Mover stroke (cm) 70
Rated current (A) 20 Mover speed (m/s) 3.5 m
Rated voltage (V) 20 Mover length (cm) 18

Conversion efficiency 85% Mover weight (kg) 1.65
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The purpose of constructing the above experimental system was to perform the
following procedures:

(i) Verifying the correctness of the interconnected model and the control performance of
the proposed MPC algorithm;

(ii) Comparing the difference in the motion characteristics affected by the interaction
and the wave energy harvesting efficiency between the interconnected model and
the isolated model of the WEC array, and exploring how to affect the wave energy
harvesting efficiency by change in the incident wave propagation direction in the
WEC interconnected system.

4.2. Simulation Parameter Setting

We built a three-unit WEC array in the front end with reference to the PB3 device
described in [26,27] developed by Ocean Power Technologies Inc. All the parameters are
shown in Table 2. The three WEC units were arranged in an equilateral triangle with a
distance of 25 m from each other.

Table 2. Simulation parameters.

Description Notation Value

Diameter a 2.65 m
Height h 3.5 m

Damping D 2× 105 Nm/s
Buoy mass m 8300 kg

Added mass m∞ 6100 kg
Stiffness Sh 2.21× 105 N/m

Density of sea water ρ 1020 kg/m3

Gravity g 9.81 m/s2

Maximum heave motion yz,max 1.75 m
Maximum input magnitude Fu,max 1× 105 N

The JONSWAP function generated the incident wave [28]; the wave significant height
was 2 m, and the peak period was 3 s. The wave velocity and the corresponding wave
excitation force Fe are shown in Figure 3. To investigate the effect that the angle ∂ of wave
propagation direction waves had on the WEC array, three sets of experiments with different
wave propagation directions ∂ = 30◦, 45◦, 60◦ were set up.

Figure 3. Excitation force and wave velocity.

4.3. Results and Discussion

The prediction horizon and the control horizon were both 10 s, the sampling time was
0.02 s, and the simulation time was 50 s. The weight value r was set to 2.5× 10−6 to ensure
that the Hermitian matrix was a positive definite matrix, and Q was also set to 2.5× 10−6.
When the radius of the buoy was 5× a m and the distance dij was 25 m, the matrices of the
state-space representation of the edge model were
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E` =




−1.3192 −2.6404 −1.8147 −1.3222 −0.2090
1

1
1

1




,

F` =
[
1 0 0 0 0

]T, andH` =
[
0.1470 −0.1931 −0.1043 −0.0100 −0.0053

]
.

Figure 4 shows the velocity of each unit’s radiation wave in the three layout cases.
In particular, when ∂ = 30◦, Units 2 and 3 were affected by the same interference. This
was because of the symmetrical structure of the equilateral triangle, and the propagation
direction of the incident wave overlapping the symmetric axis, so that the waveform of the
incident wave received by Units 2 and 3 was synchronized, and the identical edge model
caused the same interference. Figure 5 shows that, under the control of the MPC algorithm,
the control force of each WEC unit was limited to a range of ±1× 105 N, which satisfies
the input constraint in Table 1.

Figure 4. Interaction of radiation wave velocities received by each unit.

Figure 5. Reaction force controlled by the MPC algorithm.

106



J. Mar. Sci. Eng. 2022, 10, 1033

In Figure 6, the waveform of each buoy velocity is almost the same as that of the
corresponding incident wave velocity, and resonance is almost realized between the buoy
motion and the wave motion. Due to the existence of other terms in the cost function,
the execution delay, and the limitation of the control force and displacement, the resonance
between the buoy and the incident wave is not fully realized. However, the wave energy
capture efficiency is optimized by the control of the MPC algorithm.

Figure 6. Buoy velocity and incident wave velocity.

To show the impact of interactions in the interconnected system, three units of isolated
systems were set up as baseline cases. The isolated system had no interaction among the
three WEC units. Thus, the radiation waves caused by the oscillating motion of units did
not affect the neighborhood units. In the mathematical model Equation (20), the induction
matrix D is an all-0 matrix. Because the interaction exists in the WEC array, the buoy’s
motion velocity is different between the interconnected and isolated systems without
interaction. Furthermore, to adapt to the existence of the interaction, the MPC algorithm
solves the optimal reaction force to make the units coordinate with each other to achieve
the global optimal efficiency.

Figure 7 shows the variation in the total power generated by the corresponding three
WEC units between the interconnected and the isolated system when the wave incidence
angle ∂ = 45◦. Each curve in Figure 7 illustrates the difference in wave energy captured
by a unit, taking into account the impact of interfering waves between units compared
with those not taking into account interfering waves. The energy error curves for the
three units in Figure 7 highlight the various effects of interactions within the array on the
energy harvesting of each unit. Figure 8 shows the waveform of the radiation wave and
the incident wave when the incident wave angle ∂ = 45◦. Note that in Figure 7, Unit 2 of
the interconnected system harvests more wave energy than Unit 2 of the isolated system.
In Figure 8, the waveforms of the incident wave received by Unit 2 are nearly the same
as those of the radiation wave generated by the other units. The wave energy harvested
by Units 1 and 3 of the interconnected system is not as high as the corresponding unit in
the isolated system, and the waveforms of the incident wave and the radiation wave are
significantly asynchronous.

When the waveform of the radiation wave received by the WEC unit is close to that of
the incident wave, the unit can generate more energy. When their phase error is close to
zero, so that the radiation wave synchronizes with the incident wave, just as when the buoy
motion synchronizes with the wave motion, the efficiency of the wave energy captured by
the WEC is optimized. At this time, the radiation wave also enables maximum optimization
of the wave energy captured by the corresponding unit of the interconnected system.
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Figure 7. Variation in the wave energy harvested by each WEC unit between the interconnected and
isolated systems.

Figure 8. Wave velocity of the interacting radiation wave and the incident wave.

To show the influence of the interaction in different cases, we define the index $ as

$ =
Parray,i

N
∑

j=1
Pj

isolate,i

, (33)

where Parray,i and Pj
isolate,i are the power of the WEC array as an interconnected system and

the power of each isolated unit at t = i, respectively.
In the three cases, the interaction of the interconnected system had a positive or

negative effect at different instances within 50 s. The interaction in the first and second
cases had more positive than negative effects, and $ > 1 was satisfied, respectively, 62.72%
and 52.08% of the total time. In the third case, the negative effect was more than the positive
effect, and $ > 1 was satisfied only 29.08% of the total time.

The results in Figure 9 show that in the first and second cases, the interconnected
system controlled by the MPC algorithm had higher wave energy harvesting efficiency than
the isolated system. In the third case, the interconnected system harvested less wave energy
than the isolated system. In addition, when the incident waves had different propagation
directions, the increase in the wave energy harvesting efficiency of the WEC interconnected
system changed accordingly.
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Figure 9. Electrical energy generated by the WEC array and WEC array without interaction.

5. Conclusions

In this paper, we proposed an interconnected system model of a WEC array which
graphically integrates a WEC unit model and an interference model. The proposed model
with wave interference dynamics describes the WEC array system more accurately. Each
part of the interconnected system model has a well-defined structure that can better reflect
uniformity when the array configuration changes. The interconnected model accurately
describes the wave energy harvesting process under the influence of wave interference.
The MPC algorithm based on the interconnected system model is applied to enable the
WEC array to achieve optimal global performance of wave energy capture control, subject to
several constraints. Through experimental tests, it was found that the phase error between
the radiation and incident waves significantly affected the wave energy capture efficiency,
and the wave energy capture efficiency was effectively improved as the error decreased.
The experimental results show that the MPC with the interconnected system model had a
higher wave energy capture efficiency compared with the isolated system model. However,
the performance of the MPC relies on accurate and sufficient information on wave excitation
forecasts. Future research will concentrate on more realistic hydrodynamics of the buoys
and their coupling in the ocean environment, as well as inaccurate or insufficient wave
excitation forecasts. Strengthening the robustness and adaptability of the MPC controller
by combining intelligent control techniques is another promising direction.
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Abstract: The wave power resource (WP) was calculated along the Galician coast (NW Spain) over
the period 2014–2021 using high spatial resolution hourly data from the SWAN model. In addition,
the electrical energy (PE) that can be extracted for a particular wave energy converter (WEC) was
analyzed for four different WECs (Oyster, Atargis, Aqua Buoy, and Pelamis). The performance of
every WEC was also calculated attending to two parameters: the power load factor (ε) and the
normalized capture width with respect to the WEC’s geometry (efficiency). Results show that the
WP resource is lower than 10 kWm−1 onshore, but it increases to about 50 kWm−1 offshore. Atargis
obtained the highest PE, and it is the most efficient device (ε ~40% and efficiency ~45%). Pelamis
showed the lowest performance in offshore areas (ε ~15%, efficiency < 10%). A different type of
WEC should be considered for every location along the coast depending on its size, performance
parameters, and coexistence with other socio-economic activities and protected environmental areas.

Keywords: wave power; wave energy converters (WECs); Galician coast; SWAN

1. Introduction and Studied Area

More than 81% of the world’s primary energy consumption comes from fossil fuels [1],
which have a clear influence on the increase in greenhouse gases and global temperature [2].
In addition, global energy demand continues to rise, and fossil resources are increasingly
scarce [3,4], highlighting the urgency of the energy transition. At the United Nations
Conference on Climate Change (COP26), held in Glasgow in the autumn of 2021, many
countries agreed upon a series of political action guidelines. Among them, the 1.5 ºC
scenario was maintained, for which it is necessary to reduce greenhouse gas emissions by
45%—with respect to 2010 levels—at the end of the current decade and reach zero emissions
in 2050 [5]. One of the United Nations 2030 Agenda for Sustainable Development goals
is to “increase substantially the share of renewable energy in the global energy mix” to
mitigate global warming and ensure energy supply [6]. To achieve the necessary success in
developing renewable energy, it is essential to use all available renewable sources, including
marine energy.

Ocean waves continually form on the ocean surface and can travel thousands of miles
with minimal energy loss [7]. A higher and more stable density power [7,8] makes wave
energy a clear alternative to other “more conventional” renewable energies. In fact, the
theoretical potential of wave power is 29,000 TWh per year, which is enough to meet the
world’s electricity demand [9]. In addition, wave energy has the advantage of having
more predictability than solar or wind power and is less dependent on environmental
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factors [10]. Unlike offshore wind power, the wave power resource is not yet being commer-
cially exploited [9]. The survivability of the wave energy converters in the harsh marine
environment, the lack of consensus on the choice of the most suitable device, and their
economic costs have hindered their commercialization since the first patent in 1799 [11].
However, many of the wave energy converters can be scalable in size according to local
wave characteristics to optimize their efficiency and make them economically profitable [10].
Another drawback is that wave energy devices have to coexist with other uses of the sea,
such as shipping, fishing, or aquaculture. Nevertheless, these marine businesses—the
so-called blue economy—can benefit from the installation of wave energy harvesting de-
vices by not having to look for energy sources on land [9]. In addition, the installation of
these devices in the vicinity of shellfishing areas could also protect them from waves by
dissipating part of their energy.

The natural wave power (WP) resource depends on the sea state and is determined
by the wave significant height (Hs) and the wave peak period (Tp). The WP resource is
defined as the amount of energy per unit of time and length of the wave front (expressed
in kWm−1) transmitted in the direction of wave propagation [12]. Only a percentage of
this resource will be transformed into electricity. This percentage depends on the wave
energy converter (WEC) and its physical and technical characteristics (see [13–17] for
more details). WECs can be classified attending to several factors. Depending on their
operating principle, they can be oscillating water columns (OWS), oscillating bodies, wave-
activated bodies, or cycloidal wave absorbers, among others (see [13,18–20] for more
details). Regarding their optimal location, WECs are categorized into onshore, nearshore,
and offshore devices [10,19–21]. They can also be classified as point absorbers, attenuators,
and terminators according to their orientation with respect to the wavefront and their
shape [20–23]. Attenuators and terminators have an elongated shape and are placed parallel
and perpendicular to the direction of the wavefront, respectively, while point absorbers
are similar to buoys. Attenuators and terminators must be larger than the predominant
wavelength of the prevailing waves, while point absorbers have smaller dimensions than
the main wavelength [21,24].

According to IRENA [25], in 2020, there was a total of 33 wave energy converters with
a combined capacity of 2.3 MW distributed around the world. However, the European
Commission aims to reach 1 GW of installed capacity by 2030 and 40 GW by 2050 [9]. Spain
is the European country with the most R&D facilities in floating wind power and other
marine energies [26,27]. For example, the experimental zone for the use of marine energy
in Punta Langosteira (Galicia, Spain)—within the EnergyMare project—stands out. This
site has the second-highest testbed wave energy density in the world, behind the south
coast of Wales [27]. The Spanish government has set itself the goal of reaching 7 GW in
floating wind power and between 40 and 60 MW of other marine energies—including
wave power—by the end of this decade [27]. Galicia is the Spanish region with the highest
wave energy potential (40–45 kWm−1), followed by the Cantabrian Sea (30 kWm−1) and
the north of the Canary Islands (20 kWm−1) [27].

There are several studies on the wave power resource in large areas such as the
Mediterranean Sea [28], the Black Sea [29], or along the western coast of the Iberian
Peninsula [7,12]. However, regional studies allow the identification of local phenomena
and areas of greatest interest in terms of the available wave energy. These regional studies
are of vital importance to promote studies at a local scale in various areas of the planet
and achieve a global energy transition. Regional studies require a high or very high spatial
resolution. Thus, the Galician shelf was previously analyzed with a spatial resolution
of 0.25◦ × 0.25◦ and with a higher resolution of 200 m × 200 m at the particular area
between Cape San Adrián and Cape Ortegal [30]. In the same way, different locations
in the north and west shelf of the Iberian Peninsula were analyzed with a nested grid of
0.5′ × 0.5′ [31,32]. Apart from analyzing the WP resource, previous studies have analyzed
the amount of energy that can be actually harnessed by particular WECs at different points
of the Iberian Peninsula shelf [12,32,33]. In these previous studies, the performance of the
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WECs is normally characterized by means of the capture width, which do not consider the
dimensions of the different devices, making their comparison impossible.

The aim of this study is to analyze the wave power resource and the electrical power
that could have been extracted from four WEC devices along the Galician coast between
2014 and 2021. Due to the narrowness of the continental shelf (Figure 1), the analysis of
feasibility of the four WECs along the Galician coast makes it necessary to calculate the WP
resource with a very high spatial resolution (a maximum of ~75 m) and also limits the type
of device used. This very high spatial resolution makes it possible to calculate the wave
power resource and the performance of these devices inside the estuaries. The performance
of each WEC will be limited to the optimal depth range for the installation of the device
and will be determined attending to two parameters: the power load factor (ε) and the
normalized capture width according to the WEC’s geometry (efficiency). At this point, it is
important to mention that it was developed as a new metric that allows comparisons to be
made between different WECs taking into account their dimensions.

Figure 1. Study area. Colors represent the bathymetry (m).

2. Data and Methodology
2.1. Data

The wave parameters Hs and Tp were provided by MeteoGalicia, the regional admin-
istration in charge of weather forecast for Galicia, using simulations of the third-generation
SWAN model developed by the Delft University of Technology [34–37]. SWAN solves the
spectral action balance equations [34] (defined in [38]) and is the most adequate tool in
order to simulate high-resolution coastal waves [34]. SWAN model uses an unstructured
variable mesh, with a higher spatial resolution in coastal and estuarine areas —where it
can reach 75 m resolution—than offshore [34]. Consequently, high-resolution wave data
are obtained in the areas of interest without exceeding computational time. The SWAN
model physics included bottom friction, shoaling, and depth-induced breaking, and the
wave spectrum was discretized to a resolution of ∆f/f = 0.1 between the frequency range of
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0.0521–1 Hz and 36 directional bands. As boundary conditions, the implementation uses
MeteoGalicia regional models for waves (WAVEWATCH III, with temporal and spatial
resolution of 1 h and 2.5 arc minute, respectively), wind (WRF, with temporal and spatial
resolution of 1 h and 4 km, respectively), and water level series (ROMS, with temporal and
spatial resolution of 1 h and 4 km, respectively). These specifications are shown in Table 1.

Table 1. Main characteristics of the SWAN model set up in the present study.

Parameter Value

Computational grid
Spatial grid Unstructured. Variable mesh step: 250 m−75 m
Frequency grid Resolution: ∆f/f = 0.1. Range: 0.0521 Hz–1 Hz
Directional grid Resolution: 10◦

Processes activated
Local wave generation by wind Yes (third-generation)
Limited depth processes Yes (bottom friction, refraction, shoaling, depth-induced breaking)
Water level variations Yes
Wave–current interactions No

Forcing
Boundary conditions WaveWatch III. Temporal/Spatial resolution: 1 h/2.5 arc minutes
Wind Meteogalicia WRF. Temporal/Spatial resolution: 1 h/4 km

Water level Time series synthesis using the tidal solution of the MeteoGalicia ROMS model.
Temporal/Spatial resolution: 1 h/4 km

Hourly time resolution data can be downloaded in daily folders from the THREDDS
server (Thematic Realtime Environmental Distributed Data Service), http://mandeo.
meteogalicia.gal/thredds/catalog/modelos/SWAN_HIST/galicia/catalog.html (accessed
on 22 January 2022) [39]. Although each daily file contains data for a 4-day horizon, only
the first 24 h of each file were selected to work in hindcast mode. Data series are available
from 2014 onwards.

Simulation outputs were validated with Langosteira II buoy data, provided by Puertos
del Estado (https://www.puertos.es/es-es/oceanografia/Paginas/portus.aspx (accessed
on 22 January 2022), [40]), to assess the accuracy of the model results. This buoy is located
in the Northwest Coast, at coordinates 8◦ 33′ W, 43◦22′ N (Figure 1), being the only buoy
that offers historical wave data on the Galician coast for the period considered in this
study. Wave data have an hourly time resolution and are available from June 2013 to
December 2021.

2.2. Methodology

Methods followed to validate the accuracy of SWAN model simulations to reproduce
observed wave parameters (Hs and Tp) and to calculate the WP resource, and the WECs’
efficiency are described below.

2.2.1. Validation

The validation process has been carried out by comparing Hs and Tp measured by the
Langosteira II buoy and those calculated by the SWAN model at the point closest to the
buoy for the period 2014–2021. This period was selected because it is the common period
between both datasets. Four different statistics parameters have been used: normalized
root mean square error (NRMSE), normalized bias error (NBias), Spearman’s correlation
coefficient (ρS), and the overlapping percentage (OP) between both series. RMSE is defined
as the square root of the second sample moment of the differences between numerical and
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observed values [41,42]. As the magnitude of RMSE depends on the actual values of the
series, the NRMSE defined in Equation (1) is a better option to compare two series of data.

NRMSE (%) =
100

1
2

(
xnum

i + xobs
i

) ·

√√√√ 1
N

N

∑
i=1

(
xnum

i − xobs
i
)2

, (1)

where N is the total number of elements in both the data series, xnum
i refers to numerical

values from the SWAN model, and xobs
i denotes the observed data series retrieved from the

buoy. Barred variables xnum
i and xobs

i correspond to mean values.
The normalized bias error (in percentage) [41] was calculated as

NBias (%) =
100
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The Spearman’s correlation coefficient was computed as

ρS =
cov
(
R(xnum

i ), R(xobs
i )

)
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(
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)
·σ
(
R(xobs

i )
) , (3)

where R(xi) is the rank of the data series xi, σ(R(xi)) is its standard deviation, and
cov
(
R(xnum

i ), R(xobs
i )

)
is the covariance between the rank variables [43].

The overlapping percentage was calculated as

OP (%) = 100·
n

∑
i=1

min
(

fi(xnum), fi(xobs)
)

, (4)

where n is the number of bins in which series are classified, and fi(x) is the relative frequency
of values in a given bin i. A number of 20 bins was used for Hs and 10 bins for Tp. An
OP of 100% means that the model perfectly represents the observed data. The overlap test
consists of calculating the OP between both series, and it has the advantage that the entire
data distribution is considered. This method is based on the study of Perkins et al. [44] and
has been used in previous studies [45].

2.2.2. Wave Power Resource

The WP resource is the wave power resource available in the natural environment. It
is defined as the amount of wave energy flux per unit length of the wave front (expressed
in kWm−1) transmitted in the direction of wave propagation [12] and is represented by
Equation (5):

WP =
ρg2

64π
H2

S Te, (5)

where ρ is the density of seawater (considered here as 1025 kgm−3), g is the gravitational
acceleration, Hs is the significant wave height, and Te is the energy period. The latter can
be expressed in terms of wave peak period, Tp, as follows:

Te = αTp. (6)

Factor α varies with the shape of the wave spectrum. A value of α = 0.9 was assumed
in the present study. This supposition is equivalent to assuming a standard JONSWAP
spectrum with a peak enhancement factor of γ = 3.3 [7].

2.2.3. Parameters to Analyze WEC Performance

Total electric power depends on both the natural WP resource available and the
performance of the WEC in extracting it. Every device operates in a different range of
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depth, Hs and Tp. This means that if a sea state (Hs , Tp) does not belong to the WEC’s
operation range, no electric output will be generated. Operating intervals for Hs and Tp
are included on the named “power matrix”, which contains the electric power produced
by the devices according to the sea state. In other words, each WEC obtains more energy
with some sea states than with others so that each device is designed for certain wave
conditions. The performance depends on this power matrix, which is provided by the
manufacturer. Features such as WECs’ geometric shape, size, and power take-off (PTO)
parameters significantly influence the power matrix and thus the electric power output.

The expected average electric power (PE, in kW) that can be extracted with a particular
WEC is expressed by the Equation (7):

PE =
1

100

nT

∑
i=1

nH

∑
j=1

pijPij, (7)

where Pij is the electric power obtained from an element ij of the power matrix of a
particular WEC, pij is the probability of occurrence of a given sea state for this element of
the power matrix (expressed in percentage), and nT and nH are the number of peak period
and significant height bins considered, respectively. The methodology of [7,10,23,33,46]
has been followed to compute PE. Note that the power matrix is a matrix defined for a
particular WEC, with specific geometric characteristics and a specific PTO principle. The
same type of device with a different size, shape, or different PTO parameters would modify
the power matrix and cause a change in the expected electrical power output. Additionally,
if a sea state

(
Hs, Tp

)
is unlikely (small pij), the electrical power that can be extracted with

that WEC will be smaller than if there is a more likely sea state.
Two parameters have been used to evaluate the performance of different devices to

extract energy from waves: the power load factor (ε) and the efficiency. ε is defined as the
relation between PE and the maximum electric power that can produce a particular WEC
(Pmax), computed as the power matrix maximum value:

ε (%) = 100· PE

Pmax
. (8)

This dimensionless parameter reflects how far PE is, which depends on the sea states at
a particular location and the properties of the device, from the maximum power extractable
from that device. Thus, a device well-fitted to the wave climate in the area would provide ε
values close to 100%. Both PE and Pmax depend on the WEC size. Nevertheless, due to the
fact that ε is defined as the ratio between the actual extracted power and the maximum
extractable power, it can be used to compare devices with different geometries and sizes.

An additional parameter named efficiency was used to estimate the performance of
the WECs in converting the wave energy into electricity. It is defined as the normalized
capture width (Cw, in meters) with respect to the WEC’s size [7,47]. In the literature, Cw is
the width of the wave front that comprises the same amount of power as that absorbed by
the WEC [47], and it is defined by Equation (9):

Cw =
PE

WP
. (9)

Cw is, like ε, one of the most common parameters to estimate WECs performances.
However, as not all WECs have the same size, the new parameter efficiency has been
introduced for this study. It is defined in the Equation (10):

efficiency (%) = 100· PE

WP·L (10)
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where and L is the WEC’s length of the dimension by which the WEC captures the wave
energy. The use of this parameter results in a dimensionless efficiency that allows the
comparison among devices with different geometries and sizes.

Four different WECs have been considered: two point absorbers (Oyster and Aqua
Buoy), an attenuator (Pelamis), and a terminator device (Atargis). Despite Oyster being
classified on some occasions as an onshore terminator device [18,48], here, it is categorized
as a point absorber due to its small size in comparison to the predominant wavelength.
Although the development of the Oyster device was stopped a time ago [49], this device
has been chosen as an example of a converter that operates at shallow depths since similar
devices may be developed in the coming decades.

The technical properties of these devices can be found in [10,24,33,46,50–54] and
summarized in Table 2. The different power matrices were obtained from [33,53].

Table 2. Type, maximum electric power, length opposite to the wave, and possible interval of depth
for the installation of every analyzed WEC.

WEC Type Pmax (kW) L (m) Depth (m)

Oyster Point absorber 291 18 10–20
Atargis Terminator 2530 60 40–100

Aqua Buoy Point absorber 250 6 50–100
Pelamis Attenuator 750 150 50–100

3. Results
3.1. Numerical Model Validation

The accuracy of the SWAN model to reproduce observed Hs and Tp measured by the
Langosteira II buoy is shown in both Figure 2 and Table 3. Figure 2 represents the relative
frequency of occurrence of a certain value of Hs (or Tp) contained in each bin. The red (blue)
bars represent the relative frequency for the observed (numerical) data. The bars are plotted
separately so that they can be properly differentiated. Blanks should not be interpreted as
an absence of values, but rather the entire range of values on the x-axis is covered. Despite
both data series being distributed over the same intervals, blue bars are drawn displaced
with respect to the red ones for visualization purposes. Figure 2a shows that Hs data
from MeteoGalicia are slightly underestimated for the smallest waves (Hs < 1.575 m) and
overestimated for the largest ones. The comparison between the numerical and observed
data is not clear for Tp. The SWAN model tends to overestimate Tp values in the intervals
(7, 9), (9, 11), and (13, 15), and underestimates in the other bins (Figure 2b).

Table 3. Normalized root mean square error (NRMSE), normalized bias error (NBias), Spearman
correlation coefficient (ρS), and overlapping percentage (OP) for significant wave height (Hs) and
peak period (Tp).

Variable NRMSE (%) NBias (%) ρS OP (%)

Hs 20.10 8.72 0.94 92.26
Tp 14.82 −1.15 0.83 91.70

The NRMSE, the NBias error, the Spearman correlation coefficient (ρS), and the over-
lapping percentage (OP) between both series are shown in Table 3. The NRMSE and the
NBias error show smaller values for Hs and similar values for Tp than those of Bento et al.
in [32]. Values of ρS close to unity and an OP around 90% were obtained for both vari-
ables, which allow considering that the numerical simulations adequately reproduce the
reality [45].
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Figure 2. Histograms for (a) Hs and (b) Tp from the SWAN simulations (blue) and the Langosteira II
buoy measures (red).

3.2. Wave Power Resource

First, the mean WP resource was calculated along the Galician coast from hourly
data over the historical period (2014–2021). Figure 3 shows the WP resource for three
regions: the West Coast (a), the Northwest Coast (b), and the North Coast (c). Overall, the
WP resource is lower nearshore than offshore. Along the West Coast, WP increases from
less than 10 kWm−1 inside the estuaries to around 50 kWm−1 at offshore (Figure 3a). As
expected, the WP resource is related to the bathymetry—the shallowest areas are associated
with the lowest WP resource. Spots of maximum WP resource (~60 kWm−1) are found in
submerged reef systems relatively far from the shore (Figure 3b,c). In the easternmost part
of the North Coast, the resource is lower (around 20 kWm−1 at ~10 km from the coast, see
Figure 3c) since waves usually come from NW, and that area is leeward.

Figure 3. WP resource for (a) West Coast, (b) Northwest Coast, and (c) North Coast from 2014 to 2021.
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3.3. Performance of WECs

Macroscopically, PE patterns (Figure 4) are very similar for the three areas, decreasing
landward, as previously observed for WP. The electric power that can be extracted from the
Atargis device is greater compared to the other converters—an order of magnitude greater
than Oyster and Pelamis and two orders greater than Aqua Buoy. These differences are
justified by the disparities in the size of the devices, which result in the values of the WECs
power matrices, and also by the fact that each device operates in a specific range of sea
state (Hs, Tp). Similar values of PE and their spatial distribution were found in [7] for the
Aqua Buoy and Pelamis devices.

Along the West and Northwest Coast (Figure 5), the Atargis converter shows the
most significant power load factor (ε ~45%), followed by the Oyster converter (~40% in
shallow offshore areas) and Aqua Buoy with ε around 22%. Pelamis shows the most minor
power load factor (~15%) in those regions. Note that the plotted area is different for each
WEC, as each WEC works at different depth ranges. These results are consistent with those
described in [7] for the Aqua Buoy and Pelamis devices, where PE and ε show similar
patterns. For example, along the North Coast the WECs performance decreases eastwards
(right column). In this region, the power load factor for Atargis ranges between ~30% east
of 8◦36′ W and ~45% north of the Northwest Coast. It ranges between ~20% east of 8◦36′ W
and ~40% north of the Northwest Coast.

The efficiency percentage of WECs, represented in Figure 6, has a different distribution
than the WP resource, PE and ε, increasing landwards. Atargis shows the highest efficiency
in the study area (more than 50% inside the estuaries and ~35% outside). For Oyster,
efficiency around 35% is observed inside the estuaries (left column) and around 27% in
the Artabro Gulf (middle column) and in the east part of the North Coast (right column).
Aqua Buoy has a moderately homogeneous pattern of efficiency (~25%) in all regions. The
Pelamis device shows a low efficiency (< 10%) to exploit the WP resource in all the regions.
Taking into account that the capture width is the efficiency multiplied by the length of the
WEC, the Aqua Buoy and Pelamis efficiencies are consistent with the capture width (Cw) of
1.5 m and 3 m obtained by [7] for Aqua Buoy and Pelamis, respectively, along the North
Coast for the period (1979–2005).
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Figure 4. Electric power capacity (PE, in kW) of the Oyster, Atargis, Aqua Buoy, and Pelamis devices
for the West Coast (left column), the Northwest Coast (middle column), and the North Coast (right
column) for the period (2014–2021).
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Figure 5. Power load factor (ε, in %) of the Oyster, Atargis, Aqua Buoy, and Pelamis devices for the
West Coast (left column), the Northwest Coast (middle column), and the North Coast (right column)
for the period (2014–2021).
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Figure 6. Efficiency (in %) of the Oyster, Atargis, Aqua Buoy, and Pelamis devices for the West Coast
(left column), the Northwest (middle column), and the North Coast (right column) for the period
(2014–2021).

122



J. Mar. Sci. Eng. 2022, 10, 719

4. Discussion

Although the implementation of renewable energies is a key factor in mitigating
climate change, not all of them have reached the same level of maturity. Wave energy is
an auspicious renewable energy due to its high stability, predictability, and power density.
However, it has found many difficulties such as the lack of consensus between the best
technology, the conflict with other socio-economic activities, and the high cost [11]. These
uncertainties have delayed the development of this marine renewable energy. However,
technological advances are expected to allow the installation of wave energy farms in the
upcoming decades. As shown in this analysis, the use of high spatial resolution simulations
containing wave data is crucial to discover the coastal areas with the best conditions for the
future installation of wave energy farms. In addition, this approach is also helpful to know
the WEC that best fits each area because it is possible to analyze its efficiency only in the
depth range that can be installed. As a whole, this study highlights the great potential that
Galicia has to become a wave energy-generating region.

Overall, the results have shown that the highest wave resource is found in the north-
ernmost part of the West Coast, the Northwest Coast, and the westernmost part of the
North Coast. This is mainly due to the fact that the swell has a north-western direction [34],
and these areas are more exposed to waves, as previously pointed out in [30]. In the same
way, the least WP resource is found in the easternmost part of the North Coast. This
difference in values is possible because the swell is shielded by the northernmost part of
Galicia. The spatial distribution of the WP resource and its values are very similar to those
shown in [7,30,34] for other different periods.

The WECs use only part of the WP resource available to produce electricity. The
electrical energy capable of producing the WEC depends on the power matrix and the
probability of occurrence of the sea states. Looking at the power matrix for the four
converters in [33], it is to be expected that the device capable of producing the highest
electrical energy is Atargis since the elements in the power matrix are the highest. Pelamis
has a high power output, especially for high waves (>6 m), while Aqua Buoy and Oyster
have the smallest power elements. However, the probability of occurrence of a sea state
(Hs, Tp) has to be also taken into account to estimate the PE. Results have shown that the
device capable of producing the most electricity in the three studied regions is undoubtedly
Atargis. Oyster also gives high PE values, especially along the Northwest Coast region
(Figure 4). Installing Aqua Buoy seems not to be a good idea in terms of energy production
because the lowest PE has been obtained for that converter. The Pelamis device has not
provided as much electrical power as expected when looking at the power matrix. This is
because not as many optimal sea states have occurred for this converter. The PE pattern
observed in all WECs is very similar to the wave resource. As the PE decreases towards the
coast, it is possible to think that it is better to install wave energy farms away from the coast.
However, installing offshore farms entails an increase in installation and maintenance costs,
so a balance must be found between high energy production and proximity to the coast.
The installation of a farm of Atargis devices seems to be the best option due to their PE and
the recommended depth. The Northwest Coast is likely to be the most suitable region for
that installation.

The power load factor (ε) provides an approximation of how much the device is being
availed because it compares the electrical energy obtained with the maximum energy it can
produce. Atargis is the converter that showed the highest ε values in the study regions,
followed by Oyster. Although Oyster and Pelamis had similar PE, Pelamis shows the lowest
ε due to the higher maximum electric power value (Pmax).

The other parameter to estimate the performance of a WEC is efficiency. The efficiency
represents the performance in harvesting the WP resource taking into account the dimen-
sions of the WEC. The results have shown that the efficiency increases towards the coast.
One possible explanation is that the WP resource is much larger than the observed offshore
PE because PE depends on the WEC limitations and does not consider the most energetic
wave states, whereas WP resource does. The similarity between the PE and the WP resource
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is also observable onshore. Regarding efficiency, Atargis has shown the best results in the
study regions although Oyster and Aqua Buoy are acceptable. Size is another aspect to
consider, especially in areas with insufficient space available for a large device such as
Atargis. The installation of several Aqua Buoys can be considered in this areas to increase
energy production. Pelamis is the least efficient device in WP resource harvesting because
of its dimensions, being much larger than Oyster (Table 2), although both show similar PE.
The high efficiency of Atargis is explained due to its small dimensions and large PE.

Environmental and human factors must also be considered to choose the best device
and installation area. Although the analysis of legal concerns is out of the scope of the
present analysis, it is important to mention that Galicia has a large number of ports dis-
tributed throughout the coast [55] and places with environmental and fishing interest, such
as the Atlantic Islands National Park of Galicia and the Os Miñarzos marine reserve in
the Rías Baixas [56,57] or the Costa da Morte Bird Protection Zone (ZEPA in Spanish) in
the Northwest Coast [56]. In fact, it can be observed that practically the entire Galician
coast is bathed in Natural and National Parks, Sites of Community Importance (LIC, in
Spanish), marine reserves of fishing interest, and ZEPAs and RAMSAR wetlands [56,58,59].
Fortunately, WECs are barely above the sea level [21], so they do not have to negatively
influence the flight paths of birds.

Aqua Buoy and Pelamis have the advantage that they can be installed far from other
important socio-economic activities and environmental places—usually located near the
coast. However, the installation far from the coast can lead to inflate the installation
and maintenance costs. Instead, its installation can be considered to attract offshore blue
economy business. The installation of Oyster could be complicated because the most suited
areas are coastal waters, where most of the environmental interest sites are located. Possible
locations would be near artificial structures, e.g., ports where visual impact and conflict
with other activities are less significant. A possible site could be near the Outer Port of A
Coruña at Punta Langosteira. Installation near harbors can reduce maintenance costs [30].
Atargis has the advantage that it can be located somewhat further from the coast, avoiding
conflict with protected areas. In addition, Atargis is installed under the surface, nullifying
the visual impact. For this, Atargis seems to be the better option for implementing wave
energy on the Galician coast. However, its size makes it difficult to install within the
estuaries where the Aqua Buoy device appears to be one of the most efficient due to its
small size. The Atargis impact on the seabed could also be studied in the future.

5. Conclusions

This study analyzed the wave energy resource in three regions of the Galician coast
over the period 2014–2021 and the expected electrical energy output from four wave
energy converters—Oyster, Atargis, Aqua Buoy, and Pelamis. Their performance was also
investigated attending to their power load factor and efficiency. To fulfil this task, high-
resolution significant wave height and peak period data were obtained from simulations of
the third-generation SWAN model. These data were validated with the measurements of a
buoy located on the Northwest Coast, obtaining a high overlapping percentage. The main
findings of this study can be summarized as follows:

– The wave power resource, the expected electrical energy output, and the power load
factor decrease landward, while the efficiency increases landward.

– The highest wave power resource is found in the northernmost part of the West Coast,
the Northwest Coast, and the westernmost part of the North Coast.

– Atargis is the device that shows the highest expected electrical energy output, followed
by Oyster. Aqua Buoy is the device with the lowest electrical energy output.

– Attending to the power load factor, Atargis is the best-availed device, followed by
Oyster. Pelamis has obtained the lowest performance in the three regions.

– The parameter efficiency could substitute capture width in future studies in order
to estimate the WEC performance because it allows making comparisons between
different WECs regarding their dimensions.
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– Looking at the efficiency, Atargis is definitely the most efficient device, while Oyster
and Aqua Buoy are quite efficient in harvesting the wave power resource in the three
regions. Pelamis has shown a low efficiency in the whole area.

– Atargis seems to be the best device to be installed in the Galician coast—especially
in the Northwest Coast region—due to its expected electrical output, performance,
its location under the surface, and optimum depth, avoiding areas of environmental
interest.

The present study showed the Galicia’s great potential to become a wave energy-
generating region. Regarding the parameters considered to determine the performance of
the different types of WECs, and taking into account the size and location of WECs, Atargis
is the most suitable to be installed in the Artabro Gulf, where it shows high values of PE,
load capacity factor, and efficiency. In addition, it can be located somewhat further from
the coast than the others, avoiding conflicts with protected areas. The Aqua Buoy is shown
to be the most suitable to be installed within estuaries, where the available space is limited
and must coexist with other economic activities, such as raft aquaculture, restricting the
installation of large devices such as Atargis or Oyster. The Aqua Buoy has high efficiency
due to its small size, and the power output can be increased by considering various devices.
The installation of these devices in the vicinity of shellfishing areas could also protect
them from waves by dissipating part of their energy. The appropriate locations for the
Oyster device, which shows high efficiency and capacity factor for the entire area, are in the
vicinity of harbors such as the Outer Port of A Coruña to reduce costs and avoid conflicts
with protected and shellfishing areas. Finally, it should be mentioned that future studies
should estimate the economic profitability of the devices to fulfil a more comprehensive
assessment of their economic viability of the wave power in the study areas.
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Abstract: European seas have a strong economic role both in terms of transport and tourism. Provid-
ing more knowledge, regarding the mean and extreme values of the wind and sea state conditions
in the areas characterized by high maritime traffic, helps to improve navigational safety. From this
perspective, six zones with high maritime traffic are studied. ERA5 database, a state-of-the-art global
reanalysis dataset provided by ECMWF (European Centre for Medium-Range Weather Forecasts),
is used to assess the average values and the percentiles for the wind speed and the main wave
parameters in the target areas considering the period 2001–2020. The main European routes and the
extreme conditions along them as well as the areas characterized by high values of wind speed and
high waves were also identified. A more comprehensive picture of the expected dynamics of the
environmental matrix along the most significant shipping routes is useful because in this way the
most dangerous areas could be avoided by ships for the safety of passengers and transported goods.

Keywords: European seas; sea state conditions; wind climate; wave climate; statistical analysis

1. Introduction

The shipbuilding industry, especially the maritime traffic of both goods and people,
has a considerable impact on the economy and technological evolution in the European
sea basin. Even though the pandemic situation due to the Coronavirus virus (COVID-19)
affected passenger transport during this period, freight transport continued to increase
due to high market demand. For these reasons, it is necessary to investigate how maritime
transport is carried out and what are the problems it faces, both in order to optimize
it so that we can benefit from its advantages at maximum levels, but also to counteract
various accidents at sea. For Europe, the transport of people, as well as goods and services,
is a major sector that contributes to economic development and is constantly evolving
in order to improve transport capacity, ship speed, port management time, safety, and
security conditions.

One of the main factors that affect maritime transport is weather conditions, especially
wind and wave parameters. Unfortunately, these parameters are constantly changing,
and therefore have been the subject of several studies [1–3], in order to investigate how it
behaves over the years and how climatic conditions evolve, but also to be able to perform
predictions for their future behavior [4]. Another important aspect is the knowledge of
the wind and wave climate that helps to reduce the number of accidents in areas prone to
severe weather conditions, but also in coastal areas where due to congestion and limited
space for various maneuvers, as well as limited water depth, the accident rate is higher [1].

At the same time, the study of wave and wind characteristics is of great interest for
the offshore wind platform industry, which has begun to increase in number, especially
in the North Sea area, where an offshore power grid is developing [5,6]. Climate change
effects are reflected depending on the characteristics of each area, as well as the activities
performed in each sea. Therefore, a detailed study of the present climate is needed to
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identify the changes in future climatic conditions [3], especially on the most frequented
routes, in order to be able to counteract unfavorable navigation situations.

The European seas have various wind and wave climate characteristics. Thus, some
of them are open seas and they have a direct connection with the Atlantic Ocean, and
their wind and wave climate is strongly affected by the weather conditions in the ocean,
while other seas are semi-closed basins where the wave climate is affected by local weather
conditions. The Black Sea and the Baltic Sea, being semi-closed seas, are characterized by
not very aggressive climatic conditions. In the Black Sea, only the eastern area is prone
to the greatest swelling [7], but it is nevertheless an area suitable for maritime activities
and operations [8]. Compared to the rest of the European seas, the Mediterranean Sea is
most prone to severe climate change [9–11]. More information regarding the wind and
wave climate in the Mediterranean Sea is presented in various studies, e.g., [12–14]. In
the Baltic Sea and the North Sea, such conditions are met only in the autumn and winter
seasons [15,16].

The study of wind speed conditions is of great interest to the North Sea due to
commercial interest, both due to the transport of goods and for the offshore industry [17],
but a study of waves is not negligible due to the sea connection with North Atlantic
Ocean [18]. Also, the wave climate and the changes observed in the last years affect
the fatigue life of the offshore structure deployed in this sea [19]. The Norwegian Sea is
also influenced by the North Atlantic Ocean and is facing several problems due to global
warming and climate changes [20–22]. Thus, a decrease in mean wave height is projected in
North Atlantic [23] and across most of the European coasts, with an increase in the annual
maximum and 99th percentile wave height [24]. However, in some areas, an increase in
waves is observed (e.g., north of Scotland) partly caused by the reduction in sea ice that
induced an increased fetch for northerly winds [24]. One of the most important transport
routes is located on the English Channel. The Strait of Dover separates the North Sea
from the English Channel and is of great importance both in terms of transport ships and
ferries [25,26].

Considering the ones presented above, one objective of this study is to analyze the
importance of the maritime traffic in the European seas, in terms of the total number of
ships registered in ports, the number of passengers and the number of goods transported.
The analysis is performed for a 20-year time interval (2001–2020). Taking into consideration
the strong economic role of the European seas in terms of transport and tourism, it was
considered of interest to carry out a study about the wind and wave climate that influence
the safety and efficiency of navigation along the main routes crossing these seas. Thus, this
paper presents also a study regarding the mean and extreme values of the wind and sea
state conditions in the areas characterized by high maritime traffic during the same period
(2001–2020).

The latest reanalysis data provided by the European Center for Medium-Range
Weather Forecasts (ECMWF) were considered for this study, more details on the data
used are given in the following sections where the wind and wave climate in target areas is
analyzed in detail, together with studies regarding the extreme wind and wave conditions
along the maritime routes.

2. Marine Traffic

Throughout the years 2001–2020, only two periods in which maritime transport suf-
fered were identified, namely in the 2008–2009 period due to the financial crisis, and in the
2019–2020 period, due to the coronavirus pandemic (COVID-19). However, as the trans-
port of goods and people both in Europe and internationally is a key factor for economic
development but also for accessing goods globally, maritime traffic has recovered quickly
after the end of these periods of crisis.

Maritime transport significantly influences the development of the European economy,
due to the large number of passengers who choose this method of transport, as well as the
level of goods transported, because it is the most preferred method of transport due to low
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prices and large quantities that can be shipped in only one trip. Due to the increased cargo
volume transported by vessels, maritime shipping is among the most affordable ways to
move goods.

Figure 1 shows an overview of the density of maritime traffic in European countries in
2019, for all months of the year (Figure 1a). To compare the differences in traffic between
the months of the year (and also between various seasons), Figure 1b shows the density
map for June (summer season), and Figure 1c shows the density map for December (winter
season). As expected, during the summer maritime traffic is much higher than in the winter,
and the main reason is the increased number of passenger ships.
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December 2019. [27].

The European Marine Observation and Data Network (EMODnet, [27]) platform was
used to generate these maps that have been made from ship reporting data of the Automatic
Identification System (AIS). As we can see, the maritime traffic is quite developed in Europe,
especially in coastal regions and we find almost all types of existing ships.
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From the maps presented in Figure 1, it was observed that for various reasons
(e.g., weather conditions, economical, geographical location, etc.), the maritime traffic
has a higher density along certain routes. Furthermore, using the information provided
by the World Meteorological Organization (WMO) through the interactive map of the
Ship Observations Team (SOT, https://www.ocean-ops.org/sot/, accessed on 12 Decem-
ber 2021) together with data from the Global Sipping Routes from the ArcGIS platform
(https://www.arcgis.com/apps/mapviewer/index.html, accessed on 12 December 2021)
the tracks of the core and secondary European routes were identified and they are presented
in Figure 2. The seas crossed by these routes and their lengths are indicated in Table 1.
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Table 1. Characteristics of the European routes.

Routes Length (nmi) Seas Crossed by the Route

Main routes

R1 1280 Norwegian Sea

R2 814 Baltic Sea

R3 585 North Sea; Northern English Cannel

R4 1266 English Cannel; Bay of Biscay;
North Atlantic Ocean

R5 1911 Mediterranean Sea

Secondary routes

R5a 487 Western Mediterranean Sea; Gulf of Lion

R5b 710 Ionian Sea; Adriatic Sea

R5c 985 Sicilian Channel; Ionian Sea; Sea of Crete;
Aegean Sea; Marmara Sea

R6a 178 Western Black Sea

R6b 323 Western Black Sea

R6c 495 Black Sea
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The route R1 departs from the Skagerrak strait that connects the North Sea and
the Kattegat Sea, following the Norwegian Trough and then the Scandinavian Peninsula
coastline. From the same point starts also the route R2 that passes Copenhagen and reaches
the Gulf of Finland, and the route R3 that crosses the North Sea until the Strait of Dover.
Route R4 is one of the intense routes, connecting the British Channel (from the Strait of
Dover) with the Strait of Gibraltar and then through route R5 with the Suez Canal. In the
Mediterranean Sea, in addition to the main route R5, three secondary routes have been
identified: route R5a follows the south of the Iberian Peninsula until Marseilles, route R5b
departs from the southern coast of Sicily, crosses the Adriatic Sea, and arrives at Venice,
and route R5c connects the main route R5 with the Bosporus Strait. In the Black Sea, three
secondary routes are defined, all of them depart from Bosporus Strait and connect the main
ports of this basin (R6a—Constanta port, R6b—Odesa port, R6c—Novorossiysk) with the
main European routes. Apart from the route R4 and route R5, which are two of the busiest
sea routes in the world, the connection between the route R1 and the route R2, represented
by the Skagerrak Strait, is of great interest because it is the gateway between the Baltic Sea
and the North Sea.

In recent years, there has been a trend to improve the characteristics of transport
vessels and port infrastructure [28]. Especially in the case of container ships, it is desired to
improve the loading capacity of this type of ship, its travel speed as well as to increase the
travel distance. At the same time, the development of port infrastructure is also necessary
to make it possible for high-capacity ships to be introduced on regular routes and used
over shorter distances.

Based on data provided by Eurostat, the statistical office of the European Union [29]
which provides statistical data on Europe up to date, the maritime traffic for the period
2001–2020 was investigated. The total number of ships registered for the period 2001–2020
period in European countries (Figure 3) was 44,539,687 vessels, and during the 20 years
studied we can observe a slight upward trend from the beginning of the period to the end
of the period, with small exceptions in a few years.
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Figure 3. Total number of vessels in the main ports of European countries for the period 2001–2020.

Reported annually, the highest number of ships registered in the main ports was in
2019, when a total number of 2,447,421 ships were recorded, and the lowest number of
ships was recorded in 2020 when they were registered with 30% fewer ships due to the
crisis caused by the COVID-19 virus.

A major factor in shipping is the routes on which goods or people travel. Some routes
are popular throughout the year, such as those arriving in the port of Rotterdam, which is
the most important port for shipping and ranks first in terms of the gross weight of goods
handled in each port [30]. Other routes, although they have races throughout the year,
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become much more popular in the summer season, due to cruise passengers or tourists,
such as routes in the Mediterranean Sea area.

From the point of view of the ranking of the countries in which the most vessels were
registered, Italy takes the lead with 20.44% of the total number of ships, followed by Greece
with 19.73% and Denmark with 15.38%, as we can see in Figure 4.
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Figure 4. Top 15 European countries regarding the number of vessels registered in the period
2001–2020.

During the years 2001–2020, 83,002,314 thousand tons gross weight of goods were
transited (Figure 5). Inbound goods were 10% more than outbound goods out of total goods
transited. As we can see in Figure 6, for the studied period, most goods were registered in
the Netherlands (12.58%) and the United Kingdom (12.35%) and Italy (11.55%) in the 2nd
and 3rd place, respectively, and followed very closely by Spain (9.92%).
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Figure 6. Top 15 European countries regarding the number of goods registered in the period 2001–2020.

After cargo ships, the second most predominant type of ship, in the basin of the Euro-
pean seas, is that of passenger ships. A total of 5,501,141 thousand passengers excluding
cruise passengers was registered in the European sea area during the period 2001–2020
(Figure 7).
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Figure 7. Total passengers transported to/from main ports of European countries for the period
2001–2020.

The countries with the most passengers recorded were (Figure 8) Italy, Greece and
Denmark. The pandemic crisis’ impact was seen most in passenger traffic, decreasing
considerably by about 80% compared to 2019.

The most popular routes for the transport of goods and people cross areas where
climatic conditions are constantly changing, and therefore a study on wind and wave
climate is required along them, together with the assessment of the extreme condition.
In the following section analyses of the wind and wave climate will be performed in the
European seas and along the maritime routes defined in Figure 2.
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2001–2020.

3. Data Used in the Climate Analysis

The study of climatic conditions for wind and waves was performed using data ex-
tracted from the ERA5 database [31,32]. ERA5 data provided by the Copernicus Climate
Change Service (C3S) at ECMWF represents a new generation reanalysis for global climate
and weather in recent decades. This database has a significantly improved horizontal reso-
lution compared to ERA-Interim [33] (previous reanalysis data provided by ECMWF) and
is based on the Cy41r2 Integrated Forecasting System (IFS). Another series of improvements
over ERA-Interim is information on variation in quality over space and time, improved
representation of tropical cyclones, better precipitation over land in the deep tropics, more
consistent sea surface temperature and sea ice, and many others [32].

ERA5 provides hourly estimates for several atmospheric parameters, both for land
and sea dust, and covers the period from 1979 to the present. For this study, every 3 h
wind data were extracted on single levels for the period 2001–2020, as well as the main
wave parameters (significant height of combined wind waves and swell-Hs and mean
zero-crossing wave period-Tm). The spatial resolution of the wind fields is 0.25◦, while the
wave parameters are provided with a resolution of 0.5◦, both in latitude and longitude.

Six zones with high maritime traffic were considered to study the wind and wave
climate (see Figure 9), and three of them are semi-enclosed seas (Mediterranean Sea,
Black Sea, and Baltic Sea). Three other zones are marked in Figure 9, and they cover the
Norwegian and North seas and a zone hereinafter referred to as the English Channel,
which includes the channel with the same name and also the Celtic Sea. In these zones
are some of the most important ports in Europe. The areas of the semi-enclosed seas were
not marked as in the case of the other three target areas because their basins are clearly
delimited on the map by the surrounding coasts. The characteristics of the geographical
domains considered to analyze wind and wave climate are presented in Table 2, together
with some characteristics of the seas covered by them.
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Table 2. Main characteristics of the geographical zones considered in this study.

Zone Coordinates Surface Area Average Depth Maximum Depth

Black Sea 27◦ E–42◦ E/41◦ N–47◦ N 436,402 km2 1253 m 2212 m
Mediterranean Sea 5◦ W–35◦ E/30◦ N–40◦ N 2,500,000 km2 1500 m 5267 m

English Channel 15◦ W–10◦ E/45◦ N–51◦ N, 375,000 km2 63 m 174 m
North Sea 5◦ W–10◦ E/51◦ N–60◦ N, 570,000 km2 95 m 700 m
Baltic Sea 12◦ E–32◦ E/53◦ N–65◦ N, 377,000 km2 55 m 459 m

Norwegian Sea 10◦ W–25◦ E/60.5◦ N–74◦ N 1,380,000 km2 2000 m 3970 m

4. Analysis of Wind Climate
4.1. Wind Climate in the European Seas

To study wind speed (V), the 10 m u-component of wind and 10 m v-components of
wind were extracted from the ERA5 database for the considered period, and the magnitude
of wind speed at 10 m above the sea level was calculated as follows:

V =
√

u2 + v2 [m/s]

The 3-h resolution time series of wind speed at each point of the wind field, over
the 20 years studied, were averaged. The mean values of the wind speed for the period
2001–2020 are presented in Figure 10. The maximum mean value of wind speed in the
region of Europe is around 9.81 m/s and as expected it is located on the western side of the
area, toward the North Atlantic Ocean. It should be mentioned here that in all following
maps, where a climatic analysis is represented, the position of the maximum value of the
field is marked with a black circle.
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Figure 10. Mean wind speed for the Europe area.

In the north-western European seas, namely the Norwegian Sea, the North Sea, and
England Channel, in general, the highest averages of wind speed are found, where the
maximum mean values reach even 9 m/s. For these reasons, the North Sea area is popular
in terms of installing wind platforms, due to the favorable wind conditions, but also low
water depth [34]. Also, on the northern coast of Brittany, high winds are found, mainly
due to the channeling effect of the English Channel [35]. The Norwegian Sea is also
characterized by high wind speeds [36], and projections of future wind speeds show that
these high values will be maintained [37].

Lower mean values were found in the Black Sea area, but this area also has some
regions with very good offshore wind energy potential as shown in various studies [38–40].
Moreover, the projections of the future wind conditions show an increase in wind speeds
in the coastal environment of the Black Sea, especially on the western side of the basin [41].

The mean values of the wind speed in the Mediterranean Sea are comparable with
those encountered in the Black Sea. However, there are some areas where the average
values are higher, reaching maximum values ranging between 8–8.5 m/s. As observed in
various studies [42,43], these areas are the Gulf of Lion and the Aegean Sea.

For the seasonal variation analysis of the mean wind speed, the usual quarterly
partition for the months of the year was considered (DJF: December-January-February,
MAM: March-April-May, JJA: June-July-August, SON: September-October-November) and
the results are shown in Figure 11 (the same colorbar is used for all panels). One unified
colormap that covers the range of values across all four maps will help us to better observe
the seasonal variability of the mean wind speed.

Figure 11 clearly indicates the seasonal evolution of the mean wind speed, the windiest
season is the winter (DJF), while the calmest wind conditions are usually in the summer
months (JJA). In winter the mean wind speed reaches values around 10 m/s near to the
western European coasts and along the routes crossing these areas. The mean wind speed
field in intermediate seasons (spring and autumn) present similar patterns, with slightly
higher values in autumn, while in summer the mean wind speed drops by about 40% the
values seen in winter. An unusual feature appears in the Aegean Sea in July and August
when the Etesian winds prevail over the area, with dry and relatively cool air masses
originating from the region of Russia and the Caspian Sea [42].
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Figure 11. Seasonal variability of the mean wind speed over the 20-year time interval (from 2001 to
2020) based on ERA5 data: (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), (d) autumn (SON).

An image of the statistical distribution of a certain parameter analyzed over a time
interval is provided through the computation of the percentiles. The 50th, 75th, 90th, and
95th percentiles of the wind speed based on ERA5 data over the 20-year interval considered
are also computed using the Matlab function dedicated to this and the results are illustrated
as maps. This allows for the analysis of the data in terms of percentages and an image of
the extreme values encountered in the studied areas. Thus, the 95th percentile indicates
the value below which 95% of the data are found, and above which are only 5%. The 50th
percentile represents the median of the distribution (or second quartile Q2), while the 75th
percentile is the third quartile (Q3). The results obtained for the 20-years period considered
in this study are presented as maps for entire Europe in Figure 12.

In general, the maps for the 50th and 75th percentiles have a similar distribution, with
wind speeds not exceeding 8.5 m/s and 11 m/s, respectively, near western European coasts,
while the maximum values (9.61 m/s and 12.75 m/s) are located far to the coast, on the
western side of the Europe zone. In the case of the 90th and 95th percentiles, the higher
wind magnitudes are moving to the northern part, as also indicated by the location of the
maximum values.
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4.2. Extreme Wind Conditions along the Maritime Routes

The extreme wind conditions at 10 m above the sea level, represented by the wind
speed 95th percentiles, were extracted along the maritime routes and the results are pre-
sented in Figure 13. The maximum value of the 95th percentile on each route was computed
and they are given in Table 3.

Table 3. Maximum wind speed 95th percentile on each route considered in this study.

Routes Maximum wind Speed 95th Percentile (m/s)

Main routes

R1 15.98

R2 13.59

R3 14.51

R4 14.43

R5 12.75

Secondary routes

R5a 15.92

R5b 11.93

R5c 13.34

R6a 11.39

R6b 11.60

R6c 11.32
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Figure 13. Wind speed 95th percentile along the European maritime routes.

As can be observed from Table 3 and Figure 13, the highest values (above 15 m/s) of
the wind speed 95th percentile are on routes R1 and R5a (in Gulf of Lion). On route R3 and
the northern part of route R4 maximum values around 14.5 m/s can be found.

5. Analysis of Wave Climate
5.1. Wave Climate in the European Seas

Regarding the sea state conditions, they were analyzed from the perspective of the
two main wave parameters (Hs and Tm) which are also important in the analysis of ship
dynamics and influence the operability of vessels. As in the case of wind analyses, for
the Europe zone, the mean values of both wave parameters were calculated (Figure 14).
An analysis of the mean fields for both parameters was also made for each zone. The
importance of knowing the wave climate along the maritime routes has been mentioned in
various studies, e.g., [1,44].

For the Europe zone, the mean values computed using data covering the twenty years
have a maximum value of 3.48 m for Hs and 6.85 s for Tm. As expected, the lowest value
of the maximum mean Hs was found in the Black Sea (0.97 m) and the highest maximum
mean Hs in the English Channel (3.14 m) being located in the northwest corner of the area,
followed by the Norwegian Sea, North Sea, Mediterranean Sea and Baltic Sea. The same
order is also maintained in the case of Tm.

The maximum value of the Hs mean is higher with about 30% than the 95th percentile
of the field in the North Sea, while in the other seas and whole of Europe these are higher
with about 4%. This high difference shows that there are some extreme values in certain
areas compared with the behavior of the whole basin. The maps indicate that at the
northern part of the North Sea basin the waves are affected by the swell coming from North
Atlantic Ocean, and for this reason the highest values of the Hs are encountered here, while
in the rest of the basin the Hs means do not exceed 2.3 m. In the case of the mean wave
period, the highest mean values are found in the English Channel zone, being influenced
by the swell affecting the Celtic Sea waves.

Given that in the northern hemisphere there is a greater seasonal variability of the
wave climate than in the southern hemisphere [45–47], the next step was to perform an
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analysis of the seasonality of the wave climate in the target areas. and the results obtained
for both wave parameters are presented in Figures 15 and 16. A seasonal analysis of the
maximum percentiles of the mean fields encountered in each sea was also performed only
for Hs and the results are presented in Figure 17.
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From Figures 15 and 17, it can be observed that the maximum value of Hs means
and percentiles in summer (JJA) are half those encountered in winter (DJF), except in the
North Sea where the difference between winter and summer values are even greater. In the
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transition seasons (spring and autumn) there are more balanced maximum values, a little
higher in autumn.

The most severe wave conditions are encountered in winter when the highest means
of the wave parameters are in the English Channel (3.14 m for Hs and 6.74 s for Tm), and
the calmest sea states are in the Black Sea where the maximum values are 0.97 m and
3.62 s, respectively.

As in the case of wind speed analysis, the 50th, 75th, 90th, and 95th percentiles of
Hs were computed using the 20-year time series of data available in each point of the
ERA5 grid covering the Europe zone. The results are presented in Figure 18, while in
Table 4 the maximum values of percentiles for each zone are given. It should be taken
into consideration that, in each defined area, the analysis was made considering both
information on the sea state conditions near to the coast, and also from the offshore. In
order to identify the differences between these areas (nearshore vs. offshore), which
sometimes can be high (see for example the Norwegian Sea zone), the figures in which the
maps are presented must be also consulted.
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Table 4. Maximum values of percentiles computed for Hs in each area considered.

Zone Max 95th (m) Max 90th (m) Max 75th (m) Max 50th (m)

Europe 6.8 5.8 4.4 3.1

North Sea 5.9 5.1 3.8 2.7

English Channel 6.4 5.4 4.0 2.9

Norwegian Sea 5.6 4.8 3.7 2.6

Mediterranean Sea 4.0 3.2 2 1.1

Baltic Sea 2.9 2.4 1.6 1.0

Black Sea 2.3 1.9 1.2 0.8

From Figure 18 it can be observed very clear that in the Mediterranean Sea the highest
values of percentiles (especially 95th and 90th) are in the Gulf of Lion and the Aegean Sea.
Also, the western part of the Black Sea and southeastern part of the Baltic Sea present the
highest values of these percentiles. It is obvious that in the other zones the highest values
are in the vicinity of the Atlantic Ocean.

5.2. Extreme Wave Conditions along the Maritime Routes

As in the case of the extreme wind analysis, significant wave height values along
the European maritime routes considered in this study were extracted and the results are
presented in Figure 19. Table 5 shows the maximum value of the 95th percentile computed
on each route.
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Table 5. Maximum Hs 95th percentile on each route considered in this study.

Routes Maximum Hs 95th Percentile (m)

Main routes

R1 5.14

R2 2.80

R3 3.67

R4 5.31

R5 3.19

Secondary routes

R5a 3.68

R5b 2.35

R5c 2.80

R6a 2.29

R6b 2.31

R6c 2.23

As could be expected, the highest values (above 4.5 m) of Hs 95th percentile are on the
North Atlantic coasts, on routes R1 (Norwegian Sea) and R4 (south of English Channel),
respectively. Although on route R3 high values of wind speed 95th percentile are met, the
maximum value for Hs 95th percentile does not reach 4 m.

6. Conclusions

Currently, maritime transport covers about 90% of world trade, with a strong impact
on the economies of the countries in the area where it can take place. During the studied
period, a tendency to improve the characteristics of the ships in terms of the amount
transported, the reduction of the amount of fuel consumed, and the implementation of
methods to reduce pollution were observed. Even with these expensive measures, sea
transport remains the most popular and cheapest method of transport.

On the other hand, not only is the transport of goods on an upward trend, but also the
marine transportation of people is increasing day by day. The number of regular passengers
is doubled during the holidays due to tourists who are becoming more and more interested
in traveling along the coastal area. Italy, Greece, and Denmark have the busiest ports in
terms of the number of registration vessels, and most quantities of goods were registered
in the Netherland and the United Kingdom. Although the Netherlands is in first place in
the transport of goods, when it comes to passengers it is in 15th place in Europe, at a fairly
large difference from Italy and other countries.

In order to be able to continuously support the development of maritime traffic, the
climatic conditions in this area, as well as their extreme events are necessary to be known.
Therefore, based on the data extracted from ERA5 database, a series of analyses were
performed, to evaluate the mean values, 95th, 90th, 75th, and 50th percentiles, as well as
seasonal variations of wind and wave conditions.

Following the study carried out based on the data covering a 20-year period, the areas
with the most severe conditions were identified. The most important parameters for the
analysis and operability of ships, in terms of climatic conditions, are the significant wave
height and the wave period. Both in terms of wind and wave conditions, the North Sea
zone and the English Channel region present the highest values due to some areas with
severe conditions (northern part of the North Sea zone and the Celtic Sea). The calmest
zones seem to be the Black and Baltic seas. However, even in these basins extreme events
in the winter season that are dangerous for maritime traffic can appear [7,48–50].

Regarding the maritime routes in the European area, severe conditions are met on the
routes that pass through the Norwegian Sea (R1) and on the route that passes through the
Gulf of Lion (R5a). Moreover, the seasonal variation is an important factor in analyzing
wind conditions, and as expected, the winter season is the windiest season and summer is
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the calmest, with values lower by about 40%. The influence of the North Atlantic Ocean on
the North Sea produces extreme conditions at the entrance in this basin, and for this reason,
here we encounter high values of significant wave height. In terms of seasonal variation,
the same pattern as wind conditions is encountered.

Awareness of wave and wind climate in this region has several benefits, the most
important of which would be avoiding hazardous areas and thus reducing accidents,
preventing and preparing for crossing different passages, and exploiting them by installing
wind and wave farms for electricity production based on renewable sources.
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Abstract: Offshore solar energy presents a new opportunity for low-carbon energy transition. In this
research, we identify and rank suitable Offshore Solar Farm (OSF) sites in the Aegean Sea, Greece,
considering various constraints and assessment criteria. The methodology includes two distinct
phases. In the first phase, Geographic Information Systems (GIS) are used to spatially depict both
incompatible and compatible marine areas for OSF deployment, while in the second phase, two
models based on different combinations of multi-criteria decision-making methods are deployed to
hierarchically rank the eligible areas for OSF deployment. The first model (Objective Model—OM)
attributes weights to assessment criteria using an entropy-based weight method, while the second
model (Subjective Model—SM) utilizes the pairwise comparison of the Analytical Hierarchy Process
(AHP) method. Both models use TOPSIS (Technique for Order of Preference by Similarity to Ideal
Solution) to prioritize the suitable OSF sites. The results indicate the existence of nine suitable OSF
marine areas in the Greek marine environment (total surface area of 17.25 km2) and a different ranking
of these sites depending upon the deployed model (OM or SM). The present approach provides
useful guidelines for OSF site selection in Greece as well as in other countries.

Keywords: solar farm siting; assessment criteria; entropy weight method; AHP; TOPSIS

1. Introduction

The scarcity of habitable land, combined with rising energy consumption and the en-
vironmental consequences of fossil fuels, is forcing the development of offshore renewable
energy projects [1]. Offshore wind, wave, and tidal energy are the main forms of renewable
energy in the marine environment, and intensive research is being conducted to develop
technologies in these fields [2]. However, a renewable energy form that has received little
attention in the marine environment so far is solar energy [3]. Floating photovoltaic systems
are required to exploit and harvest this resource in the oceans and seas. Although the use of
this technology in the marine environment is relatively new, several applications of floating
photovoltaic farms have emerged in lakes and reservoirs around the world [4].

Photovoltaic technology converts solar radiation into electricity without emitting
pollutants or negatively impacting the environment. Furthermore, offshore solar power
plants offer two major technical advantages: (i) sun-tracking around a vertical axis, which
simplifies concentrator system requirements and avoids shading between collector rows,
and (ii) unlimited cooling water availability, which can improve thermodynamic cycle
efficiency [5]. In addition, this type of renewable energy solution is characterized by the
limited need for (land) space and cost (efficient use of space) [6], as well as by the feasibility
of large-scale implementations that face less public opposition compared to analogous
land-based projects [7].

Although many studies investigating offshore wind farm siting can be found in the
recent literature [8–14], the Offshore Solar Farm (OSF) siting applications are missing. This

150



J. Mar. Sci. Eng. 2022, 10, 224

research gap is addressed in the present paper which aims to investigate the suitability of
the Aegean Sea in Greece to deploy OSF projects and to identify and prioritize the most
appropriate sites, considering various constraints and several assessment criteria. More
specifically, this study addresses two research questions: (i) which criteria should be used
to assess OSF siting deployment and (ii) how ranking results may change due to different
criteria weighting methods.

Geographic Information Systems (GIS) in combination with Multi-Criteria Decision-
Making (MCDM) methods have been adopted in the literature to comprehensively ad-
dress renewable energy siting problems. The identification of suitable locations for so-
lar farm deployment is a difficult task involving several criteria that can influence deci-
sion making [15–17]. The use of MCDM methods is suggested in the solution of these
problems [17–19]. MCDM methods can be used either in the criteria weighting and/or in
the evaluation of available alternatives. Considering the MCDM methods that have been
widely applied, Ilbahar et al. [20] noted that there is a distinct upward trend in the utiliza-
tion of the Analytical Hierarchy Process (AHP) for renewable energy exploitation, followed
by ELimination Et Choice Translating REality (ELECTRE), Technique for Order Prefer-
ence by Similarity to Ideal Solution (TOPSIS) and other MCDM methods such as VIKOR
(VIseKriterijumska Optimizacija I Kompromisno Resenje), PROMETHEE (Preference Rank-
ing Organization METHod for Enrichment of Evaluations), data envelopment analysis,
conjoint analysis, etc. Most recent publications of the two frequently used MCDM methods
on onshore solar farm siting problems include AHP (e.g., [21–26]) and TOPSIS (e.g., [27,28]).

This study proposes a framework for OSF deployment that is divided into two phases.
GIS is used in the first phase (Phase I) to spatially depict both incompatible and compatible
marine areas for OSF deployment, while in the second phase (Phase II), two models are
used to hierarchically rank the suitable sites for OSF deployment, based on different
combinations of MCDM methods. The first model (Objective Model—OM) assigns weights
to assessment criteria using an Entropy-based Weight Method (EWM), whereas the second
model (Subjective Model—SM) uses the pairwise comparison process of AHP. To prioritize
the suitable marine areas, both models employ TOPSIS. The correlations between the two
models are examined, using the Kendall rank correlation coefficient.

To the authors’ knowledge, this is the first study that investigates OSF siting. Both
exclusion and assessment criteria are selected and applied for the first time in solving OSF
siting problems. Moreover, a significant advantage of the present work is that it uses both
objective and subjective weighting methods to provide the appropriate weight for each
assessment criterion. The use of EWM avoids the interference of human factors in the
weighting of assessment criteria and thereby could improve the objectivity of the assessment
results. In addition, the use of both objective and subjective weighting methods in the
criteria weighting and the comparison of their results, in a way, address the rank reversal
phenomenon that AHP has been widely criticized for and is at the core of many debates
in MCDM methods. However, a limitation of the present study could be considered the
selection of exclusion criteria, as on the one hand, there is no relevant national legislation
concerning OSF deployment and, on the other, marine spatial planning is yet missing
in Greece.

The remainder of this paper is organized as follows. Section 2 describes the exclusion
and assessment criteria as well as the MCDM methods used in this study. In Section 3, the
results are presented and discussed, while, in Section 4, the main conclusions are drawn.

2. Materials and Methods

In order to identify and prioritize the most appropriate marine areas for the deploy-
ment of OSF projects in the Aegean Sea, Greece, the methodological approach of Figure 1
is developed and applied. The approach consists of two phases and considers various
constraints and several assessment criteria.
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Figure 1. Methodological approach for site selection of OSFs in the Aegean Sea, Greece.

In Phase I, suitable marine areas for OSF deployment in the study area are identified.
This is accomplished by creating thematic maps of exclusion criteria in a GIS environment.
Following that, in Phase II, two multi-criteria decision models are used to evaluate these
marine areas/alternatives. The first model (OM) includes EWM combined with the TOPSIS
method to prioritize the potential marine areas, while the second model (SM) uses a
combination of the AHP and the TOPSIS method.

2.1. Exclusion Criteria

GIS aids in the implementation of Phase I of the proposed methodological approach
(Figure 1). Thematic layers that represent and define the study area, as well as sets of
exclusion criteria and relevant restriction zones, where OSF implementation is not possible,
are produced. The aforementioned criteria along with their imposed limitations are shown
in Table 1. The values are derived either from the Greek Specific Framework for Spatial
Planning and Sustainable Development for Renewable Energy Sources (SFSPSD/RES) [29]
or scientific publications on siting issues of various renewable energy sources (e.g., offshore
wind and wave, onshore solar).
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Table 1. Exclusion criteria and restriction zones.

Exclusion Criteria Unsuitable Areas

Areas to be licensed for Exploration and
Exploitation of Hydrocarbons (AEEH) Occupied areas [30]

Military Exercise Areas (MEA) Occupied areas (e.g., [31,32])

Ports and Shipping Routes (PSR)
<1 km buffer from sea route [32], >100 km from

deep water ports, and >50 km from small
piers [33]

Protected Areas (PA) <1 km (e.g., [11,34])

Aquaculture Zones (AZ) Occupied areas (e.g., [31,35])

Distance from Shore (DS) <10 km [29]

Areas where Offshore Renewable Energy
Projects (AOREP) have been already installed

or planned to be installed
Occupied areas [30]

Water Depth (WD) >100 m based on [36]

Site Area Limitations (SAL) <0.3 and >7 km2

2.2. Assessment Criteria

The assessment criteria are defined, as in the case of the exclusion criteria, through
literature review (e.g., [11,34,37–39]) on various renewable energy sources (e.g., offshore
wind and wave, onshore solar). Water depth (AC1), distance from shore (AC2), main
voltage at a maximum distance of 100 km from the site area (AC3), distance from ports
(AC4), serving population (AC5), solar radiation (AC6), and installation site area (AC7) are
considered among the most important assessment criteria, which have been used in this
study, and are described in the following paragraphs.

Water depth (AC1): Floating photovoltaic applications are currently limited to inland
water bodies such as lakes or hydroelectric dam reservoirs and there is no commercially
available technology yet available that can be employed in open seas [40]. Like other
offshore renewable energy technologies (wind and wave), the construction costs increase
with water depth due to mooring, anchoring, and cabling costs [33]. The areas with
shallower water depth are considered preferable as they provide technical solutions with
reduced construction and maintenance costs.

Distance from shore (AC2): This criterion is selected for technical and aesthetic rea-
sons. On the one hand, the proximity to the shore is an important criterion for the reduction
in the costs associated with the installation’s connection, while on the other hand, siting
solar energy installations in proximity to the shoreline can cause visual and landscape
impacts to tourist activities. Visibility from the shore is frequently a planning constraint, so
a minimum distance should be defined as representative of the planning preferences. For
that reason, the distance from the shore is also used as an exclusion criterion in this study
(Table 1). The five categories for this AC2 in decreasing preference order are: 11–25, 26–50,
51–100, 101–150, and 151–200 km.

Main voltage at a maximum distance of 100 km from the site area (AC3): To export the
electricity generated, a grid connection point close to the proposed project location with
sufficient capacity is required. The proximity of an eligible marine area for OSF deployment
to a local electrical grid with high voltage capacity improves its suitability. Three classes of
grid capacity (400, 150, and 66 kV) are selected based on the available capacity of the Greek
local grid and the existing conditions in the study area.

Distance from ports (AC4): The areas with the shortest distances from ports are pre-
ferred as they result in lower installation costs [30]. The four categories for this criterion in
decreasing preference order are: ≤50, 51–70, 71–90, and >90 km.

Serving population (AC5): The population that could be served in terms of coverage
of energy needs is crucial both for the economic sustainability of the project and its social
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acceptance. The study area is grouped into four zones (North Aegean, Cyclades, Eastern
Aegean, and South Aegean) and the permanent populations of the islands in these zones
are aggregated. The assessment of this criterion is performed based on the position of each
eligible marine area in the aforementioned zones. The most preferable zones are those that
include the highest number of permanent residents.

Solar radiation (AC6): In many studies related to onshore solar farm siting, the total
solar radiation incident on a horizontal surface (i.e., global horizontal irradiance) is re-
garded as an extremely important assessment criterion, e.g., [16,41]. The intensity of a solar
PV system’s radiation determines the size of its electrical output. Areas with high solar po-
tential contribute significantly to the project’s efficiency and economic feasibility. Therefore,
the evaluation of the potential OSF sites in the Aegean Sea is based on the following three
categories, in increasing preference order: 1601–1700, 1701–1800, and 1801–1900 kWh/m2.

Installation site area (AC7): Larger sites allow for greater flexibility in terms of the
exact installation point based on the conditions, the size of the project, and the number
of systems to be installed [42]. The size and scale of floating solar projects are expected
to grow further as technologies become more mature. Marine sites with a large area are
considered preferable for OSF deployment.

It is noted that all the necessary data describing the above assessment criteria, as well
as the exclusion criteria of Table 1, are obtained from specific sources as follows: (i) areas
to be licensed for exploration and exploitation of hydrocarbons from [43], (ii) military
exercise areas and water depth from [44], (iii) ports and shipping routes from [45,46], (iv)
aquaculture zones from [47], (v) distance from shore, protected areas, and distance from
ports from [45], (vi) areas where offshore renewable energy projects have been already
installed or planned to be installed from [48], (vii) existing high-voltage electricity grid
from [49], (viii) serving population from [50], and (ix) solar radiation from [51].

2.3. Multi-Criteria Decision Making Methods
2.3.1. Entropy Weighted Method (EWM)

Entropy was originally a concept in thermodynamics, and it was used to calculate
the disorder of a system, namely, the degree of its confusion [52]. EWM is an important
information weight model that eliminates the influence of human factors on the weight of
indicators, thereby improving the objectivity of the overall evaluation results [53]. EWM
consists of four steps.

In Step 1, the initial assessment matrix is defined, including the numerical value xij of
each i-th, i = 1, . . . , n, alternative for each assessment criterion ACj, j = 1, . . . , m. From this
initial assessment matrix, and as the assessment criteria are expressed in different units, a
new normalized decision matrix is calculated in Step 2 to retrieve the values on a common
basis. The normalized rating rij is calculated using Equation (1) below:

rij =
xij

∑n
i=1 xij

(1)

where n is the total number of alternatives.
Successively, in Step 3, the entropy value Ej, j = 1, . . . , m, for each j-th assessment

criterion is calculated by deploying Equation (2), as defined in [54].

Ej = −
∑n

i=1 rijln
(
rij
)

ln(n)
(2)

Finally, in Step 4, the entropy weight wj, j = 1, . . . , m, for each j-th assessment criterion
is calculated as follows [53,55]:

wj =
(1− Ej)

∑m
j=1(1− Ej)

(3)
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where m is the number of assessment criteria.
For a given j-th criterion, the lower the entropy value, Ej, is, the greater the degree of

diversity among alternative values within this criterion. As a result, the corresponding cri-
terion provides more useful decision information for the decision-making problem at hand,
and the criterion would have a higher importance weight within the decision procedure.

2.3.2. Analytic Hierarchy Process (AHP)

AHP was initiated by Professor Thomas L. Saaty back in the 1970s [56]. Its process
entails decomposing a problem into a hierarchy with a goal at the top, criteria at the second
level of the hierarchy, and alternatives at the bottom of the hierarchy. In AHP, each factor
is compared as a binary value at each level of the hierarchy using pairwise comparisons,
and the relative values are assessed in accordance with the level of importance among
themselves to each other based on Saaty’s fundamental scale (Table 2).

Table 2. Saaty’s fundamental scale [57].

Intensity of Importance on
an Absolute Scale Definition Reasoning

1 Equal importance Two activities contribute
equally to the goal

3 Moderate importance of one
over another

One activity is preferred over
another based on experience

and judgment

5 Essential or strong importance
One activity is clearly superior

to another based on
experience and judgment

7 Very strong importance
An activity is strongly

preferred, and its dominance
is evident in practice

9 Extreme importance

The evidence favoring one
activity over another is of the

highest possible order
of affirmation

2, 4, 6, 8 Intermediate values When a compromise
is required

In this study, we use the AHP method to derive the relative weights of ACj, j = 1, . . . , m.
The judgement matrix A with elements denoting the decision maker’s preference of one
criterion over another based on Saaty’s scale is formed as follows:

A =




1.0 · · · a1j · · · a1m
· · ·

aj1 · · · 1.0 · · · ajm
· · ·

am1 · · · amj · · · 1.0




(4)

The relative weights of the compared criteria ACj, j = 1, . . . , m are calculated by
normalizing matrix A into a new matrix, where the elements of each column are divided
by the sum of the elements of the same column. The row average of the new normalized
matrix is then used to compute the relative weights of the criteria.

The degree of inconsistency of comparison matrices is expressed by the Consistency Index
(CI) and the Consistency Ratio (CR), which are given by Equations (5) and (6), respectively:

CI =
λmax −m

m− 1
(5)
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CR =
CI
RI

(6)

In Equation (5), λmax is the maximum eigenvalue of the m x m comparison matrix and
m is the size of this matrix. If CR < 0.10, the degree of consistency is considered satisfactory
and acceptable [56].

2.3.3. TOPSIS

TOPSIS is a straightforward and computationally efficient MCDM technique for
selecting the best solution from a set of alternatives. It follows a series of steps outlined
in [58], with references to [59]. The method’s central idea is that the chosen solution
should be as close as possible to the positive ideal solution while remaining as far away as
possible from the negative ideal solution [60]. Alternative priority order can be achieved
based on the comparison of the relative distance. The steps of the TOPSIS method are
described below.

In Step 1, Equation (7) is employed to normalize the decision matrix, where Rij is the
TOPSIS normalized rating.

Rij =
xij√

∑n
i=1 x2

ij

(7)

Then, in Step 2, the weighted normalized value vij, i = 1, . . . , n, j = 1, . . . , m, is
calculated as follows:

vij = wj ∗ Rij (8)

where wj is the weight of the j-th assessment criterion and ∑m
j=1 wj = 1.

Successively, in Step 3, we determine the ideal A+ and the negative ideal solution A−

using Equations (9) and (10), respectively [61].

A+ =
{

v+1 , . . . , v+m
}
= {(max vij

∣∣j ∈ J′), ( minvij|j ∈ J ′′ )
}

(9)

A− =
{

v−1 , . . . , v−m
}
= {(min vij

∣∣j ∈ J′), ( maxvij|j ∈ J ′′ )
}

(10)

where J′ is associated with benefit criteria and J ′′ is associated with non-benefit (cost) criteria.
In Step 4, we calculate the Euclidean distance of each alternative from the optimal ideal

(S+
i ) and the negative ideal choice (S−i ) by deploying Equations (11) and (12), respectively.

S+
i =

√√√√
m

∑
j=1

(
vij − v+j

)2
(11)

S−i =

√√√√
m

∑
j=1

(
vij − v−j

)2
(12)

The closeness coefficient C+
i of each i-th alternative to the optimal ideal and the

negative ideal solution is next calculated in Step 5 as follows:

C+
i =

S−i
S+

i + S−i
(13)

Finally, in Step 6, the ranking order of the alternatives based on the relative closeness
coefficient C+

i are determined.

3. Results and Discussion
3.1. Determination of Eilgible Marine Areas for OSF Deployment

Using the exclusion criteria and the restriction zones of Table 1, several thematic
maps have been created in GIS. Figure 2 shows indicatively the thematic maps of the
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exclusion criteria related to Protected Areas (PA), Aquaculture Zones (AZ), and Distance
from Shore (DS).
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By superimposing the thematic maps of all exclusion criteria, marine areas unsuitable
for OSF siting are determined and, accordingly, marine sites eligible for the deployment of
OSFs in the study area are identified (Phase I). Specifically, the corresponding results have
indicated nine (9) eligible Marine Areas (MAs) in the Aegean Sea, Greece, which are shown
in Figure 3 and are considered for further assessment and evaluation (Phase II). Six MAs
(MA4–MA9) are located in the North Aegean, one (MA2) in the central Aegean, while the
remaining two are located East of Crete (MA1) and offshore (East) of Euboea (MA3). The
size of these areas is cited in Table 3.

157



J. Mar. Sci. Eng. 2022, 10, 224

J. Mar. Sci. Eng. 2022, 10, 224 9 of 16 
 

 

of OSFs in the study area are identified (Phase I). Specifically, the corresponding results 
have indicated nine (9) eligible Marine Areas (MAs) in the Aegean Sea, Greece, which are 
shown in Figure 3 and are considered for further assessment and evaluation (Phase II). 
Six MAs (MA4–MA9) are located in the North Aegean, one (MA2) in the central Aegean, 
while the remaining two are located East of Crete (MA1) and offshore (East) of Euboea 
(MA3). The size of these areas is cited in Table 3. 

 
Figure 3. Eligible areas for OSF siting in the Aegean Sea, Greece. 

3.2. Assessment and Ranking of Eligible Marine Areas 
3.2.1. Weights of Assessment Criteria 

The weights of the assessment criteria defined in Section 2.2 are calculated through 
EWM (Objective Model—OM) and AHP (Subjective Model—SM). EWM is the weighting 
method used herein to measure value dispersion in the examined decision-making prob-
lem, while the AHP method uses the pairwise comparison of the assessment criteria to 
quantify their relative weights. There is no predefined procedure or rules to perform pair-
wise comparisons and assign weights to the assessment criteria. Thus, AHP is a subjective 
process that, in most cases, depends on either the researchers’ decision or the expertise of 
relevant stakeholders and policymakers. In the current study, pairwise comparisons are 
performed based on the authors’ expertise [11,30,62] and their understanding of the study 
area’s local conditions and constraints. 

Table 3 provides the initial assessment matrix used in OM, including the numerical 
values 𝑥 of each eligible MA𝑖, 𝑖 = 1, … ,9, for each AC𝑗, 𝑗 = 1, … ,7, while Table 4 pre-
sents the pairwise comparison matrix of the seven assessment criteria used in SM. From 
Table 3, it is obvious that AC3, AC7, and AC5 show the highest degree of discrimination 
and grade discrimination, while the opposite holds true for AC4 and AC2. Accordingly, 
the entropy values of AC3, AC7, and AC5 (calculated equal to 0.881, 0.911, and 0.916, 
respectively) are smaller compared to those of AC4 and AC2 (equal to 0.996 and 0.998, 

Figure 3. Eligible areas for OSF siting in the Aegean Sea, Greece.

Table 3. Initial assessment matrix for OM.

AC1
(m) AC2 (km) AC3 (kV) AC4

(km)
AC5

(Population)
AC6

(kWh/m2)
AC7

(km2)

MA1 100 11–25 150 ≤50 686,969 1801–1900 0.973
MA2 100 11–25 150 ≤50 119,887 1801–1900 1.071
MA3 100 11–25 150 ≤50 176,264 1701–1800 1.112
MA4 100 11–25 66 51–70 176,264 1801–1900 1.322
MA5 100 26–50 66 ≤50 176,264 1701–1800 4.885
MA6 100 26–50 66 51–70 176,264 1601–1700 1.669
MA7 50 11–25 66 51–70 176,264 1601–1700 0.974
MA8 50 11–25 400 ≤50 176,264 1601–1700 1.615
MA9 50 11–25 400 ≤50 176,264 1601–1700 3.628

3.2. Assessment and Ranking of Eligible Marine Areas
3.2.1. Weights of Assessment Criteria

The weights of the assessment criteria defined in Section 2.2 are calculated through
EWM (Objective Model—OM) and AHP (Subjective Model—SM). EWM is the weighting
method used herein to measure value dispersion in the examined decision-making problem,
while the AHP method uses the pairwise comparison of the assessment criteria to quantify
their relative weights. There is no predefined procedure or rules to perform pairwise
comparisons and assign weights to the assessment criteria. Thus, AHP is a subjective
process that, in most cases, depends on either the researchers’ decision or the expertise of
relevant stakeholders and policymakers. In the current study, pairwise comparisons are
performed based on the authors’ expertise [11,30,62] and their understanding of the study
area’s local conditions and constraints.
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Table 3 provides the initial assessment matrix used in OM, including the numerical
values xij of each eligible MAi, i = 1, . . . , 9, for each ACj, j = 1, . . . , 7, while Table 4 presents
the pairwise comparison matrix of the seven assessment criteria used in SM. From Table 3,
it is obvious that AC3, AC7, and AC5 show the highest degree of discrimination and grade
discrimination, while the opposite holds true for AC4 and AC2. Accordingly, the entropy
values of AC3, AC7, and AC5 (calculated equal to 0.881, 0.911, and 0.916, respectively)
are smaller compared to those of AC4 and AC2 (equal to 0.996 and 0.998, respectively).
Regarding Table 4, it is noted that the consistency ratio of the pairwise comparison matrix
is CR = 0.02, meaning that the results are consistent and acceptable.

Table 4. Pairwise comparison matrix of assessment criteria for SM.

AC1 AC2 AC3 AC4 AC5 AC6 AC7

AC1 1 4 1/2 1/2 2 1/4 4
AC2 1/4 1 1/5 1/5 1/3 1/7 1
AC3 2 5 1 1 3 1/3 5
AC4 2 5 1 1 3 1/3 5
AC5 1/2 3 1/3 1/3 1 1/5 3
AC6 4 7 3 3 5 1 7
AC7 1/4 1 1/5 1/5 1/3 1/7 1

The relative weights of the assessment criteria are quantified through EWM and AHP
in OM and SM, respectively, and the corresponding results are presented in Figure 4.
Starting with OM, it can be seen that AC3, AC7, and AC5 have the largest importance
weights (32.46, 24.13, and 22.86%, respectively). This, in turn, indicates that the main
voltage at a maximum distance of 100 km from the site area, the installation site area,
and the serving population are, respectively, the three most important assessment criteria
for determining the preference order of the OSF siting in the Aegean Sea, Greece, when
OM is deployed. On the other hand, the distance from ports (AC4) and from the shore
(AC2) have the smallest weights (1.07 and 0.49%, respectively) and, therefore, contribute
slightly to the relevant decision-making process. All the above are in absolute accordance
with the discussion made above regarding the entropy values and the degree/grade of
discrimination of ACj, j = 2, . . . , 5, and 7.
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Figure 4. Relative weights of assessment criteria (AC1~AC7) in OM and SM.

In the case of SM, the relative weight of AC6 has the greatest value (37.97%) indicating
that the solar radiation is the most important criterion for ranking MAs in the Aegean
Sea, Greece. This result is in line with several studies on onshore solar farm siting that
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have highlighted that the total solar radiation is the assessment criterion with the greatest
weighting factor [16,18,41]. The main voltage at a maximum distance of 100 km from
the site area (AC3) and the distance from ports (AC4) are the next two most important
criteria, having the same relative weight (17.84%). It should be noted that the total weight
of the above three assessment criteria equals 73.65%. Consequently, the decision upon
the sustainability of MAs for OSF deployment in the case of SM strongly depends on the
availability of solar energy sources as well as on technical/economic factors. The priority
weights of the remaining four assessment criteria in decreasing order are as follows: AC1
(11.55%), AC5 (7.70%), AC7 (3.55%), AC2 (3.55%).

3.2.2. Ranking of Eligible Marine Areas

For both models (OM and SM), eligible MAs for OSF deployment are prioritized
using TOPSIS. The distance of every feasible solution (MA1–MA9) from the ideal solution
(Equation (11)) and the negative ideal solution (Equation (12)) is obtained, and each MA is
ranked by the relative degree of approximation (Equation (13)). The corresponding results
are presented in Tables 5 and 6 for OM and SM, respectively, while comparison of the ranks
between the two different methods is graphically presented in the radar chart of Figure 5.

Table 5. Distance of each MA from the ideal and the negative ideal solution and final ranking in OM.

S+
i S−i C+

i Ranking

MA1 0.1865 0.1661 0.4712 3
MA2 0.2403 0.0611 0.2027 5
MA3 0.2309 0.0507 0.1799 6
MA4 0.2525 0.0476 0.1586 7
MA5 0.2213 0.1382 0.3844 4
MA6 0.2506 0.0286 0.1025 8
MA7 0.2620 0.0186 0.0663 9
MA8 0.1847 0.1728 0.4834 2
MA9 0.1521 0.1945 0.5611 1

Table 6. Distance of each MA from the ideal and the negative ideal solution and final ranking in SM.

S+
i S−i C+

i Ranking

MA1 0.0779 0.1344 0.6330 1
MA2 0.0936 0.1239 0.5696 2
MA3 0.1093 0.0654 0.3745 6
MA4 0.1086 0.1228 0.5307 3
MA5 0.1242 0.0642 0.3410 7
MA6 0.1628 0.0174 0.0967 9
MA7 0.1617 0.0279 0.1472 8
MA8 0.1324 0.0964 0.4214 5
MA9 0.1315 0.0973 0.4253 4

The ranking results are different between the two models. In the case of OM (Table 5),
the first three most preferable sites for the OSF deployment in the Aegean Sea, Greece, are
MA9, MA8, and MA1 located, respectively, near Thasos, Samothrace (North Aegean), and
Crete (Figure 3). Regarding the first two top choices, the existence of the highest (400 kV)
capacity grid within a maximum distance of 100 km (AC3) from MA9–MA8, as well as the
benefit of these two sites to serve a large population (AC5) and provide large installation
area (AC7) contribute mainly to this ranking. MA1 corresponds to the third top choice
due to the potential of this site to serve a large population (AC5). As for SM (Table 6), the
first three top choices correspond to MA1, MA2, and MA4 offshore of Crete, Ios (Central
Aegean), and Psara (North Aegean, near Chios), respectively (Figure 3). The large solar
radiation values (AC6) in those three MAs contribute mainly to this ranking. For both
models, the two least preferable sites correspond to MA6 and MA7 near Mytilene and
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Limnos, respectively (Figure 3). This is mainly attributed to the small values of AC3 (main
voltage at a maximum distance of 100 km from the site area) and AC6 (solar radiation) for
both these MAs.
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The correlations in rankings between OM and SM are further examined, using Kendall
rank correlation coefficient (Kendall’s τ coefficient) and the correlation value (0.39) reveals
a low agreement between rankings.

4. Conclusions

Given the world’s growing interest in sustainable energy development and the vast
and clean source of energy available for long-term exploitation, the current paper develops
and presents a methodological framework for identifying the most appropriate marine
areas in the Aegean Sea, Greece, for OSF siting.

Through the application of certain exclusion criteria and the use of GIS, nine (9) eligible
MAs for the siting of OSFs in the study area are identified. Two different multi-criteria
models (OM and SM), based on different weighting methods (EWM and AHP, respectively),
are deployed to evaluate seven selected assessment criteria. The nine MAs are evaluated
using TOPSIS according to the value of the relative degree of approximation. The main
conclusions of the current research are summarized as follows:

1. Seven (7) assessment criteria are selected based on selected renewable energy resources
literature (e.g., onshore solar and offshore wind and wave).

2. OM and SM give different relative weights to the assessment criteria and consequently
different ranking of eligible MAs.

3. The solar radiation assessment criterion obtained the largest relative weight (37.97%)
in the case of SM. This result is in line with several studies that consider solar radiation
as the assessment criterion with the greatest weighting factor [16,18,41].

4. The offshore area (MA9) located near Thasos in North Aegean (size equal to 3.628 km2)
presents the most suitable site for OSF deployment based on OM. This is attributed to
the proximity of MA9 with the grid of the highest capacity as well as to the potential of
the specific site to serve a large population and provide an extended installation area.

5. The offshore area (MA1) located near Crete (size equal to 0.973 km2) presents the most
suitable site for OSF deployment based on SM. This is mainly attributed to the large
value of solar radiation in this area.

6. AHP is one of the most suitable, easily applicable, and flexible MCDM methods for
solving energy sector problems [63,64]. This method is recommended when experts
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in the field can perform the pairwise comparisons. Therefore, in this study, the results
obtained by SM could be considered precise and reliable.

7. Entropy method is used when a decision maker is non-existent and relatively subjec-
tive weights cannot be obtained. Although the results of EWM are considered reliable
and effective according to the traditional literature, the engineering practice supports
that the EWM’s weighted result does not always accurately reflect the index’s infor-
mation amount and importance [53]. This conclusion is also confirmed by the results
of our study.

8. As the offshore solar industry develops, the technical characteristics and spatial
requirements might change, which, in turn, might make other sites more feasible.
However, the methodological framework proposed in this study provides a starting
point for investigating where OSFs could be installed.

Offshore solar energy could be a viable option for making many coastal communities,
islands, and isolated locations more sustainable. This investigation provides a logical
scientific methodological approach that could be used to rank the site suitability of OSF
technology and can be used efficiently in various renewable energy projects. In addi-
tion, this paper contributes to the fulfillment of one of the main goals of the European
Green Deal related to the decarbonization of the EU’s energy system for reaching climate
objectives. One of the key principles includes the deployment of a power sector based
largely on renewable energy resources [65] and the presented methodology contributes to
this direction.

The present investigation could be extended in order to include additional physical
parameters as assessment siting criteria, as for example: (i) wind and wave conditions,
which are critical for ensuring the structural reliability of OSF systems [66], and (ii) the water
temperature, which contributes to increased efficiency (up to 10%) due to the water-cooling
effect [67]. On the other hand, the assessment of the electricity production of OSF systems
for different solar technologies might provide useful insights in future considerations.
Finally, the subject of co-locating different marine renewable energy systems and, more
specifically, the combination of offshore solar technologies with offshore wind turbines
could be investigated as future work, as it can yield to sustainable solutions and contribute
to launching the commercial feasibility of OSFs.
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Abstract: The technical and economic assessments for emerging renewable energy technologies,
specifically offshore wind energy, is critical for their improvement and deployment. These assess-
ments serve as one of the main bases for the construction of offshore wind farms, which would be
beneficial to the countries gearing toward a sustainable future such as the Philippines. This study
presents the technical and economic viability of offshore wind farms in the Philippines. The analysis
was divided into four phases, namely, application of exclusion criteria, technical analysis, economic
assessment, and sensitivity analysis. Arc GIS 10.5 was used to spatially visualize the results of
the study. Exclusion criteria were applied to narrow down the potential siting for offshore wind
farms, namely, active submerged cables, local ferry routes, marine protected areas, reefs, oil and gas
extraction areas, bathymetry, distance to grid, typhoons, and earthquakes. In the technical analysis,
the turbines SWT-3.6-120 and 6.2 M126 Senvion were considered. The offshore wind speed data
were extrapolated from 80 m to 90 m and 95 m using power law. The wind power density, wind
power, and annual energy production were calculated from the extrapolated wind speed. Areas
in the Philippines with a capacity factor greater than 30% and performance greater than 10% were
considered technically viable. The economic assessment considered the historical data of constructed
offshore wind farms from 2008 to 2018. Multiple linear regression was done to model the cost
associated with the construction of offshore wind farms, namely, turbine, foundation, electrical, and
operation and maintenance costs (i.e., investment cost). Finally, the levelized cost of electricity and
break-even selling price were calculated to check the economic viability of the offshore wind farms.
Sensitivity analysis was done to investigate how LCOE and price of electricity are sensitive to the
discount rate, capacity factor, investment cost, useful life, mean wind speed, and shape parameter.
Upon application of exclusion criteria, several sites were determined to be viable with the North
of Cagayan having the highest capacity factor. The calculated capacity factor ranges from ~42% to
~50% for SWT-3.6-120 and ~38.56% to ~48% for 6.2M126 turbines. The final regression model with
investment cost as the dependent variable included the minimum sea depth and the plant capacity
as the predictor variables. The regression model had an adjusted R2 of 90.43%. The regression
model was validated with existing offshore wind farms with a mean absolute percentage error of
11.33%. The LCOE calculated for a 25.0372 km2 offshore area ranges from USD 157.66/MWh and
USD 154.1/MWh. The breakeven electricity price for an offshore wind farm in the Philippines ranges
from PHP 8.028/kWh to PHP 8.306/kWh.

Keywords: offshore wind; technical analysis; economic analysis; Philippines

1. Introduction

The Philippines adopted the Republic Act 9513 or An Act Promoting the Development,
Utilization, and Commercialization of Renewable Energy Resources and for Other Purposes
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on 16 December 2008 to pave the way for sustainable and affordable renewable energy [1].
The policies adopted in the Act are to accelerate the exploration and development of
renewable energy resources, to encourage the development and utilization of such to
reduce harmful emissions, and establish necessary infrastructure to carry out the mandate
specified in the Act.

Under RA 9513, the National Renewable Energy Program (NREP) was formulated
to provide the necessary framework for the country [2]. The main target of the NREP’s
energy policy is to increase the existing renewable energy capacity by 15.304 GW by
2030. The additional capacity is to come from wind, hydro, geothermal, solar, ocean, and
biomass. Specific to wind energy, NREP’s energy policy framework aims to achieve grid
parity by 2025 through the addition of 2345 MW of capacity. However, only an additional
395 MW have been installed by 2015 and none thereafter [3]. A difference of 654 MW
is required to reach the target for that same year. This backlog is indicative of the slow
pace of development in the Philippines so that the target grid parity will not be realized
as envisioned. Other pathways to achieve this goal are necessary and venturing into the
offshore wind arena may be a viable option.

Offshore wind farms (OWF) have gained attention in the past years due to some
inherent advantages present. Capacities of OWF are significantly greater than their onshore
counterparts, sometimes reaching 1000 MW [4]. The wind resource in the ocean is less
intermittent than on land and can be predicted with greater accuracy [5]. Furthermore,
social acceptance is greater for OWF due to low visual and noise impact [4]. To assess these,
the technical and economic viability of OWFs in the Philippines was studied in this work.

1.1. Statement of the Problem

As of 2015, the Philippines has not achieved its target capacity for wind energy
installations by 62%. OWFs are investigated and considered in this research to possibly fill
in the gap in the capacity. Specifically, the technical and economic aspects of OWFs were
studied for their viability in the Philippine setting. As a caveat, there are difficulties in the
assessment of OWFs in the Philippines, which are stated below:

• Methodologies on techno-economic assessment of offshore wind energy have not been
applied to the Philippine setting.

• A notion exists that it is a risky investment with high cost and uncertainty in return.
• There is no readily available and reliable information for investments regarding the

viability of offshore wind farms in the Philippines.
• There has been no formulation for the recommendation of the viability of offshore

wind energy in the Philippines.

1.2. Objectives of the Study

The main objective of the study was to be develop a framework in assessing the
technical and economic potential of offshore wind energy in the Philippines. It aims to
achieve the following specific objectives:

• To develop a methodology for the techno-economic assessment of offshore wind farms
in the Philippines.

• To assess the wind resource in the Philippine oceans for the potential of putting up an
offshore wind farm.

• To investigate the economic viability of constructing an offshore wind farm in the
Philippines through LCOE.

• To formulate a recommendation for the viability of OWF in the Philippines.

1.3. Research Significance

The current pace of development of wind energy in the Philippines is slow in terms of
attaining grid parity in wind energy with the commissioning of 2345 MW of additional
capacity by 2030. The bulk of the commissioning of wind power plants was done in 2014
under four projects with a total capacity of 303.90 MW [3]. In 2015, there were only two
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projects constructed with a combined installed capacity of 90 MW [6,7]. By exploring the
emerging technology of offshore wind energy, higher capacity wind farms can be built
with the availability of space and good wind resource. This techno-economic assessment
research can help assess the viability of the construction of an offshore wind farm in the
Philippines. The investors and government may benefit from this study since they will
be able to see the technical and financial model of the study wherein the LCOE and price
of electricity are included. These economic measures may give the investors an option
to consider offshore wind farms as one of their investments and provide the government
insights for the promotion of this emerging renewable energy technology.

The novelty of this research compared to existing technical and economic assessment
of offshore wind farms is the extensive application of exclusion criteria, comparison of two
offshore wind turbines, and rigorous economic analysis in the Philippines setting.

1.4. Limitations of the Study

Since offshore wind energy is an emerging technology around the world, there are
various improvements that can be adopted in this research in terms of technical and
economic data acquisition. The accuracy and reliability of the results in the technical
potential of offshore wind is heavily dependent on the data at reference height, spatial
resolution, and time interval. The available data acquired by the researcher are from
the Phil-LiDAR 2 Program of the Department of Science and Technology with a spatial
resolution of 4 km, and mean wind speeds for five years at 10 m, 20 m, 80 m, and 100 m
elevations.

The data for the economic analysis were acquired from 4C Offshore. The offshore
wind farms considered were the ones constructed from 2008 to 2018. The data acquired
include the name of the power plant, country of origin, minimum and maximum sea depth,
area, offshore cable length, onshore cable length, inter-array cable length, port for O&M,
distance from port, turbine model, number of turbines, turbine capacity, plant capacity,
and investment cost. Offshore wind farms with incomplete data were not considered in
the study.

Since the different parts of the Philippines have varying wind speeds, only a selected
site with the highest capacity factor will be considered for the economic analysis. In this
study, the offshore wind energy will be compared to the price of onshore wind farms
in terms of investment cost and price of electricity since onshore wind is a renewable
energy technology with a share of 3.57% of the total installed capacity in the Philippines,
respectively [3].

The stationary foundation technologies, namely, monopile, jacket, and tripod, will
be the interest of this research due to its high capacity production at stationary structures.
Thus, the limitation of the study was within 50 m bathymetry.

2. Review of Related Literature
2.1. Offshore Wind Farms

There are numerous advantages of offshore wind farms that address the disadvantages
of putting up an onshore wind farm. Wind farms, in general, emit noise mostly from the
rotation of blades [8]. In some cases, the annoyance from the noise coming from onshore
wind farms can lead to psychological distress and sleep disturbance to the people living
within the vicinity of wind turbines [9]. With the offshore wind farm situated in the ocean,
low noise is heard [4].

Offshore wind farms have a more stable wind production compared to onshore wind
farms. The power duration curve of offshore wind power plants is greater than onshore
wind farms in Germany [5]. Higher and steadier offshore wind farms are more productive
in the UK with a 36% capacity factor compared to onshore wind farms (27% capacity factor),
which implies a higher capacity credit and smaller back-up cost [10].

Forecasting of wind energy is another concern in wind energy technology due to the
intermittency in wind resources. In the case of offshore wind farms, wind energy can be
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predicted with a relatively smaller error compared to onshore wind farms. Offshore wind
farms need fewer reserves in the balancing of forecast error [5]. The results of the study of
Richts et al. [5] illustrate that offshore wind farms can have more than 50% of their power
output predicted with 99.994% reliability in one-hour advance compared to onshore wind
farms with only about 30% power output predicted with the same level of reliability.

A study showed that the proximity of wind turbines near residence areas negatively
influences attitudes toward installations. However, with proper consultations and proper
participatory siting, wind farms can receive a higher level of acceptance [11]. Through
proper consultations with the affected stakeholders and participatory siting, the possibility
of the construction of an offshore wind farm can also be accepted.

2.2. Offshore Wind: Current Status
2.2.1. Installed Capacity

Rapid increase in offshore wind farms has been evidently seen for the past two decades
in Europe. The total installed capacity for offshore wind farms was only 50 MW in 2000 and
increased up to 1471 MW by the year 2008, which means an annual growth of approximately
50% [10]. In 2016, the total installed capacity in Europe reached 12,631 MW [12].

In 2006, the average wind farm size in Europe was only 46.3 MW. After 10 years,
the average size has increased up to 379.5 MW based on offshore wind farms under
construction in 2016 [12]. Offshore wind farms have high potential to have larger size
capacity as planned in Europe.

2.2.2. Number of Turbines and Project Area

The project average area and number of turbines of commissioned and under con-
struction offshore wind farms in Europe was studied extensively [13]. It was seen that the
project area in 2015 was lower compared to 2012, but the average size was higher than in
2012. The developments in the turbine industry can explain this event as the turbines have
increased in capacity and the number of turbines has also increased.

2.2.3. Distance to Shore and Water Depths

In European installations, the distance to shore vs. water depth was studied [12]. As
the distance of the offshore wind farm to the shore increases, it also translates to a higher
installed capacity. There is a rapid increase in the distance to the shore as time goes by [11].
In 2013, the average distance was just 25 km, but it has rapidly increased to an average
distance of 42 km to the shore.

2.2.4. Cost

There has been an increase in the CAPEX despite the technological advances in
offshore wind energy [13]. The annual construction of deeper and farther offshore may
contribute to the rise of CAPEX since these factors increase the grid connection, foundation,
and installation costs.

2.2.5. Wind Turbines

The wind turbine is an important parameter in the construction of offshore wind farms.
In Europe, the average capacity rating was 4.8 MW based on 361 offshore wind turbines
that are in the progress of being constructed in 2016 [12]. It was seen that the progression of
rated capacity gradually increases from 0 MW to 4.9 MW in 20 years. Among the different
offshore wind turbine manufacturers in Europe, Siemens Wind Power was the biggest
supplier with 67.8% installed capacity [12].

2.3. Foundation Technologies

There are proven and tested stationary foundations within 50 m of depth, namely,
monopile, jacket, and tripod [14]. The floating structures are considered optimal for
bathymetry greater than 50 m, namely, tension leg platform, semi-submersible, and spar
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buoy [15]. The stationary foundation technologies will be the interest of this research due
to its high capacity production at stationary structures.

2.4. Renewable Energy Law in the Philippines

The Republic Act No. 9513, also known as the “Renewable Energy Act of 2008”, is an
act promoting the development, utilization, and commercialization of renewable energy
resources and for other purposes. In this law, policies and regulations are enacted to favor
the utilization of renewable energy technologies in the Philippines such as wind energy. A
feed-in tariff system is applied to renewable energy technologies to leverage them from the
wholesale electricity spot market by prioritizing their connection to the grid, prioritizing
for their purchase and transmission or “priority dispatch”, fixed tariff for up to 20 years,
and has a mandated minimum percentage of generation.

Aside from the feed-in tariff system that promotes renewable energy technologies, tax
incentives are included in this law. Renewable energy power plants can have income tax
holiday for the first seven years of the power plant, duty-free importation of machinery,
equipment, and materials for the first ten years, and a 10% corporate tax rate instead of
30% [1]. With these policies enacted, the chances of constructing an offshore wind farm can
increase, but the technical and economic aspects should still be investigated.

2.5. Related Techno-Economic Studies

The technical and economic feasibility of OWF in Chile were studied by Mattar and
Guzmán-Ibarra [16]. The Vestas V164 8.0 MW wind turbine was studied using wind
data from the ERA-interim reanalysis spanning the years 1979 to 2014. Performance and
capacity factor were calculated for wind speeds extrapolated from 10 m above sea level.
Information on costing was obtained from previous studies involving the full life cycle
of wind farms and used in the economic analysis of the study. Estimates for a useful life
of 25 years were computed for the levelized cost of electricity (LCOE), payback period,
internal rate of return, and net present value. Three capacities were considered to estimate
the LCOE. These were 80 MW, 160 MW, and 240 MW.

Power density maxed at 3190 W/m2 with the capacity factor of 70% and LCOE
between 72 and 100 USD/MWh for locations between 45◦ and 56◦ S. Rated at 13 m/s,
the best location for the selected wind turbine was shown to be between 30◦ and 32◦ S.
Power density at that location was between 700 W/m2 and 900 W/m2 with capacity factor
ranging from 40 to 60%. The LCOE values were seen to range from 100 to 114 USD/MWh.
It was determined that an increase in discount rate by only 2% can increase the LCOE
threefold.

The techno-economic and environmental considerations of OWF along India’s coast-
line were studied by Nagababu et al. [17] using a geospatial information system (GIS). Cost
supply curve and spatial distribution of levelized production cost (LPC) were created and
sensitivity analyses were carried out to examine the effect of project lifetime, annual energy
production, availability, and discount rate on cost.

Results revealed a wide range of wind power densities for both east and west coasts.
The western coastline sees power densities from 13 to 294 W/m2 while the eastern coastline
gets power densities of 63 to 393 W/m2. Theoretically, these translate to annual energy
potential ranges of 54 to 823 MWh/km2 and 107 to 1117 MWh/km2 for the western and
eastern coast, respectively. Compared to existing renewable energy resources in India
within the 200 Euro/MWh FIT, a good 40% of the potential is available that is economically
competitive. Bottom fixed wind farms in the western coastline will produce energy at costs
of 231 and 262 Euro/MWh for 0 to 30 m and 30 to 50 m depths, respectively. The eastern
coastline will see higher costs for similar installations at 308 and 334 Euro/MWh for 0
to 30 m and 30 to 50 m depths, respectively. Interest rate was seen as a very influential
parameter for the calculation of the LPC.

Khraiwish Dalabeeh [18] studied the cost of energy and capacity factor of OWF at five
prospective locations in Jordan by developing a simulation model using Weibull parameters
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and computing for annual generation of different wind turbine models. The most suitable
wind turbine was matched to the locations studied and the cost of electricity and capacity
factors were determined subsequently. Nine years’ worth of wind data were utilized for
the analysis of the prospective sites.

The analysis showed that there were five suitable sites that have good wind resources
for electricity generation. The Xemc-Darwind was observed to produce the lowest cost
of electricity at 25.9 USD/MWh. Aaer and Acciona produced the greatest cost at 100 to
222 USD/MWh for sites Der Alla, Amman, and Irbid due to low wind resource and high
property prices. R. Monif came out to be the most suitable site for the deployment using
the Xemc-Darwind rotor with the least cost of electricity at 25.9 USD/MWh and highest
capacity factor of 42%. Fossil fuel power generation costs in 2013 were significantly higher
than the computed wind energy generation cost with an average of 260 USD/MWh.

Schweizer et al. [19] conducted the first feasibility study of the offshore wind farm in
the coast of Rimini at the Northern Adriatic Sea. The wind speed data were acquired in
2008 to 2013 through the anemometers mounted on a gas platform, and the characteristics
of the wave were analyzed through the data using a wave buoy installed in 2007 (located
few kilometers at the study area). The study also described the environmental external
conditions that could potentially act on the offshore wind farm and are crucial for the
engineering design. A commercially available wind turbine was selected in the study
with a rated power of 3.6 MW, and the capacity factor was calculated to be 25% using
the experimental wind probability distribution at 80 m above sea level. It was found
that for layout A (15 wind turbines, 54 MW installed capacity), the best case had 97% WT
availability, 9.75% internal losses while the worst case had 90% WT availability, 11% internal
losses, and 0.205 €/kWh feed-in tariff. For layout B (60 wind turbines, 216 MW installed
capacity, 0.160 €/kWh feed-in tariff), the best case had 97% WT availability, 9.75% internal
losses, and 0.205 €/kWh feed-in tariff, while the worst case had 90% WT availability, 11%
internal losses, and 0.160 €/kWh feed-in tariff. It was seen that the assumed feasibility
study and commissioning will last up to four years with the offshore wind farm to be
operational in 25 years, while the last year is for decommissioning. In all of the cases,
positive net cash flow can be seen. The lowest net income was found in layout A in the
worst case scenario, and the most adequate result in terms of finance could be found in
layout B with the best case scenario.

Cavazzi and Dutton [20] studied the potential of offshore wind energy in the UK
with the aid of GIS. A suitability map was produced taking into account technical and
economic factors that influence the OWF potential of the study area. Certain sites were
excluded based on specific constraints applied such as existing offshore installations,
submarine cables, oil and gas extraction areas, among others. The LCOE was calculated
and a sensitivity analysis was conducted to ascertain which factors greatly influence the
LCOE. It was observed that the interest rate contributed the most in influencing the LCOE.
Of the available offshore wind resources in the UK, 10% is potentially accessible for a
150 GW wind farm that will produce energy at a cost of less than 140 Euro/MWh.

2.6. Exclusion Criteria

The Philippines is composed of 7641 islands, and there are three main island groups,
namely, Luzon, Visayas, and Mindanao. Since the Philippines has more than 7000 islands,
there is a need to narrow down the sites that could have the potential for the construction
of an offshore wind farm. With this premise, the study excludes sites if they do not meet the
certain constraint criterion. In the study of the multi criteria decision analysis of offshore
wind energy potential in Egypt, the constraints considered for site exclusion are distance
from shore, depth, submerged cable paths, oil and gas extraction areas, shipping routes,
nature reserves, and military areas [21]. The constraints considered in the study on the
assessment of the UK’s offshore wind energy potential by using geographic information
systems were anchorage areas, existing wind farms, active submarine cables, protected
wrecks, sand mining, IMO traffic separation schemes, and oil and gas extraction areas [20].
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For this study, the constraints considered for excluding sites are active submerged cable
paths, local ferry routes, marine conservation areas, reefs, oil and gas extraction areas,
depth, and distance from grid. Since the Philippines is located in the Pacific Ring of Fire, it
is susceptible to calamities. The other constraints that will be considered are typhoons and
earthquakes.

Active submerged cables are used for transmitting data through the use of cables laid
on the seabed. These are essential for the telecommunications industry in transmitting
data to connect with other countries and also to connect to the Internet. These cables can
reach up to 9000 km in length with a price of $300,000 USD [22]. In this study, the path of
active submerged cables with a buffer of 5 km were excluded in the siting process of the
offshore wind farm. The active submerged cable map was acquired from Submarine Cable
Map [23].

Local ferry routes in the Philippines were generated by Thierry Crevoisier for the
World Food Program on 25 February 2014 [24]. In this study, the local ferry routes in the
Philippines were excluded in the siting process since these offshore wind farm may pose
safety concerns along the path. A buffer of 3 km was applied when using this criterion.

According to the Republic Act 7586, also known as the “National Integrated Protected
Areas System Act of 1992”, protected areas are identified as areas of water and land
that are set aside for preservation due to its unique biological and physical significance,
managed for the improvement in biodiversity, and protected from destructive human
exploitation [25]. The National Integrated Protected Areas System (NIPAS) is tasked to
manage the preservation of the protected areas. The following are categorized as protected
areas, namely, strict nature reserve, natural park, natural monument, wildlife sanctuary,
protected landscapes and seascapes, resource reserve, and natural biotic areas. In this study,
all protected areas were excluded [26]. The marine protected areas are the areas with a
dark shade of blue in the map. A buffer zone of 3 km was applied based on a study that
90% of marine protected areas were less than 1 km2 [27].

The Philippines is part of the Coral Triangle with Malaysia, Timor-Leste, Indonesia,
Papua New Guinea, and the Solomon Islands. This group of countries contain one-third
of the world’s coral reefs [28]. Coral reefs act as the main buffer against erosion due to
typhoons and waves, and it also serves as houses for the fish in the ocean [29]. The data
on the location of coral reefs in the Philippines is based on ReefBase, which serves as the
official database of the International Coral Reef Action Network and Global Coral Reef
Monitoring Network [30]. Locations with coral reefs are excluded in the analysis. The coral
reef areas are indicated by the dark brown shade in the map. Similar to marine protected
areas, a buffer area of 3 km was applied in the exclusion of coral reefs.

The Department of Energy contracts private companies to extract oil and gas in the
vicinity of the country. The map for the oil and gas extraction areas was acquired from the
Department of Energy [31]. These oil and gas extraction areas reach up to 1,476,000 hectares
such as in the case of BHP Billiton in Southwest Palawan. The areas that have already
contracted and the areas up for contracting for around 5 km will be excluded from the
study.

The depth of the ocean or the bathymetry affects the type of foundation to be applied
and the economic cost of the offshore wind farm. The type of foundation technology to
be used in this study is a stationary foundation since it can be applied within a depth of
50 m [14]. There is an increase in the CAPEX as the depth also increases [13]. The map for
the depth of the ocean in the Philippines was acquired from the General Bathymetric Chart
of the Ocean [32]. The bathymetry excluded in this study were depths greater than 50 m.

As the distance from the grid to the offshore wind farm increases, the transmission
cost also increases related to grid connection [20]. The distance greater than 120 km from
the grid will be excluded from the analysis since longer distance may yield high uncertainty
with the cost. The data for the transmission lines was acquired from National Renewable
Energy Laboratory [33].
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In the study by Worsnop et al. [34], they predicted that offshore wind turbines cannot
withstand hurricane gusts of up to 90 m/s (324 km/h)—modern wind turbines can only
withstand gusts of up to 70 m/s (252 km/h) based on engineering standards. In the
Philippine context, tropical cyclones reach up to a maximum of 250 km/h according to the
United Nations Office for the Coordination of Humanitarian Affairs [35]. However, there
are only limited studies regarding the impacts of tropical cyclones to offshore wind farms,
and this could be a potential area of research for the improvement of these offshore wind
turbines. Due to the limitation on the studies in tropical cyclone impacts, wind speed of
gusts greater than 250 km/hour will be excluded in the study. The buffer area considered
in the application of typhoon path was 50 km since the maximum wind speeds were within
the eye wall with a maximum distance of 50 km [36,37].

In 2011, the Kamisu offshore wind farm in Japan was struck by an earthquake with
an epicenter distance of 300 km and a magnitude of 6 [38]. The 2 MW offshore wind farm
survived the disaster, and was even operational after three days. The Kamisu offshore
wind farm is located 40 m from the coast with a monopile foundation technology. One
of the solutions of the Niras international engineering consultancy regarding earthquake
and typhoon problems is the application of a jacket foundation, which is built on a grid
construction of steel placed on four piles [39]. A possible option for offshore wind farms is
jacket foundations, which are more robust with regard to the size of the foundation at a
greater ocean depth. In this study, a buffer of 15 km from the high historical earthquakes
will be applied based on the 10 km critical damage to a dyke of a 7.8 magnitude earthquake
in Japan [40].

2.7. Wind Curtailment

It is a challenge if there is a high level of penetration from wind energy to the grid due
to its limits in predictability and variability. Wind energy may be curtailed when there is a
lack of available transmission, system balancing issues, or back-feeding. Wind curtailment
is referred to as the utilization of less wind at a certain time even though there is still more
wind power potential available [41].

In 2013, China’s installed wind capacity was 77.16 GW with 142 TWh generated
electricity or 2.6% of the total electricity generated in the country [42]. In that same year, it
curtailed 16.23 TWh of wind energy or 10.74% of the total wind energy generated. Some
parts of the country had higher wind curtailment such as in Jilin and Gansu with 21.79%
and 20.69%, respectively. High concentration of wind farms in northern and northwestern
parts of China, but low electricity demands have contributed to the curtailment. The
transmission capacity to deliver electricity to different parts of China with high demand is
also insufficient. Some other factors for wind curtailment are also guaranteed minimum
dispatch for coal plants and the need for combined heat and power plants during winter
for heating. China’s solution to wind curtailment is an improvement in forecasting and
scheduling, construction of dispatch system for wind power, utilization of automatic
generation control systems (AGC), and the application of electric boilers powered by wind
energy.

In Denmark, there was an additional installed capacity of 4893 MW in 2014 that pro-
duced electricity of 13.1 TWh (1272 MW and 5.2 TWh are from offshore wind farms) [42].
The wind integration in this country is reinforced by the interconnection of systems to neigh-
boring countries with an international electricity market. For instance, over-generation
of wind energy is avoided through negative price signals in the day-ahead and intra-day
power market. Large capacity offshore wind farms negotiate through the tendering process
for compensation.

The United States of America has numerous balancing areas in different parts of
the country. The wind curtailment is generally less than 4% [42]. The factors affecting
wind curtailment are excessive wind energy during low demand periods and during
requirements of minimum generation such in the case of Bonneville Power Administration
(BPA) and the Electric Reliability Council of Texas (ERCOT).
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The wind curtailment in different countries was also reported by Bird et al. [42]. The
data for Germany dated to 2012. The electricity generation from wind ranges from 0.4%
to 31.9%. Globally, wind curtailment ranges from 1% to 3% with the exception of 11% in
China.

2.8. Data Sources

The data acquired for the wind speed are from Phil-LiDAR 2 Program of the Depart-
ment of Science and Technology with a 4 km spatial resolution and distance of 10 km from
the shore [43]. The offshore wind data are an annual wind speed at elevations of 10 m,
20 m, 80 m, and 100 m in 2008, 2010, 2014, 2015, and 2016, respectively.

2.9. Technical Analysis
2.9.1. Power Law

An important parameter for the assessment of wind power potential in a specific site
is the reference height of the wind speed data. Nowadays, wind turbine heights range from
50–120 m [44]. More reliable results can be acquired if the reference height of the wind
speed data is close enough to the hub height.

The mathematical model for power law can be seen in Equation (1) where v1 (m/s) is
the wind speed at reference height z1 (m); v2 (m/s) is the wind speed at height z2; and zo is
the roughness length factor. An established value of 0.0002 m is used, which corresponds
to sea surface [16,17].

v2 = v1

ln
[

z2
z0

]

ln
[

z1
zo

] . (1)

2.9.2. Weibull Model

There are two known statistical approaches for calculating wind power potential,
namely, the Weibull and Rayleigh Distribution models. Based on the study of Celik [45],
the Weibull model gives better performance compared to the Rayleigh model based on
monthly fitness coefficients in calculating the wind power potential in Iskenderun, Turkey.
However, due to limitations in the type of data acquired, the Weibull model was used with
a shape parameter value of 2, effectively reducing it to the Rayleigh model.

The mathematical model for the estimation of the wind power potential can be cal-
culated from the Weibull distribution model in Equation (2) with p(V2) as the Weibull
probability density; k as the shape parameter (dimensionless); c as the scale parameter
(m/s); and v2 as the wind speed (m/s) [44]. The assumed value of the shape parameter
based on another study is 2 [20].

p(V2) =

(
k
c

)(v2

c

)k−1
exp
[
−
(v2

c

)k
]

. (2)

2.9.3. Wind Turbine Power Curve

The SWT-3.6-120 manufactured by Siemens and the 6.2M126 manufactured by Senvion
were used in the study. The SWT-3.6-120 with a 3.6 MW optimal output was utilized in the
analysis because of its high tolerance to wind gusts of up to 70 m/s. It has a 120 m rotor
diameter with a cut-in wind speed of 3–5 m/s, nominal power at 12 m/s to 13 m/s, and
cut-out wind speed of 25 m/s based on the manufacturer’s datasheet [46]. The data were
digitized from the published power curve for the technical analysis of the annual wind
energy production from 0 to 25 m/s.

The Senvion 6.2M126 has a rated output of 6.15 MW, and it is used to check the effects
of having a high capacity with respect to net present value, payback period, internal rate of
return, and levelized cost of electricity. It has a 126 m rotor diameter with a cut-in wind
speed of 3.5 m/s, nominal wind speed at 13.5 m/s, and cut-out wind speed of 30 m/s
based on the manufacturer’s datasheet [47]. The data were digitized from the published
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power curve for the technical analysis of the annual wind energy production from 0 to
30 m/s.

2.9.4. Wind Power and Wind Power Density

The wind power density is the power per area that can be harnessed from the specified
site, which can then be computed from the wind speed data and probability density curve.
The formula for wind power density can be seen in Equation (3) with P/A as the wind
power density (W/m2); P as the wind power (W); A as the swept area (m2); ρ as the air
density (1.225 kg/m3); p(V2) as the wind probability density; and Vz as the magnitude of
the wind speed (m/s) [16].

P
A

= 0.5ρ
∫ ∞

0
V2

3 p(V2)dV. (3)

2.9.5. Annual Wind Energy Production

The annual wind energy production is the energy that is harnessed from the site. The
formula for annual wind energy production E can be seen in Equation (4) with T as the
time period of the study (8760 h); p(V2) as the Weibull probability density; and p(V2) as the
wind turbine power output corresponding from the wind turbine curve [16].

E = T
∫ ∞

0
p(V2)P(V2)dV. (4)

2.9.6. Capacity Factor

The capacity factor is the ratio between the wind power generation from the turbine
and the total power generation it produces at full capacity in a period of time. The equation
for capacity factor CF can be seen in Equation (5) with PE as the estimated output; PN as
the rated output; and T as the time period [13]. The generally accepted values for offshore
wind capacity factor are in the range between 30% and 55% [48].

CF =
PE

PN(T)
. (5)

2.9.7. Performance

The annual seasonal performance is the ratio between the wind energy produced by
the turbine and the energy that is possessed by the wind annually. It shows the relationship
between the wind turbine and the wind energy in the location. The equation for the
performance of a turbine is shown in Equation (6) with ηEST as the wind turbine’s seasonal
performance; E as the wind energy produced; and Ed as the energy possessed by the wind.
The considered technically viable performance for the wind turbines in this study is greater
than 10% [16].

ηEST =
E
Ed

. (6)

2.9.8. Array Spacing and Number of Turbines

The number of turbines for the areas that are viable for the technical aspect and
exclusion criteria are dependent on the total available area and array spacing, as seen in
Equation (7) [49,50]. The array spacing is estimated using the rotor diameter, downwind
spacing factor, and crosswind spacing factor as seen in Equation (8) [21,49,50]. Values of
10 and 5 were applied to the downwind and crosswind spacing factors, respectively, to
reduce the inter-turbine wake losses.

Number o f Turbines =
Total Available Area

Array Spacing
. (7)

Array Spacing = (Rotor diamater)2 × Downwind Spacing Factor
× Cross Wind Spacing Factor.

(8)
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2.10. Economic Analysis
2.10.1. Investment Cost

The investment cost of an offshore wind farm has commercial sensitivities, which
makes the estimation difficult. The components of total capital cost such as wind turbine
and electrical costs are acquired from different sources. The summation of all the total
capital costs CTotal can be seen in Equation (9) with CWT as the wind turbine cost; CF
as the foundation cost; CE as the electrical cost; and other costs such as operation and
maintenance [17].

CTotal = CWT + CF + CE + Other cost. (9)

The data acquired for the cost components of offshore wind farms were from “4COff-
shore”, which is a market research and consultancy organization that focuses on offshore
energy markets, and it has been cited in numerous studies [51–53]. The offshore wind farms
that are constructed from 2008 to 2018 only were considered in the study. The data acquired
from “4COffshore” were the name of the power plant, country of origin, minimum and
maximum sea depth, area, offshore cable length, onshore cable length, inter-array cable
length, port for O&M, distance from port, turbine model, number of turbines, turbine
capacity, plant capacity, and investment cost.

2.10.2. Multiple Linear Regression

In this study, different cost parameters are considered to quantify each component of
the investment cost using multiple linear regression as seen in Equation (10), where Y is the
investment cost component; βj,j = 0, 1, 2, . . . , k, are the regression coefficients; xj,j = 0, 1, 2,
. . . , k, are the predictor variables; and ε is a random error term [54]. The predictor variables
considered were date commissioned, type of foundation, hub height, sea depth, minimum
distance from shore, useful life, offshore cable length, onshore cable length, inter-array
cable length, distance from port, distance from grid, turbine size, number of turbines, and
capacity. The estimated investment cost of existing offshore wind farms around the world
for the last ten years were considered.

Y = βO + β1x1 + β2x2 + . . . + βkxk + ε. (10)

The coefficient of determination (R2) was investigated using the statistical software
to acquire the best multiple linear regression model. The coefficient of determination or
the R2 is a measure of the goodness-of-fit of the regression model. The highest and greater
than 80% value will be applied to the economic analysis of the study.

The mean absolute percentage error (MAPE) of the model was analyzed, which aims
to validate results. The MAPE is a measure of the quality of the regression model [55] and
measures how close the predicted values of the regression model are to the target variables.

2.10.3. Multiple Regression Assumptions

There are four assumptions in multiple regression analysis for the regression model
to be valid. These four assumptions are normality, linearity, homoscedasticity, and relia-
bility of measurement. If these assumptions are not satisfied, the results may be deemed
inaccurate and may also result to type I or type II errors [56].

The assumption of normality implies that the distribution of the dependent variables
and independent variables are normal. This can be checked through visual inspection of
the residuals. A q–q plot can be done to visually check the normality of the variables. A
model is considered a good model for normality if the residuals do not deviate largely from
a straight line, while a bad model would show a large deviation from a straight line [57].

The assumption of linearity indicates that there is a linear relationship between the
independent and dependent variables. A further visual inspection of the scatterplot of the
residuals can be done to determine whether there is a linear pattern or not. A model is
considered a good model for a linearity if there is equal distribution of the residual across a
horizontal line through 0, while a bad model will show a curvilinear pattern [57].
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Homoscedasticity implies that the variance of errors is the same across all independent
variables. In the case of heteroscedasticity, there are different variance of errors from
different values of the independent variables. The assumption for homoscedasticity can be
satisfied by checking if the residuals are equally distributed along the predicted values. A
model is considered homoscedastic if it appears to be randomly spread out a horizontal
line while a model is heteroscedastic if there is a wider spreading of residuals along the
x-axis, leading to a steep line fitted through [57].

A good reliability of measurement for multiple regression indicates that the effect
sizes of other variables should be minimized. It also implies that there should be no multi-
collinearity, or the independent variables should not be highly correlated with each other
because this may lead to over estimation. A residual vs. leverage plot may help in searching
for influential observations that do not follow the trend of most other observations, and
the variance inflation factor (VIF) is a method for checking the correlation of independent
variables. A reference line called the Cook’s distance is added and observations outside this
line are considered influential observations outside the trend [57]. Observations outside
should be omitted since they influence the resulting slope coefficient and R2 significantly.
In the VIF method, independent variables with greater than 5 values indicate that there is
multicollinearity with each other and should be omitted carefully.

2.10.4. Net Present Value

Net present value (NPV) is an economic metric to indicate the total benefit from an
investment. It is a measure of the incoming and outgoing cash flow in the investment
as seen in Equation (11), whereas the N is the number of years from zero to the last year
of the investment; FC is the cash flow for an annual period reaching the last year of the
investment; and r is the discount rate. A NPV greater than zero means that the investment
is profitable, while a NPV less than zero is not profitable, and the investment should not
be pursued. If the NPV is exactly zero, nothing has been gained or lost, which means the
project should also not be pursued [16].

NPV =
N

∑
t=0

FCt

(1 + r)t = v1

ln
[

z2
z0

]

ln
[

z1
zo

] . (11)

2.10.5. Levelized Cost of Electricity

Levelized cost of electricity (LCOE) is a general measure for the evaluation of the life
cycle cost of a power plant. It can also be used for the comparison of different power plant
technologies in terms of its life cycle cost and energy production. It accounts for the total
installation cost, annual operation and maintenance, and energy production [58].

The formula for LCOE can be found in Equation (12) with IT is the investment at time
t; MT is the operating and maintenance cost at time t; ET is the energy produced (MWh) at
time t; r is the discount rate (%); and t is the time from base year up to the total number of
years of operation [16].

LCOE =
∑n

t=0
IT+MT
(1+r)t

∑n
t=0

ET
(1+r)t

. (12)

3. Methodology

The methodology described in this study focused on two aspects of the potential siting
of an offshore wind farm, namely, the technical and economic aspects. In the succeeding
chapters, the framework of the methodology of the study will be discussed together with
its detailed procedures. The methodologies were aligned with the objectives of the study
found in Section 1.2.

The novelty of this research compared to existing technical and economic assessment
of offshore wind farms are the application of numerous exclusion criteria, comparison
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of two offshore wind turbines, and rigorous economic analysis in the Philippines setting.
Compared to other techno-economic assessment studies, nine exclusion criteria were
applied in this study to exclude areas that are not suitable as a potential site for offshore
wind farms. Calamities such as historical earthquakes and typhoons have been considered
as exclusion criteria. In the technical analysis, two turbines have been considered, namely,
the SWT-3.6-120 and 6.2M126 turbines. In other techno-economic studies, they have
considered only one turbine. The economic analysis done in this study covers the actual
costs of offshore wind farms around the world for the period 2008 to 2018. These data
were then used to generate a multiple regression model to capture the investment costs of
offshore wind farms. The levelized cost of electricity and the price of electricity of offshore
wind farms in the Philippines were taken into account. In other techno-economic studies,
they only considered the levelized cost of electricity. Finally, the novelty of this study is
that analysis was done with relevant assumptions in the Philippines. It is also the first
available and published technical and economic assessment of offshore wind farms in the
Philippines that follows engineering methods.

3.1. Framework of Methodology

The flow diagram of the methodology is shown in Figure 1. The framework has
three stages: data gathering, exclusion analysis, and technical and economic analysis. The
acquisition of data included methods of the recent research work on techno-economic
analysis of OWF, collection of wind speed data, and developing the simulation model
using GIS. The application of the exclusion criteria not only narrowed down the locations
of potential sites, but more importantly, masked out all of the unsuitable sites in the
Philippines due to restrictions by local legislation and current global offshore industry
practice. Subsequently, the suitable sites were then subjected to technical and economic
analysis.
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3.1.1. Exclusion Criteria

The constraints considered in this study are presented in Figure 2. Using the raster
method in GIS, all constraints were overlaid in the wind resource map to exclude these
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areas as unsuitable locations in the analysis. It should be noted that the suitability of
the locations was determined purely by technical and economic considerations in the
study. The exclusion step was applied to reduce the potential sites with no consideration to
linearized scoring of factors that affect suitability.
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Active submerged cable data were extracted from TeleGeography, and the map was
projected to WGS 1984 UTM Zone 51 N, which is the projection for the Philippines. As seen
in Figure 3, most of the active submerged cable is connected to the west part of Luzon near
the capital of the Philippines—Manila City. This city is one of the most heavily populated
areas and the center for business in the country, which explains the concentration of active
submerged cables in the area. Luzon has the most active submerged cable connections that
are connected from other countries, while Visayas and Mindanao are connected to Luzon
for the interconnection of subsea cables. A buffer spacing of 5 km from the cables was
applied for a conservative estimate that the offshore wind farm will not affect these cables.

Local ferry routes were extracted from the World Food Program. The map was
projected to WGS 1984 UTM Zone 51 N, as shown in Figure 4. The path of the ferry routes
in the Philippines all pass through the Visayas. Since the Philippines is composed of many
islands, ferry routes are sometimes the only way to get to the other islands. The buffer
spacing for the shipping route was 3 km, which is a conservative estimate considering an
array spacing of 0.79 km2 for a 126 m 6.2M126 turbine.
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The data for marine conservation areas were acquired from Protected Planet, which
has an online world database of marine and terrestrial protected areas around the world.
The data were used to generate a map using Arc GIS 10 with a projection of WGS 1984
UTM Zone 51 N, as shown in Figure 5. The map shows the nature reserve, natural
park, natural monument, wildlife sanctuary, protected landscapes and seascapes, resource
reserve, and natural biotic areas of the Philippines. Some of the evident marine protected
areas in the map are the Tubbataha Reef, Turtle Islands Wildlife Sanctuary, Sarangani Bay,
Siargao Protected Seascape, and Tanon Protected Seascape, Negros Occidental Coastal
Wetlands Conservation Area, and Malampaya Sound. These marine protected areas were
consolidated with other exclusion criteria to narrow down the potential location of the
viability of offshore wind farms. The buffer spacing applied to the marine protected areas
was 3 km, as already represented in the map.
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Coral reefs data in the Philippines were acquired from PhilGIS, which is a free GIS
data source for educational and nonprofit use, and the reef data were from ReefBase, which
is a global database for coral reefs. The data for reef were generated in a map using Arc
GIS 10 with a projection of WGS 1984 UTM Zone 51 N, as shown in Figure 6. The types
of reefs shown in the map are barrier, fringing, patch, and shelf reefs. The concentration
of reefs is dominant in Visayas compared in Luzon and Mindanao. Similar to the marine
protected areas, a buffer spacing of 3 km was applied in the exclusion of coral reefs.

Oil and gas extraction areas were acquired from the Department of Energy of the
Philippines, and the map generated from Arc GIS was projected to WGS 1984 UTM Zone
51 N, as seen in Figure 7. The largest oil and gas extraction exploration in the Philippines is
found at the east side of the Palawan Islands, which measures up to 1,476,000 km2, and is
headed by the Philippine National Oil Company (PNOC). Some of the other companies
exploring oil and gas in the country are China International Mining Petroleum Corpora-
tion (197,000 km2), Mindoro-Palawan Oil and Gas Inc. (724,000 km2), Nido Petroleum
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Philipines Pty. Ltd. (1,344,000 km2), PNOC (36,000 km2), Gas2Grid Ltd. (75,000 km2),
Polyard Petroleum International Company (684,000 km2), Nido Petroleum Philippines
Pty. Ltd. (314,000 km2), and Otto Energy Investments Ltd. (988,000 km2). These oil and
gas exploration areas were consolidated with other exclusion criteria to narrow down the
potential location of the viability of offshore wind farms. The buffer spacing considered for
this criterion was 5 km, as shown in the map, so that the offshore wind farm will not affect
the oil and gas extraction areas.
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Bathymetry of the Philippines was acquired from the General Bathymetric Chart of
the Oceans (GEBCO), and the map generated from Arc GIS was projected to WGS 1984
UTM Zone 51 N, as seen in Figure 8. The Reclassify tool in Arc GIS was used to remove
the bathymetry greater than 50 m. The yellow areas represent the areas that were within
the 50 m criteria. Areas greater than 50 m bathymetry were excluded in the analysis
together with other exclusion criteria to narrow down the potential location of the viability
of offshore wind farms.

The data from the National Renewable Energy data explorer on the grid of the Philip-
pines were used in this study, and the map generated using Arc GIS was projected to WGS
1984 UTM Zone 51 N, as seen in Figure 9. The Euclidean Distance tool was used to generate
a map with the corresponding distance from the grid. The Reclassify tool was then used to
remove the values greater than 120 km distance from the grid. Areas beyond 120 km or
outside of the green shade in the map were excluded in the analysis. The distance greater
than 120 km and other exclusion criteria were consolidated to narrow down the potential
sites for the analysis.
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Historical earthquakes were acquired from the Philippine Institute of Volcanology and
Seismology (PHIVOLCS). The acquired data were composed of the recorded magnitude
and location of earthquakes in the Philippines from 1908 to 2018. The earthquakes with
6.5 magnitude and above were plotted in Arc GIS with a projection of WGS 1984 UTM
Zone 51 N, as seen in Figure 10. A buffer area of 15 km was applied to the study area based
on the critical damage extent to a dyke of a 7.8 magnitude earthquake in Japan [40].

The typhoon path and wind speed data of the Philippines were acquired from the
Philippine Atmospheric Geophysical and Astronomical Services Administration (PA-
GASA). The gathered data spans from 1998 to 2018. The map was generated using Arc GIS
with a projection of WGS 1984 UTM Zone 51 N, as illustrated in Figure 11. The highest
historical typhoon that landed in the Philippines is Typhoon Yolanda (International Name:
Haiyan), with a wind speed reaching 315 km/h (indicated by the red path). The path
considered were those typhoons that reached greater than 250 km/h from 1998 to 2018. A
buffer area of 50 km was applied in the exclusion of historical typhoon paths.

A graph digitizer was used to produce the power curve of SWT-3.6-120 and 6.2M126,
as seen in Figures 12 and 13, respectively. A total of 562 and 270 data points were plotted
based on the power curve of the SWT-3.6-120 brochure and power curve of 6.2M126,
respectively. The x-axis represents the wind speed in m/s, and the y-axis represents the
power output in kW of the wind turbine.
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3.1.2. Technical Analysis

The detailed technical analysis can be seen in Figure 14. The acquired wind speed
data were at 80 m and necessitated being extrapolated to the hub height of SWT-3.6-120 at
90 m and hub height of 6.2M126 at 95 m using the Power Law in Equation (1). Equation (3)
allows for the computation of the wind power density and wind power utilizing the
Weibull function model of SWT-3.6-120 and 6.2M126. To compute the annual wind energy
production, the power curve of the selected turbines and their corresponding Weibull
functions were used as inputs to Equation (4). Capacity factor and performance were
computed using Equations (5) and (6), respectively. After generating the annual capacity
factor and performance maps, the exclusion criteria layer was masked over to remove the
unsuitable locations from the potential sites for OWF and the investment cost from the
regression model was applied to calculate the levelized cost of electricity and offshore wind
electricity price in the Philippines. Finally, the two turbines were then compared with the
LCOE at different areas and plant capacities.
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3.1.3. Economic Analysis

The detailed economic analysis of the study can be seen in Figure 15. The independent
variables considered for the electrical cost of offshore wind farms were onshore cable
length, offshore cable length, inter-array cable length, and the area. For the turbine cost, the
plant capacity was the considered independent variable in the analysis. The selection of
these variables were based on the premise that the cables are the major components of the
electrical cost and that the turbine cost is dependent on the plant capacity [17,20,51]. The
independent variables for the foundation cost depend on the bathymetry of the ocean and
the size of the turbine [59]. The nearest port distance was considered for the maintenance
and operation [20,59].

The data for independent variables were acquired from “4COffshore”, which is a
market research and consultancy organization that focuses on offshore energy markets, and
it has been cited in numerous studies [51–53]. The data acquired were name of power plant,
country of origin, minimum and maximum sea depth, area, offshore cable length, onshore
cable length, inter-array cable length, port for O&M, distance from port, turbine model,
number of turbines, turbine capacity, plant capacity, and investment cost. All the values for
investment cost in different years were converted to 2017 USD using the historical values
of each country and the historical USD exchange rate. The nearest port distances were
acquired based on the visual inspection in the 4COffshore wind map, and the distance
between the nearest port and offshore wind farm was measured through the difference of
their coordinates. The missing onshore cable length was estimated based on the location of
the stated grid connection point and the cable landing point through the difference of their
coordinates. The four regression assumptions were checked using the R statistical software.
The “lm” function was used to generate the multiple linear regression model. The “plot”
function was used to test the normality, linearity, homoscedasticity, and reliability of the
model with the visual inspection of the normal Q–Q plot, residual vs. fitted plot, scale-
location plot, and residual vs. leverage plot, respectively. The reliability of the model was
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further examined using the “vif” function, which determines the independent variables
with multicollinearity. The independent variables with vif greater than 10 were carefully
omitted. The selected regression model was validated using actual data from offshore
wind farms through the measure of mean absolute percentage error. The investment cost
calculated using the selected regression model was applied together with the capacity
factor and exclusion criteria to acquire the LCOE and offshore wind electricity price in the
Philippines.
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3.1.4. Sensitivity Analysis

Sensitivity analysis was carried out in the last part of the study to determine the
effect of certain parameters to the output values under a given set of assumptions. The
parameters that were analyzed to check the sensitivity to the resulting LCOE and price of
electricity were investment cost (± mean absolute percentage error), capacity factor (±2%),
weighted average cost of capital (±2%), cost of debt (±1%), cost of equity (±2%), and
plant capacity (±5%). The basis in the adjustment of the parameters were small reasonable
changes based on the nature of the parameters.

3.2. R Statistical Software

The R statistical software was used for handling the 128,000 by 26 data points for the
technical analysis. A program was also implemented to calculate the wind speed at 90 m,
Weibull probability density function, wind power density, wind power, annual energy
production, capacity factor, and performance. The statistical tools of R were used to acquire
the equation for the multiple linear regression in the economic analysis.

3.3. GIS Software

Geospatial information system (GIS) methodology has been widely used by different
researchers in describing the technical and economic potential of offshore wind farms. It
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is a modeling tool that can relate the costs, location, and power plant capacity through
displayed resources, spatial cost, and restrictions in areas. The main product of this is the
relation of the levelized cost of electricity (LCOE) to the spatial area of study [17].

The Arc GIS 10 software requires the wind speed data resource in the location of study,
bathymetry, cable distance as well as the economic factors involved in the construction of
an offshore wind farm. This modeling tool can compute for various cost algorithms to get
the LCOE [20].

4. Results and Discussions
4.1. Technical Analysis

The recommended hub heights for the Siemens SWT-3.6-120 and Senvion 6.2M126
were 90 m and 95 m, respectively. As such, the wind speed data at 80 m were extrapolated
to these two elevations. The succeeding analysis will show the technical parameters
corresponding to both turbines plotted in their ideal elevations.

4.1.1. Wind Speed

The data on wind speed at 80 m were extrapolated to a hub height of 90 m for the
SWT-3.6-120 and to 95 m for the Senvion 6.2M126 using the power law in Equation (1).
Figure 16a,b shows the average wind speeds of the Philippines for the SWT-3.6-120 and
6.2M126, respectively, from the years 2008, 2010, 2014, 2015, and 2016.
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Shown in Figure 16a is the contour plot of wind speed for the Siemens SWT-3.6-120
turbine hub height. The values range from 2.133 m/s to 12.981 m/s with an average of
8.041 m/s. The northern parts of Ilocos Norte sees the greatest wind speeds ranging from
10.611 m/s to 12.945 m/s. Coming in next are the northern parts of Occidental Mindoro and
the southeastern parts of Oriental Mindoro, which see wind speed values from 9.175 m/s
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to 12.091 m/s and from 9.091 m/s to 11.63 m/s, respectively. Luzon primarily sees greater
wind speeds than Visayas and most especially Mindanao, as evidenced in the blue contours
indicating lower values shown in the regions of the latter island.

For the Senvion 6.2M126 hub height, wind speeds vary from 2.142 m/s to 13.035 m/s
with a mean of 8.096 m/s. The contours are shown in Figure 16b. As expected, the wind
speed values seen by the Senvion turbine were higher than those of the Siemens case due
to a slightly higher elevation. Additionally expected were the locations of greatest wind
speeds since the extrapolation will result in the same trends due to a common roughness
factor for all offshore areas studied. The northern region of Ilocos Norte experiences wind
speeds of 10.655 m/s up to 12.991 m/s while the northern region of Occidental Mindoro
sees 9.213 m/s to 12.325 m/s speeds, and the southeastern region of Oriental Mindoro
experience speeds from 9.279 m/s to 11.678 m/s.

4.1.2. Wind Power Density

The average wind power density for SWT-3.6-120 and 6.2M126 in the years 2008, 2010,
2014, 2015, and 2016 can be seen in Figure 17a,b. It is worth noting that the mean wind
power density is independent of the turbine, and is the power density of the wind for the
area. For the wind power density of SWT-3.6-120, the lowest was at 11.539 W/m2 and
the highest was at 1777.830 W/m2, as seen in Figure 17a. The mean of the wind power
density was at 700.918 W/m2. Corresponding to the areas of greatest wind speeds were
those of the greatest wind power densities with the northern region of Ilocos Norte ranging
from 1238.358 W/m2 to 1771.519 W/m2, the northern region of Occidental Mindoro seeing
882.755 W/m2 to 1604.634 W/m2, and finally, the southeastern region of Oriental Mindoro
ranging from 873.324 W/m2 to 1499.410 W/m2. For the wind power density of 6.2M126, the
lowest was at 11.683 W/m2 and the highest was at 2257.367 W/m2, as seen in Figure 17b.
The mean of the wind power density was at 753.835 W/m2. Compared with SWT-3.6-120,
there were increases of 1.25%, 26.97%, and 7.55% in the lowest, highest, and mean wind
power densities, respectively. There was a variation in the increase of these measures
due to the nature of the equation, which is dependent on the cube of the wind speed and
the different Weibull probability distribution model for each turbine. The wind Weibull
probability distribution model for SWT-3.6-120 takes into account 26 integers from 0 to 25,
which represents the wind speed it operates in, while the 6.2M126 model takes into account
31 integers from 0 to 30. Similar to the results of SWT-3.6-120, the locations with the greatest
wind power densities (as shown in the red contours) were found in the northern parts
of Ilocos Norte, which had values ranging from 1405.655 W/m2 to 2241.579 W/m2 while
the northern parts of Occidental Mindoro and the southeastern parts of Oriental Mindoro
experience densities ranging from 937.934 W/m2 to 1999.059 W/m2 and 955.461 W/m2 to
1757.770 W/m2, respectively.

4.1.3. Wind Power

The average annual wind power for the Siemens SWT-3.6-120 and Senvion 6.2M126
are presented in Figure 18a,b. Wind power is a function of the diameter of the rotor (see
Equation (3)). The Siemens SWT-3.6-120 has a diameter of 120 m while the Senvion 6.2M126
has a diameter of 126. One can surmise that the Senvion should produce greater wind
power due to greater wind speeds as well as a greater swept area.
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In studying SWT-3.6-120, the least wind power observed was 0.131 MW, while the
greatest was 20.107 MW. The mean wind power observed was 7.927 MW. As with the wind
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power density, the locations that registered the greatest wind power were the ones in the
northern region of Ilocos Norte, reaching low values of 14.006 MW and high values of
20.035 MW. Furthermore, the northern region of Occidental Mindoro and the southeastern
region of Oriental Mindoro register wind power ranges from 9.984 MW to 18.148 MW
and from 9.877 MW to 16.958 MW, respectively, and seen as orange contours in the map.
Using the same analysis for Senvion 6.2M126, the least value of wind power observed was
0.146 MW while the greatest value was 28.147 MW, with the latter clearly seen in Figure 18b.
The average annual wind power was 9.4 MW. Compared to the Siemens rotor, one can
observe an increase in the power metrics for the Senvion case with a computed 11.45%,
39.99%, and 18.58% increase in the least, greatest, and average wind power, respectively.
The wind Weibull probability distribution model for SWT-3.6-120 takes into account 26
integers from 0 to 25, which represents the operational wind speed, while the 6.2M126
model takes into account 31 integers from 0 to 30. Consistent with the previous results, the
greatest wind power densities were located in the northern regions of Ilocos Norte with
power values ranging from 17.527 MW to 27.950 MW. Following suit were the areas in the
northern regions of Occidental Mindoro and the southeastern regions of Oriental Mindoro,
registering values of 11.695 MW to 24.926 MW and 11.914 MW to 21.918 MW, respectively.

4.1.4. Annual Energy Production

Shown in Figure 19a,b are the mean annual energy production for both turbines stud-
ied. The Siemens SWT-3.6-120 produces at least 179.519 MWh and at most 19,759.275 MWh.
The average annual energy production is 11,905.933 MWh. As expected, one can find the
highest potential in the same locations as those of the greatest wind speed and wind power
recorded. These are the northern parts of Ilocos Norte, producing 17,181.576 MWh to
19,742.881 MWh of energy per year. Likewise, the northern parts of Occidental Mindoro
produced high yields at 14,763.450 MWh to 19,212.203 MWh whereas the southeastern
parts of Oriental Mindoro produced around 14,379.013 MWh to 18,769.434 MWh of energy.
Areas with low energy production were observed close to the shorelines of Visayas and
Mindanao.

The analysis further showed that the Senvion 6.2M126 produced the least energy at a
rate of 155.305 MWh and the greatest at 34,974.594 MWh. The contours of annual energy
production are shown in Figure 19b. The average energy produced was 19,550.665 MWh.
While there were increases in the mean and greatest energy production versus the Siemens
turbine at 77% and 64.21%, respectively, a drop of 13.49% was observed in the lowest energy
production. This drop was likely due to a higher cut-in wind speed of the Senvion 6.2M126
which is at 3.5 m/s. Despite the higher cut-in wind speed, the Senvion makes up in energy
production as the greatest production rate and mean production rate were both significantly
higher than that of the Siemens. At a higher rated capacity of 6.15 MW and higher wind
speed seen, the Senvion naturally outperformed the Siemens in energy production. The
sites with the greatest production of energy were in the same locations as those of wind
speed and wind power. The northern areas of Ilocos Norte can potentially produce energy
from 29,111.229 MWh to 34,903.898 MWh with the northern areas of Occidental Mindoro
and southeastern areas of Oriental Mindoro producing 24,404.434 MWh to 33,724.617 MWh
and 24,664.807 MWh to 32,284.715 MWh, respectively.
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4.1.5. Capacity Factor

Shown in Figure 20a,b are the computed capacity factors of the Siemens SWT-3.6-120
and the Senvion 6.2M126, respectively. The red contours indicate high capacity factor,
while the blue contours indicate low capacity factor. The lowest, mean, and highest
capacity factors computed for the Siemens SWT-3.6-120 were 0.57%, 37.75%, and 62.66%,
respectively. Very high values of 54.48% to 62.60% were observed in the northern parts of
Ilocos Norte. Similarly, high values were also seen around the northern parts of Occidental
Mindoro ranging from 46.81% to 60.92% as well as the southeastern parts of Oriental
Mindoro ranging from 45.60% to 59.52%.

The lowest, mean, and highest capacity factors computed for the Senvion 6.2M126
were 0.29%, 36.29%, and 64.92%, respectively. In the same manner that the lowest value
of annual energy production was significantly lower than that of the Siemens turbine, the
least capacity factor was recorded to have dropped by 49.12%. There was also a decrease in
the mean capacity factor by 3.87%, while an increase in the greatest capacity factor value by
3.6% was observed. The top three areas with the greatest capacity factors were the northern
region of Ilocos Norte registering values from 54.04% to 64.79%, the northern region of
Occidental Mindoro with recorded values of 45.30% to 62.60%, and the southeastern region
of Oriental Mindoro reaching a range of 45.78% to 59.93%. Figure 21a,b show the capacity
factor with less than 30% for SWT-3.6-120 and 6.2M126, respectively, indicated by the black
contours. In this study, areas that had a capacity factor less than 30% were excluded in the
potential siting of offshore wind farms.
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Figure 20. Capacity factor of (a) SWT-3.6-120 and (b) 6.2M126.

4.1.6. Performance

The performance and the ratio between the energy produced by the wind turbine
and the wind energy available of the Siemens SWT-3.6-120 and the Senvion 6.2M126 are
shown in Figure 22a,b. The worst performance computed for the Siemens SWT-3.6-120 was
11.27%, while the recorded best performance was 29.89%. On average, the performance of
the Siemens turbine was 20.60%. The poorest performing areas were the northern region
of Ilocos Norte, the northern region of Occidental Mindoro, and the southeastern region
of Oriental Mindoro, with performance ranging from 11.30% to 14.62%, 12.13% to 17.62%,
and 12.70% to 18.17%, respectively. The contrasting results between performance and the
previous parameters are not surprising since performance-wise, the two turbines are able
to maximize the energy conversion available when the wind speeds are lower. At higher
wind speeds that translate to higher wind power and capacity factor, the wind turbine
conversion is limited to the capacity of the system and is fixed at its declared rating. This
means that there is more energy in the wind that is not converted due to the limitation of
the energy converter (flat line power output beyond the rated wind speed of about 13 m/s).

194



J. Mar. Sci. Eng. 2021, 9, 758

J. Mar. Sci. Eng. 2021, 9, x FOR PEER REVIEW 29 of 44 
 

 

   
 (a) (b) 

Figure 20. Capacity factor of (a) SWT-3.6-120 and (b) 6.2M126. 

  

(a) (b) 

Figure 21. Black contours with less than 30% capacity factor for (a) SWT-3.6-120, (b) 6.2M126. Figure 21. Black contours with less than 30% capacity factor for (a) SWT-3.6-120, (b) 6.2M126.

J. Mar. Sci. Eng. 2021, 9, x FOR PEER REVIEW 30 of 44 
 

 

4.1.6. Performance 
The performance and the ratio between the energy produced by the wind turbine 

and the wind energy available of the Siemens SWT-3.6-120 and the Senvion 6.2M126 are 
shown in Figure 22a,b. The worst performance computed for the Siemens SWT-3.6-120 
was 11.27%, while the recorded best performance was 29.89%. On average, the perfor-
mance of the Siemens turbine was 20.60%. The poorest performing areas were the north-
ern region of Ilocos Norte, the northern region of Occidental Mindoro, and the southeast-
ern region of Oriental Mindoro, with performance ranging from 11.30% to 14.62%, 12.13% 
to 17.62%, and 12.70% to 18.17%, respectively. The contrasting results between perfor-
mance and the previous parameters are not surprising since performance-wise, the two 
turbines are able to maximize the energy conversion available when the wind speeds are 
lower. At higher wind speeds that translate to higher wind power and capacity factor, the 
wind turbine conversion is limited to the capacity of the system and is fixed at its declared 
rating. This means that there is more energy in the wind that is not converted due to the 
limitation of the energy converter (flat line power output beyond the rated wind speed of 
about 13 m/s). 

   

 (a) (b) 

Figure 22. Performance of (a) SWT-3.6-120 and (b) 6.2M126. 

The worst performance of the Senvion 6.2M126 was comparable to the Siemens tur-
bine at 11.49%, while the best performance was recorded higher at 39.19%. The average 
performance was also better than the Siemens at 28.26%. The improvement in perfor-
mance relative to the Siemens turbine can be attributed to higher annual energy produc-
tion. Probing the performance map, one can observe that the low performing regions cor-
respond, unsurprisingly, to the areas of best wind power. These poorest performing areas 
were the northern parts of Ilocos Norte with rates ranging from 14.41% to 20.23%, the 
northern parts of Occidental Mindoro with figures of 15.89% to 25.14%, and the southeast-
ern parts of Oriental Mindoro performed slightly better but were still very low at 16.97 to 
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The worst performance of the Senvion 6.2M126 was comparable to the Siemens
turbine at 11.49%, while the best performance was recorded higher at 39.19%. The average
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performance was also better than the Siemens at 28.26%. The improvement in performance
relative to the Siemens turbine can be attributed to higher annual energy production.
Probing the performance map, one can observe that the low performing regions correspond,
unsurprisingly, to the areas of best wind power. These poorest performing areas were the
northern parts of Ilocos Norte with rates ranging from 14.41% to 20.23%, the northern parts
of Occidental Mindoro with figures of 15.89% to 25.14%, and the southeastern parts of
Oriental Mindoro performed slightly better but were still very low at 16.97 to 24.85%. Again,
the results revealed the inverse effect of high capacity factor to low performance since high
wind power outbalances the influence of the annual energy production. Conversely, high
performing areas usually have low values of capacity factor due to lower wind power
values.

4.2. Application of Exclusion Criteria

Applying all exclusion criteria on the capacity factor layer, the sites that are poten-
tially viable for deployment of wind farms for both wind turbines studied are shown in
Figures 23 and 24. These locations are namely the (i) north of Cagayan, (ii) west of Rizal,
(iii) north of Camarines Sur, (iv) north of Samar, (v) southwest of Masbate, (vi) Dinagat
Island, (vii) Guimaras, and (viii) northeast of Palawan. These areas identified are shown in
patches of green and dot the map all over the country from the north or Luzon to the north-
ernmost tip of Mindanao. From the previous sections, one can make the conclusion that the
top three areas would still be the same ones at the end of the analysis. Unfortunately, the
three best areas were excluded after the exclusion mask was applied. The resulting map
with the highest capacity factor shows the areas north of Luzon in the Cagayan region as
the best for wind farm development. The Siemens SWT-3.6-120 capacity factor range was
from 50.32% to 41.71% while the Senvion 6.2M126 capacity factor range was from 48.42%
to 38.56%. This location was the same site used for the economic analysis.
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4.3. Economic Analysis
4.3.1. Multiple Linear Regression

The data for independent variables were acquired from “4COffshore”. There were 63
observations acquired for the offshore wind farms with the corresponding name of power
plant, country of origin, minimum and maximum sea depth, area, offshore cable length,
onshore cable length, inter-array cable length, port for O&M, distance from port, turbine
model, number of turbines, turbine capacity, plant capacity, and investment cost. The first
39 observations acquired were separated in a different spreadsheet that used the multiple
linear regression model, while the other 24 observations were used for validation of the
model generated.

4.3.2. Regression Model Diagnostics

Figure 25a–d illustrates the four-assumption test with the exclusion of three observa-
tions. The observations followed a normal distribution, as shown in Figure 25a. It also
displayed linearity and homoscedasticity, as seen in Figure 25b,c, respectively. Finally, the
reliability test through the residuals vs. leverage plot showed that there was no influential
observation that was outside the trend. The next step in checking the assumptions of
multiple linear regression is the variance inflation factor test, which indicates if there is
multicollinearity between the independent variables. The three observations were omitted
due to failure in satisfying the reliability test.
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4.3.3. Model Selection

The multiple linear regression models with independent variables less than 5 VIF are
shown in Table 1. There were 26 models generated and the other models with greater than
5 VIF were excluded since they indicate multicollinearity. Models 8, 9, 16, and 17 represent
the plant capacity with the independent variable plant capacity itself. However, models 21,
22, 25, and 26 express the plant capacity in terms of number of turbines and capacity of the
turbines. Since the models satisfied the four linear regression assumptions, the best model
was chosen based on the criteria of R2 and adjusted R2.

4.3.4. Adjusted R2

The coefficient of determination of each multiple linear regression models is shown
in Table 2. Among the models that satisfied the multiple linear regression assumptions,
model 8 had the highest R2 and adjusted R2 with 97.40% and 96.75%, respectively. The
model includes the independent variables minimum sea depth, area, offshore cable length,
onshore cable length, port distance, capacity of the turbine, and plant capacity. This result
implies that the model is a good fit for the observations considered.
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Table 1. Variance inflation factor of the different models of independent variables.

Name Individual Variables Variable Removed VIF

Model 8

MinSeaDepth + Area +
OffshoreCableLength +

OnshoreCableLength + PortDistance +
CapTurbine + PlantCap

MaxSeaDepth, NumTurbine,
lnterArrayCableLength

MinSeaDepth = 1.966903, Area = 3.014808,
OffshoreCableLength = 2.154003,

OnshoreCablelength = 1.248556, PortDistance
= 1.377031, CapTurbine = 1.402520,

PlantCap = 3.646495

Model 9

MaxSeaDepth + Area +
OffshoreCablelength +

OnshoreCablelength + PortDistance +
CapTurbine + PlantCap

MinSeaDepth, NumTurbine,
lnterArrayCablelength

MaxSeaDepth = 2.474813, Area = 3.207744,
OffshoreCablelength = 2.009005,

OnshoreCableLength = 1.229875, PortDistance
= 1.493217, CapTurbine = 1.647750,

PlantCap = 3.860488

Model 16
MinSeaDepth + OffshoreCablelength

+ OnshoreCablelength + PortDistance
+ CapTurbine + PlantCap

MaxSeaDepth, Area,
lnterArrayCablelength,

NumTurbine

MinSeaDepth = 1.966185, OffshoreCablelength
= 2.113326, OnshoreCablelength = 1.229009,

PortDistance = 1.363429, CapTurbine =
1.402447, PlantCap = 1.558588

Model 17
MaxSeaDepth + OffshoreCablelength
+ OnshoreCablelength + PortDistance

+ Cap Turbine + PlantCap

MinSeaDepth, Area,
lnterArrayCablelength,

NumTurbine

MaxSea Depth = 2.325112,
OffshoreCableLength = 2.008671,

OnshoreCablelength = 1.210969, PortDistance
= 1.440038, CapTurbine = 1.622965,

PlantCap = 1.486171

Model 21

MinSeaDepth + Area +
OffshoreCableLength +

OnshoreCablelength + PortDistance +
NumTurbine + CapTurbine

PlantCap, MaxSeaDepth,
lnterArrayCableLength

MinSeaDepth = 1.948631, Area = 2.866016,
OffshoreCableLength = 1.920793,

OnshoreCablelength = 1.247374, PortDistance
= 1.370884, NumTurbine = 3.566499,

CapTurbine = 1.615025

Model 22

MaxSeaDepth +Area+
OffshoreCablelength +

OnshoreCablelength + PortDistance +
NumTurbine + CapTurbine

PlantCap, MinSeaDepth,
lnterArrayCablelength

MaxSeaDepth = 2.422104, Area = 2.994082,
OffshoreCablelength = 1.945860,

OnshoreCablelength = 1.229641, PortDistance
= 1.498961, NumTurbine = 3.730028,

CapTurbine = 2.030133

Model 25
MinSeaDepth + OffshoreCablelength

+ OnshoreCablelength + PortDistance
+ NumTurbine + CapTurbine

PlantCap, MaxSeaDepth, Area,
lnterArrayCablelength

MinSeaDepth = 1.943687, OffshoreCablelength
= 1.920234, OnshoreCableLength = 1.224317,

PortDistance = 1.344159, NumTurbine =
1.603537, Cap Turbine = 1.528544

Model 26
MaxSeaDepth + OffshoreCablelength
+ OnshoreCablelength + PortDistance

+ NumTurbine + CapTurbine

PlantCap, MinSeaDepth, Area,
lnterArrayCablelength

MaxSeaDepth = 2.312621, OffshoreCablelength
= 1.932499, OnshoreCablelength = 1.208195,

PortDistance = 1.436073, NumTurbine =
1.538419, Cap Turbine = 1.841882

4.3.5. Investment Cost Regression Model 8

The results of the multiple linear regression coefficients of model 8 show the coeffi-
cients for the intercept, minimum sea depth, area, offshore cable length, onshore cable
length, port distance, capacity of turbine, plant capacity at −163.0030, 4.2942, −3.9149,
0.6885, −2.0687, 0.4292, 13.3512, and 5.0368, respectively. These coefficients should be
multiplied to the predictor variables to calculate the investment cost. The coefficient of
the independent variable area and onshore cable length were negative, which implies that
as these parameters increase, there is a decrease in investment cost. Further analysis was
done to check the negative coefficients.

4.3.6. Checking of Investment Cost Regression Model 8

In the initial result of generating model 8, the normality was checked with all the
independent variables combined. The normality of each independent variable was not
taken into account in the analysis, and should be investigated. The Pearson correlation
was added in the analysis, which checks the linear relationship between two independent
variables [60].
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Table 2. Coefficient of determination of the multiple linear regression models.

Name Individual Variables Variable Removed Multiple R2 Adj. R2

Model 8

MinSeaDepth + Area +
OffshoreCablelength +

OnshoreCablelength + PortDistance +
CapTurbine + PlantCap

MaxSeaDepth, NumTurbine,
lnterArrayCablelength 97.40% 96.75%

Model 9

MaxSeaDepth + Area +
OffshoreCablelength +

OnshoreCablelength + PortDistance +
CapTurbine + PlantCap

MinSeaDepth, NumTurbine,
lnterArrayCablelength 97.24% 96.55%

Model 16
MinSeaDepth + OffshoreCablelength +
OnshoreCablelength + PortDistance +

CapTurbine+ PIantcap

MaxSeaDepth, Area,
lnterArrayCablelength,

NumTurbine
96.42% 95.68%

Model 17
MaxSeaDepth + OffshoreCablelength
+ OnshoreCablelength + PortDistance

+ CapTurbine + PlantCap

MinSeaDepth, Area,
lnterArrayCablelength,

NumTurbine
96.34% 95.59%

Model 21

MinSeaDepth + Area +
OffshoreCablelength +

OnshoreCablelength + PortDistance +
NumTurbine + CapTurbine

PlantCap, MaxSeaDepth,
lnterArrayCablelength 91.80% 89.75%

Model 22

MaxSeaDepth +Area+
OffshoreCablelength +

OnshoreCablelength + PortDistance +
NumTurbine+ CapTurbine

Plant Cap, MinSeaDepth,
lnterArrayCablelength 91.97% 89.96%

Model 25
MinSeaDepth + OffshoreCablelength +
OnshoreCablelength + PortDistance +

NumTurbine + CapTurbine

PlantCap, MaxSeaDepth, Area,
lnterArrayCablelength 91.61% 89.87%

Model 26
MaxSeaDepth + OffshoreCablelength
+ OnshoreCablelength + PortDistance

+ NumTurbine + CapTurbine

PlantCap, MinSeaDepth, Area,
lnterArrayCablelength 91.85% 90.16%

Upon checking the normality of each of the independent variables and dependent
variable, only the maximum sea depth had a normal distribution. The independent
variables minimum sea depth, area, offshore cable length, onshore cable length, inter-array
cable length, port distance, number of turbine, capacity of turbine, and plant capacity were
transformed to log normal to normalize the distribution. Observations 10 and 34 were
omitted due to “–infinity” result in the transformation to log normal, and observation 23
was omitted due to multicollinearity. The dependent variable investment cost was also
transformed to a log normal to normalize the distribution.

The Pearson correlation of all the independent variables with a value between −0.5
to 0.5 indicate that there was a medium correlation between each other, and this was the
limit considered in the study. The independent variables that satisfied this criterion were
minimum sea depth, port distance, capacity of turbine, and plant capacity and was labelled
as model 27.

The normality, linearity, homoscedasticity and reliability were checked for the log
normal of the independent variables minimum sea depth, port distance, capacity of turbine,
and plant capacity, as shown in Figure 26a–d. As shown in Figure 26a, the majority of
the observations followed a normal distribution, but points 4, 26, and 29 should be taken
into account if it is within the Cook’s distance. The test for linearity showed that the
observations resembled a linear pattern, as shown in Figure 26b. The observations followed
homoscedasticity since the variance of errors were somehow similar across all independent
variables, as seen in Figure 26c. For the reliability test in Figure 26d, all of the observations
were within the Cook’s distance and implies that there was no multicollinearity. The four
linear regression assumptions were all satisfied.
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Figure 26. Multiple linear regression test for normality (a), linearity (b), homoscedasticity (c), and reliability (d) of model 27.

4.3.7. Selection of Investment Cost Regression Model

The multiple linear regression coefficients and R2 of model 27 showed that the intercept
value was 0.50223 with coefficients of 0.21401, 0.21699, and 0.88934 for the minimum sea
depth, capacity of turbine, and plant capacity, respectively. Among the independent
variables, the plant capacity had the highest influence since it had the highest coefficient.
The coefficient of determination of the adjusted R2 was 90.5%, which indicates that the
model was still a good fit for the observations considered. On the other hand, the P-value
for the turbine capacity was 0.27987, which was not less than 0.05 and means that it was
not statistically significant. Therefore, the independent variable capacity of the turbine was
omitted.

Model 28 is the regression model in which the capacity of the turbine was omitted
from model 27. The four linear regression assumptions were satisfied by model 28. The
multiple linear regression coefficients and R2 of model 28 show that the intercept value was
0.61472 with coefficients of 0.25773 for the minimum sea depth and 0.87386 for the plant
capacity. The plant capacity had the highest influence since it had the highest coefficient
compared to the minimum sea depth. The coefficient of determination of the adjusted
R2 was 90.43%, which indicates that the model was still a good fit for the observations
considered. This will be the regression model considered for acquiring the investment cost.

4.3.8. Multiple Linear Regression Model Validation

The multiple linear regression model 28 was validated using the other 24 observations
that were not included in the model generation, as shown in Table 3. Model 28 had the
least mean absolute percentage error (MAPE), which amounted to 11.33%. This means that
there was an uncertainty of about 11.33% when predicting the investment cost using the
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multiple linear regression model 8. In the sensitivity analysis, ±11.33% was analyzed for
the investment cost.

Table 3. Validation of multiple linear regression model 28 using mean absolute percentage error.

Actual Investment
Cost (Million USD)

Predicted Investment
Cost (Million USD) Residuals MAPE

1 1155.0303 1272.5352 −117.504902 0.10173318

2 1610.5574 1636.7401 −26.182712 0.01625693

3 1155.0303 1272.5352 −117.504902 0.10173318

4 1443.7878 1302.7241 141.063756 0.09770394

5 2079.0545 1988.9850 90.069423 0.04332230

6 2485.6456 2534.3208 −48.675219 0.01958253

7 1389.2856 1287.8844 101.401244 0.07298805

8 463.2340 334.1906 129.043308 0.27857048

9 1501.5393 1315.9762 185.563161 0.12358195

10 1355.8067 1331.0228 24.783887 0.01827981

11 1039.5272 996.5151 43.012121 0.04137662

12 2146.6939 1997.6728 149.021163 0.06941891

13 784.7990 717.1558 67.643246 0.08619180

14 740.0445 826.3828 −86.338284 0.11666634

15 1006.9377 922.6834 84.254318 0.08367381

16 578.7908 477.7106 101.080216 0.17464032

17 415.9957 424.3203 −8.324543 0.02001113

18 297.5603 401.2918 −103.731481 0.34860655

19 1030.7567 753.9011 276.855596 0.26859451

20 517.0838 606.1924 −89.108637 0.17232921

21 3163.5490 2602.6829 560.866112 0.17729016

22 492.4285 577.0530 −84.624516 0.17185138

23 458.1789 479.7112 −21.532298 0.04699540

24 898.0267 836.7780 61.248712 0.06820367

25 NA NA NA 0.11331676

4.4. Levelized Cost of Electricity

The levelized cost of electricity was computed by generating a polygon area in Arc
GIS. The shape of the polygon was a rectangle, which is only a representative of the area of
the offshore wind farm. This step was done to calculate the number of turbines based on
the downwind and crosswind spacing factors of 10 and 5, respectively. The area generated
in the map was 25.0372 km2. There were two cases considered for the said area, namely,
construction of 34 SWT-3.6-120 turbines with a plant capacity of 122.4 MW, as shown in
Figure 27, and the construction of 31 6.2M126 turbines with a plant capacity of 192.2 MW, as
shown in Figure 28. The levelized cost of electricity for the 34 SWT-3.6-120 turbines range
from USD 156.829/MWh to USD 158.498/MWh. For the case with 31 6.2M126 turbines,
the resulting LCOE ranged from USD 153.207/MWh to USD 154.995/MWh. The results
were validated against the study done by Mattar [16] wherein the computed LCOE in
Chile was within 72 USD/MWh to 322 USD/MWh using a V164 8.0 MW turbine. Another
validation was done by applying the 41.2% capacity factor and 4.14 MW turbine with
LCOE of USD 181/MWh in the model done by [61]. The resulting LCOE after applying
the 41.2% capacity factor and the 4.14 MW in this study was between USD 179.19/MWh
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and USD 183.63/MWh. The 6.2M126 turbine had lower LCOE because even though the
investment cost was higher for this turbine, the plant capacity was greater in 6.2M126 than
with SWT-3.6-120 given the same area. The plant capacity for 6.2M126 was 192.2 MW while
SWT-3.6-120 had 122.4 MW.
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The comparison of the LCOE of the SWT-3.6-120 and 6.2M126 in terms of plant
capacity is shown in Figure 29. The parameters assumed for the basis of the LCOE were
similar to the 25.0372 km2 offshore wind farm in the north of Cagayan. The SWT-3.6-120
turbine had a lower LCOE compared to the 6.2M126 in all plant capacities from 0 MW to
1000 MW. The LCOE was lower in the case of SWT-3.6-120 since the 6.2M126 turbines have
high investment cost and lower capacity factor. The LCOE had a similar behavior with
exponential curves because even though the total life cycle cost increased with the increase
in the plant capacity, the magnitude of the plant capacity as a divisor greatly affects the
LCOE.

The comparison of the LCOE of the SWT-3.6-120 and 6.2M126 in terms of area can
be seen in Figure 30. The parameters assumed for the basis of the LCOE were similar to
the 25.0372 km2 offshore wind farm in the north of Cagayan. The 6.2M126 turbine had
lower LCOE compared to the SWT-3.120 in all areas from 0 km2 to 150 km2. Contrary to
the results in the LCOE vs. plant capacity, the 6.2M126 turbine had less LCOE because even
though its initial investment cost was higher compared with the SWT-3.6-120, the plant
capacity of 6.2M126 was greater given the same area for both turbines.
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Figure 29. LCOE comparison of SWT-3.6-120 and 6.2M126 vs. plant capacity.
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4.5. Price of Electricity

The calculation for the price of electricity was based on the computation of the feed-in
tariff for wind in the Philippines. It assumed an actual 200 MW onshore wind farm with its
associated costs such as operation and maintenance cost and transmission interconnection
cost. The feed-in-tariff for onshore wind farms was calculated to be PhP 7.40/kWH. The
calculated offshore wind electricity price was PHP 8.028/kWh when the SWT-3.6-120 W
was utilized, and a price of PHP 8.306/kWh when the 6.2M126 was used. The price of
electricity from offshore wind farms is competitive against current feed-in-tariff because
even though there is a higher investment cost for offshore wind farms, it was compensated
for by its high capacity factor. The capacity factor assumed for the onshore wind farm was
just 27.5%, while the calculated capacity factor for offshore wind farm in the study ranged
from 45.80% to 47.91%.

4.6. Sensitivity Analysis

Figures 31 and 32 show the sensitivity analysis results for the LCOE when the SWT-
3.6-120 and 6.2M126 were utilized, respectively. The base value for the LCOE for the SWT-
3.6-120 and 6.2M126 turbines in the sensitivity analysis were USD 157.66/MWh and USD
154.1/MWh, respectively. The generated regression model had a mean absolute percentage
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error of ±11.33%, which was reflected in the investment cost of the sensitivity analysis. In
the sensitivity analysis of the investment cost, there was a deviation of ±USD16.25/MWh
to the LCOE for the SWT-3.6-120 turbine, and a deviation of ±USD17.91/MWh for the
6.2M126. The other parameters, namely, the capacity factor (±2%), weighted average
cost of capital (±2%), cost of debt (±1%), cost of equity (±2%), and plant capacity (±5%)
were also investigated to check how these parameters influence the LCOE. The basis in the
adjustment of the parameters were small changes based on the nature of the parameters. As
shown in Figures 31 and 32, the capacity factor had the highest influence among the other
parameters, which had a deviation of ±USD 6.91/MWh for the SWT-3.6-120 and ±USD
6.54/MWh for 6.2M126. The weighted average cost of capital had a moderate influence
on the LCOE with a ±USD 4.30/MWh for the SWT-3.6-120 and ±USD 4.19/MWh for the
6.2M126. The cost of debt, cost of equity, and plant capacity had less influence on the LCOE.
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Figure 31. Sensitivity analysis of LCOE to different parameters (SWT-3.6-120).
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Figure 32. Sensitivity analysis of LCOE to different parameters (6.2M126).

The sensitivity analysis for the price of electricity from offshore wind in the Philippines
using the SWT-3.6-120 and 6.2M126 turbines can be seen in Figures 33 and 34, respectively.
The base offshore wind electricity prices for the SWT-3.6-120 and 6.2M126 in the analysis
were PHP 8.028/kWh and PHP 8.306/kWh, respectively. The parameters considered were
investment cost (±11.33%), capacity factor (±2%), plant capacity (±5%), weighted average
cost of capital (±2%), cost of debt (±1%), and cost of equity (±2%). The 11.33% mean
absolute percentage error of the regression model was checked in the sensitivity analysis
while the other parameters were small changes based on the nature of the parameters. The
±11.33% adjustment in the investment cost resulted in a difference of ±PHP 0.91/kWh
and PHP 0.94/kWh to the offshore wind electricity price when using SWT-3.6-120 and
6.2M126, respectively. The plant capacity factor, capacity factor, and weighted average cost
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of capital had moderate influence on the offshore wind electricity price. When adjusted to
±5% in the plant capacity, there was a difference of ±PHP 0.35/kWh and ±PHP 0.36/kWh
to the electricity price when the SWT-3.6-120 and 6.2M126 were utilized, respectively. The
adjustment of ±2% to the capacity factor resulted in a difference of ±PHP 0.35/kWh and
±PHP 0.38/kWh to the electricity price when utilizing the SWT-3.6-120 and 6.2M126,
respectively. The adjustment of ±2% to the weighted average cost of capital resulted in
a difference of ±PHP 0.18/kWh and ±PHP 0.19/kWh to the electricity price when the
SWT-3.6-120 and 6.2M126 were utilized, respectively. The other parameters, namely, cost
of debt and cost of equity had low influence on electricity price.
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Figure 33. Sensitivity analysis of electricity price to different parameters (SWT-3.6-120).
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Figure 34. Sensitivity analysis of electricity price to different parameters (6.2M126).

5. Conclusions and Recommendations

The technical and economic assessments for emerging renewable energy technologies,
specifically offshore wind energy, are critical for their improvement and deployment. These
assessments serve as one of the main bases for the construction of offshore wind farms,
which would be beneficial to the countries gearing toward a sustainable future such as the
Philippines.

Two popular wind turbines were studied in the technical analysis. The capacity factor
was calculated for both the Siemens SWT-3.6-120 and the Senvion 6.2M126 turbines. Results
showed that the greatest values were in the northern parts of Ilocos Norte with a maximum
of 62.60% for the Siemens turbine and 64.79% for the Senvion turbine. Two other locations
also presented favorable values of capacity factors with the northern parts of Occidental
Mindoro registering maximum values of 60.92% for the Siemens turbine and 62.60% for the
Senvion turbine, while the southeastern parts of Oriental Mindoro recorded highest values
of 59.52% for the Siemens turbine and 62.60% for the Senvion turbine. These locations were
eventually excluded due to technical, political, and social restrictions. After masking out
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all exclusion criteria, the areas most suitable for development of offshore wind farms were
north of Cagayan, west of Rizal, north of Camarines Sur, north of Samar, southwest of
Masbate, Dinagat Island, Guimaras, and northeast of Palawan. To carry out the economic
analysis, the north of Cagayan was chosen since this area recorded the greatest capacity
factor from the list of potential sites.

In the economic assessment of the study, a multiple linear regression of the parameters
of 33 actual offshore wind farms from 2008 to 2018 were considered. The parameters con-
sidered for the regression model were minimum and maximum sea depth, area, offshore
cable length, onshore cable length, inter-array cable length, port for O&M, distance from
port, turbine model, number of turbines, turbine capacity, plant capacity, and investment
cost to model the investment cost of offshore wind farms. When the four linear regression
assumptions were investigated, namely, normality, linearity, homoscedasticity, and reli-
ability of measurement, the model generated consisted of minimum sea depth, turbine
capacity, and the plant capacity. The regression model generated had an adjusted R2 equal
to 90.43%, which implies that it fits the model of the actual investment costs at the 95%
confidence level. The regression model was also validated by applying it to 24 actual
offshore wind farms, and the mean absolute percentage error of the regression model was
calculated to be 11.33%, which means that there was 11.33% uncertainty when predicting
the investment cost.

The results of the combined technical and economic assessment were reflected in the
calculated LCOE and price of electricity of offshore wind farms in the Philippines. The
LCOE calculated were USD 157.66/MWh and USD 154.1/MWh when using the SWT-3.6-
120 and 6.2M126 turbines, respectively. This LCOE was comparable in the techno-economic
study done for Chile with a range of LCOE from USD 72/MWh to USD 322/MWh. Another
validation was done by applying the 41.2% capacity factor and 4.14 MW turbine in the
model of the NREL which resulted in USD 181/MWh, and the calculated LCOE of the
economic model resulted in USD 179.19/MWh and USD 183.63/MWh. The price of
electricity was compared with the calculation for the feed in tariff of 200 MW onshore wind
farm in the Philippines. The calculated price of electricity from offshore wind were PHP
7.64/kWh and PHP 8.028/kWh when the SWT-3.6-120 W was utilized, and a price of PHP
8.306/kWh when the 6.2M126 was utilized. The price calculated was competitive against
the onshore wind farm feed-in tariff of PHP 7.40/kWh.

The LCOE of the SWT-3.6-120 and 6.2M126 were compared with each other through
a scatter plot of plant capacity and area. The LCOE was lower for the SWT-3.6-120 given
the same power plant capacity because the investment cost was greater with 6.2M126.
However, the 6.2M126 had lower LCOE when the area for both turbines were the same due
to higher plant capacity.

Based on the sensitivity analysis, the parameters that may greatly influence the LCOE
are investment cost, capacity factor, and weighted average cost of capital for each instance
when the SWT-3.6-120 and 6.2M126 were used. In the electricity price from offshore wind,
the results showed that the investment cost, plant capacity, weighted average cost of capital,
and the capacity factors were the most influential parameters.

However, it should be taken into account that the estimated investment cost for a
200 MW offshore wind farm is approximately USD 862.653 million while the investment
cost for a 200 MW onshore wind farm amounts to USD 466 million. The offshore wind farm
investment is approximately twice that of an onshore wind farm, and a possible option for
pursuing offshore wind farms is through financing.

The future recommendation for this study is the consideration of the general soil
characteristics of the potential sites for the construction of offshore wind farms that were
not included in the study due to a lack of available data. Investigation of floating offshore
wind farms in the Philippines can also be done with the methodology discussed in the
study.
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Abstract: The European offshore wind market is continuously expanding. This means that, together
with significant technological developments, new coastal environments should be considered for the
implementation of the wind farms, as is the case of the Black Sea, which is targeted in the present
work. From this perspective, an overview of the wind energy potential in the Romanian exclusive
economic zone (EEZ) in the Black Sea is presented in this work. This is made by analyzing a total of
20 years of wind data (corresponding to the time interval 2000–2019) coming from different sources,
which include ERA5 reanalysis data and satellite measurements. Furthermore, a direct comparison
between these datasets was also carried out. Finally, the results of the present work indicate that the
Romanian offshore areas can replicate the success reported by the onshore wind projects, of which
we can mention the Fantanele-Cogealac wind farm with an operating capacity of 600 MW.

Keywords: Romanian nearshore; EEZ; ERA5; water depth; energy resources; offshore wind turbines

1. Introduction

The human evolution and the energy demand go hand in hand. It is estimated
that only during the time interval 1995–2015, the worldwide use of energy has increased
from 8589 million tons of oil equivalent (Mtoe) to 13,147 Mtoe (+53%). A significant
part of this market is covered by fossil fuels (80%), which represent a major problem
from the perspective of the Paris agreement that is aiming to keep global warming below
2.0 ◦C [1]. Various strategies have been proposed to reduce the carbon emissions, among
them being energy efficiency, fuel switching or renewable energy sources [2–4]. Looking
at the projections promoted by the European Union, we can see that the future should
be green, and it is expected to gradually increase the use of renewable sources to 45% by
2030 and almost 66% by 2050 (reported to gross electricity generation), and these values
exclude the biomass production. For the year 2050, it is expected to gradually attenuate the
importance of the conventional resources (e.g., oil or gas) down to zero [5]. Even the Gulf
Cooperation Council (GCC) countries, which have access to important fossil fuel deposits,
are committed to reduce the dependency on these sources, in the conditions when only
0.6% of their electricity production comes now from renewable resources [6].

The wind energy sector can be characterized as a very successful one, expanding
continuously through new technologies and environments, such as the marine areas.
Compared to the land, it is estimated that over the sea surface the wind conditions are
stronger due to the lower friction, but on the other hand, the CAPEX (capital expenditure)
and OPEX (operational expenditure) costs are considerably higher. The current trend is to
develop large wind turbines (close to 10 MW) in deep-water areas that frequently reach
hub heights of 100 m, and in order to reduce the construction costs, large projects need to
be developed [7–9]. Europe is a representative area for the offshore wind industry, with a
total installed capacity of 25 GW, of which 2.9 GW (11.60%—365 turbines) were installed
during 2020. Among some other key features, we can mention that the average turbine
size is closer to 8.20 MW, two-thirds of the projects developed in 2020 involved even larger
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systems. The sizes of the new wind farms are estimated to be close to 788 MW, which
compared to 2019 indicates an increase of 26%, while the distance to the shore and water
depth are now increased to 52 km and 44 m, respectively [10].

Europe is defined also by multiple water areas, which means that there are wide
opportunities to develop marine renewable projects. In fact, the world’s first operational
offshore wind farm (Vindeby, Denmark [11]) was installed in the European nearshore (in
the Baltic Sea) in 1991. At that time, it was difficult to predict the future of the wind sector,
but looking now at the current trends some ambitious targets are set by the European
Union (EU). These involve the use of new technologies, such as floating platforms, that
can be installed in deeper water areas or to consider some new regions that were never
taken into account before, such as the Black Sea [12,13]. Furthermore, it is estimated that
by the end of the year 2050, the European offshore renewable sector will be defined by an
installed capacity of 300 GW, a significant share being covered by the wind market [14].

A more complete picture of the Black Sea wind energy potential is provided in Onea
and Rusu [15], taking into account some representative locations like Constanta (Romania),
Odessa (Ukraine) or Trabzon (Turkey). Regarding the wind conditions (U80), it was found
that the Romanian sites and some sites from Russia (Sevastopol and Kerch) indicate higher
resources than expected during the wintertime maximum average wind speeds of 9 m/s.
As for the wind turbines, the capacity factor may reach a maximum value of 35% (the
highest capacity factor) for this region, which can be obtained if the turbines operate at their
full capacity for at least 10% of the time. A more detailed analysis of the wind conditions
(U80) in the Romanian coastal areas is carried out in Onea and Rusu [16], by considering
various distances from the shore (up to 80 km) and multiple sites covering the Romanian
nearshore (from north to south). From the analysis of the wind speed, it was found that it
increases from the shoreline to offshore, reaching an average value of about 7.20 m/s at
60–80 km from the shore, with the mention that the sites from the northern and southern
extremities indicate higher values close to the shore. Furthermore, for the sites located
between 0 and 20 km from the shoreline, a water depth below 50 m is characteristic, which
is suitable for the implementation of fixed wind turbines [16]. Although the research topic
is quite similar to the one provided in Onea and Rusu [16], the present work is defined by
some significant advances in relationship with the previous one. First, the dataset and the
number of values per day are different (ERA5 in this case with 24 values per day) than the
ERA-Interim, which was previously considered. Furthermore, in the previous work the
performance evaluation of a turbine was made by adjusting the wind data from 10 m to a
height of 80 m, while in this version the wind turbine is evaluated by considering the ERA5
wind speed directly reported to a 100 m hub height. Furthermore, taking also into account
that the offshore sector evolves very fast, in the present work a 9.5 MW wind turbine is
evaluated, compared to the previous work where the maximum rated power was limited
to 5 MW. Also, the grid points defined in this work cover the entire Romanian EEZ (0 to
220 km offshore), compared to Onea and Rusu [16] where the points cover only the 0 to
80 km area.

Another important aspect is related to the future evolution of the Black Sea wind, in
the context of climate change. From this perspective, in Rusu [17] the wind conditions were
evaluated for the 30-year near future period (2021–2050) considering two RCP (representa-
tive concentration pathway) scenarios, RCP4.5 and RCP8.5. The results indicate an increase
in the extreme wind conditions that may lead to an enhancement of the wind power by
at least 30%, being estimated that the western part of the Black Sea may become a major
source of wind energy [17]. At this point, it can be also highlighted that another preliminary
study related to the implementation of the offshore wind farms in the Romanian coastal
environment was made in [18], and that the present study represents in fact a development
of that previous work.

In this context, the aim of the present work is to assess the Romanian offshore wind
resources considering a standard turbine height (100 m) within the EEZ coastal region
and to identify the performance of a large capacity wind turbine. This can be considered
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an opportune study since there is currently significant interest both from the Romanian
authorities and from the investors to develop offshore wind projects in this coastal environ-
ment. Therefore, an important part of this work is dedicated to the analysis of the wind
conditions from a meteorological point of view by evaluating some specific parameters,
such as the average conditions or the seasonal variability, and to make a direct comparison
with the satellite measurements. Some specific maps have been designed to show the
distribution of the wind resources within the limit of the Romanian EEZ, including also
the expected performances of a wind turbine of 9.5 MW. In the final part, the results of
this study are compared with similar ones, including the accuracy of the ERA5 data and
specifying also some limitations of the present work.

2. Materials and Methods
2.1. Study Area

The Romanian EEZ is defined by an area of 22,486 km2, of which only 4084 km2

represents the territorial sea, which is divided into two parts. The northern part covers
162 kilometers of coastline (Musura Bay and Cape Midia) and includes the Danube Delta
Biosphere Reserve, while the southern part has an extent of only 83 kilometers and is
delimited by the Vama Veche village.

The first sector is more important from an ecological point of view, while the second
is related to economical activities, such as ports, but also significant touristic activities. It
is estimated that almost 4.50% of Romania’s population is located here, which per total
covers a share of 5.30% from the entire Black Sea coastline [19]. Figure 1 presents the target
area that is delimited by the EEZ borders, including the water depth details processed from
GEBCO (general bathymetric chart of the oceans) [20]. The Romanian EEZ is delimited by
the latitude lines 43.4398◦ N and 45.2128◦ N, while on the longitude the interval goes from
28.5278◦ E to 31.4097◦ E [21].

Figure 1. Representation of the Romanian exclusive economic zone (EEZ) considering the spatial
map and the grid points defined. The horizontal reference lines (denoted from A to J from north to
south) include points distributed along a grid defined by an approximate length of 20 km (along x
and y directions).
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A total of 84 points were defined in a grid (lines from A to J), the distance between
each point being constant, approximately 20 km along the x and y directions. In addition, a
water depth of 50 m was considered as a reference, since this represents the threshold that
separates the fixed offshore wind farms from the floating ones [22,23]. By considering these
points it is possible to obtain a general picture of the energy potential and the performances
of a particular turbine, which can be further extended to a more detailed investigation. As
a limitation of this work, the restricted areas were not taken into account, but from the
information provided by Văidianu and Ristea [19], we can notice that the entire water strip
located close to the shore (<50 m) is defined by shipping activities, while on the north we
notice some large protected areas. Figure 1 illustrates also the water depth, and we can
notice that the points located close to the shore indicate values in the range 2–24 m. The
values start to increase as we go further into the deeper sea, being expected for each step of
20 km (along x axis) an increase in the water depth by 10 m for each reference line until the
100 km limit, while after that the values jump to a maximum of 1747 m (line I—Vama Veche).

2.2. Wind Data

Two different datasets are considered in the present work. The first is related to
ERA5 [24]. This is a state-of-the-art global atmospheric product delivered by the European
Centre for Medium-Range Weather Forecasts (ECMWF), which includes multiple climate
variables such as rainfall, land surface temperature or wind data over the ocean environ-
ment [25–27]. This dataset covers the interval from 1979 to the present and incorporates
some new techniques such as the ECMWF Integrated Forecast System model (IFS 41r2).
This update aimed to increase both the temporal output (to 24 values per day), and the
horizontal and vertical resolutions (to 0.25◦ and 137 vertical levels starting from the surface
to 0.01 hPa). Some other improvements were introduced, this being the case of a new data
assimilation scheme or the update of the parametrization schemes. More details about this
project are provided in Hersbach et al. [24], while some other relevant information related
to the ERA5 wind data can be found in Soares et al. [28], Ulazia et al. [29] or Carreno-
Madinabeitia et al. [30]. Table 1 presents the characteristics of the ERA5 data processed
in the framework of this work, where the following two types of data are considered:
(a) wind speed at 10 m height above the sea level (U10); and (b) wind speed at 100 m
height (U100). These values are directly obtained from the ECMWF database, without any
further adjustment. The second wind dataset comes from AVISO (archiving, validation
and interpretation of satellite oceanographic) data, which is a project that combines mul-
tiple altimeter missions. The TOPEX/POSEIDON mission was initiated in 1992, being
designed to measure the wind speed. Over time, some new missions were launched (Jason-
3, Sentinel-3A, Saral, Cryosat-2, Jason-1&2, T/P, Envisat, GFO, ERS-1 & 2 and Geosat), so a
consistent dataset was produced [31]. Most of the satellites were placed on near-polar or
sun-synchronous orbits, being defined by nadir-looking instruments having a footprint of
the beam of 10 km wide. Each mission is defined by a ground track separation that has an
orbit geometry that can go up to 400 km at the equator, each satellite repeating the same
ground track on an interval of 3 to 10 days [32]. In Table 1, more details regarding this
dataset are provided.

Table 1. Characteristics of the datasets processed for assessing the wind conditions in the Romanian coastal area.

Organization
ERA5 AVISO

ECMWF Archiving, Validation and Interpretation of
Oceanographic Satellite Data

Type Reanalysis data Satellite measurements
Spatial coverage Global Global

Horizontal resolution 0.25◦ × 0.25◦ 1.00◦ × 1.00◦

Reference height (m) 10, 100 10
Time interval 2000–2019 2013–2019

Time resolution 24 data per day 1 value per day (daily mean value)
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2.3. Methods

The offshore wind industry is evolving very fast and at this moment it seems that
there is interest in assessing the wind energy potential at a hub height of 100 m [28,33] and
therefore the ERA5 (U100) wind dataset is a suitable candidate.

Going further from this, the annual electricity production (AEP) of a wind turbine,
can be estimated as in Equation (1) [34]:

AEP = T·
∫ cut−out

cut−in
f (u)P(u)du (1)

where AEP—in MWh; T—number of hours per year (8760 h/year); f(u)—Weibull distribu-
tion; P(u)—power curve of a turbine; and Cut-in/Cut-out—turbine characteristics.

The Weibull probability density function, can be defined as in Equation (2) [35]:

f (u) =
(

k
c

)(u
c

)k−1
exp
[
−
((u

c

)k
)]

(2)

where u—the wind speed; k—the shape parameter; and c—the scale parameter (in m/s).
Looking at some previous studies, we find that this method is not the most accurate one,
since it may generate large uncertainties. For example, in the work of Elfarra and Kaya [36],
two sites from the Aegean Sea and Mexico were evaluated, and it is noticed that for the
sites located in the Mediterranean Sea the Weibull distribution overestimated the AEP by
more than 10% while for the other site, the AEP production was underestimated by more
than 6%. Also in the work of Jaramillo and Borja [37], it is mentioned that the AEP may
be underestimated by at least 12%, which is caused mainly by the underestimation of the
wind speeds from the intervals 12 and 20 m/s.

A single type of wind turbine will be considered for evaluation in this work. This is the
Vestas V164-9.5 that is already implemented in various European offshore projects (fixed or
floating). This is one of the largest wind generators available on the market (9.5 MW). Its
performance will be evaluated at a hub height of 100 m. More details about this system
and some of the related projects are provided in Figure 2.

Figure 2. Power curve of the Vestas V164-9.5 turbine, including some technical data (left side) and
planned offshore wind projects (right side) [38,39].
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3. Results
3.1. Comparisons between the Datasets

ERA5 is used as the main source of data in this work, and therefore it is important
to understand the differences between some alternative data sources, in this case, AVISO.
Figure 3 presents the distribution of the U10 values (50th and 95th percentiles) as provided
by ERA5. For the 50th percentiles (50th), the wind speed is in the range 4.11–5.97 m/s for
the points located at approximately 40–60 km from the shore, and this gradually expands
to 6.09 m/s close to the extremity of the EEZ zone (in the south). Per total, the points
located in the southern part (from line G down) seem to be a less attractive option since
they are defined by a higher water depth and lower wind resources (e.g., 5.72 m/s—line J).
However, the installation of floating wind turbines can be a viable solution in areas with
depths that do not allow the installation of fixed turbines. As for the 95th percentiles, the
maximum values are close to 11.50 m/s, corresponding mainly to the offshore sites. In
contrast, the points located close to the shore indicate a maximum value of 9.93 m/s (Sacalin
Peninsula—point C1). This clearly shows that the wind energy potential in the target area
increases as we go from onshore to offshore, the most promising sites for developing a
wind project being located along the C-line.

Figure 4 presents a direct comparison between the AVISO and ERA5 data (U10), where
the results are expressed in percentages. The relative differences between ERA5 and AVISO
are quantified as in Equation (3):

E = (XERA5 − XAVISO)/XERA5 (3)

The daily average values of ERA5 U10 were computed in order to be compared with
the daily mean values provided by AVISO. Excepting some points located close to the shore
(lines F, G and H), all the values are positive which means that the ERA5 data indicate
higher values than AVISO. A well-known issue related to the satellite measurements
concerns the accuracy of the measurements on the land–sea interface, in this case being
noticed as the NaN (not a number) values along the A-line. The NaN indicator is used to
show that there are no valid data reported by the AVISO dataset. For the 50th percentiles
(Figure 4a), the points located in the central and southern parts (close to the shore) show
a better agreement, while the maximum differences of 36% occur in the center of the
target area. These differences are better quantified in Table 2, where besides the 50th and
95th percentiles, the 25th and 75th percentiles are also computed, where for example D0
indicates a point located along the line D at 0.00 distance from the coast, while D80 is used
to identify a similar point located at 80 km from the shore. For the 95th percentile, the best
agreement corresponds to the nearshore points (1.57% and 4.26%), compared to some other
points located at 80 or 120 km from the shore, where the differences reach 28.40%.

Table 2. Percentile comparisons between AVISO and ERA5 wind speeds at 10 m height above the sea level. The wind data
are processed for the 7-year time interval 2013–2019, and a positive value indicates that the ERA5 wind speed is higher than
that provided by AVISO.

Percentile
Differences

(in %)

ERA5 (U10)–AVISO (U10)

Top 5—Best Agreement
Value (Reference Point)

Top 5—Lowest Agreement
Value (Reference Point)

25th −0.31
(D0)

3.95
(E0)

−4.39
(I0)

−5.44
(G0)

−8.04
(F0)

38.10
(D80)

36.40
(E100)

35.90
(F100)

35.60
(G100)

35.50
(F120)

50th −0.94
(G0)

2.07
(I0)

−3.65
(H0)

−3.90
(F0)

4.87
(D0)

37.50
(D80)

36.50
(E100)

35.80
(F100)

35.20
(G120)

35.00
(E80)

75th −0.87
(D0)

−2.68
(H0)

3.85
(I0)

−4.17
(F0)

4.57
(D0)

33.50
(D80)

33.10
(E100)

32.90
(F120)

32.50
(E80)

32.30
(G120)

95th −1.57
(G0)

1.77
(D0)

−2.84
(H0)

3.92
(I0)

−4.26
(F0)

28.40
(E80)

28.10
(D100)

27.90
(D80)

27.80
(D120)

27.70
(H80)
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Figure 3. Percentiles distribution corresponding to the ERA5 (U10) reanalysis data for the 20-year time
interval 2000–2019. The results are indicated in terms of: (a) 50th percentile; and (b) 95th percentile.
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Figure 4. Comparisons between the AVISO (U10) measurements and the ERA5 (U10) reanalysis data
for the 7-year time interval 2013–2019. The results are indicated in terms of: (a) 50th percentiles;
(b) and 95th percentiles. A positive value indicates that the ERA5 wind speed is higher than that
provided by the AVISO data.

3.2. Assessment of the Wind Energy Potential

Figure 5 provides the first representation of the wind energy distribution over the
Romanian coastal area, including also the land. The results clearly show that the wind
speed increases from the land (~5.00 m/s) to the shoreline, and further to the offshore
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regions. Near the shoreline the values can go up to 6.00 m/s, while from the marine areas
the northern part indicates higher values, reaching a maximum of 7.48 m/s outside the
Romanian national waters (in the Ukrainian area). Regarding the wind direction, several
patterns are noticed. For the wind fields over the land, the dominant direction is from
the land to the sea (oriented to the southeast), while near the shoreline the wind usually
follows the local coastline. As we go further offshore, the wind field starts to curve, being
oriented to the southwest direction.

Figure 5. Average wind speed computed based on the ERA5 (U100) dataset for the Romanian coastal area over the time
interval 2000–2019 (full-time distribution). The wind direction is represented by arrows, while the point defined by the
highest wind speed is indicated with a white circle. The Romanian EEZ is indicated by the magenta line.

A similar analysis is presented in Figure 6, considering this time the seasonal distribu-
tion (spring–summer–autumn–winter) of the parameter U100. Regardless of the season, we
notice that the wind conditions increase as we go from land to sea. The maximum values
are located outside the Romanian coastal waters, excepting the wintertime when a maxi-
mum value of 8.76 m/s occurs in the center of the target area. This suggests that during the
most energetic season (December–January–February), a wind project located in this area
will obtain the best performances. More than this, the point indicated is located outside the
restricted areas where the harbor activities usually take place [19], so this location may be
considered a suitable candidate for a wind project. The summer season indicates lower
resources, reaching a maximum value of 6.41 m/s, while the spring and autumn seasons
are about the same level, reaching values of 7.44 and 7.57 m/s, respectively.

Regarding the wind directions, the patterns corresponding to the summer and au-
tumn seasons are similar to the prevailing wind direction corresponding to the total time
(Figure 5). In the case of spring, the dominant pattern is from sea to land (from east to
west), being noticed close to the Danube Delta a tendency to shift in the northern sector.
During the winter, the wind is moving to blow from the northwest and small changes in the
orientation of the wind vectors are observed. The wind direction represents an important
aspect of the design of a wind farm, considering that the energy produced is significantly
affected by the wake effect. It is estimated that for the offshore projects, these losses are in
the range 10.00–25.00% [40,41].

As mentioned above, wind turbines are designed to operate within a specific range of
wind speeds, known as the cut-in and cut-out values. The turbine considered in this study
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has wind speed limits in the range of 3.00–25.00 m/s. That is why the percentages of U100
that were inside the functional range of the wind turbine were computed for each season,
and the results are illustrated in Figure 7. It must be noticed that along the Romanian coast,
percentages higher than 80% are observed in all seasons. As expected, percentages above
90% are found in the winter season.

Figure 6. The seasonal averaged wind speed as indicated by the ERA5 (U100) dataset for the Romanian coastal area
over the time interval 2000–2019. Data corresponding to the following seasons are presented: (a) winter—December–
January–February; (b) spring—March–April–May; (c) summer—June–July–August; and (d) autumn—September–October–
November. The results include the wind direction vectors and the locations of the maximum wind speed, while the
Romanian EEZ is indicated by the magenta line.

An important role in choosing a location for exploiting wind energy is the variability
of the wind speed over the years. The IAV (interannual variability) index is often used in
climatologic analyses to quantify the year-to-year variability of a given parameter. This can
be expressed as in Equation (4) [26,42]:

IAV =
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where IAV—inter-annual variability (%); x denotes the time series of the wind speed over a
period of m years with n records each; x—mean value of the time series of a parameter over
a period of years; σ—standard deviation; the indices j and k refer to the year and record,
respectively; and overbar denotes an average.

Thus, the year-to-year variability of U100 from the ERA5 database over the 20-year
time interval 2000–2019 was quantified here and the results are illustrated in Figure 8. It
can be observed that IAV increases as we move away from the shore. At this point, it has
to be noticed that if for the coefficient of the variation in the wind speed there might be
expected higher values on land than offshore, this inter-annual variability index shows
very often higher values offshore, as can be noticed in the Figure 8 results which are also
consistent with those presented in [42].
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Figure 7. Seasonal percentages of the wind speed (U100) in the range between the cut-in and cut-off values (standard
functional range 3–25 m/s): (a) winter—December–January–February; (b) spring—March–April–May; (c) summer—June–
July–August; and (d) autumn—September–October–November. The locations of the maximum values are marked by white
circles, while the Romanian EEZ is indicated by the magenta line.

Figure 8. Interannual variability (IAV) of U100 from ERA5, where the Romanian EEZ is indicated by
the magenta line.

The capacity factor is frequently used to assess the performances of a wind turbine,
this is defined as in Equation (5) [43]:

C f =
Pe

Pt
(5)

where Cf —capacity factor (%); Pe—expected power to be generated by a turbine (MW);
and Pt—rated power of a turbine (9.50 MW from Figure 2).
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Figure 9 presents such an analysis considering the performances of the Vestas V164-
9.5 wind turbine for the full-time distribution. Although the wind speed increases as we
go further from the shore, this is not the case for the Cf indicator that for example indicates
values of 28.50% for the point C40 (40.00 km from the shore), compared to values of 27.00%
for the eastern boundary of EEZ. For this turbine a maximum value of 29.12% is observed
near the point C80, being followed by C100 and D100/D120 with values close to 29.00%.
From the points located close to the shoreline, better performances are expected for the
Danube Delta (e.g., 24.62%), while from the southern part, the point I0 (Vama Veche) looks
more promising with 21.22%. The points located near the interface that separates the
shallow and deep waters (50 m) can be considered a promising candidate for a wind project
since (a) they are defined by a higher Cf ~28.00%; (b) they are located close to the shore
and in a lower water depth, which is in the line with the current European trends; and (c) it
is possible to develop either fixed or floating projects.

Figure 9. Capacity factor (%) of the Vestas V164-9.5 turbine for the total time, corresponding to the
grid points located inside the Romanian EEZ. The results are evaluated at a hub height of 100 m, for
the time interval 2000–2019, by processing the ERA5 (U100) data.

The annual energy production (GWh) is illustrated in Figure 10, these values corre-
spond to a single wind turbine, Vestas V164-9.5, which may operate in a particular point of
the grid. The top values are in the range 23.00–24.00 GWh, while a significant drop occurs
near the shoreline to a minimum of 16.32 GWh (approximately a 35.00% difference), these
values corresponding to the point H0. From the shallow–deep water interface, we can
highlight the points C40 (23.73 GWh) and E60 (23.57 GWh), while from the offshore the C
points located at the extremity of the EEZ indicate better results (e.g., C80—24.23 GWh).

The IAV index is also used to assess the energy production of the turbine for this target
area and the parameter analyzed over the 20 years is now AEP. In Figure 11 is provided
such an analysis, by considering the ERA5 wind data. The IAV increases from the onshore
to offshore areas, reaching a maximum value of 7.55% in the southeastern part of the target
area. These values also increase from north to south, reaching a minimum of 5.56% close to
the site A20, while near the shoreline the values go from 5.72% (A0) to 6.72% (I0). From
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all the sites, the J line indicates higher values (7.45 to 7.53%), a possible explanation being
related to the distance from the shore (>120.00 km) or the water depth (>1200.00 m).

Figure 10. Vestas V164-9.5—annual energy production (in GWh) computed for the total time interval
considering the ERA5 (U100) reanalysis data.

Figure 11. Inter-annual variability (IAV) in the annual energy production for the Vestas V164-9.5
wind turbine. The results are computed for the total time interval considering the ERA5 (U100)
reanalysis data.
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4. Discussion

A preliminary step in the development of a renewable project consists in the analysis
of the environmental conditions, the reanalysis data being capable to provide a more
complete picture of the wind conditions [44–46]. Compared to the general wind patterns
in the Black Sea, the Romanian coastal region is defined by more consistent wind energy
resources, at which we can add a lower water depth that is related to the continental
shelf [47]. Furthermore, the structure of the local seabed in the upper layers is mostly made
by sand and clay deposits [48], an aspect that needs to be considered in the selection of the
right type of wind turbine foundation [49].

The results presented in this work are built around the ERA5 data, and from the
analysis of the wind resources (U100) we notice that the wind speed increases from onshore
to offshore, regardless of the time interval considered. These results are encouraging, taking
also into account that near the Romanian coastline (on land) some important wind projects
already operate successfully. The most representative example is the Fantanele-Cogealac
wind farm (17.00 km from the Black Sea coast) that has an operational capacity of 600 MW.
More than this, if we look at the wind farms of Romania, more than 78.00% of the projects
are operating in the Dobrogea Plateau, which is next to the sea [50]. According to the IEC
classification [51], the wind turbines from classes II and III are more suitable for this region,
with better performances being expected during the wintertime when an average wind
speed of 9.00 m/s is usually expected.

In relationship with some other works [15,16,52], this represents one of the first studies
that evaluates the Romanian offshore wind energy potential using the new ERA5 data,
which is defined by 24 values per day, and furthermore the evaluation is linked to a hub
height of 100.00 m.

In the work of Cornett [53], several parameters are used to describe the temporal
variability in the marine resources. One of them is the coefficient of variation (COV), which
is defined as in Equation (6):

COV (U10) =
σ(U10(t))
µ(U10(t))

=

[(
U10 − U10

)2
]0.5

U10
(6)

where σ is standard deviation; µ denotes the mean and the overbar is related to the time-
averaging. A zero value of COV indicates that there is no variability, COV (U10) = 1 denotes
that the standard deviation is equal to the mean value, while COV (U10) = 2 indicates that
the standard deviation is twice the mean.

The seasonal variability (SV) is another indicator, which is defined as in Equation (7):

SV =
U10S1 − U10S4

U10year

(7)

where U10S1 and U10S4 represent the mean wind speed being related to the most and least
energetic seasons. In this case, winter (December–January–February) and summer (June–
July–August) represent the two extreme seasons, the first being the most energetic. In
the case of U10year , this was approximated as U10year ~ 1

2 (U10S1 + U10S4 ), similar to the one
mentioned by Cornett [53].

Table 3 shows the distribution of the COV values, considering the ERA5 wind dataset.
In this case, the values increase from the nearshore points (0.46) to the offshore (0.50), being
observed some values of 0.51 in the southern part. The SV indicator is presented in Table 4,
where we can notice smaller differences. The values go from 0.30 to 0.41, much higher ones
being found in the offshore area, especially for the sites located in the southern part.
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Table 3. Distribution of the COV values indicated for the ERA5 data (U100), considering the time
interval 2000–2019.

Line Distance to Shore (km)

0 20 40 60 80 100 120 140 160 180 200 220

A 0.47
B 0.47 0.48 0.49
C 0.48 0.49 0.49 0.50 0.50 0.50
D 0.47 0.49 0.49 0.50 0.50 0.50 0.50 0.50 0.50
E 0.47 0.49 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
F 0.46 0.48 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
G 0.46 0.48 0.50 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
H 0.46 0.49 0.50 0.51 0.51 0.51 0.51 0.50 0.50 0.50 0.50 0.50
I 0.47 0.50 0.51 0.51 0.51 0.51 0.51 0.51 0.50 0.50 0.50 0.50
J 0.50 0.50 0.50 0.50

Table 4. Distribution of the SV values indicated for the ERA5 data (U100), considering the time
interval 2000–2019.

Line Distance to Shore (km)

0 20 40 60 80 100 120 140 160 180 200 220

A 0.30 0.32
B 0.32 0.33 0.34
C 0.34 0.35 0.35 0.36 0.36 0.35
D 0.33 0.34 0.35 0.36 0.37 0.37 0.37 0.36 0.36
E 0.34 0.35 0.37 0.38 0.38 0.38 0.38 0.37 0.37 0.36 0.36
F 0.33 0.35 0.37 0.38 0.39 0.39 0.39 0.38 0.38 0.38 0.37 0.36
G 0.34 0.36 0.38 0.39 0.39 0.39 0.39 0.39 0.39 0.38 0.38 0.37
H 0.35 0.37 0.38 0.40 0.40 0.40 0.40 0.40 0.39 0.39 0.38 0.38
I 0.36 0.38 0.39 0.40 0.41 0.40 0.40 0.40 0.40 0.39 0.39 0.38
J 0.39 0.39 0.39 0.39

Although the ERA5 data are frequently used to assess the renewable resources, due to
the lower resolution of the global model it is possible that for some seas surrounded by
complex orography (as for example is the Black Sea) underestimation of the wind speeds
to occur. Consequently, such underestimations can propagate as regards the wind energy
potential. The long-term variability in the resources estimated using COV and SV shows
that ERA5 data indicate more stable conditions compared to the satellite measurements.

However, it has to be highlighted at this point that ERA5 U10 winds were verified by
Belmonte and Stoffelen [54], showing rather large model errors near the coast. The model
wind data do not appear very reliable in coastal areas, particularly for enclosed seas. This
is probably due to the large diurnal cycle and the occurrence of low-level jets (LLJ), which
are both not well captured by ERA5 [55]. On the other hand, the AVISO dataset is not a
perfect daily mean, like the average of the 24 values for ERA5. In fact, altimeter winds over
a day are determined by the local solar times of the contributing altimeter sample.

As the land–sea effects near the Romanian coast are substantial, the diurnal cycle
will determine the mean daily wind. Hence, this AVISO product appears not suitable to
verify the simulated gridded products. An altimeter does not measure the wind at a 10 m
height, but rather the ocean roughness, which may be related to the 10 m stress-equivalent
wind [56]. Furthermore, the altimeter speeds are sensitive to the mean squared slope (MSS)
of the ocean, and hence sensitive to the sea state which may be quite detrimental for coastal
validation. Some other limitations of the ERA5 data for the energy assessments in the
coastal area are further presented in Belmonte and Stoffelen [54], and Kalverla [55].

Most of the reanalysis datasets are providing data at the standard height of 10 m,
which is suitable for meteorological applications, but to translate these values to a hub
height, an adjustment is required (e.g., logarithmic law, power law, etc). One element of
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innovation that defines the ERA5 data is that it directly provides wind data at a 100 m
height, considering that this is a reference height for the offshore industry [28,57].

In the work of Onea et al. [18], a similar analysis was carried out for the Romanian
EEZ, considering this time for evaluation an MHI Vestas V174 9.5 MW turbine. For the
present work, we considered to use the V164-9.5 MW system since all the information
needed to assemble the power curve is available in the public domain (e.g., rated wind
speed), which is not the case for the other system [58]. The present turbine is defined by a
lower capacity factor compared to the V174 9.5, which may reach a maximum of 35.00%
in the upper part of the EEZ, which is up to 6.00% compared to the one presented in this
study. The main explanation for this is related to the fact that the V174 9.5 wind turbine
has a lower rated speed, which makes it more competitive. These values are relatively
close to the capacity factor (36%) estimated for Romania and Bulgaria, exceeding those
corresponding to countries such as Italy (25–30%), Greece (29%) or Spain (31%), but far
under regions like the UK (53%) or Denmark (44%), where significant offshore projects
already operate [59].

5. Conclusions

In the present work, an assessment of the wind energy potential was carried out in
the Romanian EEZ, considering multiple datasets that cover a total of 20 years (2000–2019).
Special attention was given to the ERA5 data since these are frequently used for renewable
applications. The results clearly show an increase in the wind conditions as going from the
land to the sea, which means that an offshore project could become a reality in this coastal
environment in the near future.

During the more energetic seasons, the average wind speed can frequently reach
8–9 m/s, values that are related to the IEC classes II and III. Taking also into account the
fact that in the southern part of the Romanian nearshore some important seaports are
located (for example Constanta harbor), this means that the logistic support required to
develop a wind project will be more accessible. On the other hand, higher wind resources
are characteristic in the northern part of the target area, where the capacity factor of the
wind turbine considered for evaluation (V164-9.5 MW) frequently indicates a value of
about 30%.

From this perspective, it can be concluded that the Romanian offshore wind sector
represents a viable alternative to the Romanian coal power plants that during recent years
gradually reduced their production capacity. The present work also opens some new
research ideas that need to be tackled soon, such as the assessment of the wind energy
potential by considering restricted areas, and to identify suitable wind farm layouts and
consider the fluctuations in the wind direction.

Per total, the Romanian coastal area can be considered a viable candidate for the
development of an offshore wind project having good wind energy potential, a large
continental shelf, and also Romania is a part of the European Union that aims to significantly
expand the offshore wind sector. It can be also highlighted that various projects are
targeting the development of offshore wind farms very soon in this particular coastal
environment, and for them the present study should be of great interest. The western
part of the Black Sea has important wind resources that need to be accurately quantified
to establish the expected performances of the offshore wind turbines. The first step is to
understand the limitations of the global reanalysis dataset and of the satellite measurements,
by making a direct comparison with in situ measurements. Regarding the Romanian EEZ,
it is expected that in future works we will also include some restricted areas (e.g., shipping
routes, protected areas), in order to identify the most suitable areas capable to support
a marine project. Finally, it is important to mention also that at this moment the ERA5
wind data are capable to provide a general perspective of the wind conditions over a long
time interval, being processed on a global scale. Nevertheless, there are now some other
wind datasets available with a higher resolution, which include meso- and micro-scaling
that can be used to evaluate the wind resources in the coastal environment. This is the
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case of the Global Wind Atlas [60] that is defined by a grid spacing of 3 km. For regional
simulations, the ERA5 boundary conditions are used to force the mesoscale model, but
at this moment the data available cover only the 10-year time interval 2008–2017. The
present work is ongoing and this type of data represents a valuable tool for the assessment
of the sites located near the coastline or onshore, where the topographic details become
more important in wind modelling. At this point it has to be also highlighted that aspects
of space and time sampling are relevant for observations, while they provide the only
absolute source of wind information. Model winds are affected by simulation artefacts,
such as varying observation input over time, diffusion of land–sea effects, diurnal cycle,
convection, etc. Extensive inter-calibrated and documented satellite records of winds are
publicly available in the EU Copernicus Marine Environment Monitoring Service, but
not considered in the present work. From this perspective, an important objective of the
future work is to complete the study related to the assessment of the offshore wind energy
potential in the Romanian exclusive economic zone with an extended analysis of these
scatterometer winds.
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