
mdpi.com/journal/molecules

Special Issue Reprint

Chemical Bond and 
Intermolecular Interactions

Edited by 
Qingzhong Li, Steve Scheiner and Zhiwu Yu



Chemical Bond and
Intermolecular Interactions





Chemical Bond and
Intermolecular Interactions

Editors

Qingzhong Li
Steve Scheiner
Zhiwu Yu

Basel ‚ Beijing ‚ Wuhan ‚ Barcelona ‚ Belgrade ‚ Novi Sad ‚ Cluj ‚ Manchester



Editors

Qingzhong Li

School of Chemistry and

Chemical Engineering

Yantai University

Yantai

China

Steve Scheiner

Department of Chemistry

and Biochemistry

Utah State University

Logan

United States

Zhiwu Yu

Department of Chemistry

Tsinghua University

Beijing

China

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Molecules

(ISSN 1420-3049) (available at: www.mdpi.com/journal/molecules/special issues/Chem Bond).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-0365-9870-3 (Hbk)

ISBN 978-3-0365-9869-7 (PDF)

doi.org/10.3390/books978-3-0365-9869-7

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.

www.mdpi.com/journal/molecules/special_issues/Chem_Bond
https://doi.org/10.3390/books978-3-0365-9869-7


Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Qiaozhuo Wu, Shubin Yang and Qingzhong Li
Triel Bond Formed by Malondialdehyde and Its Influence on the Intramolecular H-Bond and
Proton Transfer
Reprinted from: Molecules 2022, 27, 6091, doi:10.3390/molecules27186091 . . . . . . . . . . . . . . 1

Ya-Qian Wang, Rui-Jing Wang, Qing-Zhong Li and Zhi-Wu Yu
Abnormalities of the Halogen Bonds in the Complexes between Y2CTe (Y = H, F, CH3) and XF
(X = F, Cl, Br, I)
Reprinted from: Molecules 2022, 27, 8523, doi:10.3390/molecules27238523 . . . . . . . . . . . . . . 17

Steven van Terwingen, Ruimin Wang and Ulli Englert
Three for the Price of One: Concomitant I¨ ¨ ¨N, I¨ ¨ ¨O, and I¨ ¨ ¨π Halogen Bonds in the Same
Crystal Structure
Reprinted from: Molecules 2022, 27, 7550, doi:10.3390/molecules27217550 . . . . . . . . . . . . . . 29
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Preface

This reprint focuses on the geometrical and spectroscopic features as well as the potential

applications of halogen, chalcogen, pnictogen, tetrel, and triel bonds in chemical reactions, crystal

engineering, molecular recognition, and biological systems. We aim to present cutting-edge studies

concerning the bonds formed between some novel and important electron donors and acceptors,

similarities and differences between these bonds, structures of the complexes composed of these

bonds in the solution and gas phases, spectroscopic methods for measuring these bonds in solution

and gas phases, and applications of these bonds in chemical reactions, crystal engineering, molecular

recognition, and biological systems.
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Triel Bond Formed by Malondialdehyde and Its Influence on
the Intramolecular H-Bond and Proton Transfer
Qiaozhuo Wu, Shubin Yang and Qingzhong Li *

The Laboratory of Theoretical and Computational Chemistry, School of Chemistry and Chemical Engineering,
Yantai University, Yantai 264005, China
* Correspondence: lqz@ytu.edu.cn

Abstract: Malondialdehyde (MDA) engages in a triel bond (TrB) with TrX3 (Tr = B and Al; X = H, F, Cl,
and Br) in three modes, in which the hydroxyl O, carbonyl O, and central carbon atoms of MDA act
as the electron donors, respectively. A H···X secondary interaction coexists with the TrB in the former
two types of complexes. The carbonyl O forms a stronger TrB than the hydroxyl O, and both of them
are better electron donors than the central carbon atom. The TrB formed by the hydroxyl O enhances
the intramolecular H-bond in MDA and thus promotes proton transfer in MDA-BX3 (X = Cl and Br)
and MDA-AlX3 (X = halogen), while a weakening H-bond and the inhibition of proton transfer are
caused by the TrB formed by the carbonyl O. The TrB formed by the central carbon atom imposes
little influence on the H-bond. The BH2 substitution on the central C-H bond can also realise the
proton transfer in the triel-bonded complexes between the hydroxyl O and TrH3 (Tr = B and Al).

Keywords: triel bond; hydrogen bonding; proton transfer; NBO

1. Introduction

Malondialdehyde (MDA), a naturally occurring product in lipid peroxidation and
prostaglandin biosynthesis [1], has been known as a biomarker of lipid oxidation induced
by reactive oxygen species [2], a reliable biomarker for bipolar disorder [3], or an ox-
idative stress marker in oral squamous cell carcinoma [4]; thus, it has received much
attention [5–13]. This molecule exhibits an intramolecular proton transfer with two equiva-
lent forms separated by a barrier of medium height [5]. The intramolecular proton transfer
in MDA involves a 2.2 kcal/mol lower barrier than that in its radical analogues [6]. When a
NO2 or BH2 group is attached to the central carbon atom, the barrier is reduced to less than
1 kcal/mol [7]. Theoretical and experimental studies showed that 2-chloromalonaldehyde
exhibits a weaker intramolecular H-bond than MDA [8,9]. However, the intramolecular
H-bond in MDA is strengthened if strong electron donors and/or sterically hindered sub-
stituents are present in its two side carbon atoms [7]. The IR and UV spectra of MDA
were also measured in the gas phase and water [10,11]. The MDA in water has a slightly
red-shifted UV spectrum compared with that in the gas phase [10]. Tunnelling occurs
in MDA, and its mechanisms can be understood through the isotope effect (IE), which
is classified into primary IE and secondary IE [12]. The primary H/D kinetic IE on the
intramolecular proton transfer in MDA is dominated by zero-point energy effects, and
tunnelling plays a minor role at room temperature [13].

Intra- or intermolecular proton transfer reactions are considered to be one of the most
fundamental and important processes in chemistry and biology, such as acid–base neutrali-
sation reactions and enzymatic reactions [14]. The proton transfer in MDA can be regulated
through cooperativity with other interactions. When a BeH2 or BeF2 group engages in a
beryllium bond with the hydroxyl/carbonyl group of MDA, the intramolecular H-bond in
MDA is strengthened or weakened [15], which is accompanied by the inhibition/promotion
of proton transfer. This effect is also realised by adding F2SiO to MDA, where a tetrel bond
is formed [16]. In general, the stronger the interaction imposed, the more prominent the
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effect. The stronger interaction makes the binding distance of the weaker one undergo a
larger change.

A triel bond (TrB) is an attractive interaction that occurs between the triel atom such
as B or Al and an electron donor [17]. Such interactions are usually so strong that they
have many of the characteristics of covalent bonds and can even be classified as typical
covalent bonds [18]. Triel atoms are usually sp2-hybridised with a π–hole above and
below the molecular plane. Interestingly, when the sp2-hybridised triel atom binds to
a strong Lewis base, it may become sp3-hybridised [19]. Thus, the trivalent centres in
those complexes with such strong interactions follow the octet rule and can be classified
as tetravalent centres, which usually have a tetrahedral structure, indicating a large geo-
metric deformation of the interacting species, a feature of TrB formation. For example, an
isolated BH3 monomer has a planar triangular structure, while the BH3···NH3 complex is
tetrahedral [20]. This bond plays an important role in energy materials, chemical reactions,
and biological systems [21–24]. For instance, the strong organoborane Lewis acid B(C6F5)3
catalyses the hydrosilation of aromatic and aliphatic carbonyl functions at convenient rates,
with loadings of 1−4% [22]. TrB also contributes to the molecular hydrogen release process,
which has also been explored as a research topic related to hydrogen storage materials [23].
Thus, TrB has garnered more attention in recent years [25–35]. Although different types of
electron donors are utilised in the TrBs [32–35], the most common ones are from molecules
with lone pairs such as N and O. A comparison was made for the TrBs with different chalco-
gen electron donors (H2O, H2S, and H2Se), and it was found that H2O forms a stronger
TrB [36]. This bond displays some different properties from H-bond. In HCN···HCN-BF3,
where a TrB and H-bond coexist, the strong TrB suffers a larger shortening than the weaker
H-bond [37]. Thus, it is interesting to study the influence of TrB on the intramolecular
H-bond in MDA and its proton transfer.

In this article, the complexes of MDA and TrX3 (Tr = B and Al; X = H, F, Cl, and Br)
are studied. There are two types of oxygen atoms (hydroxyl and carbonyl O atoms) in
MDA; thus, their ability to bind with a triel atom is compared. In addition, the central
carbon atom has negative molecular electrostatic potentials (MEPs), as shown in Figure 1.
Therefore, this negative MEP region also binds with TrX3, resulting in a π–π TrB. On the
other hand, we focus on the influence of TrB on the intramolecular H-bond in MDA and
the corresponding proton transfer. When a BH2 group is attached to the central carbon
atom, the barrier in the proton transfer reduces [7]. Thus, a combination of substitution
and cooperative effects is used to regulate the proton transfer.
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2. Results
2.1. Coplanar Triel-Bonded Complexes

Malondialdehyde (MDA) is often used as a model for studying intramolecular proton
transfer, and TrX3 can be added to MDA to form a TrB that in turn affects the proton transfer.
As can be seen from the MEP diagram of MDA in Figure 1, there are both positive red and
negative blue regions in MDA, indicating that it can act as both an electron donor and an
acceptor. MDA contains two blue regions, which are located, respectively, at the hydroxyl
oxygen and the carbonyl oxygen. It is clear that the latter has a more negative MEP value
than the former. The three CH hydrogen atoms have red areas. Due to the delocalisation of
the ring structure of MDA, the three carbon atoms have negative MEPs; thus, they can also
bind with the π–hole of TrX3, which has been studied in previous studies (Figure S1).

The π–hole on the T atom of TrX3 may interact with the hydroxyl O(1) or carbonyl O(2)
atom of MDA to form a TrB, respectively, designated by the “a” and “b” labels. Figures 2
and 3 show the structures of the a-type and b-type complexes, respectively. The Tr···O
distance is shorter than 2 Å in most complexes, with an exception in MDA-BF3-a. The
shorter Tr···O distance means that the TrB formed between both molecules is very strong.
The halogen substitution shortens the Tr···O distance relative to the TrH3 complex in most
cases. Only BF3 elongates the Tr···O distance in spite of the largest π–hole on the B atom.
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Since Figure 1 confirms that the carbonyl O of MDA has a more negative MEP value
than the hydroxyl O, it is not surprising that the former forms a stronger TrB with TrX3 than
the latter. This difference is reflected in the shorter Tr···O distance in the a-configuration,
the more negative interaction energy (Table 1), and the greater electron density at the
Tr···O BCP (Table 2). However, there are exceptions for the structures of MDA-BCl3, MDA-
BBr3, MDA-AlF3, MDA-AlCl3, and MDA-AlBr3 since both configurations have the same
interaction energy, although they are formed in very different ways. As shown in Table 1,
the interaction energy Eint in most of the MDA-AlX3 complexes is larger than that of that in
the MDA-BX3 analogue, which may be due to the fact that the π–hole values of AlX3 are
larger than those of BX3. When the H atoms of TrH3 are replaced by halogen, Eint basically
increases, except for MDA-BF3-a, which also has the lowest Eint in all the complexes,
although its π–hole is not the smallest. With the increase in halogen electronegativity, Eint
increases for the MDA-AlX3 complexes but decreases for the MDA-BX3 complexes. This
inconsistent change is mainly attributed to the distortion of TrX3. BF3 shows a smaller
distortion relative to BCl3 and BBr3 in the complex; thus, an abnormal change occurs for
the BF3 complexes.
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Table 1. Interaction energy (Eint), binding energy (Eb), and deformation energy (DE) of triel bond in
the complexes, all in kcal/mol.

Eint Eb DE

MDA-BH3-a −19.90 −10.83 9.07
MDA-BF3-a −7.49 −5.00 2.49
MDA-BCl3-a −37.36 −12.75 24.61
MDA-BBr3-a −38.10 −13.94 24.16
MDA-AlH3-a −20.98 −16.62 4.36
MDA-AlF3-a −41.59 −32.78 8.81
MDA-AlCl3-a −41.16 −31.83 9.33
MDA-AlBr3-a −39.86 −30.92 8.94
MDA-BH3-b −28.65 −17.60 11.05
MDA-BF3-b −29.27 −10.43 18.84
MDA-BCl3-b −37.36 −12.75 24.61
MDA-BBr3-b −38.10 −13.94 24.16
MDA-AlH3-b −26.97 −22.32 4.65
MDA-AlF3-b −41.59 −32.79 8.80
MDA-AlCl3-b −41.16 −31.83 9.33
MDA-AlBr3-b −39.86 −30.92 8.94
MDA-BH3-c −18.31 −9.68 8.63
MDA-BF3-c −2.79 −2.54 0.25
MDA-BCl3-c −4.12 −4.00 0.12
MDA-BBr3-c −4.40 −4.20 0.20
MDA-AlH3-c −11.97 −9.61 2.36
MDA-AlF3-c −21.26 −14.29 6.97
MDA-AlCl3-c −23.55 −14.73 8.82
MDA-AlBr3-c −23.12 −14.34 8.78

Table 2. Electron density (ρ), its Laplacian (∇2ρ), energy density (H), kinetic energy density (D), and
potential energy density (V) at the B···O/C BCPs in the complexes, all in a.u.

ρ ∇2ρ H G V |V|/G

MDA-BH3-a 0.0638 0.4829 −0.0210 0.1037 −0.1359 1.3105
MDA-BF3-a 0.0249 0.0732 −0.0028 0.0212 −0.0240 1.1321
MDA-BCl3-a 0.1100 0.5153 −0.0652 0.1940 −0.2591 1.3356
MDA-BBr3-a 0.1175 0.5575 −0.0716 0.2110 −0.2827 1.3398
MDA-AlH3-a 0.0382 0.2914 0.0086 0.0643 −0.0558 0.8678
MDA-AlF3-a 0.0575 0.4536 0.0072 0.1062 −0.0989 0.9313
MDA-AlCl3-a 0.0593 0.4638 0.0064 0.1095 −0.1031 0.9416
MDA-AlBr3-a 0.0600 0.4689 0.0062 0.1110 −0.1048 0.9441
MDA-BH3-b 0.0788 0.5965 −0.0280 0.1771 −0.2051 1.1581
MDA-BF3-b 0.0793 0.3505 −0.0416 0.1292 −0.1708 1.3220
MDA-BCl3-b 0.1100 0.5153 −0.0652 0.1940 −0.2591 1.3356
MDA-BBr3-b 0.1175 0.5575 −0.0716 0.2110 −0.2827 1.3398
MDA-AlH3-b 0.0447 0.3366 0.0079 0.0762 −0.0683 0.8963
MDA-AlF3-b 0.0575 0.4536 0.0072 0.1062 −0.0989 0.9313
MDA-AlCl3-b 0.0593 0.4638 0.0064 0.1095 −0.1031 0.9416
MDA-AlBr3-b 0.0600 0.4689 0.0062 0.1110 −0.1048 0.9441
MDA-BH3-c 0.0600 0.0340 −0.0377 0.0472 −0.0851 1.8030
MDA-BF3-c 0.0103 0.0278 0.0007 0.0064 −0.0058 0.9063
MDA-BCl3-c 0.0085 0.0224 0.0008 0.0049 −0.0041 0.8367
MDA-BBr3-c 0.0096 0.0242 0.0007 0.0054 −0.0047 0.8704
MDA-AlH3-c 0.0254 0.0828 −0.0023 0.0225 −0.0250 1.1111
MDA-AlF3-c 0.0374 0.1388 −0.0048 0.0385 −0.0436 1.1325
MDA-AlCl3-c 0.0394 0.1335 −0.0064 0.0386 −0.0453 1.1736
MDA-AlBr3-c 0.0404 0.1343 −0.0069 0.0402 −0.0471 1.1716

The binding energy Eb and deformation energy DE of these complexes are also given
in the last two columns of Table 1. The binding energy is the difference between the
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energy of the complex relative to the sum of the energies of the isolated monomers (in their
optimised geometry). In general, Eb has the same trend as Eint, but Eb is not as negative as
Eint, and the difference between them is DE. The DE values in MDA-BCl3 and MDA-BBr3
are large enough (>24 kcal/mol), which is about double as much as Eb. This is also taken
as a character of a TrB since the triel molecule is often distorted easily. This distortion easily
occurs in the MDA-BX3 (X = H, Cl, and Br) complexes, with a DE as much as double that in
the MDA-AlX3 analogues.

The formation of a TrB can be further confirmed by a complicated colour region in the
NCI analysis (Figures S2 and S3). In most complexes, this colour region between the Tr
and O atoms is overlapped with red and blue; thus, the TrB is very strong. In addition, a
green region is found between one Tr-X bond of TrX3 and the C-H bond adjoined with the
O atom that binds with TrX3, corresponding to a weak H-bond with a long H···X distance.
Both MDA and TrX3 play a reverse role in both the TrB and H-bond; thus, both interactions
display positive cooperativity with each other.

Table 2 collects the AIM data of the Tr···O triel bond, including the important param-
eters of the electron density (ρ), its Laplacian (∇2ρ), and the energy density (H) at the
bond critical point (BCP) of the TrB. For the MDA-BX3 complex, ∇2ρ is positive but H is
negative, indicating that the TrB is partially covalent interaction, which is also confirmed
by the magnitude of |V|/G (>1). However, for the MDA-AlX3 complex, both ∇2ρ and
H are positive, and the magnitude of |V|/G is smaller than 1, suggesting that this TrB is
a completely closed shell interaction [38], which is inconsistent with its relatively strong
interaction energy. Thus, the estimation of the nature of the TrB according to the topological
parameters should be made with caution. In each type of complex, a good linear relation-
ship is present between the electron density and the interaction energy for the B···O TrB,
while an opposite dependence is found for the Al···O TrB. This again highlights the careful
consideration necessary in studying a TrB according to the AIM parameters.

The charge transfer (CT) values for the different types of binary complexes are given
in Table S1. In most complexes, CT is larger than 0.1 e, indicative of a stronger TrB. A good
relationship is not found between CT and Eint, partly due to the coexistence of both the TrB
and the H···X H-bond with an opposite direction of CT.

To better understand the nature of the Tr···O TrB, an energy decomposition analysis
was carried out for these systems. As shown in Table S2, the interaction energy was
decomposed into five terms, including the electrostatic energy (Eele), the exchange energy
(Eex), the repulsion energy (Erep), the polarisation energy (Epol), and the dispersion energy
(Edisp). In most cases, Eex is the largest negative term, but it is usually cancelled with Erep;
thus, neither of these two terms is discussed. Eele is larger than Epol and Edisp, and Epol

is comparable with Eele in most cases, which supports the conclusion that the TrB is very
strong. Edisp is negative in the B···O TrB but becomes positive in the Al analogue due to the
very shorter Al···O distance.

2.2. π–π Parallel Structures

A closer look at the MEP of the MDA molecule in Figure 1 shows that, in addition to
the negatively charged blue region at the hydroxyl O-terminus and carbonyl O-terminus,
there is also a relatively small negatively charged region above the C-atom at the centre
of the MDA molecular plane, so when the π–hole on the Tr atom of TrX3 approaches the
central carbon atom of MDA from above, a face-to-face parallel π–π structure appears, as
shown in Figure 4, like the π–π interactions in the aromatic systems.
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Figure 4. The π–π structures formed by the central carbon of MDA with TrX3. Distances are in Å.

The π–π structure involving BH3 has comparable stability with the a-type analogue
but is much less stable for its halogen derivatives. AlX3 also forms a weaker π–π structure
with MDA again with the a-type analogue. The halogen substitution of AlX3 has a similar
enhancing effect on the stability of the π–π structure, while an opposite influence is found
for the halogen substitution of BX3. The effect of different halogen atoms has a small
difference. Likely, AlX3 engages in a stronger π–π TrB than BX3 except for X = H. The
above conclusions are obtained according to the interaction energy in Table 1 and the Tr···C
distance in Figure 4.

The distribution of the NCI region between TrX3 and MDA in the π–π structure
(Figure S4) is like that in the π–π stacking of two benzene molecules [39]. The NCI region
in the π–π structure of AlX3 has a deeper and more complicated colour, consistent with
a stronger TrB. The electron density at the Tr···C BCP does not reflect the change in the
interaction energy in the π–π structure since this structure is not bounded only by a Tr···C
TrB. This is also true for the Laplacian at the Tr···C BCP. The sign of the energy density is
negative for the Tr···C BCP with the interaction energy larger than 10 kcal/mol.

Although MDA-BH3-c has the smaller interaction energy, CT in MDA-BH3-c is larger
than that in MDA-BH3-a and MDA-BH3-b since the π electrons in the ring of MDA are
easily lost.
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If the interaction energy is smaller than 5 kcal/mol, the polarisation contribution is
smallest, and the dispersion is even larger than the electrostatic energy in MDA-BCl3-c
and MDA-BBr3-c due to the nature of π electron in the MDA ring and the longer distance
(>3 Å). If the interaction energy is larger than 10 kcal/mol, the dispersion contribution is
the smallest, and the polarisation energy is comparable with the electrostatic energy.

2.3. Proton Transfer

The formation of the TrB has an important influence on the intramolecular structures
of MDA, particularly its intramolecular H-bond. When the Tr atom of TrX3 participates in
a TrB with the hydroxyl O of MDA, R2(O-H) is stretched, and R1(H···O) is shortened. In
MDA-AlF3-a, MDA-BCl3, and MDA-BBr3, R1(H···O) is much shorter than R2(O-H), which
can be described as a partial proton transfer. However, when the Tr atom of TrX3 engages
in a TrB with the carbonyl O of MDA, R2(O-H) is shortened, and the R1(H···O) is stretched,
indicating that no proton transfer occurs. When the Tr atom of TrX3 forms a π–π parallel
structure with the central C atom of MDA, most of the structures have a small degree
of R2(O-H) elongation and a shortened R1(H···O), which can also be considered to have
undergone proton transfer but to a much lesser extent than the a-configuration. It is also
interesting to note that the R2 (O-H) and R1(H···O) in both MDA-BH3-c and MDA-BF3-c
are slightly elongated, a change that is negligible. The above bond lengths as well as their
bond length variations are listed in Table 3.

Table 3. H···O distance (R1) and O-H bond length (R2) in the complexes as well as their difference
(∆R) relative to the monomer, all in Å.

R1 ∆R1 R2 ∆R2

MDA-BH3-a 1.539 −0.106 1.023 0.022
MDA-BF3-a 1.579 −0.066 1.013 0.012
MDA-BCl3-a 0.988 −0.657 1.736 0.735
MDA-BBr3-a 0.988 −0.657 1.732 0.731
MDA-AlH3-a 1.476 −0.169 1.040 0.039
MDA-AlF3-a 0.988 −0.657 1.732 0.731
MDA-AlCl3-a 0.988 −0.657 1.744 0.743
MDA-AlBr3-a 0.988 −0.657 1.742 0.741
MDA-BH3-b 1.736 0.091 0.988 −0.013
MDA-BF3-b 1.734 0.089 0.988 −0.013
MDA-BCl3-b 1.736 0.091 0.988 −0.013
MDA-BBr3-b 1.732 0.087 0.989 −0.012
MDA-AlH3-b 1.722 0.077 0.990 −0.011
MDA-AlF3-b 1.732 0.087 0.988 −0.013
MDA-AlCl3-b 1.744 0.099 0.988 −0.013
MDA-AlBr3-b 1.742 0.097 0.988 −0.013
MDA-BH3-c 1.646 0.001 1.005 0.004
MDA-BF3-c 1.646 0.001 1.002 0.001
MDA-BCl3-c 1.642 −0.003 1.002 0.001
MDA-BBr3-c 1.640 −0.005 1.003 0.002
MDA-AlH3-c 1.639 −0.006 1.005 0.004
MDA-AlF3-c 1.609 −0.036 1.012 0.011
MDA-AlCl3-c 1.594 −0.051 1.015 0.014
MDA-AlBr3-c 1.593 −0.052 1.016 0.015

BH2-MDA-BH3-a 0.992 −0.653 1.700 0.699
BH2-MDA-BF3-a 1.525 −0.120 1.027 0.026

BH2-MDA-AlH3-a 0.994 −0.651 1.692 0.691

Table 4 shows the AIM analysis for the intramolecular H···O(2) and O(1)-H BCPs. In
the MDA monomer, both ∇2ρ and H at the O(1)-H BCP are negative, with a character of
a covalent bond, while only H is negative at the H···O(2) BCP, indicative of a partially
covalent interaction. When the Tr atom of TrX3 forms a TrB with the hydroxyl O of MDA,
the ρ at the H···O(2) BCP increases, while it is decreased for the O(1)-H BCP. Even the

8



Molecules 2022, 27, 6091

sign of ∇2ρ at both types of BCPs is changed in MDA-BX3-a (X = Cl and Br) and MDA-
AlX3-a (X = F, Cl, and Br). Specifically, ∇2ρ becomes negative for the H···O(2) BCP but
positive for the O(1)-H BCP. In addition, H at the H···O(2) BCP is more negative but less
negative for the O(1)-H BCP. These changes demonstrate that the intramolecular H-bond is
strengthened, and even a proton transfer occurs in the a-type complex with a very strong
TrB. This enhancing effect is also found in the c-type complex except for MDA-BH3-c and
MDA-BF3-c, but no proton charge occurs. When the Tr atom in TrX3 forms a TrB with the
carbonyl O of MDA, an opposite change is found for the ρ at the H···O(2) and O(1)-H BCPs,
and the signs of both ∇2ρ and H are not changed. This means that the intramolecular
H-bond is weakened.

Table 4. Electron density (ρ), Laplacians (∇2ρ), and energy density (H) at the H···O and O-H BCPs in
the complexes, all in a.u.

H···O(2) O(1)-H

ρ ∇2ρ H ρ ∇2ρ H

MDA 0.0533 0.1352 −0.0131 0.3220 −2.5486 −0.6945
MDA-BH3-a 0.0690 0.1369 −0.0241 0.2941 −2.2981 −0.6328
MDA-BF3-a 0.0626 0.1380 −0.0193 0.3058 −2.4059 −0.6595
MDA-BCl3-a 0.3364 −2.7220 −0.7339 0.0405 0.1366 −0.0044
MDA-BBr3-a 0.3355 −2.7156 −0.7320 0.0409 0.1382 −0.0045
MDA-AlH3-a 0.0810 0.1237 −0.0352 0.2766 −2.0763 −0.5819
MDA-AlF3-a 0.3368 −2.7123 −0.7326 0.0416 0.1338 −0.0054
MDA-AlCl3-a 0.3375 −2.7200 −0.7342 0.0404 0.1323 −0.0048
MDA-AlBr3-a 0.3373 −2.7182 −0.7337 0.0406 0.1329 −0.0048
MDA-BH3-b 0.0413 0.1325 −0.0053 0.3374 −2.7145 −0.7336
MDA-BF3-b 0.0412 0.1339 −0.0051 0.3372 −2.7180 −0.7341
MDA-BCl3-b 0.0405 0.1366 −0.0044 0.3364 −2.7220 −0.7339
MDA-BBr3-b 0.0409 0.1382 −0.0045 0.3355 −2.7156 −0.7320
MDA-AlH3-b 0.0429 0.1334 −0.0063 0.3353 −2.6940 −0.7286
MDA-AlF3-b 0.0416 0.1338 −0.0054 0.3368 −2.7123 −0.7326
MDA-AlCl3-b 0.0404 0.1323 −0.0048 0.3375 −2.7200 −0.7342
MDA-AlBr3-b 0.0406 0.1329 −0.0048 0.3373 −2.7182 −0.7337
MDA-BH3-c 0.0531 0.1325 −0.0131 0.3176 −2.5245 −0.6866
MDA-BF3-c 0.0531 0.1350 −0.0129 0.3213 −2.5464 −0.6935
MDA-BCl3-c 0.0537 0.1353 −0.0133 0.3210 −2.5393 −0.6921
MDA-BBr3-c 0.0539 0.1353 −0.0135 0.3207 −2.5358 −0.6913
MDA-AlH3-c 0.0540 0.1342 −0.0135 0.3170 −2.5186 −0.6854
MDA-AlF3-c 0.0581 0.1350 −0.0163 0.3096 −2.4522 −0.6686
MDA-AlCl3-c 0.0603 0.1351 −0.0179 0.3059 −2.4130 −0.6590
MDA-AlBr3-c 0.0605 0.1349 −0.0181 0.3053 −2.4073 −0.6575

BH2-MDA-BH3-a 0.3319 −2.6740 −0.7228 0.0452 0.1362 −0.0752
BH2-MDA-BF3-a 0.0719 0.1342 −0.0267 0.2920 −2.2490 −0.6220

BH2-MDA-AlH3-a 0.3303 −2.6560 −0.7185 0.0463 0.1362 −0.0083

2.4. Substitution Effect

Besides external influences, the intramolecular H-bond of MDA can also be regulated
by the presence of substituents. In order to enhance the H-bond within the MDA molecule,
we selected the three structures of MDA-BH3-a, MDA-BF3-a, and MDA-AlH3-a since no
complete proton transfer occurs and replaces the H atom attached to the central C atom in
these structures with a BH2 group, as shown in Figure 5. It is clear from the figure that the
structures of BH2-MDA-BH3-a and BH2-MDA-AlH3-a dramatically change, compared with
the corresponding MDA-BH3-a and MDA-AlH3-a, while the structure of BH2-MDA-BF3-a
has a slight change.
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From Table 3, it can be seen that there is a large degree of contraction of R1 and a signif-
icant degree of stretching of R2 in both BH2-MDA-BH3-a and BH2-MDA-AlH3-a, compared
with MDA-BH3-a and MDA-AlH3-a, which could indicate a significant enhancement in the
H-bond and hence proton transfer. This conclusion is also deduced from the AIM analysis
in Table 4, which shows that the ρ at the H···O BCP in both the BH2-MDA-BH3-a and
BH2-MDA-AlH3-a structures is considerably increased, and the sign of ∇2ρ changes from
positive in MDA-BH3-a and MDA-AlH3-a to negative, indicating that the H···O H-bond in
these structures has changed from the partially covalent interaction in MDA-BH3-a and
MDA-AlH3-a to the present covalent bond. In contrast, the ρ at the O-H BCP in both BH2-
MDA-BH3-a and BH2-MDA-AlH3-a decreases, and the sign of ∇2ρ changes from negative
to positive, indicating that the O-H changes in these structures from a covalent bond to a
partially covalent interaction. However, when the H atom attached to the C atom in the
centre in MDA-BF3-a is replaced by a BH2 group, there is only a small contraction of R1 and
a slight increase in ρ at the H···O BCP, so we believe that the effect on the intramolecular
H-bond is still very small in BH2-MDA-BF3-a, like MDA-BF3-a.

The orbital interaction diagram also demonstrates that the addition of the BH2 moiety
enhances the H-bond and further promotes proton transfer. In MDA-BH3-a (Figure 6a),
the charge density moves from the lone pair orbital of the carbonyl O(2) atom into the anti-
bonding orbital of the O(1)-H bond, while this orbital interaction becomes LPO(1)→σ*O(2)-H
in BH2-MDA-BH3-a (Figure 6c); thus, the direction of the orbital interaction is reversed. In
addition, the overlapping between both orbitals is almost the same in both structures. This
similar orbital interaction is also found in MDA-BCl3-a (Figure 6b).

The addition of an electron-withdrawing group BH2 to the central C atom of MDA also
influences the strengths of the TrB and secondary H···X interactions. The Tr···O and H···X
distances are shortened in BH2-MDA-BH3-a and BH2-MDA-AlH3-a but elongated in BH2-
MDA-BF3-a. Thus, both types of interactions are strengthened in BH2-MDA-BH3-a and
BH2-MDA-AlH3-a but weakened in BH2-MDA-BF3-a. In turn, the change in TrB strength
would impose an influence on the proton transfer. Therefore, the introduction of the BH2
group can regulate the intramolecular proton transfer not only through a substitution effect
but also through a cooperative effect.
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that the F substituents on the B centre weaken the TrB, although the π–hole in the BF3 
molecule is larger than that in BH3. This conclusion has been confirmed in previous 
studies [25,26,36]. This abnormality is primarily attributed to the back-bonding effect 
from the F atom into the outer p orbital of the boron atom, and this effect makes the BF3 
molecule not easily undergo distortion. DE amounts to 50% of the binding energy in 
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percentage is much larger due to the formation of a stronger TrB. MDA-BF3-b has a larger 
DE contribution to the interaction energy than MDA-BH3-b, and the variation in the in-
teraction energy becomes normal in both complexes, consistent with the π–hole on the B 
atom. Whether the a-type or b-type complexes, the DE contribution to the binding energy 
in the AlX3 complex is much smaller than that in the BX3 analogue. 

When the hydroxyl O of MDA engages in a very strong TrB in MDA-BX3-a (X = Cl 
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3. Discussion

There is a hydroxyl O in MDA, which can form a TrB with TrX3 with the interaction
energy of 7–42 kcal/mol. The interaction energy exceeds 37 kcal/mol in MDA-BX3-a
(X = Cl and Br) and MDA-AlX3-a (X = halogen) since the hydroxyl O becomes the carbonyl
O upon the formation of a TrB. The carbonyl O has a larger negative MEP than the hydroxyl
O; thus, the former participates in a stronger TrB. This supports the fact that the carbonyl
O is a stronger electron donor in intermolecular interactions such as H-bond [40]. The
intramolecular H-bond belongs to a resonance-assisted H-bond, and the charge density on
the hydroxyl O is delocalised and thus reduced, which can be used to explain why the TrB
formed by the hydroxyl O of MDA is weaker than that of H2O (>20 kcal/mol) [36].

A comparison of the interaction energy between MDA-BH3-a and MDA-BF3-a shows
that the F substituents on the B centre weaken the TrB, although the π–hole in the BF3
molecule is larger than that in BH3. This conclusion has been confirmed in previous
studies [25,26,36]. This abnormality is primarily attributed to the back-bonding effect from
the F atom into the outer p orbital of the boron atom, and this effect makes the BF3 molecule
not easily undergo distortion. DE amounts to 50% of the binding energy in MDA-BF3-a
and 84% in MDA-BH3-a. Accordingly, the distortion has a prominent contribution to the
interaction energy of TrB. When the carbonyl O binds with BX3, the DE percentage is much
larger due to the formation of a stronger TrB. MDA-BF3-b has a larger DE contribution
to the interaction energy than MDA-BH3-b, and the variation in the interaction energy
becomes normal in both complexes, consistent with the π–hole on the B atom. Whether the
a-type or b-type complexes, the DE contribution to the binding energy in the AlX3 complex
is much smaller than that in the BX3 analogue.

When the hydroxyl O of MDA engages in a very strong TrB in MDA-BX3-a (X = Cl and
Br) and MDA-AlX3-a (X = halogen), the corresponding interaction energy is the same as
that in the b-type analogue. This is also reflected in the related data of the geometries, AIM,

11



Molecules 2022, 27, 6091

and NBO. This shows that the a-type and the b-type structures of these complexes are the
same. This transformation is described with MDA-BCl3 as an example (Figure 7). Structure
1 is the initial complex before optimisation; thus, the geometrical parameters in 1 are the
same as those in the isolated MDA. As the B···O distance is shorter in 2, the O(1)-H bond is
elongated, and the H···O(2) distance is shortened. Structure 3 has an equivalent distance of
the H atom with the two O atoms. Structure 4 is an enantiomer with 2. When the triel bond
is strong enough in structure 5, the proton moves completely from the O(1) to O(2), and
their roles are reversed.
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strength of the corresponding TrB is also equal for the complexes of TrX3 with both MDA 
and benzene except BH3. The effect of halogen substitution on the triel donor is also the 
same. Specifically, the halogen substitution on the B centre weakens the π–π structure, 
while that on the Al centre has an opposite effect. If TrX3 is changed into F2TO (T = C and 
Si), the π–π structure obtained with MDA has an interaction energy value of 2.5 kcal/mol 
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Figure 7. Different conformations in the formation process of MDA-BCl3-a.

The intramolecular H-bond is strengthened if TrX3 attacks the hydroxyl O of MDA,
while an opposite effect is obtained if it is introduced into the carbonyl O. The former effect
promotes the proton transfer, while the latter inhibits the proton transfer. Such an effect
has also been imposed by introducing a beryllium bond [15] or a tetrel bond [16]. When a
strong tetrel bond formed with F2SiO (>42 kcal/mol) is introduced to the hydroxyl O of
MDA, the ratio of R1/R2 is 0.57, which is almost equal to that caused by a stronger TrB
(37–42 kcal/mol). This shows that the enhancement in the added interaction has a slight
effect on the degree of proton transfer if its interaction energy exceeds a threshold value,
and here, it may be 37 kcal/mol.

The π–π structure of the c-type complex between TrX3 and MDA is very interesting.
If the MDA is replaced by benzene, a similar π–π structure has been reported [41]. The
strength of the corresponding TrB is also equal for the complexes of TrX3 with both MDA
and benzene except BH3. The effect of halogen substitution on the triel donor is also the
same. Specifically, the halogen substitution on the B centre weakens the π–π structure,
while that on the Al centre has an opposite effect. If TrX3 is changed into F2TO (T = C and
Si), the π–π structure obtained with MDA has an interaction energy value of 2.5 kcal/mol
for F2CO and 27 kcal/mol for F2SiO [16]. The corresponding interaction energy is also in a
similar range in the TrB formed by TrX3.

The DE value in MDA-BBr3-c is very small (0.2 kcal/mol); thus, the planar structures
of both MDA and BBr3 are held in the complex, resulting in a π–π structure. When the
B···C distance in MDA-BBr3-c is shortened to 1.8 Å (its structure is shown in Figure S5), the
planar structures of both molecules are distorted with a high deformation energy value
of 32 kcal/mol, and the corresponding π–π structure disappears. The interaction energy
amounts to 33.64 kcal/mol for the distorted structure of MDA-BBr3-c. Interestingly, its
binding energy is very small (<2 kcal/mol), which is smaller than that in the corresponding
π–π structure (~4 kcal/mol). We plotted the energy curve of MDA-BBr3-c by changing the
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B···C distance from 1.5 to 3.5 Å (Figure S6). Two minima are found on the potential energy
surface, corresponding to the structures in Figure 4 and Figure S5. The distorted structure
is more stable than the π–π structure, and the barrier between both structures is 2 kcal/mol.

4. Conclusions

The π–hole above TrX3 (Tr = B and Al; X = H, F, Cl, and Br) can form a TrB with the
hydroxyl O, carbonyl O, and the central carbon atoms of MDA, marked with a, b, and c,
respectively. Other than the TrB, there is also a H···X secondary interaction in both the
a-type complex and the b-type complex. As expected, the carbonyl O engages in a stronger
TrB than the hydroxyl O, and both types of O atoms are better nucleophiles than the central
carbon atom. When TrX3 is introduced into the hydroxyl O in MDA-BX3-a (X = Cl and Br)
and MDA-AlX3-a (X = halogen), the triel-bonded complexes formed have equal stability to
the corresponding b-type complex, with a high degree of interaction energy (>37 kcal/mol).
The halogen substitution in the triel donor has an enhancing effect on the strength of TrB
with an exception in MDA-BF3-a and MDA-BX3-c. For each type of complex, AlX3 shows a
higher affinity to MDA than BX3 except X = H.

The formation of TrB between TrX3 and MDA has an effect on the strength of the
intramolecular H-bond in MDA. When TrX3 attacks the hydroxyl or carbonyl O atom of
MDA, the former interaction strengthens the intramolecular H-bond, while the latter leads
to a weakening H-bond. The π–TrB in the c-type complex also has an enhancing effect on
the intramolecular H-bond except for MDA-BH3-c and MDA-BF3-c. Accompanied by the
strengthening or weakening of the intramolecular H-bond, the proton transfer is promoted
or inhibited. A complete proton transfer is seen in MDA-BX3-a (X = Cl and Br) and MDA-
AlX3-a (X = halogen), and these complexes display an equal degree of proton transfer,
independent of the strength of the TrB. An electron-withdrawing group BH2 at the central
carbon atom of MDA in BH2-MDA-TrH3-a (Tr = B and Al) can enhance the intramolecular
H-bond and further cause a proton transfer. This substitution in BH2-MDA-BF3-a also
strengthens the H-bond, but no proton transfer occurs.

5. Theoretical Methods

All the monomers and complexes were optimised using the MP2 method with an
aug-cc-pVTZ basis set. Frequency calculations were performed at the same level to verify
that the optimised structures were true minima on the potential energy surface, without
imaginary frequencies. The interaction energies (Eint) were calculated using supramolecular
methods involving monomers with their geometries adopted in the complexes. The binding
energy (Eb) represents the difference between the energy of the complex and the sum of the
monomer energies in the fully optimised structure. The difference between Eint and Eb is
defined as the deformation energy (DE). These quantities were corrected for the basis set
superposition error (BSSE) according to the equilibrium protocol proposed by Boys and
Bernardi [42]. All the calculations were performed using the Gaussian 09 program [43].

The MEP maps of the monomers were plotted on 0.001 a.u. electron density isosurfaces
at the MP2/aug-cc-pVTZ level using the Wave Function Analysis Surface Analysis Suite
(WFA-SAS) software [44]. The topological parameters, including the electron density, its
Laplacian, and the total energy density at the bond critical point (BCP), were calculated
using the MultiWFN program [45]. Natural bond orbital (NBO) analysis was performed at
the HF/aug-cc-pVTZ level to evaluate the charge transfer (CT) and interorbital interactions
using the NBO 3.0 program [46]. Non-covalent interaction (NCI) [47] mapping was plotted
using the Multiwfn [45] and VMD program [48]. The decomposition of the interaction
energy comprised five physically significant components: the electrostatic energy (Eele), the
exchange energy (Eex), the repulsive energy (Erep), the polarisation energy (Epol), and the
dispersive energy (Edisp). These features were determined at the MP2/aug-cc-pVTZ level
using the local molecular orbital energy decomposition analysis (LMO-EDA) method [49]
in the GAMESS program [50].
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/molecules27186091/s1, Figure S1: MEP maps of TrX3. Color ranges are: red, greater than
0.02; yellow, between 0.02 and 0; green, between −0.02 and 0; blue, less than −0.02. All are in a.u.,
Figure S2: NCI diagram of binary complex formed by the hydroxyl O with TrX3. Blue, green, and red
areas represent strong attraction, weak attraction, and strong repulsion, respectively. Diagrams are
drawn by the Multiwfn and the VMD programs, Figure S3: NCI diagram of binary complex of MDA
formed by the carbonyl O with TrX3. Blue, green, and red areas represent strong attraction, weak
attraction, and strong repulsion, respectively, Figure S4: NCI diagram of π-π structures formed by
the carbon center of MDA with TrX3. Blue, green, and red areas represent strong attraction, weak
attraction, and strong repulsion, respectively, Figure S5: Structure of MDA-BBr3-c at a B···C distance
of 1.8 Å, Figure S6: The energy curve of MDA-BBr3-c by changing the B···C distance from 1.5 to
3.5 Å, Table S1: Charge transfer (CT, e) in the complexes, Table S2: Electrostatic (Eele), exchange (Eex),
repulsion (Erep), polarization (Epol), and dispersion energies (Edisp) as well as the total interaction
energy (∆Etotal) of triel bond in the binary complexes. All are in kcal/mol.
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Abstract: In this work, the hydrogen bonds and halogen bonds in the complexes between Y2CTe
(Y = H, F, CH3) and XF (X = F, Cl, Br, I) have been studied by quantum chemical calculations. We
found three interesting abnormalities regarding the interactions. Firstly, the strength of halogen
bonds increases in the order of IF < BrF < ClF < F2. Secondly, the halogen bonds formed by F2 are
very strong, with an interaction energy in the range between −199.8 and −233.1 kJ/mol. Thirdly,
all the halogen bonds are stronger than the hydrogen bonds in the systems we examined. All these
results are against the general understanding of halogen bonds. These apparent abnormal properties
are reconciled with the high polarizability of the Te atom and the strong inducing effect of F on the
Te atom of Y2CTe. These findings provide a new perspective on halogen bonds. Additionally, we
also proposed bonding distance-based methods to compare the strength of halogen/hydrogen bonds
formed between different donor atoms and the same acceptor atom.

Keywords: halogen bond; hydrogen bond; abnormality; competition; AIM; NBO

1. Introduction

A halogen bond is formed between an electrophilic region of a halogen atom X (X = F,
Cl, Br, and I) in a molecule R-X (R is an electron-withdrawing atom/group) and a nucle-
ophilic region of a molecule Y-R’ [1], denoted as R-X···Y-R’. The electrophilic region, or the
electron-deficient region of the X atom, is located along the R-X σ-bond, denoted as σ-hole,
which is surrounded by a belt of negative electrostatic potential [2]. Nowadays, halogen
bonds have received extensive attention due to their important roles in many fields such
as supramolecular chemistry, organocatalysis, synthetic coordination chemistry, polymer
chemistry, and drug discovery [3–13]. For example, halogen bonding has been a popular
and much exploited supramolecular synthon in the crystal field [5,9]. The application
of halogen atoms as pharmaceutically active ligand substituents has been widespread in
recent medicinal chemistry [10,11].

The properties of halogen bonds are related to their strength, which is not only depen-
dent on the halogen donor atom and the acceptor atom, but is also affected by substituents.
Normally, the halogen bond becomes stronger with the halogen donor varying from F to
I [1,12–16]. An electron-donating group in the halogen bond acceptor strengthens the halo-
gen bond, while an electron-withdrawing group in the acceptor has a weakening effect [16].
The type of the halogen bond acceptor varies from anions and neutral molecules with lone
pairs to π-electron molecules, radicals, metal hydrides, and carbenes [17,18]. Specially, the
molecules containing N and O atoms are often taken as the halogen bond acceptor.

It is interesting to study the differences between hydrogen bonds and halogen bonds,
since both types of interactions have comparable strength and may coexist in the same
systems [19–27]. Usually, hydrogen bonds are stronger than halogen bonds, except for
when an iodine atom acts as the halogen donor [24,28]. Thus, some studies have tried
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to make halogen bonds stronger than hydrogen bonds [28–30]. When the halogen bond
acceptor H2CO binds with the hydrogen/halogen donor HOBr, the interaction energy of
the hydrogen bond is larger by 7 kJ/mol than that of the halogen bond [19]. Inversely, the
interaction energy of the halogen bond is larger by 1 kJ/mol than that of the hydrogen
bond if H2CO is changed to H2CS [28]. This difference is enlarged to 2 kJ/mol when one
H atom of H2CS is replaced by a Li atom [28]. These results indicate that the differences
between hydrogen bonds and halogen bonds can be regulated by changing the halogen
bond acceptor atoms and/or adding substituents. Nevertheless, these comparisons are
not very convincing, because, for HOBr to participate in hydrogen bonding and halogen
bonding interactions, the remaining moieties are -OBr and -OH, respectively, meaning that
they are not identical. To overcome this difficulty, Li and coauthors designed a molecule
called 6-OX-fulvene (X = H, Cl, Br, I), where the moiety of fulvene increases the acidity of
the X atom. Then, they examined the interactions between this molecule and ZH3/H2Y
(Z = N, P, As, and Sb; Y = O, S, Se, and Te) [31]. It was found that the hydrogen bond is
weakened with the Lewis base atom growing in size; however, the effect of the same on
halogen bonds is very limited [31]. If SbH3 and H2Te are selected as the acceptors, the
halogen bonds are much stronger than the hydrogen bonds, and the largest difference in
their interaction energies is 40 kJ/mol in the SbH3···6-OCl-fulvene complex [31].

H2CTe is a homologue of H2CO and H2CS; thus, it can also work as an acceptor to
form hydrogen bonds or halogen bonds. Considering that Te is a semimetal located on the
dividing line between metals and non-metals, we expect that the halogen bond formed by
it may have different patterns. In this study, we investigated the complexes between Y2CTe
(Y = H, F, and CH3) and XF (X = H, F, Cl, Br, and I), wherein XF is a hydrogen/halogen
bond donor and Y2CTe is an acceptor. With the strong electronegativity of F, the designated
molecules XF are expected to be prominent halogen bond donors. The following questions
are addressed by the method of quantum chemical calculations: (1) Whether the halogen
bond is stronger than the hydrogen bond. (2) Whether the strength of halogen bond follows
the order of F2 < ClF < BrF < IF. (3) What is the nature of the hydrogen bond and halogen
bond in these complexes?

2. Results
2.1. Molecular Electrostatic Potential (MEP) Analyses

It is well known that the MEP diagram of a molecule is helpful to effectively predict
noncovalent interactions involving that molecule [32]. Figure 1 shows the MEP maps
of two families of molecules: Y2CTe (Y = F, H, and CH3) and XF (X = H, F, Cl, Br, and
I). The MEP distributions in both families are anisotropic. For Y2CTe, we focus on the
negative areas of the MEPs (blue colored areas). As expected, there are mainly two negative
areas in each molecule, which correspond to the lone pairs of the Te atom. Compared
with H2CTe (−78.8 kJ/mol), the minimal MEP value of the Te atom decreases in F2CTe
(−52.5 kJ/mol) but increases in (CH3)2CTe (−99.8 kJ/mol), which can be attributed to the
electron-withdrawing nature of F atoms and the electron-donating ability of the methyl
groups, respectively.

For XF, we focus on the positive areas of the MEPs (red areas). In the case of HF,
the atom H exhibits positive electrostatic potential, while F is negative. For dihalogen
molecules XF, there is a positive MEP region (σ-hole) at the X atom along the X-F bond. The
magnitude of the σ-hole on the halogen atom increases with an increasing atomic mass of
X. It is also found that the maximal MEP on the H atom is larger than that on the halogen
atoms, including iodine.
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for Te and Cl, 4.2 Å for Te and Br, and 4.4 Å for Te and I) [33,34]. This justifies the for-
mation of hydrogen/halogen bonds. Further, the interactions between the electron-donor 
and acceptor molecules seem to be quite strong because stronger interaction is known to 
result in shorter bond length (R1). To compare the relative strength between the halogen 
bonds between different interaction partners and the hydrogen bond, we define a quantity 
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2.2. Geometries

For the hydrogen bonding or halogen bonding interactions (Y2CTe···XF), the general
geometry of the complexes and the involved parameters are shown in Figure 2. We focus
on the Te···X distance (R1), the change in the X-F bond length (∆R2), and the Te···X-F angle
(α). The data of the optimized structures are listed in Table 1.
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Figure 2. Illustration of the general structure of Y2CTe···XF complex.

As can be seen in the table, all the values of R1 are much shorter than the sum of the
van der Waals radii of the respective atoms (3.3 Å for Te and H, 3.6 Å for Te and F, 4.0 Å for
Te and Cl, 4.2 Å for Te and Br, and 4.4 Å for Te and I) [33,34]. This justifies the formation
of hydrogen/halogen bonds. Further, the interactions between the electron-donor and
acceptor molecules seem to be quite strong because stronger interaction is known to result
in shorter bond length (R1). To compare the relative strength between the halogen bonds
between different interaction partners and the hydrogen bond, we define a quantity ∆R1%
in the following equation:

∆R1% =
Rc − R1

Rc
× 100% (1)

where Rc is the sum of the van der Waals radii of the two atoms representing the critical
distance to judge the presence of a hydrogen/halogen bond. After normalization with
Rc, the shortening of the Te···X distance could be used to evaluate the strength of hydro-
gen/halogen bonds. Thus, for each of the three molecules (H2CTe, F2CTe, and (CH3)2CTe),
the ∆R1% are all in the sequential order F2 > ClF > BrF > IF > HF when they form interaction
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pairs. This implies that all the halogen bonds are stronger than the hydrogen bonds. Most
interestingly, the ∆R1% values suggest that the halogen bond strength decreases with an
increasing size of the halogen atom in the donor molecule XF. This is different from the
general understanding of halogen bonds.

The change in the X-F bond length R2 of a donor could also reflect the interaction
strength of the hydrogen/halogen bond. Here, we calculated the change of R2 relative to
the R2 in the monomer, denoted as ∆R2%, using the following formula:

∆R2% =
∆R2

R2
× 100% (2)

The ∆R2% represents the elongation percentage of the X-F bond, and the larger ∆R2%
implies more significant weakening of the bond and, thus, stronger interaction. As indicated
by ∆R2%, the value of X-F bond length is larger in the halogen-bonded complex than that
in the hydrogen-bonded analogue. This relative elongation in the halogen-bonded complex
decreases in the order of F2 > ClF > BrF > IF. These data are supportive of the conclusions
from ∆R1%.

The Te···X-F angle (α) is in the range of 168–180◦, confirming a good direction of the
hydrogen/halogen bonds. The angles are less than 180◦ in the majority of the complexs
due to the attraction between the Y atom/group in Y2CTe and XF.

Table 1. Binding distance (R1, Å), ∆R1%; elongation of the X-F bond length (∆R2, Å), ∆R2%; bond
angle (α, deg) of the complexes.

R1 ∆R1% ∆R2 ∆R2% α

H2CTe···HF 2.518 23.70% 0.015 1.63% 168.6
H2CTe···F2 2.151 40.25% 0.359 25.62% 168.8
H2CTe···ClF 2.528 36.80% 0.201 12.26% 176.8
H2CTe···BrF 2.686 36.05% 0.140 7.96% 177.4
H2CTe···IF 2.904 34.00% 0.089 4.64% 177.9

F2CTe···HF 2.586 21.64% 0.010 1.08% 179.9
F2CTe···F2 2.140 40.56% 0.371 26.48% 170.7
F2CTe···ClF 2.647 33.83% 0.137 8.36% 179.7
F2CTe···BrF 2.790 33.57% 0.098 5.57% 179.8
F2CTe···IF 2.996 31.91% 0.064 3.33% 179.2

(CH3)2CTe···HF 2.483 24.76% 0.018 1.95% 170.7
(CH3)2CTe···F2 2.176 39.56% 0.343 24.48% 168.0
(CH3)2CTe···ClF 2.518 37.05% 0.222 13.54% 178.1
(CH3)2CTe···BrF 2.673 36.36% 0.158 8.99% 179.1
(CH3)2CTe···IF 2.893 34.25% 0.101 5.26% 180.0

2.3. Energies

Here, we consider the interaction energy to be the most credible criteria to judge
the strength of interactions. Therefore, we calculated the interaction energies (Eint) of
the various complexes for comparing the hydrogen and the halogen bonds. We used
the counterpoise correction method to eliminate the basis set superposition error (BSSE),
and the corrected energy is denoted as Eint,BSSE. In addition, the more accurate energy
Eint,CBS,BSSE with complete basis set (CBS) was also calculated. The results with and without
BSSE correction, as well as with CBS, are all listed in Table 2. The main concern of our study
is that the changing trends of the interaction energy with the variation of X in XF are the
same based on all the three methods. It is worth clarifying that the following discussions
about energies in the full text are all according to their absolute values. As shown in Table 2,
the interaction energies of hydrogen bonds in all of the three series of complexes are smaller
than those of the halogen bonds, indicating that the hydrogen bonds are weaker than
all of the halogen bonds. For the strength order of the halogen bonds, both Eint,BSSE and
Eint,CBS,BSSE increased in the order of IF < BrF < ClF < F2 for the series of H2CTe···XF and
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(CH3)2CTe···XF complexes. This result is abnormal compared to the common perception
that the halogen bond becomes stronger with the halogen donor varying from F to I. For
F2CTe···XF complexes, the Eint,BSSE/Eint,CBS,BSSE of ClF, BrF, and IF was close. For all of
the three series of the complexes, F2 molecules formed the strongest halogen bonds. The
absolute values of the interaction energy were very large, up to 228.8 kJ/mol for Eint,BSSE
and 233.1 kJ/mol for Eint,CBS,BSSE. To compare the interaction energies of the halogen bonds
formed by different acceptors (Y2CTe), when Y is F, an electron-withdrawing atom, the
Y2CTe···XF interaction, was weakened and compared to that of H2CTe. On the contrary,
when Y was the electron-donating methyl group, the interaction was strengthened.

Table 2. Interaction energies (Eint) corrected with and without BSSE in the complexes at the MP2/aug-
cc-pVTZ(PP) level, all in kJ/mol.

HF F2 ClF BrF IF

H2CTe
Eint −27.8 −232.6 −107.0 −100.0 −94.8

Eint,BSSE −21.1 −220.7 −96.7 −87.0 −81.5
Eint,CBS,BSSE −22.3 −225.5 −106.5 −95.6 −89.9

F2CTe
Eint −21.1 −206.9 −61.2 −66.4 −68.8

Eint,BSSE −14.5 −194.4 −52.7 −54.8 −56.4
Eint,CBS,BSSE −15.6 −199.8 −60.5 −61.7 −63.6

(CH3)2CTe
Eint −33.7 −242.2 −128.1 −120.0 −111.8

Eint,BSSE −26.3 −228.8 −116.4 −103.6 −94.7
Eint,CBS,BSSE −27.7 −233.1 −126.5 −112.5 −103.3

To understand the attribution of the interaction energy, we partitioned it into five
terms: electrostatic energy (Ees), exchange energy (Eex), repulsion energy (Erep), polarization
energy (Epol), and dispersion energy (Edisp), and the data are listed in Table 3. Obviously,
Eex is the largest attractive term in each complex; thus, it plays the most important role in
the stabilization of hydrogen/halogen bonds [35,36]. This term increases in the order of
HF < IF < BrF < ClF < F2, which is consistent with the results of orbital interaction discussed
in the following section. The large Eex of each complex suggests a strong orbital interaction
between the two respective monomers. For the repulsive term, Erep was very large and
even exceeds 1000 kJ/mol in each F2-related complex. This can be attributed to the much
shorter Te···X distances. It is seen that Erep was almost twice as much as Eex and both terms
have a good linear relationship (Figure S1), confirming their dependency each other.

Table 3. Electrostatic (Ees), exchange energy (Eex), repulsion energy (Erep), polarization (Epol), and
dispersion (Edisp) energies in the complexes, all in kJ/mol.

Ees Eex Erep Epol Edisp

H2CTe···HF −33.0 −48.9 90.4 −21.3 −8.3
H2CTe···F2 −246.0 −519.1 1097.3 −442.5 −110.3
H2CTe···ClF −255.5 −474.9 985.5 −278.4 −73.4
H2CTe···BrF −251.3 −417.7 865.0 −223.0 −60.1
H2CTe···IF −183.2 −346.0 678.3 −182.8 −47.8

F2CTe···HF −22.8 −38.4 70.8 −16.7 −7.4
F2CTe···F2 −242.6 −524.2 1109.5 −423.0 −114.1
F2CTe···ClF −170.5 −344.4 695.7 −169.2 −63.9
F2CTe···BrF −171.7 −312.3 630.0 −148.2 −52.6
F2CTe···IF −129.4 −265.6 510.3 −129.3 −42.3

(CH3)2CTe···HF −46.2 −64.5 118.7 −26.2 −8.1
(CH3)2CTe···F2 −253.4 −533.8 1116.9 −457.1 −101.5
(CH3)2CTe···ClF −287.7 −522.2 1080.9 −315.4 −72.1
(CH3)2CTe···BrF −287.6 −468.2 966.8 −253.4 −61.2
(CH3)2CTe···IF −211.6 −391.0 763.3 −205.4 −50.0
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Now, we examine the three attractive terms (Ees, Epol, and Edisp) in Table 3 in some
detail (intuitively in Figure S2). For the hydrogen bond complex Y2CTe···HF, Ees was the
largest attractive interaction among the three terms, followed by Epol. For the interaction
energies of halogen bonds formed by ClF, BrF, or IF with all the three acceptors Y2CTe, the
contributions of electrostatic and polarization interactions are comparable. However, for
the interaction energies of the halogen bonds formed by F2 with the Y2CTe, the polarization
interaction is the dominating contribution. This may be attributed to the special property of
F, namely the largest electronegativity in the periodic table, thus possessing a very strong
inducing ability.

2.4. Atoms in Molecules (AIM) Analyses

The hydrogen/halogen bonds can be characterized by the Te···X bond critical points
(BCPs, Figure S3). The most important properties of each bond critical point are summa-
rized in Table 4, where ρ refers to the electron density, ∇2ρ its Laplacian, and H the energy
density [37–39]. Generally, the larger electron density ρ reflects the stronger interaction. For
all the investigated systems, ρ increases in the sequential order of
HF < IF < BrF < ClF < F2, in agreement with the order of interaction energies (Table 2).
For the Laplacian, it was seen that ∇2ρ > 0 for all the complexes, demonstrating that the
interactions studied were closed shell interaction. The energy density H is a more sensitive
parameter than∇2ρ. The negative values of H further demonstrate that the interactions are
partially covalent in nature. In the complexes involving (CH3)2CTe, there are also BCPs
between the methyl H and the halogen X in HX or XFs (Figure S3), indicating the presence
of C-H···F/X hydrogen bonds. The interaction energies of the C-H···F/X hydrogen bonds
were estimated by E = 0.5V(r) [40,41], where V(r) is the potential energy density at a BCP
in each case. The corresponding data are −5.6, −17.8, −10.3, −9.9, and −8.1 kJ/mol for
(CH3)2CTe···HF, (CH3)2CTe···F2, (CH3)2CTe···ClF, (CH3)2CTe···BrF, and (CH3)2CTe···IF,
respectively. Clearly, these hydrogen bonds contributed to the stability of the complexes;
however, their shares in the total interaction energies (Table 2) are small. Subtracting them
from the total interaction energies, the residual results still have the same change trend
with the total interaction energy. Thus, the presence of C-H···F/X hydrogen bonds does
not affect the abnormality of halogen bonds.

Table 4. Electron density (ρ), Laplacian (∇2ρ), and total energy density (H) at the intermolecular BCP
in the complexes (all values in a.u.).

ρ ∇2ρ H

H2CTe···HF 0.022 0.032 −0.003
H2CTe···F2 0.095 0.101 −0.036
H2CTe···ClF 0.079 0.024 −0.027
H2CTe···BrF 0.066 0.033 −0.020
H2CTe···IF 0.052 0.041 −0.013

F2CTe···HF 0.019 0.032 −0.001
F2CTe···F2 0.096 0.112 −0.036
F2CTe···ClF 0.060 0.058 −0.015
F2CTe···BrF 0.052 0.053 −0.012
F2CTe···IF 0.042 0.049 −0.008

(CH3)2CTe···HF 0.025 0.031 −0.004
(CH3)2CTe···F2 0.091 0.088 −0.033
(CH3)2CTe···ClF 0.082 0.013 −0.029
(CH3)2CTe···BrF 0.069 0.024 −0.022
(CH3)2CTe···IF 0.054 0.036 −0.015

2.5. Natural Bond Orbital (NBO) Analyses

The charge transfers (CTs) from Y2CTe to XF are listed in Table 5, which are calculated
as the sum of the charge on all atoms in Y2CTe in the complexes. The charge transfer
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reflects the electrons bias from electron donor (Y2CTe) to electron acceptor (XF), providing
information about the interaction strength in one aspect. As can be seen, the CTs are all
larger than 0.2 e in the halogen bonds and even exceed 0.8 e in the F2 complexes. On the
contrary, the hydrogen-bonded complexes have much smaller CTs than the halogen-bonded
analogues. Additionally, for all three of the series of complexes, the CT value decreases
in the order F2 > ClF > BrF > IF > HF, which is the same as the interaction strength order.
Besides, when the Y is the electron-withdrawing atom F in Y2CTe, the CT becomes smaller
than that in H2CTe. When the Y is the electron-donating methyl group, the CT increases.

There is an orbital interaction between the lone pair orbital on the Te atom of Y2CTe
and the anti-bonding orbital of the X-F bond (LpTe→σ*x-F), and this orbital interaction
can be measured with the second-order perturbation energy (E2), which is also listed in
Table 5. This orbital interaction is not detected in the F2-containing complexes since the
F-F bond is taken as two subunits in the NBO analysis. The E2 has a consistent change
order with the charge transfer. This orbital interaction is strong; therefore, it makes an
important contribution to the formation of hydrogen/halogen bond. We also calculated
the dipole moments of the complexes (Table 5). It was found that the order of the dipole
moment is consistent with the interaction energy. Further, the relationship between the CTs
and the population of the σ*x-F orbital was analyzed, and positive correlation was found
(Figure S4). This suggests that the main destination/receiver of the CT is the σ*x-F orbital
in each complex.

Table 5. Charge transfer (CT, e), second-order perturbation energy (E2, kJ/mol), and dipole moment
(µ, D) in the complexes.

CT E2 µ

H2CTe···HF 0.043 70.0 3.17
H2CTe···F2 0.893 - 10.52
H2CTe···ClF 0.511 781.6 8.23
H2CTe···BrF 0.414 761.4 7.87
H2CTe···IF 0.322 636.6 7.81

F2CTe···HF 0.031 51.0 2.88
F2CTe···F2 0.843 - 9.53
F2CTe···ClF 0.334 462.3 5.62
F2CTe···BrF 0.293 417.7 5.93
F2CTe···IF 0.242 334.3 6.34

(CH3)2CTe···HF 0.056 93.3 4.76
(CH3)2CTe···F2 0.943 - 11.73
(CH3)2CTe···ClF 0.579 711.7 10.37
(CH3)2CTe···BrF 0.462 696.9 9.96
(CH3)2CTe···IF 0.350 613.1 9.84

3. Discussion

Hydrogen bonds and halogen bonds are two important noncovalent interactions, and
they often coexist; thus, it is interesting to compare their strength. Generally speaking,
hydrogen bonds are considered to be stronger than halogen bonds [28]. Interestingly, in
the present study, using Y2CTe (Y = H, F, and CH3) as electron donors, we found that their
halogen bonding interactions with dihalogen molecules XF (X = F, Cl, Br, and I) are stronger
than their hydrogen bonding interactions with HF. This apparent abnormality was also seen
in a previous study on the interactions between PH3/AsH3/H2Te and 6-OX-fulvene (X = H,
Cl, Br, I) [31]. The second abnormality found in this work was that, when the X changes
from F to I, the halogen bond becomes weaker, in contrast to the normal understanding that
stronger halogen bonds accompany heavier halogen donors [16]. The abnormalities can
be explained by the high polarizability of the Te atom, which is easily polarized when the
electronegative XF approaches it. The greater the electronegativity of the approaching atom,
the greater the polarization of the Te atom. Therefore, when the X atom of XF varies from I
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to F, the dipole moment of the complex increases, as seen in Table 5, and the polarization
energy (the major contribution to the interaction energy) also increases. Based on the data
in Tables 3 and 5, a near positive correlation between the polarization energy and the dipole
moment of the complex is found (Figure S5).

Another surprising result was that F2 participates in the strongest halogen bond with
the interaction energy up to −233.1 kJ/mol in the (CH3)2CTe···F2 complex. Such large
interaction energy is abnormal because it shows the least MEP at the end of the X atom
among the four XF molecules. The apparent contradiction can be reconciled as follows.
The F atom of F2, due to it having the highest electronegativity among the halogens, would
cause the largest polarization on the Te atom and, thus, the largest dipole moment of the
Y2CTe···XF complex. This is evidenced by the largest polarization energies being seen in
the three Y2CTe···F2 complexes. The polarization mechanism is also consistent with the
charge transfer data, which are the biggest in the Y2CTe···F2 complexes, even as big as
0.943e in the complex of (CH3)2CTe···F2. Such big charge transfers (>0.8e) mean that the
molecule F2 holds nearly an extra electron in each of the three complexes, similar to the
process of becoming an anion.

In order to test if the above abnormal results are found only for Y2CTe, the Te atom of
H2CTe was replaced by O, S, and Se. The corresponding interaction energies are listed in
Table 6. For the lighter chalcogen atoms O and S, the halogen bond strength increases in the
order of F2 < ClF < BrF < IF, which is the “normal” understanding of halogen bonds. For
the heavier Se as the electron donor, the halogen bonds formed by ClF, BrF, and IF turned
out to be comparable, while that formed by F2 increased tremendously. This complicated
situation is explained as follows. On one hand, a Se atom with a larger radius is more easily
polarized than O and S. On the other hand, it is not as easily polarized as Te. Thus, only the
most electronegative F2 is able to assert marked influence on the electron distribution of
H2CSe, making it the strongest interaction in the H2CSe···XF complexes.

Table 6. Interaction energies (Eint,BSSE, kJ/mol) of complexes between H2CZ (Z = O, S, Se, and Te)
and XF (X = H, F, Cl, Br, and I) at the MP2/aug-cc-pVTZ(PP) level.

HF F2 ClF BrF IF

H2CO −34.4 −5.9 −25.2 −34.4 −42.3
H2CS −26.6 −7.3 −52.2 −60.6 −64.0
H2CSe −24.6 −171.7 −64.7 −68.2 −69.6
H2CTe −21.1 −220.7 −96.7 −87.0 −81.5

As discussed above, the size/polarizability of the chalcogen atoms in H2CZ (Z = O,
S, Se, and Te) plays a very important role in the strength of halogen bonds. The data in
Table 6 demonstrate that, for a given XF (X = F, Cl, Br, and I), the strength of its halogen
bond with H2CZ increases monotonously when Z varies from O to Te. On the contrary,
the strength of the hydrogen bond between HF and H2CZ decreases monotonously. As
a result, for H2CO, only IF forms a stronger halogen bond than the hydrogen bond. For
H2CS, each dihalogen molecule, excluding F2, participates in a stronger halogen bond than
the hydrogen bond formed by HF. For H2CSe and H2CTe, all the dihalogen molecules form
stronger halogen bonds than hydrogen bonds formed by HF.

The above discussions about the interaction strength of halogen/hydrogen bonds are
based on their interaction energies, often regarded as golden criteria. Practically, other
parameters such as electrostatic potential (MEP), halogen/hydrogen bond length (R1), and
donor bond length (R2) are often used to compare the interaction strength. MEP sometimes
provides correct indications. For example, the MEP order is Cl < Br < I at the end of X atom
in XF, and the halogen bond strength order is ClF < BrF < IF in the F2CTe···XF complexes.
However, the F has the least MEP at the end of the X atom among the four XF molecules,
but it forms the strongest interaction with F2CTe. Clearly, MEP cannot always provide
correct results because it only contains the information of isolated molecules. For R1 and
R2, due to the different radii of the halogen atoms, we defined two quantities, ∆R1% and

24



Molecules 2022, 27, 8523

∆R2%, to compare the halogen/hydrogen bond strength. The correlations between the
two quantities and the respective interaction energies are plotted in Figure 3 (the trend
comparisons are shown in Figure S6). Undoubtedly, they are all positively correlated,
suggesting that both ∆R1% and ∆R2% can be used to compare the halogen/hydrogen bond
strength qualitatively. Quantitatively, ∆R2% is a better choice.
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The above discussions about the interaction strength of halogen/hydrogen bonds are 
based on their interaction energies, often regarded as golden criteria. Practically, other 
parameters such as electrostatic potential (MEP), halogen/hydrogen bond length (R1), and 
donor bond length (R2) are often used to compare the interaction strength. MEP some-
times provides correct indications. For example, the MEP order is Cl < Br < I at the end of 
X atom in XF, and the halogen bond strength order is ClF < BrF < IF in the F2CTe∙∙∙XF 
complexes. However, the F has the least MEP at the end of the X atom among the four XF 
molecules, but it forms the strongest interaction with F2CTe. Clearly, MEP cannot always 
provide correct results because it only contains the information of isolated molecules. For 
R1 and R2, due to the different radii of the halogen atoms, we defined two quantities, ΔR1% 
and ΔR2%, to compare the halogen/hydrogen bond strength. The correlations between the 
two quantities and the respective interaction energies are plotted in Figure 3 (the trend 
comparisons are shown in Figure S6). Undoubtedly, they are all positively correlated, sug-
gesting that both ΔR1% and ΔR2% can be used to compare the halogen/hydrogen bond 
strength qualitatively. Quantitatively, ΔR2% is a better choice. 
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and the sum of the energies of the monomers with their geometries frozen in the opti-
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4. Computational Methods

All calculations were carried out with the Gaussian 09 program [42]. The geometries
of all the monomers and complexes were optimized at the MP2 level with the aug-cc-pVTZ
basis set for all atoms except I and Te, where the aug-cc-pVTZ-PP basis set was adopted
to account for relativistic corrections [43]. For all atoms in all the complexes, collectively,
aug-cc-pVTZ(PP) represents the basis set used in this work. The extrema of molecular
electrostatic potentials (MEPs) were calculated on the 0.001 a.u. isodensity surface at the
MP2/aug-cc-pVTZ(PP) level using the WFA-SAS program [32]. The interaction energy
(Eint) of a complex was computed as the difference between the energy of the complex and
the sum of the energies of the monomers with their geometries frozen in the optimized
complex. For this supermolecular method of calculating the MP2 interaction energy, the
dispersion correction was taken into account, since MP2 contains certain correlation terms
such as the uncoupled Hartree-Fock (UCHF) dispersion energy, the corresponding Hartree-
Fock exchange-dispersion energy, and a deformation-correlation term [44]. Interaction
energies were corrected for basis set superposition error (BSSE) using the counterpoise
procedure (CP) proposed by Boys and Bernardi [45]. The two-point extrapolated energies
with a complete basis set (CBS) proposed by Halkier et al. [46,47] were obtained with
two basis sets of aug-cc-pVDZ(PP) and aug-cc-pVTZ(PP). The localized molecular orbital-
energy decomposition analysis was used to decompose the interaction energy into five
terms of electrostatic, exchange, repulsion, polarization, and dispersion at the MP2/aug-cc-
pVTZ(PP) level with the GAMESS program [48]. The dispersion energy was obtained as a
difference between the MP2 and CCSD(T) energy in the GAMESS program. The AIM2000
package [49] was used to assess the topological parameters at each bond critical point (BCP),
including electron density, as well as its Laplacian, and energy density. Using the natural
bond orbital (NBO) method [50] within the Gaussian 09 program, the charge transfer and
second-order perturbation energy were obtained.

5. Conclusions

Quantum chemical calculations have been performed to study the interactions between
Y2CTe (Y = H, F, and CH3) and XF (X = H, F, Cl, Br, and I). The results show that the electron-
withdrawing groups F in F2CTe weaken the interactions, while the electron-donating methyl
groups in (CH3)2CTe strengthen them. More importantly, we found three abnormalities
regarding halogen bonds in this work. The first one is that the strength of halogen bond
increases in the sequential order IF < BrF < ClF < F2 in H2CTe···XF and (CH3)2CTe···XF
complexes. This is contrary to the normal understanding that the stronger halogen bonds
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accompany heavier halogen donors. The second one is that the halogen bonds formed by
F2 are very strong, even up to−233.1 kJ/mol with (CH3)2CTe. Contrary to this, the halogen
bonds formed by F-R are normally considered to be very weak or even negligible. The
last one is that all halogen bonds are stronger than the hydrogen bonds in the complexes,
which is abnormal compared with the majority of previous studies. These abnormalities are
discussed in the context of the high polarizability of the Te atom in the halogen acceptors.
Because the Te atom is easily polarized when the electronegative XF approaches it, the
greater the electronegativity of the X atom, the greater the polarization of the Te atom.
Particularly, the F atom has the largest electronegativity in the periodic table and possesses
a very strong inducing ability. Consequently, F-F forms tremendously strong interactions
with Y2CTe.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules27238523/s1, Figure S1: The relationship between
repulsion energy Erep and exchange energy Eex in the complexes between Y2CTe (Y = H, F, and CH3)
and XF (X = H, F, Cl, Br, and I); Figure S2: Electrostatic (Ees), polarization (Epol), and dispersion (Edisp)
energies in complexes between Y2CTe (Y = H, F, and CH3) and XF (X = H, F, Cl, Br, and I); Figure S3:
Molecular graphs of the complexes between Y2CTe (Y = H, F, CH3) and XF (X = H, F, Cl, Br, I). Small
red balls indicate the Te···X bond critical point; Figure S4: The relationship between the population of
the σ*x-F orbitals and the charge transfer in the complexes formed by Y2CTe (Y = H, F, and CH3) and
XF (X = H, F, Cl, Br, and I); Figure S5: The relationship between the polarization energy Epol and the
dipole moment of the complexes formed by Y2CTe (Y = H, F, and CH3) and XF (X = F, Cl, Br, and
I); Figure S6: Trend comparison of Eint,BSSE with ∆R1% (A) and ∆R2% (B) in H2CTe···XF systems;
The coordinates of optimized monomer Y2CTe (Y = H, F, CH3), XF (X = H, F, Cl, Br, I), and their
complexes.
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Abstract: The ditopic molecule 3-(1,3,5-trimethyl-1H-4-pyrazolyl)pentane-2,4-dione (HacacMePz)
combines two different Lewis basic sites. It forms a crystalline adduct with the popular halogen bond
(XB) donor 2,3,5,6-tetrafluoro-1,4-diiodobenzene (TFDIB) with a HacacMePz:TFDIB ratio of 2:3. In a
simplified picture, the topology of the adduct corresponds to a hcb net. In addition to the expected
acetylacetone keto O and pyrazole N acceptor sites, a third and less common short contact to a TFDIB
iodine is observed: The acceptor site is again the most electron-rich site of the pyrazole π-system.
This iminic N atom is thus engaged as the acceptor in two orthogonal halogen bonds. Evaluation
of the geometric results and of a single-point calculation agree with respect to the strength of the
intermolecular contacts: The conventional N···I XB is the shortest (2.909(4) Å) and associated with the
highest electron density (0.150 eÅ−3) in the bond critical point (BCP), followed by the O···I contact
(2.929(3) Å, 0.109 eÅ−3), and the π contact (3.2157(3) Å, 0.075 eÅ−3). If one accepts the idea of deducing
interaction energies from energy densities at the BCP, the short contacts also follow this sequence.
Two more criteria identify the short N···I contact as the most relevant: The associated C–I bond is
significantly longer than the database average, and it is the only intermolecular interaction with a
negative total energy density in the BCP.

Keywords: halogen bond; QTAIM; energy density; pyrazole; electron density; hcb net

1. Introduction

Halogen bonds (XBs) arise from a local electron deficiency of a (mostly heavy) halogen
on the opposing site of its σ-bond [1]. This so-called σ-hole [2] can interact with Lewis
bases to form XBs; suitable acceptors are N-heterocycles [3–6], halides [7–9], or even π-
systems [3,10–12]. In their most common appearance with a single atom bonded to the
heavy halogen, XBs exhibit approximately linear geometry; together with their strongly
electrostatic nature, they are related to hydrogen bonds [13,14]. Although their first explicit
observation occurred in 1954 by Hassel et al. [15], it was not until the turn of the millennium
that halogen bonds attracted the broad attention of both the theoretical and experimental
crystal engineering community. Several groups have made significant contributions to the
theoretical description of XB interactions, but only a few can be mentioned here [16–18].
Since 2005, research on this topic has rapidly expanded; it has been reviewed several
times [12,18–20] and has become omnipresent in crystal engineering.

We have recently shown that the anion X– from hydrohalides of substituted N-
heterocycles may form both halogen and hydrogen bonds in the same solid [8]; only shortly
after, the Cinčić group published multiple halogen and hydrogen bonded adducts of halopy-
ridinium salts [9]. Herein, we report that the same substituted heterocycle can act as a
multi-halogen bond acceptor, albeit without being protonated. In this solid, three different
halogen bonds, namely I···N, I···O, and I···π, occur and can be compared directly. We
decided for TFDIB as the XB donor, a particularly popular partner for XB-driven concrys-
tallization: The CSD [21] comprises roughly 500 error-free entries in which a TFDIB iodine
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approaches an acceptor (N, O, Cl) at a distance shorter than the sum of the van der Waals
radii. A chemical diagram of the asymmetric unit of our target cocrystal 3-(1,3,5-trimethyl-
1H-4-pyrazolyl)pentane-2,4-dione (HacacMePz) with 1.5 equivalents of 2,3,5,6-tetrafluoro-
1,4-diiodobenzene (TFDIB) 1 is given in Figure 1. We propose that all interactions shown
in the figure may be exploited for crystal engineering purposes; similar motifs, where one
molecule accepts multiple halogen bonds, have also been reported recently [22]. In addition
to geometry arguments, which are based on crystallographic results, we corroborate our
findings by a single-point calculation and subsequent analysis of the associated electron
density according to Bader’s Quantum Theory of Atoms in Molecules (QTAIM) [23].
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Figure 1. Chemical diagram of the asymmetric unit found in the crystal structure of HacacMePz ·1.5 TFDIB
(1); inversion centers are marked with 1̄.

2. Materials and Methods

Searches in the Cambridge Structural Database [21] (CSD, version 5.43, including the
update of September 2022) were restricted to perfluorinated iodobenzenes.

All chemicals were used as purchased without further purification. 3-(1,3,5-Trimethyl-
1H-4-pyrazolyl)pentane-2,4-dione (HacacMePz) was synthesized as published before [24].
Single crystal X-ray intensity data was collected with a Bruker D8 goniometer equipped
with an Incoatec microsource (Mo-Kα radiation, λ = 0.71073 Å, multilayer optics) and
an APEX CCD area detector. A temperature of 100 K was maintained with an Oxford
Cryostream 700 instrument, Oxfordshire, UK. Data was integrated with the Bruker SAINT
program [25] and corrected for absorption by multiscan methods [26]. The structure was
solved by intrinsic phasing [27] and refined with full matrix least squares procedures
against F2 [28]. Crystal data and refinement details are summarized in Table S1. The CIF for
1 has been deposited under CCDC No. 2209103. The powder X-ray diffraction pattern was
recorded as a flat sample at room temperature with a STOE STADI-P diffractometer (Guinier
geometry, Cu-Kα radiation, Johann Ge monochromator, STOE IP-PSD image plate detector,
0.005° 2θ step width). It shows that the bulk essentially corresponds to the phase established
by single crystal diffraction (Supplementary Materials Figure S1). Thermogravimetric
analysis (TGA) and differential scanning calorimetry (DSC) were performed using a Linseis
STA PT 1600 instrument (Figure S2, Table S2). The sample was placed in a sealed Al2O3
crucible with a volume of 0.12 mL with a hole in the lid. Heating was applied at a rate of
5 K min−1 from room temperature to 500 ◦C under a constant flow of N2 with a flow rate
of 60 mL min−1.

2.1. Synthesis and Crystallization

HacacMePz (10.4 mg, 0.05 mmol, 1.0 eq.) and TFDIB (30.1 mg, 0.075 mmol, 1.5 eq.) were
dissolved in chloroform (2 mL). The solution was left unperturbed for slow evaporation at
room temperature. After one week colorless, rod-shaped crystals formed. CHN: anal. calcd.
for C20H16F6I3N2O2: C 29.6%, H 2.0%, N 3.5%; found: C 30.8%, H 2.2%, N 3.8%.

2.2. Computational Details

Before the single-point calculation was carried out, the C–H and O–H distances were
idealized to values obtained from neutron diffraction experiments [29]. The theoretical
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electron density ρ was obtained from a single-point calculation of an expanded asymmetric
unit (Figure S3) in the geometry established by X-ray diffraction; cartesian coordinates
are available in the Supporting Information. The calculation was performed at the DFT
level of theory with the M06-2X functional [30] and the MIDIX basis set [31] with the
program Gaussian [32]. The derived electron density was analyzed with AIMAll [33]
and Multiwfn [34] and interpreted with Bader’s QTAIM [23]. Additionally, the kinetic
energy density G and its ratio with the electron density G/ρ in the bond critical points
(BCPs) were derived as suggested by Abramov [35]. Furthermore, the potential energy
density V was calculated using the local virial theorem [36,37]. The interaction energies
of the short contacts were estimated, as suggested by Espinosa et al. [36], by the equation
EXB ≈ 0.5VBCP. Etot was calculated with CrystalExplorer [38,39] with the ”fast” setting
(HF/3-21G level).

3. Results
3.1. Structural Features of 1

We first discuss the X-ray crystal structure of 1. In order to achieve precise geometry
data and account for the obviously large absorption in solid 1, we collected data up to a high
resolution of sin(θmax)/λ ≈ 1.0 Å−1 with a redundancy of approximately 6.0, acceptably
high for the triclinic symmetry. 1 crystallizes in space group P1̄ with Z = 2; a displacement
ellipsoid plot with important distances and angles is given in Figure 2.

Figure 2. Displacement ellipsoid plot [40] of 1 with partial atom labeling (90% probability, carbon
bonded hydrogen omitted). Selected distances and angles (Å, °): I1···N1 2.909(4), I2···O1 2.929(3),
I3···Pz (Distance between I3 and the least squares plane of the pyrazole ring, consisting of the five
atoms N1, N2, C7, C8, and C9) 3.2157(3), I1–C13 2.098(3), I2–C16 2.061(3), I3–C19 2.077(3), C13–
I1···N1 172.05(12), C16–I2···O1 167.37(13), C19–I3···N1 173.35(12), ω 88.8(2). Symmetry operators: a
= −x, 1− y,−z; b = 3− x, 1− y, 2− z; c = −x,−y, 1− z.

The angle ω between the least squares planes of the pyrazole and the acetylacetone
moiety is close to 90°; this is expected and within the energetically favored range of possible
ω angles [24]. There are three independent TFDIB moieties, all located on different inversion
centers. In the following, their shortest contacts to the substituted pyrazole molecule are
referred to as capital letters A, B, and C (Figure 2).

A The pyrazole N···I halogen bond occurs between the TFDIB moiety located on Wyckoff
position 1c and N1 at a N···I distance of 2.909(4) Å. For sufficiently precise data, anti-
correlation between short I···donor XBs and long C–I bonds was reported [41]. Our
data for 1 meets these requirements and allow us to discuss the competing XBs in the
light of their associated C–I bonds. We found that C13–I1 is elongated and 0.02 Å is
longer than the corresponding bond in pure TFDIB (CSD refcode ZZZAVM02 [42]).
Only two contacts between a pyrazole and TFDIB were documented in the CSD; they
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amount to 2.860 Å in TOJBIE [43] and 2.934 Å in TIPKAH (In refcodes TIPKAH and
AWUWOH, not p-TFDIB, but o-TFDIB was used) [44].

B Another short contact exists between the acetylacetone keto O1 and I2 of the second
TFDIB moiety, occupying the positions close to the inversion center with Wyckoff
letter 1e; it amounts to 2.929(3) Å. As expected, the C–I bond in this moiety is less
elongated than the C–I bond in the I···N halogen bond A. This is due to the weaker
basicity of oxygen compared to the iminic nitrogen of the pyrazole moiety. For similar
motifs, such as pyridyl substituted β-diketones, I···Oketo amounts to about 3.05 Å
(refcodes TAXYID [45], AWUWOH‡ [46]). In all cases of protonated β-diketones, the
halogen bond acceptor is the keto oxygen, not the enol bond acceptor. Chemical intuition
suggests that the keto oxygen is associated with the more negative charge. In several
cocrystals of β-diketonato complexes with TFDIB, two oxygens of different β-diketonate
ligands act as halogen bond acceptors; the XB is oriented more or less symmetrically
bifurcated towards the midpoint between these two oxygen atoms [47,48].

C Last but not least, I3 from the third symmetry independent TFDIB moiety, located
around the inversion center with Wyckoff position 1b, acts as XB donor towards
the pyrazole π-system with a distance of 3.2157(3) Å. As expected by the theoretical
electrostatic potential for pyrazoles [49], the closest contact atom for I3 is the iminic
N1 with a distance of 3.241(4) Å. Lewis basic π-systems as XB acceptors are known in
literature, e.g., for cyclopentadienyl ligands [50], imidazoles [51], or carbazoles [52],
and have been evaluated theoretically [53–55]; however, to the best of our knowledge,
no pyrazole-π···I interactions with perfluoronated iodobenzenes have been reported
to this date. This is also due to the competition with the more prominent I···N XB, as
present in interaction A.

If the halogen bonds A and B are taken into account, an extended 1D structure can be
derived. This chain expands along [3 0 2] in a “zig-zag” manner. Adding the third halogen
bond C (C–I···πPz) to the contacts, a two-dimensional net can be perceived. It expands in
the (–2 3 3) plane and no strict analogy can be found in the Reticular Chemistry Structure
Resource (RCSR) [56]. If the N1 sites are perceived as triconnected vertices and the net is
simplified by treating all edges as equivalent, its topology matches the honeycomb hcb
net (Figure 3).

Figure 3. Excerpt of the two-dimensional net formed by the three halogen bonds towards one
HacacMePz moiety in 1, shown perpendicular to the (−2 3 3) plane (hydrogens omitted) [57].

Differential scanning calorimetry and thermogravimetry of 1 show that the melting
point of the XB acceptor roughly corresponds to the decomposition point of the adduct
(Figure S2). This behavior is commonly encountered for XB adducts [58]. Afterwards,
at around 112 ◦C to 192 ◦C, a continuous weight loss of 64% is observed, which roughly
corresponds to the loss of one HacacMePz moiety, together with two equivalents of TFDIB
(calcd. 62.4%), leaving a stoichiometry of 1:1. Over the next approximate of 200 ◦C, further
weight loss of 25% is observed, which corresponds to one TFDIB moiety (calcd. 24.8%).
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3.2. Theoretical Electron Density Considerations

When dnorm is mapped on the Hirshfeld surface [59] about the HacacMePz moiety
in 1, the halogen bonds show up as close contacts (Figure 4). Additionally, a rather close
contact between a methyl group to a fluorine (D) was highlighted.

Figure 4. Depiction [38] of the Hirshfeld surface of the HacacMePz moiety mapped with dnorm

(contacts A to D marked); regions marked in red represent close contacts.

In addition to the geometry arguments mentioned above, further insight about the
coexisting XBs in 1 may come from the electron density and its derived properties, such as
energy densities. For this purpose, a single-point calculation was performed, and the resulting
electron density was analyzed by Bader’s QTAIM [23]. Trajectory plots reveal that all contacts
A to D are associated with essentially linear bond paths (Figures S4 and S5). In Table 1,
characteristics of the aforementioned contacts in their BCPs are compiled.

Table 1. Short contacts in 1 with properties in their bond critical points (3, −1). BPL is the length of
the bond path, ρ the electron density, ∇2ρ the Laplacian of the electron density, G the kinetic, V the
potential, and E the total energy density in the BCP.

Contact BPL / Å ρ / e Å−3 ∇2ρ / e Å−5 G / a.u. G/ρ / a.u. V / a.u. E / a.u.

A 2.9120 0.1503 1.4847 0.01635 0.73 −0.01731 −0.00095
B 2.9352 0.1093 1.5402 0.01505 0.93 −0.01413 0.00092
C 3.2461 0.0746 0.9252 0.00846 0.77 −0.00733 0.00113

D 3.2720 0.0217 0.4890 0.00375 1.17 −0.00242 0.00132

We are not aware of charge density studies on halogen bonds to pyrazoles, but TFDIB
represents a particular popular XB donor. The experimental electron density in its N···I con-
tacts to other N heterocycles, such as pyridine [5,48,60] and O···I interactions to bipyridine
oxide [61] and water [48], have been reported. Both N···I and O···I bonds involving TFDIB
in the same crystal structure have been characterized by high resolution diffraction [48];
this study has found experimental electron densities, which closely match the outcome of
the single point calculations for A and B reported here.
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The electrostatic potential derived from the theoretical electron density offers an
intuitive way to visualize XBs. Figure 5 shows the negative potential at the halogen
acceptors A and B and the side-on interaction C. For each short contact the Laplacian of
the electron density has been included.

Figure 5. Center: Electrostatic potential of 1, mapped onto an isosurface of ρ = 0.07 a.u. (scale given
in the top left) [33]; excerpts of the Laplacians of contacts A to D are shown perpendicular to their
respective TFDIB plane (contour lines drawn at ±2n · 10−3 a.u. with 0 ≤ n ≤ 20).

It is an attractive and somewhat controversial [62] idea that intermolecular interaction
energies might be directly deduced from properties of the electron density ρ in the BCP
between the contact atoms. If one accepts this concept, ρ in the BCPs represents the first
criterion to gauge the strength of such interactions. From the more conventional and
stronger halogen bonds A and B over the perpendicular π-type contact C to the presumably
weak interaction D between a fluorine and a methyl group with their opposite charges,
the electron density in the BCPs decreases (Table 1). Additional insight may come from
energy density considerations: The (positive) kinetic energy density G and the ratio G/ρbcp
have been suggested as qualifiers for chemical bonding. When expressed in atomic units,
the ratio G/ρbcp typically assumes values around unity in closed-shell interactions [23],
including hydrogen bonds [63], whereas much smaller G/ρbcp are associated with shared
interactions, such as covalent bonds. For halogen bonds, the overall picture seems to be
more complicated and intermediate values have been reported [64]. Espinosa et al. [65]
have suggested to exploit the ratio |V|/G between the (positive) kinetic energy density
and (negative) potential energy density V to distinguish between pure closed-shell and
incipient shared-shell interactions. With respect to this criterion, all interactions A to D are
associated with values rather close to unity. Only A, apparently the strongest XB, can be
assigned a significantly negative total energy density E.

We are well aware of the fact that much less data for halogen bonds than for hydrogen
bonds are available, but attempts have been made to correlate electron density properties
in the BCP and interaction energies for XBs [66,67]. Espinosa et al. have established rela-
tionships between the potential energy density V in the BCP and the interaction energy for
hydrogen bonds [36,65]. Strictly speaking, this approach requires careful parametrization
for each specific type of contact but it has also been applied to entirely different interactions,
e.g., between neighboring azide groups [68]. When we applied the equation originally
derived by Espinosa et al. for hydrogen bonds to halogen bonds and tentatively expressed
the interaction energy as EXB ≈ 0.5VBCP, the potential energy densities in 1 afforded the
interaction energies compiled in Table 2. CrystalExplorer [38] offers an alternative to esti-
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mate interaction energies according to benchmarked energy models [39]. In contrast to the
approaches above, these interaction energies are not derived from electronic properties at
the BCP of the contact atoms only.

Table 2. Interaction energies in the non-covalent contacts. EXB was derived as suggested by Espinosa
et al. [36,65] and Etot was calculated with CrystalExplorer [38,39].

Contact EXB / kJ mol−1 Etot / kJ mol−1

A −22.7 −24.1
B −18.5 −11.5
C + D −12.8 −24.9

Individual components for electrostatic, polarization, dispersion, and repulsion ener-
gies thus obtained are compiled in the Supporting Information, and the total interaction
energies Etot for the “fast” energy model are included in Table 2 for comparison with the
QTAIM-based approach. In either case, the interactions C and D occur between the same
pair of molecules and have therefore been treated together in Table 2. The most obvious
difference between both estimates is encountered for the less conventional π-type interaction,
and there might be a good reason: CrystalExplorer, taking all energy contributions between
neighboring molecules into account, assigns dispersion energy as dominant for C + D. In
contrast, the approach via Vbcp focuses on specific short contacts and may be better suited
for strongly directional interactions limited to just two or perhaps a few contact atoms.
Correlation of Vbcp and interaction energies for halogen bonds seems an attractive task for
the future.

To the best of our knowledge, no interaction energies have been determined for
pyrazole N···I halogen bonds. The closest match is the theoretical interaction energy
between C6F5–I···pyridine, which amounts to approx. −23.4 kJ mol−1 [69]; this value fits
well with our estimates for contact A. For comparison with B, we found the interaction
energy of C6F5–I···O –– CH2 with a value of approximately −19.6 kJ mol−1 [70]. In this
case, the literature value closely corresponds to the approximation for B established by
the potential energy density in the BCP. There are not many interaction energies for π···I
contacts; the closest analogue we found was N≡C–I···C6H6 with about −20.6 kJ mol−1 or
C6H5–I···C6H6 with about −12.4 kJ mol−1 [54]. No final conclusion can yet be drawn from
these values in comparison with contacts C + D, for which our two estimates also differ,
possibly for the reason given above. We want to recall that all these comparisons have to
be taken with a grain of salt, mainly for two reasons: (a) the compared data comes from
geometrically optimized molecules while we used crystallographic coordinates of 1 for
the single-point calculation of ρ and (b) the compared data does not completely match the
motif in 1.

4. Conclusions

2,3,5,6-Tetrafluoro-1,4-diiodobenzene is intuitively perceived as a potential bridge
between two halogen bond acceptors, and we indeed found this behavior for the shortest
and strongest contacts. Competition between two perpendicular TFDIB bonds to the same
N acceptor site was much less expected but also encountered in the crystal structure of
1. This most unusual aspect will most likely also represent the major challenge for future
work: How can crystal engineering enhance the frequency of structures in which orthogonal
halogen bonds compete for the same acceptor, in our case the iminic N of the pyrazole
heterocycle? Once this challenge has been met, fine tuning may target the sequence of
the interaction energies and possibly invert the scenario, with stronger I···π and weaker
I···N contacts. The concomitant action of two different XB donor species may provide an
additional synthetic degree of freedom for this purpose. We thank one of our reviewers
for the following thought-provoking question: Should the three concomitant XBs in 1 be
addressed as competing or rather as cooperative [71]? A competent answer to this question
will require more structural input and therefore has to be postponed.
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Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules27217550/s1, Figure S1: Simulated (red) and experimental
(black) powder patterns of 1; Figure S2: Top: Thermogravimetric analysis curve with relative mass
loss added. Bottom: Differential scanning calorimetry curve with three integrals added in different
colors; Figure S3: Expanded asymmetric unit used for the single-point calculation to derive the
electron density ρ in 1; Figure S4: Trajectory plots in 1 to highlight contacts A and B; short contacts
(hydrogen and halogen bonds) are shown as dashed lines, BCPs (3, −1) as pink spheres, ring critical
points (3, 1) as light blue spheres; Figure S5: Trajectory plots in 1 to highlight contacts C and D; short
contacts (hydrogen and halogen bonds) are shown as dashed lines, BCPs (3, −1) as pink spheres, ring
critical points (3, 1) as light blue spheres; Table S1: Crystal data for compound 1 at 100(2) K; Table S2:
Key data for the differential scanning calorimetry; Table S3: Calculated interaction energies Etot and
their components in kJ mol−1 in the non-covalent contacts A to D calculated with CrystalExplorer;
Table S4: Cartesian coordinates of the expanded asymmetric unit (cf. Figure S3) used as Gaussian
input for the single-point calculation.

Author Contributions: Conceptualization, S.v.T. and U.E.; methodology, U.E.; software, S.v.T. and R.W.;
validation, S.v.T. and U.E.; formal analysis, S.v.T., R.W. and U.E.; investigation, S.v.T.; resources, U.E.;
data curation, S.v.T. and U.E.; writing—original draft preparation, S.v.T., R.W. and U.E.; writing—review
and editing, S.v.T., R.W. and U.E.; visualization, S.v.T. and R.W.; supervision, S.v.T. and U.E.; project
administration, U.E.; funding acquisition, U.E. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was funded by a scholarship for doctoral students of the RWTH Graduierten-
förderung to S.v.T.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: CCDC No. 2209103 contains the supplementary crystallographic data
for this paper. These data can be obtained free of charge from The Cambridge Crystallographic Data
Centre via www.ccdc.cam.ac.uk/data_request/cif (accessed on 25 May 2022).

Acknowledgments: The authors thank Simon Ernst for contributing to the experimental work for
this submission and Anne Frommelius for conducting the DSC/TGA experiment.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

Abbreviations
The following abbreviations are used in this manuscript:

BCP bond critical point
BPL bond path length
HacacMePz 3-(1,3,5-trimethyl-1H-4-pyrazolyl)pentane-2,4-dione
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22. Sušanj, R.; Nemec, V.; Bedeković, N.; Cinčić, D. Halogen Bond Motifs in Cocrystals of N,N,O and N,O,O Acceptors Derived from

Diketones and Containing a Morpholine or Piperazine Moiety. Cryst. Growth Des. 2022, 22, 5135–5142. [CrossRef] [PubMed]
23. Bader, R.F.W. Atoms in Molecules: A Quantum Theory; Clarendon Press: Oxford, UK, 1990.
24. van Terwingen, S.; Brüx, D.; Wang, R.; Englert, U. Hydrogen-Bonded and Halogen-Bonded: Orthogonal Interactions for the

Chloride Anion of a Pyrazolium Salt. Molecules 2021, 26, 3982. [CrossRef]
25. Bruker. SAINT+: Program for Reduction of Data Collected on Bruker CCD Area Detector Diffractometer; Bruker AXS Inc.: Billerica, MA,

USA, 2009.
26. Bruker. SADABS: Program for Empirical Absorption Correction of Area Detector Data; Bruker AXS Inc.: Billerica, MA, USA, 2008.
27. Sheldrick, G.M. SHELXT—Integrated space-group and crystal-structure determination. Acta Crystallogr. A 2015, 71, 3–8.

[CrossRef] [PubMed]
28. Sheldrick, G.M. Crystal structure refinement with SHELXL. Acta Crystallogr. C 2015, 71, 3–8. [CrossRef] [PubMed]
29. Allen, F.H.; Bruno, I.J. Bond lengths in organic and metal-organic compounds revisited: X-H bond lengths from neutron

diffraction data. Acta Crystallogr. B 2010, 66, 380–386. [CrossRef]
30. Zhao, Y.; Truhlar, D.G. The M06 suite of density functionals for main group thermochemistry, thermochemical kinetics,

noncovalent interactions, excited states, and transition elements: Two new functionals and systematic testing of four M06-class
functionals and 12 other functionals. Theor. Chem. Account 2008, 120, 215–241. [CrossRef]

31. Easton, R.E.; Giesen, D.J.; Welch, A.; Cramer, C.J.; Truhlar, D.G. The MIDI! basis set for quantum mechanical calculations of
molecular geometries and partial charges. Theor. Chim. Acta 1996, 93, 281–301. [CrossRef]

32. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.; Scalmani, G.; Barone, V.; Petersson, G.A.;
Nakatsuji, H.; et al. GAUSSIAN 16, Revision C.01; Gaussian Inc.: Wallingford, CT, USA, 2016.

33. Keith, T.A. AIMAll: Version 17.01.25; TK Gristmill Software: Overland Park, KS, USA, 2017.
34. Lu, T.; Chen, F. Multiwfn: A multifunctional wavefunction analyzer. J. Comput. Chem. 2012, 33, 580–592. [CrossRef]
35. Abramov, Y.A. On the Possibility of Kinetic Energy Density Evaluation from the Experimental Electron-Density Distribution.

Acta Crystallogr. A 1997, 53, 264–272. [CrossRef]
36. Espinosa, E.; Molins, E.; Lecomte, C. Hydrogen bond strengths revealed by topological analyses of experimentally observed

electron densities. Chem. Phys. Lett. 1998, 285, 170–173. [CrossRef]
37. Espinosa, E.; Lecomte, C.; Molins, E. Experimental electron density overlapping in hydrogen bonds: Topology vs. energetics.

Chem. Phys. Lett. 1999, 300, 745–748. [CrossRef]

37



Molecules 2022, 27, 7550

38. Spackman, P.R.; Turner, M.J.; McKinnon, J.J.; Wolff, S.K.; Grimwood, D.J.; Jayatilaka, D.; Spackman, M.A. CrystalExplorer: A
program for Hirshfeld surface analysis, visualization and quantitative analysis of molecular crystals. J. Appl. Crystallogr. 2021,
54, 1006–1011. [CrossRef] [PubMed]

39. Turner, M.J.; Grabowsky, S.; Jayatilaka, D.; Spackman, M.A. Accurate and Efficient Model Energies for Exploring Intermolecular
Interactions in Molecular Crystals. J. Phys. Chem. Lett. 2014, 5, 4249–4255. [CrossRef]

40. Spek, A.L. Structure validation in chemical crystallography. Acta Crystallogr. D 2009, 65, 148–155. [CrossRef]
41. Wang, R.; George, J.; Potts, S.K.; Kremer, M.; Dronskowski, R.; Englert, U. The many flavours of halogen bonds—Message from

experimental electron density and Raman spectroscopy. Acta Crystallogr. C 2019, 75, 1190–1201. [CrossRef]
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Abstract: Neutral (n) and zwitterionic (z) forms of cysteine monomers are combined in this work to
extensively explore the potential energy surfaces for the formation of cysteine dimers in aqueous
environments represented by a continuum. A simulated annealing search followed by optimization
and characterization of the candidate structures afforded a total of 746 structurally different dimers
held together via 80 different types of intermolecular contacts in 2894 individual non-covalent
interactions as concluded from Natural Bond Orbitals (NBO), Quantum Theory of Atoms in Molecules
(QTAIM) and Non-Covalent Interactions (NCI) analyses. This large pool of interaction possibilities
includes the traditional primary hydrogen bonds and salt bridges which actually dictate the structures
of the dimers, as well as the less common secondary hydrogen bonds, exotic X· · ·Y (X = C, N, O, S)
contacts, and H· · ·H dihydrogen bonds. These interactions are not homogeneous but have rather
complex distributions of strengths, interfragment distances and overall stabilities. Judging by their
Gibbs bonding energies, most of the structures located here are suitable for experimental detection at
room conditions.

Keywords: cysteine dimers; NBO; NCI; QTAIM; stochastic optimization; hydrogen bonding; salt
bridges; non-covalent interactions

1. Introduction

Cysteine, HOOCCH(NH2)CH2SH is the only amino acid among the unique list of 20
found in proteins that possesses a thiol functional group [1]. This thiol group, which is
comparatively a weaker Brønsted–Lowry acid than O–H in carboxylic acids, is extremely
important in biochemistry. Among a large number of known functionalities, the S–H group
is responsible for nucleophilic additions to α, β−unsaturated carbonyl compounds via
Michael reactions [2–5], serves as a deprotonation agent [6], and its strong nucleophilicity
renders cysteine a key component of the active sites of several protease enzymes [7,8].
In addition to S–H, depending on the conditions, sulfur atoms in cysteine engage in S–S
disulfide bonds, which are a central element determining secondary and tertiary structure in
proteins [9–11] and are relevant in physiological redox activity. According to the SwissProt
databank [12], six percent of all proteins contain at least one disulfide bridge, and the
median number of disulfide bonds is two.

Protein· · ·protein interaction is one of the central problems in molecular biology. Un-
fortunately, with present days computational methods, a thorough understanding from
a molecular perspective is unattainable because the number of explicit contacts grows expo-
nentially with the size of the protein. For example, insulin is one of the smallest biologically
active proteins containing a primary sequence of just 51 amino acids (six cysteines among
them), for the dimer of this protein, not counting salt bridges and other intermolecular
interactions, there are at least 6 × 104 possibilities for hydrogen bonding in the classical
Xδ− · · ·+δH–Yδ− description [13]. Typical proteins and other biomolecules contain in excess

40



Molecules 2022, 27, 8665

of 1000 amino acids and it is not uncommon to find very large proteins such as titin, which
depending on the splice isoform, contains between 27,000 to 35,000 amino acids [14]; thus,
the number of specific amino acid· · · amino acid contacts quickly becomes intractable.

In an effort to understand the intricacies of protein· · ·protein interactions, the aston-
ishingly large number of specific contacts calls for the use of reduced molecular models,
often as gas phase isolated dimers of individual amino acids [13]. In this context, we
attempt a detailed study of the cysteine dimers. This is a very complicated issue in its own
right: First, there are the two enantiomeric forms of the amino acid. Second, there is the
possibility of neutral and zwitterionic forms. Third, there is a large number of conformers
of the monomer in a small energy window amenable to form dimers, which, for just the
neutral form, has been estimated via ab initio computations to be 42, 51 or 71 depending on
the sophistication of the model chemistry [1,9,15]. Notice that six well defined conformers
have been experimentally identified via IR and MW spectroscopies [16,17]. Fourth, cys-
teine contains seven hydrogen atoms and four electronegative atoms; thus, ignoring salt
bridges, dispersive dihydrogen interactions and other exotic contacts [13], from the classical
Xδ− · · ·+δH–Yδ− perspective, a total of 28 individual primary plus secondary hydrogen
bonds are possible for each dimer. The number of possibilities is reduced to 20, distributed
as 12 primary and 8 secondary HBs if the two H–Cβ bonds are grouped into just one type
and if the two N–H bonds are considered as another type. Fifth, as seen for example in
alanine [13], several dimers are attached by more than one contact. Sixth, S–H leads to
considerably weaker interactions than O–H, then, the potential energy surface (PES) for
the dimers is expected to be considerably richer in weakly bound pairs and thus high
levels of electron correlation are needed to correctly describe the intermolecular interac-
tions. Seventh, the environment sensibly impacts the ability of biomolecules to interact in
biological settings; thus, using gas phase dimers as a reduced model for protein· · ·protein
interactions does not seem enough and at least solvent effects must be included.

Cysteine has been thoroughly studied through experiments and computations. Besides
the above mentioned publications dealing with the conformations of the monomer [1,9,15–17],
Kaminski et al. [18] and Sadlej et al. [19] undertook somewhat exhaustive explorations of
the conformational PES for the monomers to rationalize Raman Optical Activity (ROA) and
Vibrational Circular Dichroism (VCD) spectra. For the dimers, early studies focused on gas
phase and implicitly solvated models with limited explorations of the PES using a few hand
constructed configurations [20], later studies considered both explicit water molecules and
the neutral and zwitterionic forms [21,22]. There are reports dealing with the formation
of the dimers, their stability and bonding (via density differences) when adsorbed in gold
surfaces [23,24]. Group IA cations bonded to cysteine dimers have also been studied [25].

In view of the expected complexity arising from the multiple classical donor and
acceptor hydrogen bonding sites of cysteine, which as a reduced molecular model has
profound implications in the protein interaction problem, the brief summary of the scien-
tific literature dealing with cysteine dimers just exposed reveals an unsatisfactory level
of understanding not only of the potential energy surface but of the nature of the inter-
molecular bonding interactions for cysteine· · · cysteine. The present work is an attempt to
remedy this situation. To that end, we undertake systematic explorations of the neutral
(n) and zwitterionic (z) pairs in n · · · n, n · · · z and z · · · z combinations of low lying energy
monomers via stochastic samplings of the corresponding PES, and dissected the nature of
the interactions using formal quantum descriptors of bonding as provided by the Quantum
Theory of Atoms in Molecules [26–29] (QTAIM), the Natural Bond Orbitals [30–33] (NBO)
and the Non Covalent Interactions [34,35] (NCI), as discussed in the Section 2.

2. Computer Methods

Sampling the potential energy surfaces for all possible neutral (72 computed,
6 experimentally found) and zwitterionic forms (12 computed) is not only impossible
but unnecessary under the premise that a few representative pairs would capture the vast
majority of the specific contacts and thus would provide a sound picture applicable to all
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cases. Accordingly, we took two of the experimentally detected neutral monomers [17]
(n1, n2 in Table 1) and two of the computed lowest energy zwitterions [9] (z1, z2 in Table 1)
and exhausted all x(x − 1)/2 + x = 10 possible dimeric combinations for x = 4. Each
pair was superimposed at the center of a cubic box of 512 Å3 (8 Å side) and was allowed
to evolve under simulated annealing conditions [36–38] as implemented in the ASCEC
program [39]. Superimposing the interacting system at the center of the box gives the
algorithm the worst possible starting point (we call this the big bang initial conditions) and
guarantees that the located stationary points within the corresponding PES are free of any
structural bias. ASCEC [40,41], after its Spanish acronym Annealing Simulado Con Energía
Cuántica, randomly explores the quantum energy landscape for the dimeric interaction,
subjects the generated structures to a modified Metropolis acceptance test, and delivers
a set of candidate structures that undergo further optimization via gradient following
techniques and characterization as true minima via harmonic vibrational analysis. Each
one of the 10 possible dimeric combinations was treated to duplicate ASCEC runs. All
ASCEC runs and geometry optimizations were carried out in an aqueous environment
represented by a continuum according to the PCM (ASCEC) and IEFPCM (optimization)
models. [42–44].

Table 1. Structures of the B3LYP–D3/6–311++G(d, p) monomers of neutral (n1, n2) and zwitterionic
(z1, z2) L–cysteine. In each case, ∆∆G are the corresponding differences in Gibbs energies at room
conditions with respect to n1, z1, the lowest energy monomers. Descriptors of intramolecular bonding
derived from QTAIM and NBO are included along with the specific NBO orbitals responsible

for the interactions. ∆∆G, E(2)
d→a in kcal mol−1, all other descriptors in a.u. n1 and n2 have been

experimentally detected [17].

Monomer→ n1 n2 z1 z2

Properties ↓
∆∆G 0.0 2.2 0.0 0.0 0.3
A· · ·B Distance (Å) 1.86 2.63 1.91 1.94
102 × ρ(rc) 4.07 1.37 3.29 3.11
102 ×∇2ρ(rc) 10.87 4.63 11.78 11.29
|V(rc)|/G(rc) 1.12 0.82 0.93 0.92
102 ×H(rc)/ρ(rc) −9.18 12.73 5.62 7.04
φd → φa nN → σ∗O−H nS → σ∗N−H nO → σ∗N−H nO → σ∗N−H

E(2)
d→a 14.9 2.3 8.3 7.3

Final equilibrium geometries and Gibbs energies for every located dimer computed
with the Gaussian09 suite of programs [45] are reported here using the dispersion corrected
B3LYP–D3/6–311++G(d, p) model chemistry. Binding using the Gibbs energies at room
conditions (1 atm, 298.16 K) are calculated as the negative difference between the energy
of the cluster and the energy of the fragments, BE = −(Ecluster −∑ E f ragments), in this way,
positive binding energies indicate strongly bonded clusters.

Once the molecular wavefunctions and electron densities for the optimized geometries
are recovered by the procedure just stated, we use them to gain insight into the nature
of intermolecular bonding interactions using the tools provided by QTAIM, NBO, and
NCI following strategies described elsewhere [46–53]. At this point, we state that we use
those methods as well established analysis tools, the interested reader is directed to the
specialized literature for detailed discussions of their merits and shortcomings and for
a description of how the calculated descriptors are related to bonding [6,33,49]. In short,
use the Multiwfn suite [54] to find the bond critical points (BCPs, rc) corresponding to
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intermolecular interactions, analyze their properties, i.e., the electron density ρ(rc), its
Laplacian ∇2ρ(rc), the total, kinetic, and potential energy densitiesH(rc) = G(rc) + V(rc),
and the virial ratio |V(rc)|/G(rc). With the same program, we calculate the Laplacian of the
electron density, a scalar field that gives direct information about the most probable regions
to find the electrons. Then, we use NBO6 [55] to pinpoint the specific orbitals involved in
the intermolecular interactions associated with each BCP and estimate the strength of the
interaction via second order perturbation energy for the interaction between the donor and
acceptor orbitals, E(2)

d→a. The NCIPLOT program [56] was used to derive the non-covalent
interaction surfaces. Jmol and VMD [57,58] were used to visualize the molecular structures,
and their related surfaces and orbital interactions.

3. Results

Table 1 shows the structures of the n1, n2 neutral and z1, z2 zwitterionic forms chosen in
this work to study the dimers of cysteine. The four non-covalent intramolecular interactions,
as derived from QTAIM are displayed as dotted lines along with the involved NBOs.
QTAIM and NBO descriptors are included as well. Only n2 has a structure free from
intramolecular hydrogen bonds while z1 exhibits two intramolecular contacts. Except for
n1, all intramolecular interactions are characterized as weak, long range contacts because of
the positive Laplacians, relatively small accumulation of electron densities at BCPs, virial
ratios smaller than 1, and positive bond degree parameters. However, the nN → σ∗O−H
interaction in n1 is uncharacteristically strong, with values for the bonding descriptors that
in every case surpass those of the archetypal hydrogen bond in the water dimer [30,59].
These intramolecular contacts are quite important because the formation of the dimers will
usually involve investing energy to eliminate those interactions in favor of dimeric contacts.
The electrostatic potentials in Figure S1 of the Supplementary Information show the blue
and red regions which are more susceptible to the formation of intermolecular contacts
according to the classic electrostatic view of hydrogen bonding.

3.1. Structures and Energies

Complex and rich potential energy surfaces are uncovered by our stochastic searches
in every case. A total of 746 distinct well defined dimers were located in the 10 monomer +
monomer possible combinations. Table 2 lists the number of structural isomers for each
PES and also shows that the vicinities of the putative global minima are populated with
other close energy dimers; thus, all structures accounting for populations larger than 1%
are within 2.1 kcal/mol of the n · · · n lowest energy structure, and so on. This point is
emphasized by the results shown in Tables S1–S3 in the Supplementary information and in
Figure 1, which clearly show that there are no dominant isomers.

Table 2. Summary of structural and energetical properties of the cysteine dimers. ∆G range: Gibbs en-
ergy difference between the highest and lowest energy structure in kcal/mol. %xi: isomer populations
listed in Tables S1–S3 in the Supplementary Material.

Composition Structures
∆G Range

for %xi > 1 for All Structures

n · · · n 244 2.1 21.4
n · · · z 316 1.1 25.5
z · · · z 186 2.3 27.9

Although 746 is a very large number of structures and is considerably higher than the
numbers reported in any of the previous studies, we recognize that given the complexity
of our problem, no stochastic or analytic search algorithm is able to locate all possible
geometries. A representative set including only those dimers with populations exceeding
5% within each PES is shown in Figure 1, along with the NBOs responsible for the inter-
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molecular interactions. Cartesian coordinates for all 746 structures located in this work are
provided in the Supplementary Material.

Dnn
1 , n2 + n2 Dnn

2 , n2 + n2 Dnn
3 , n2 + n2

BE = 15.7 %xi = 35.7 BE = 15.6 %xi = 31.8 BE = 14.9 %xi = 10.4

Dnz
1 , n1 + z1 Dnz

2 , n2 + z2 Dnz
3 , n2 + z2 Dnz

4 , n2 + z2
BE = 15.5 %xi = 44.9 BE = 17.9 %xi = 37.6 BE = 17.0 %xi = 7.4 BE = 17.0 %xi = 7.4

Dzz
1 , z2 + z2 Dzz

2 , z1 + z1 Dzz
3 , z2 + z2 Dzz

4 , z1 + z2
BE = 21.8 %xi = 51.8 BE = 20.5 %xi = 15.1 BE = 20.6 %xi = 7.6 BE = 20.2 %xi = 5.6

Figure 1. Lowest energy structures and the NBOs responsible for the strongest intermolecular
interactions in the neutral n · · · n (top), neutral + zwitterionic n · · · z (middle) and zwitterionic
z · · · z (bottom) B3LYP–D3/6–311++g(d, p) potential energy surfaces of the cysteine dimers under
the continuum IEFPCM solvent model for water. Solid/meshed surfaces correspond to charge
donor/acceptor orbitals, respectively. BE: binding energies in kcal/mol calculated using the Gibbs
free energies at room conditions. See Table 1 for the structures of n1, n2, z1, z2, the isolated monomers.
Only those structures with populations (%xi) higher than 5% within each PES are included. Energetics
for the entire set of 746 dimers is provided in Tables S1–S3 of the supplementary material.

On the basis of purely ZPE–corrected electronic energies (Tables S1–S3), all cys-
teine dimers are stable towards fragmentation into the corresponding monomers, how-
ever, Figure 2 shows that consideration of temperature and entropy leads to 235 clusters
(80 n · · · n, 154 n · · · z and 1 z · · · z) having negative binding energies as calculated from
the Gibbs energies; thus, those particular structures correspond to unstable dimers and
are not amenable to experimental detection at room conditions in aqueous environments,
a fact that is emphasized by their %xi ≈ 0 populations. Notice the contrast with the 416
n · · · n gas phase equilibrium structures reported for the Alanine dimers [13], which are all
strongly bonded. Binding energies show a clear BEn···n < BEn···z < BEz···z ordering; thus,
there is a marked preference for charged cysteine dimers in aqueous environments.

Figure 2, showing distribution plots of the Gibbs binding energies leads to a few
relevant observations: Dashed vertical lines indicate the expected values of the binding en-
ergies using the Boltzmann populations of the Gibbs energies within each PES as weighing
factors. 14.3, 16.6 and 20.9 kcal/mol are obtained for n · · · n, n · · · z, z · · · z, again showing
a preference for charged dimers in aqueous environments. To put these binding energies
in context, they are larger than the gas phase Gibbs binding energies of acetamide and
acetic acid, which are 2.1 and 3.8 kcal/mol respectively, according to Copeland et al. [60]
Notice that the same authors reported substantially higher binding energies when using
only the ZPE-corrected electronic energies: 12.3 kcal/mol for acetamide and 14.7 kcal/mol
for acetic acid. High ZPE-corrected binding energies have also been reported for the lowest
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energy structures in similar systems: 16.6 kcal/mol for the dimers of formic acid according
to Kalescky et al. [61] and 12.7 according to Farfán et al. [62], 19.0 kcal/mol for the dimers
of carbonic acid [63], and 20.9 kcal/mol for the alanine dimers [13]. Tables S1–S3 in the
Supplementary material show exactly the same trend for all cysteine dimers calculated here,
that is, comparatively much higher binding energies are obtained when only ZPE-corrected
are considered with expected values of 25.9, 28.9, 33.7 kcal/mol for the n · · · n, n · · · z, and
z · · · z cases, respectively. Notice that these numbers are up to over 6 times larger than the
5.0 kcal/mol binding energy arising because of a single hydrogen bond in the archetypal
water dimer [59]. Finally, notice that those structures being unstable towards fragmentation
(BE < 0) have minimal populations and thus do not contribute to the expected value of
the binding energy. The role of dispersive interactions is clearly seen in the fact that when
the D3 correction is removed from B3LYP, all strongly bound isomers become unstable
towards fragmentation (values within parentheses in Tables S1–S3). For the cysteine dimers
with positive binding energies, Tables S1–S3 show that the structures with the largest
populations are strongly bonded.

Figure 2. Distribution of binding energies of the cysteine dimers using the Gibbs energies. Dashed ver-
tical lines mark the expected value for each potential energy surface using the Boltzmann populations
at room conditions as weighing factors.

As general structural features of the cysteine dimers, we point out that in all cases
where neutral monomers are involved, n2 (no intramolecular HB, Table 1) leads to lower
energy dimers. Additionally, except for Dnz

1 , in all structures that contain n1, the intramolec-
ular HB in n1 remains in the dimer. A surprising result is that contrary to the well known
structures of the dimers of carboxylic acids, out of the 244 well characterized n · · · n local
minima, only two (Dnn

5 , %xi = 1.7 and Dnn
7 , %xi = 1.3) exhibit the traditional eight atom,

cyclic double C=O· · ·H–O stabilizing network. We attribute this to two factors: one, the
influence of the solvent which favors other configurations, and two, the intramolecular
hydrogen bond occupying the O–H bond in n1 remains in all but one n · · · n dimer; thus,
this bond is not available for intermolecular bonding (see the dissection of intermolecular
bonding interactions below).

3.2. Bonding

The configurational space for the cysteine dimers is complex and rich. We located
and characterized a total of 746 structures and there might as well be many more. This
geometrical variety arises because of the large number of possible interactions discussed
above. Our stochastic search and subsequent dissection of bonding interactions (see below)
uncovers an astonishing total of 80 well characterized physically different types of direct
intermolecular contacts listed in Tables 3 and 4. Gratifyingly, the found structures account
for every single one of the 20 possible hydrogen bonds among the monomers as exposed in
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the Introduction and also reveal additional salt bridges, dihydrogen bonds, and a number
of exotic X· · ·Y (X, Y = O, S, N, C) and C· · ·H–C, C· · ·H–S contacts. Notice that the
n · · · n dimers exhibit a well balanced field of all non-charged interactions while the z · · · z
dimers favor the salt bridges by a long shot (159 appearances) and, to a lesser extent, other
interactions where only one of the fragments is charged. What should be clear is that
the largest contributors to the stabilization of the dimers are N· · ·H–O interactions in the
n · · · n dimers, C=O− · · ·H–O in n · · · z, and C=O− · · ·H–N+ salt bridges in z · · · z. We
think it is important to point out that, as a general rule, due to the comparatively larger
interaction strength, it is the primary neutral, charged, or salt bridges forms of HBs that
determine the molecular geometry of the dimers while secondary HBs and exotic contacts
are a consequence of the structure (vide infra), however, the collective action of the multiple
weak interactions on the stabilization energy of each cluster should not be ignored.

Our topological analysis of the electron densities of the 746 equilibrium structures
located in this work affords a total of 2894 intermolecular contacts, which are collected
into 80 different types in Tables 3 and 4. Without a single exception, positive Laplacians at
bond critical points (see Figure S2 in the supplementary material) indicate that bonding
in the n · · · n, n · · · z and z · · · z cysteine dimers occurs via closed shell interactions, in the
form of either ionic bonding or long range weak interactions. We dissect the nature of
intermolecular interactions next.

Table 3. Properties of the 20 types of primary hydrogen bonds, 10 types of secondary hydrogen
bonds, and 12 types of dihydrogen bonds stabilizing the cysteine dimers. NA···B

i is the number of
times that the interaction appears in the corresponding type of dimers. φd, φa are the charge donor
and acceptor orbitals as identified from NBO. An example of a dimer containing each particular
interaction is given in the rightmost column.

Label Type N A···B
i φd → φa Examplen · · · n z · · · z n · · · z

Primary hydrogen bonds
1 C=O· · ·H–O 22 - - nO → σ∗H−O Dnn

5
2 C=O−· · ·H–O - - 52 nO → σ∗H−O Dnz

38
3 C=O· · ·H–N 46 - - nO → σ∗H−N Dnn

119
4 C=O· · ·H–N+ - - 51 nO → σ∗H−N Dnz

2
5 C=O−· · ·H–N - - 89 nO → σ∗H−N Dnz

55
6 C=O−· · ·H–N+ - 159 - nO → σ∗H−N Dzz

16
7 H–O· · ·H–O 18 - - nO → σ∗H−O Dnn

172
8 H–O· · ·H–N 51 - - nO → σ∗H−N Dnn

137
9 H–O· · ·H–N+ - - 32 nO → σ∗H−N Dnz

207
10 N· · ·H–O 7 - - nN → σ∗H−O Dnn

1
11 N· · ·H–N 19 - - nN → σ∗H−N Dnn

174
12 N· · ·H–N+ - - 19 nN → σ∗H−N Dnz

1
13 S· · ·H–S 29 30 54 nS → σ∗H−S Dnn

61
14 S· · ·H–N 55 - 19 nS → σ∗H−N Dnn

51
15 S· · ·H–N+ - 41 52 nS → σ∗H−N Dzz

175
16 N· · ·H–S 19 - 14 nN → σ∗H−S Dnn

108
17 S· · ·H–O 16 - 12 nS → σ∗H−O Dnn

107
18 H–O· · ·H–S 34 - 29 nO → σ∗H−S Dnn

8
19 C=O· · ·H–S 49 - 27 nO → σ∗H−S Dnn

18
20 C=O−· · ·H–S - 85 68 nO → σ∗H−S Dzz

142
Secondary hydrogen bonds
21 C=O· · ·H–Cα 49 - 26 nO → σ∗H−C Dnn

46
22 C=O· · ·H–Cβ 57 - 44 nO → σ∗H−C Dnn

37
23 C=O−· · ·H–Cα - 68 40 nO → σ∗H−C Dzz

145
24 C=O−· · ·H–Cβ - 108 71 nO → σ∗H−C Dzz

144
25 H–O· · ·H–Cα 48 - 20 nO → σ∗H−C Dnn

144
26 H–O· · ·H–Cβ 71 - 41 nO → σ∗H−C Dnn

156
27 N· · ·H–Cα 16 - 11 nN → σ∗H−C Dnn

188
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Table 3. Cont.

Label Type N A···B
i φd → φa Examplen · · · n z · · · z n · · · z

28 N· · ·H–Cβ 34 - 19 nN → σ∗H−C Dnn
186

29 S· · ·H–Cα 52 24 57 nS → σ∗H−C Dnn
39

30 S· · ·H–Cβ 59 37 81 nS → σ∗H−C Dnn
44

Dihydrogen contacts
31 Cα–H· · ·H–N 7 - 3 σC−H → σ∗H−N Dnn

135
32 Cβ–H· · ·H–N 13 - 3 σC−H → σ∗H−N Dnn

86
33 Cβ–H· · ·H–N+ - - 1 σC−H → σ∗H−N Dnz

139
34 N–H· · ·H–N 3 - - σN−H → σ∗H−N Dnn

99
35 Cα–H· · ·H–Cα 4 3 - σC−H → σ∗H−C Dnn

152
36 Cβ–H· · ·H–Cβ 42 15 23 σC−H → σ∗H−C Dnn

78
37 Cα–H· · ·H–Cβ 27 20 22 σC−H → σ∗H−C Dnn

64
38 S–H· · ·H–S 5 3 3 σS−H → σ∗H−S Dnn

62
39 S–H· · ·H–N 5 - 3 σS−H → σ∗H−N Dnn

61
40 S–H· · ·H–N+ - 1 - σS−H → σ∗H−N Dzz

53
41 S–H· · ·H–Cα 15 8 12 σS−H → σ∗H−C Dnn

159
42 S–H· · ·H–Cβ 23 14 21 σS−H → σ∗H−C Dnn

157

Table 4. Properties of the “exotic” intermolecular contacts found in the cysteine dimers. NA···B
i is

the number of times that the interaction appears in the corresponding type of dimers. φd, φa are the
charge donor and acceptor orbitals as identified from NBO. An example of a dimer containing each
particular interaction is given in the rightmost column.

Label Type N A···B
i φd → φa Examplen · · · n z · · · z n · · · z

O· · ·C contacts
43 C=O· · ·C=O 6 - - nO → π∗C=O Dnn

113
44 C=O· · ·C=O− - - 4 nO → π∗C=O Dnz

6
45 C=O−· · ·C=O - - 5 nO → π∗C=O Dnz

90
46 C=O−· · ·C=O− - 7 - nO → π∗C=O Dzz

14
47 C=O· · ·Cα–C 5 - - πC=O → σ∗C−C Dnn

112
48 C=O−· · ·Cα–C - - 1 nO → σ∗C−C Dnz

125
49 C=O· · ·Cβ–S 2 - 2 nO → σ∗C−S Dnn

25
50 C=O−· · ·Cβ–S - 2 2 nO → σ∗C−S Dzz

132
51 H–O· · ·C=O 4 - - nO → π∗C=O Dnn

161
52 H–O· · ·Cβ–S 2 - 1 nO → σ∗C−S Dnn

80
O· · ·O contacts
53 C=O· · ·O=C 14 - - πC=O → π∗O=C Dnn

102
54 C=O−· · ·−O=C - 17 - nO → π∗O=C Dzz

10
55 C=O−· · ·O=C - - 14 nO → π∗O=C Dnz

23
56 C=O· · ·O–H 26 - - nO → σ∗O−H Dnn

230
57 C=O−· · ·O–H - - 13 nO → σ∗O−H Dnz

217
58 H–O· · ·O–H 11 - - nO → σ∗O−H Dnn

45
O· · ·N contacts
59 N· · ·O=C 2 - - nN → π∗O=C Dnn

11
60 N· · ·O–H 2 - - nN → σ∗O−H Dnn

35
61 C=O−· · ·+N–H - 16 - nO → σ∗N−H Dzz

117
62 C=O· · ·+N–H - - 3 nO → σ∗N−H Dnz

12
63 H-O· · ·+N–H - - 1 nO → σ∗N−H Dnz

15
N· · ·C contacts
64 N· · ·C=O 3 - - nN → π∗C=O Dnn

130
N· · ·N contacts
65 N· · ·N–H 2 - - nN → σ∗N−H Dnn

173
C· · ·H contacts
66 H–Cβ· · ·H–Cα 1 2 2 σH−C → σ∗H−C Dnn

70
67 H–Cβ· · ·H–Cβ 2 2 2 σH−C → σ∗H−C Dnn

205
68 H–Cβ· · ·H–S 2 1 3 σH−C → σ∗H−S Dnn

105
69 −O=C· · ·H–Cα - 1 - πO=C → σ∗H−C Dzz

32
70 −O=C· · ·H–Cβ - 6 1 πO=C → σ∗H−C Dzz

20
S· · ·S contacts
71 S· · · S–H 12 7 11 nS → σ∗S−H Dnn

71
S· · ·C contacts
72 S· · ·C=O 7 - 2 nS → π∗C=O Dnn

135
73 S· · ·C=O− - 12 2 nS → π∗C=O Dzz

113
74 H–Cα · · · S–H - 1 - σH−C → σ∗S−H Dzz

109
75 H–Cβ· · · S–H - 1 - σH−C → σ∗S−H Dzz

110
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Table 4. Cont.

Label Type N A···B
i φd → φa Examplen · · · n z · · · z n · · · z

S· · ·O contacts
76 C=O· · · S–H 10 - 10 nO → σ∗S−H Dnn

127
77 C=O−· · · S–H - 27 11 πC=O → σ∗S−H Dzz

51
78 S· · ·O–H 26 - 12 nS → σ∗O−H Dnn

148
S· · ·N contacts
79 N· · · S–H 9 - 3 nN → σ∗S−H Dnn

173
80 S· · ·+N–H - 3 3 nS → σ∗N−H Dzz

178

3.2.1. Interaction Distances

Figure 3 shows the distribution of the distances associated with individual intermolec-
ular contacts separated by interaction type, that is, primary and secondary hydrogen bonds,
dihydrogen bonds, and exotic contacts for all dimers. Remarkably, the spectrum of A· · ·B
distances for direct intermolecular contacts covers a wide range, from the very short (1.50 Å
for a C=O− · · ·H–O in Dnz

38 ) to the very large (4.19 Å for the exotic S· · · S in Dnn
77 ), which

sensibly departs in both directions from the reference 1.98 Å in the isolated gas phase
water dimer. Notice that regardless of the constituting monomers, only primary hydrogen
bonds fall below 1.98 Å. In a classical sense, a zwitterion may be conveniently seen as two
remote charge islands within the same molecule, in this view, the effect of the charges in the
structural complexity of the cysteine dimers is clear: on one hand, intermolecular distances
are reduced for the dimers with more charge islands, i.e., rnn

AB > rnz
AB > rzz

AB, on the other,
the structural complexity is also sensibly reduced for the more charge-separated species
because the n · · · n distributions have more peaks than n · · · z which in turn have more
peaks than z · · · z. In addition, it may be argued that among all the types of interactions
stabilizing the cysteine dimers, salt bridges should be the strongest and thus the most
important structural determining factor whenever they occur. Indeed, the lowest energy
z · · · z dimers with populations larger than 5% shown in Figure 1, are actually stabilized by
two salt bridges. Notice that the center of the peak for the distribution of C=O− · · ·H-N+

distances (1.66 Å, Figure 3C) is actually larger than 1.57 Å, the center of the peak for the
distribution of C=O− · · ·H-O interactions (Figure 3B), which are a priori not as strong as
the salt bridges but which dictate the structures of the n · · · z dimers, the reason for this
apparent contradiction is that formation of the two salt bridges confers structural rigidity
to the clusters.

When immersed in a continuum aqueous environment, there is partial dissociation
of the O–H bonds upon the formation of the dimers. Figure 4 shows the changes in the
corresponding distances and Wiberg Bond Indices (WBI) compared against the reference
monomer. Evidence for partial dissociation is provided by the peak centered at ≈0.58 WBI,
which actually corresponds to O–H groups of the low energy, high population dimers
where neutral monomers are involved.

3.2.2. Electron Densities at Bond Critical Points, ρ(rc)

The relationship between electron density at bond critical points and the nature of
the interaction is clear: large accumulations of electron densities at BCPs indicate that
the electrons are shared between two fragments or atoms, otherwise known as covalent
bonding. Conversely, small electron densities at BCPs indicate that the electrons are
displaced towards the nuclei, thus signaling either ionic bonding or long range interactions.
Figure 5 shows the values for the calculated electron densities at the 2894 bond critical points
associated to intermolecular interactions in the 746 cysteine dimers. Electron densities
at those points cover the [9.1× 10−4, 7.6× 10−2] a.u. interval. These values are sensibly
smaller than the 0.24 and 0.35 a.u obtained for the covalent C–C and O–H bonds in Dnn

1 .
The smaller electron densities correspond to secondary HBs and exotic contacts while
among primary HBs, those with the smallest densities involve the S–H group. Only some
primary HBs and salt bridges have larger densities than the reference water dimer. The
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distributions plotted in Figure 5 are wide; thus, there are many possibilities for the same
type of interaction. Finally, as expected [49,64–66], there seems to be an inverse correlation
between interaction distance and electron density at intermolecular BCPs.

n · · · n n · · · z z · · · z
(A) (B) (C)

(D) (E) (F)

Figure 3. Distributions of the A· · ·B distances for intermolecular contacts for all dimers of cysteine
found in this work. The distributions are fitted to the actual histograms, so the center of the peaks
of the distributions are statistically relevant. The top row shows only primary hydrogen bonds
including salt bridges. The bottom row shows secondary hydrogen bonds, dihydrogen bonds, and
all exotic interactions. The left column is reserved for the n · · · n dimers (subfigures (A,D)), the
middle column for n · · · z (subfigures (B,E)) and the right column for z · · · z (subfigures (C,F)). All
distances taken from the B3LYP–D3/6–311++G(d, p) potential energy surfaces with water represented
as a continuum solvent. The dashed vertical lines at 1.98 Å mark the reference H· · ·O distance in the
gas phase water dimer.

Figure 4. Variation of the O–H bond properties as a consequence of intermolecular interactions. The
reference values for the n2 cysteine monomer are included as vertical dashed lines.
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n · · · n n · · · z z · · · z
(A) (B) (C)

(D) (E) (F)

Figure 5. Electron densities at bond critical points for intermolecular contacts for all dimers of
cysteine found in this work. The top row shows only primary hydrogen bonds including salt bridges.
The bottom row shows secondary hydrogen bonds, dihydrogen bonds, and all exotic interactions.
The left column is reserved for the n · · · n dimers (subfigures (A,D)), the middle column for n · · · z
(subfigures (B,E)) and the right column for z · · · z (subfigures (C,F)). All values taken from the B3LYP–
D3/6–311++G(d, p) potential energy surfaces with water represented as a continuum solvent. The
dashed vertical lines mark the reference value for the gas phase water dimer.

3.2.3. Bond Degree ParametersH(rc)/ρ(rc)

The bond degree parameter is related to chemical bonding as follows. Kinetic energy
is everywhere positive and repulsive (mv2/2 = p2/2m > 0 in classical mechanics) while
potential energy is everywhere negative and attractive. The total energy is the sum of kinetic
and potential energies, H = G + V ; thus, its sign reveals the winner of the local kinetic
vs potential energy tug of war and dictates the nature of the interaction. Indeed, positive
total energies at BCPs are obtained when there is a local dominance of the repulsive kinetic
energy, indicating local depletion of electrons in the internuclear region and displacement
of the electron density associated with the particular bonding interactions towards the
nuclei. Conversely, negative total energies are obtained when there is a local dominance of
the attractive potential energy indicating that there is shared electron density concentrated
in the internuclear region and signaling an increasingly covalent character of the interaction.
An alternative rigorous physical meaning to energy densities is offered by a dimensional
analysis: energy density has units of pressure (E/V = F/A = P); thus, local negative
energy densities may be equated to negative quantum pressures which strongly attract
electrons towards the BCP, indicating increasingly covalent interactions while local positive
energy densities correspond to positive quantum pressures that push electrons away from
the BCPs towards the nuclei, indicating anionic or long range interactions.
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It is well known that the sign of ∇2ρ(rc) is not a sufficient criterium to establish the
nature of the interaction in every case [28,67–70], specifically, it is quite often the case that a
particular interaction has both positive Laplacian and negative bond degree parameter at
the same time. Thus, the bond degree parameter is used in conjunction with the Laplacian
of the electron density at BCPs to remove any ambiguity according to Rozas et al. [68]:
weak to medium strength hydrogen bonds have both ∇2ρ(rc),H(rc)/ρ(rc) > 0, strong
hydrogen bonds have ∇2ρ(rc) > 0,H(rc)/ρ(rc) < 0 and very strong HBs have both
∇2ρ(rc),H(rc)/ρ(rc) < 0. Figure 6 plots distributions of the bond degree parameters
for all dimers found in this work. It is clear from the distributions of H(rc)/ρ(rc) that
all intermolecular contacts found here cover a wide spectrum of possibilities with a sub-
stantial number of only primary hydrogen bonds or salt bridges havingH(rc)/ρ(rc) < 0
(Figure 6A–C), thus should be considered as strong contacts by the above criteria. The wide
spectrum of bond degree parameters, the large number of structural possibilities and the
strong character of the interactions have deep implications in the biological role of cysteine
and of the aminoacids that make up proteins and biomolecules: similar results have been
obtained for example in the interactions between the spike protein of SARS-COV-2 and
the ACE2 receptors [48,71] and between the envelope protein of the Zika virus and the
glycosaminoglycans that act as receptors [47]. In the case of SARS-COV-2, the formation of
strong salt bridges and hydrogen bonds is one of the main factors of the pressure driving
the evolution of the virus towards new variants. For the cysteine dimers, many of the
primary hydrogen bonds with positive bond degree parameters are located to the left of the
reference isolated gas phase water dimer, which confers them medium to strong character.
All secondary and exotic contacts (Figure 6D–F) exhibit positive bond degree parameters
and many areas actually to the right of the reference water dimer; thus, they are classified
as weak. As a general rule, hydrogen bonds involving the carbonyl, carboxylate and amino
groups as electron donors and the hydroxyl, amino and ammonium groups as electron
acceptors, are the ones with highly negativeH(rc)/ρ(rc) values. Some HBs involving the
thiol group, either as donor or acceptor, have slightly negative bond degree parameters.

3.2.4. Virial Ratios, |V(rc)|/G(rc)

Analysis of the virial ratios at bond critical points serves as a more quantitative
description of the nature of the interactions than the Laplacians of the electron density
and the bond degree parameters. See the works of Grabowski [28] and of Rozas et al. [68]
for a formal description of how the virial ratio is related to bonding. In short, local
depletion of electron density (local dominance of the repulsive kinetic energy), which is
indicative of ionic or long interactions have 0 < |V(rc)|/G(rc) < 1, local concentration of
electron density (local dominance of the attractive potential energy), indicative of covalent
interactions have |V(rc)|/G(rc) > 2, and the 1 < |V(rc)|/G(rc) < 2 interval describes
interactions with mixed contributions.

Figure 7 shows the distribution of the virial ratios for all dimers found in this work, which
cover the [0.61, 1.49] interval for primary hydrogen bonds and salt bridges (Figure 7A–C) and
the [0.56, 0.92] interval for secondary HBs, exotic and dihydrogen contacts (Figure 7A–C).
Notice that as in the analysis of the previous descriptors, the fitted distributions go a little
beyond the actual limits. It is quite revealing that a large number of contacts, especially
those involving the carbonyl group have virial ratios larger than 1, which confers them
a high degree of covalency while not being formal bonds. Interestingly, these include
the charged carboxylate which may naively be thought as being involved in highly ionic
contacts. Virial ratios larger than 1 transcend the carbonyl group, which is indeed the
case for the following HBs: N· · ·H–O, C=O· · ·H–O, S· · ·H–O, N· · ·H–S for n · · · n dimers,
C=O− · · ·H–O, N· · ·H–N+, S· · ·H–N+, C=O · · ·H–N+ for n · · · z and for all salt bridges
in z · · · z. This high covalency of the a priori ionic contacts has been reported for other cases,
including for example the microsolvation of charged species [49,53,72]. Most secondary
HBs, H· · ·H, and exotic contacts have virials smaller than the water dimer reference.
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Surprisingly, the thiol group in a number of cases is involved in stronger interactions than
the H–O· · ·H–O and N· · ·H–O contacts.

n · · · n n · · · z z · · · z
(A) (B) (C)

(D) (E) (F)

Figure 6. Bond degree parameters for intermolecular contacts for all dimers of cysteine found in this
work. The top row shows only primary hydrogen bonds including salt bridges. The bottom row
shows secondary hydrogen bonds, dihydrogen bonds, and all exotic interactions. The left column is
reserved for the n · · · n dimers (subfigures (A,D)), the middle column for n · · · z (subfigures (B,E)) and
the right column for z · · · z (subfigures (C,F)). All values taken from the B3LYP–D3/6–311++G(d, p)
potential energy surfaces with water represented as a continuum solvent. Solid vertical lines mark the
QTAIM boundaries separating locally stabilizing from the locally destabilizing interactions. Dashed
vertical lines mark the reference value for the gas phase water dimer.

3.2.5. NBO and NCI Picture of Intermolecular Interactions

Intermolecular interactions have been successfully studied under the NBO formalism
in a wide range of problems [30,33]. In the particular case of the cysteine dimers, we
proceeded to identify the localized donor Lewis orbitals from which charge is transferred
to acceptor orbitals according to the φd → φa scheme. Tables 3 and 4 list the involved
orbitals for each one of the 80 types of interactions found in this work, Figure 1 provides the
corresponding surfaces for those dimers with populations larger than 5%. Once identified,
we quantified the strength of the orbital interaction by second order perturbation theory on
the Fock matrix as given by −E(2)

d→a = qd|〈φd|F |φa〉|2/(Ea − Ed). With this procedure, the

strength of the interaction is directly related to the magnitude of E(2)
d→a.
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n · · · n n · · · z z · · · z
(A) (B) (C)

(D) (E) (F)

Figure 7. Virial ratios at bond critical points for intermolecular contacts for all dimers of cysteine
found in this work. The top row shows only primary hydrogen bonds including salt bridges. The
bottom row shows secondary hydrogen bonds, dihydrogen bonds, and all exotic interactions. The left
column is reserved for the n · · · n dimers (subfigures (A,D)), the middle column for n · · · z (subfigures
(B,E)) and the right column for z · · · z (subfigures (C,F)). All values taken from the B3LYP–D3/6–
311++G(d, p) potential energy surfaces with water represented as a continuum solvent. Vertical solid
lines mark the QTAIM boundaries separating long range from intermediate character interactions.
Dashed vertical lines mark the reference value for the gas phase water dimer.

Donor→ acceptor orbital interactions resulting in primary hydrogen bonds and salt
bridges in n · · · n, n · · · z and z · · · z cysteine dimers include everything from the very weak
to the very strong, covering the wide [0.06, 50.30] kcal/mol interval (Figure 8A–C). Salt
bridges exhibit an uncommonly complex distribution of energies with several shoulders.
Interestingly, the strongest contacts are not salt bridges but rather N· · ·H–O primary
hydrogen bonds, listed as interaction 10 in Table 3 and shown in Figure 8A. This interaction
type, which is also the strongest intermolecular contact found in alanine dimers [13], arises
from nN → σ∗H−O charge transfer in n · · · n dimers. Next in the strength hierarchy are
the highly ionic C=O− · · ·H–O and N· · ·H–N+ contacts arising from nO → σ∗H−O and
nN → σ∗H−N charge transfers in n · · · z dimers. These are listed as interactions 2, 12 with
the corresponding distributions shown in Figure 8B. C=O− · · ·H–N+ salt bridges in z · · · z
dimers come only third in the interaction energy scale. They arise from nO → σ∗H−N
charge transfer, are listed as interaction 6 and the corresponding distributions are shown
in Figure 8C. These sets of interactions are present on the structures with populations
higher than 5%. In a manner consistent with the QTAIM descriptors analyzed above,
a large number of primary HBs and salt bridges have interaction energies larger than
6.63 [30] kcal/mol, the orbital interaction energy for the reference water dimer, however, no
secondary hydrogen bond, no exotic contact and no dihydrogen bond exceed the reference.
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n · · · n n · · · z z · · · z
(A) (B) (C)

(D) (E) (F)

Figure 8. Donor · · · acceptor NBO energies for intermolecular contacts for all dimers of cysteine
found in this work. The top row shows only primary hydrogen bonds including salt bridges. The
bottom row shows secondary hydrogen bonds, dihydrogen bonds, and all exotic interactions. The left
column is reserved for the n · · · n dimers (subfigures (A,D)), the middle column for n · · · z (subfigures
(B,E)) and the right column for z · · · z (subfigures (C,F)). All values taken from the B3LYP–D3/6–
311++G(d, p) potential energy surfaces with water represented as a continuum solvent. The dashed
vertical lines mark the reference value for the gas phase water dimer.

As stated above, primary HBs and salt bridges determine the structure of the dimers.
According to Table 3, they always arise from orbital interactions of the nX → σ∗H−Y type
with X,Y = O, N, S. As also stated above, secondary HBs, dihydrogen bonds and exotic
contacts are usually a consequence of the structure. Notwithstanding, the orbitals involved
in the weaker interactions offer a quite interesting and rather uncommon picture. First,
notice that all exotic O· · ·O contacts (53–58 in Table 4) put the two negative ends of the
fragments with various degrees of negative character in direct contact, with the most severe
case being interaction 54 connecting two formal negative charges with no intermediaries.
Second, notice that the 139 interactions grouped into 58, 61–63, 65, 71, 76, 78–80 may all be
described by the general nX → σ∗Y−H charge transfer scheme with X, Y = O, N, S. These
correspond to what David et al. [13] have called inverted hydrogen bonds because the
lone pair on X donates electron charge to an antibonding σ∗Y−H orbital which is inverted
from the usual σ∗H−Y, in other words, the charge donation occurs between two orbitals
overlapping from one negative atom to another negative atom with no bridging proton.
Anti electrostatic hydrogen bonds of the type described in this paragraph have been
reported by Weinhold and Klein [73].

Figure 9 shows the obtained non covalent surfaces as well as the thoroughs of the
reduced gradients for the largest binding energy dimers in the n · · · n, n · · · z, z · · · z po-
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tential energy surfaces, we include the corresponding interacting NBOs to help visualize
the source of the NCI surfaces. See Figures S3–S5 in the supplementary material for the
corresponding surfaces in all dimers with populations larger than 5%. The standard NCI
color code [34,35] assigns green surfaces to weakly bonding contacts and blue surfaces
to strong interactions, for the thoroughs, negative values of sign(λ2)ρ reveal bonding
interactions [34] which are weaker when sign(λ2)ρ ≈ 0. NCI reveals that the two salt
bridges in the z · · · z dimers are actually very similar (in fact, they cannot be told apart
in the thoroughs) and that in most cases, large stabilizing surfaces arising from individ-
ual contacts transferring tiny amounts of charge to the interstitial region have significant
contributions to the overall binding of the dimers. Unexpectedly, these charge transfer
contributions are major contributors to the charged cases. Notice that charge transfer to the
interstitial region appears to be the norm when several molecular units are stabilized via
non covalent interactions: these fluxional surfaces of charge have been found to be a major
player in the molecular interpretation of hydrophobicity [46], in the initial recognition and
attachment of viruses to cell receptors [47,48,71], in the microsolvation and encapsulation
of charged and neutral species, in the microscopic structure of ionic liquids [51], etc.

n · · · n n · · · z z · · · z

Figure 9. NCI surfaces and thoroughs describing the intermolecular contacts for the highest binding
energy cysteine dimers. NBO pictures are also included to ease visualization of the interactions.

4. Discussion and Context

Accurate description and characterization of chemical bonding is a notoriously hard
problem in chemistry, whose difficulty is magnified when dealing with weak intermolecular
non covalent interactions. When studying molecules and their interactions, a large portion
of the conceptual framework developed by experimentalists and theoreticians invokes
a number of useful ideas that correspond to non observable quantities (partial atom charges,
orbital interactions, virial ratios at BCPs, etc.); thus, there are no quantum mechanical
operators whose expected values may be used to calculate them and therefore, approximate
methods, however accurate, are used to determine these quantities. This approach has
a fundamental problem: each quantity may be obtained by several methods and the results
quite often vary among them. In this context, it is impressive and certainly reassuring
that QTAIM, NBO and NCI, which are conceptually and methodologically substantially
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different, afford a consistent, complementary picture of intermolecular bonding in the
dimers of cysteine.

The large number of interactions, isomers, and types of binary contacts are intimately
connected to the problem of molecular evolution and to the complexity of life observable
on this planet. By virtue of the large number of accessible states, molecular systems where
specific cysteine to cysteine contacts are observed are thermodynamically favored because
of the ever increasing entropy of the universe, in other words, this type of systems will
evolve towards equilibrium states with large structural diversity. Since the interactions
dissected here are responsible for the molecular interactions between all aminoacid pairs,
this argument of entropy driving molecular evolution readily applies to large proteins and
biomolecules.

5. Summary and Conclusions

An intensive exploration of the potential energy surfaces for the interaction of neutral
and charged cysteine monomers to form dimers in an aqueous environment represented
by a continuum afforded a large number of isomers, amounting to 746 well characterized
local minima. The isomers with the largest population are distributed within small energy
differences of the putative global minima. Ten potential energy surfaces were explored in
total for the n · · · n, n · · · z, and z · · · z combinations with two neutral (n) and two zwitteri-
onic (z) forms. A number of strongly bound dimers were found, with interaction energies
exceeding 20 kcal/mol in several cases and with interaction distances covering the very
small to the very large in the [1.50, 4.19] Å interval. The nature of intermolecular bonding
interactions was dissected using QTAIM, NCI, and NBO, three conceptually different
methods, which for the present case afford consistent, complementary pictures. A total of
80 types of different intermolecular contacts were found in this complex and large universe
of dimers. As a general rule, primary hydrogen bonds and salt bridges are the strongest of
the interactions and determine the molecular geometry, conversely, secondary hydrogen
bonds, exotic X· · ·Y (X = C, N, O, S) and H· · ·H dihydrogen contacts are weaker and
most often a consequence of the structure. All interactions, even the highly ionic, may
be described by the φd → φa orbital charge transfer scheme, leading to accumulation or
depletion of electron density at the bond critical points as revealed by topological analysis
of the electron densities. The large binding energies mentioned above are the result of un-
usually strong charge assisted hydrogen bonds and salt bridges. We found that the highly
ionic salt bridges have large degrees of covalency; thus, a simplistic electrostatic attraction
between positively and negatively charged fragments does not suffice for a proper account
of bonding interactions whenever the zwitterions are involved. The weaker secondary
hydrogen bonds, exotic X· · ·Y and dihydrogen contacts in no few cases are stronger than,
for example, the archetypal hydrogen bond in the water dimer. Moreover, independent of
how strong or weak individual interactions are, their collective action cannot be ignored
because they lead to the formation of large attractive non-covalent surfaces in the interstitial
region between the fragments. A few antielectrostatic contacts [73] as well as a few inverted
hydrogen bonds [13] in which the charge transfer occurs between the two negative ends of
the fragments, were found; thus, they appear to be of common occurrence in nature.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules27248665/s1, Figure S1: Electrostatic potential surfaces
for the cysteine monomers.; Figure S2: Distributions of the Laplacians of the electron densities at
bond critical points for all dimers.; Figures S3–S5: Additional NBO and NCI plots of descriptors of
bonding interactions for the dimers with populations larger than 5%; Table S1: Binding energies
and energy differences for neutral dimers.; Table S2: Binding energies and energy differences for
mixed dimers. Table S3: Binding energies and energy differences for zwitterionic dimers. Cartesian
coordinates for the entire set of 746 dimers are also provided.
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Abstract: The halogen bond complexes CF3X· · ·Y and C2F3X· · ·Y, with Y = furan, thiophene, se-
lenophene and X = Cl, Br, I, have been studied by using DFT and CCSD(T) in order to understand
which factors govern the interaction between the halogen atom X and the aromatic ring. We found
that PBE0-dDsC/QZ4P gives an adequate description of the interaction energies in these complexes,
compared to CCSD(T) and experimental results. The interaction between the halogen atom X and the
π-bonds in perpendicular orientation is stronger than the interaction with the in-plane lone pairs of
the heteroatom of the aromatic cycle. The strength of the interaction follows the trend Cl < Br < I;
the chalcogenide in the aromatic ring nor the hybridization of the C–X bond play a decisive role.
The energy decomposition analysis shows that the interaction energy is dominated by all three
contributions, viz., the electrostatic, orbital, and dispersion interactions: not one factor dominates
the interaction energy. The aromaticity of the ring is undisturbed upon halogen bond formation: the
π-ring current remains equally strong and diatropic in the complex as it is for the free aromatic ring.
However, the spin-orbit coupling between the singlet and triplet π → π∗ states is increased upon
halogen bond formation and a faster intersystem crossing between these states is therefore expected.

Keywords: halogen bonds; density functional theory; energy decomposition analysis; ring current
analysis; spin-orbit coupling

1. Introduction

Van der Waals interactions are omnipresent in nature, and are crucial for understand-
ing the dynamics and structure of a wide variety of systems. A particularly weak interaction
is the halogen bond. The International Union of Pure and Applied Chemistry (IUPAC)
defines a halogen bond as “a net attractive interaction between an electrophilic region
associated with a halogen atom in a molecular entity, and a nucleophilic region in another,
or the same, molecular entity” [1]. In 1961, Zingaro et al. [2] described complexes formed
in solution by halogens and phosphine oxides and sulfides. This was the first time that the
term “halogen bond” was used to describe interactions where halogens act as electrophilic
species. However, it was much later that Glaser et al. [3] suggested to use the term halogen
bond to describe an interaction between halogen atoms, regardless of their electrophilic or
nucleophilic nature. It was in 2009 that the IUPAC gave a unified conceptual framework
for the interactions involving halogens [1]. This interaction, which captured the attention
of the scientific community for decades, can be discussed in terms of its unique features,
such as directionality, tunability, hydrophobicity, and the atomic radius of the donor atom.
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Halogen bonds (XB) of the form R–X· · ·Y, with X the halogen bond acceptor and Y the
donor, are particularly directional interactions, due to the localization of the σ-hole exactly
on the elongation of the covalent bond that the halogen atom is involved [4]. The effective
atomic size along the extended R–X bond axis, in monovalent halogen atoms, is smaller than
in the direction perpendicular to this axis [5–7]. This corresponds to a region of depleted
electron density, the so-called σ-hole. Thus, shorter and stronger halogen bonds are more
directional than longer and weaker counterparts. However, the directionality of the XB
acceptor is along the axis of the donated lone pair on Y [8–19]. For the case in which the XB
acceptor is an isolated π-system, the axis of the R–X bond is approximately along the axis
perpendicular to the π-system. Furthermore, when the XB acceptor contains both lone pairs
and aromatic π-pairs, the lone pairs are generally the ones involved in the XB formation.
However, the two exceptions are furan and thiophene, for which both the lone pairs and
the π-bonding orbitals are involved in the XB formation; the hydrogen bond interactions
with the lone pairs or the π-bonds are of similar strength [20]. Tunability is another feature
of this interaction, in which the XB ability increases on the order I > Br > Cl > F. This
trend is often concordant with the positive character of the σ-holes [21], which decreases
with the electronegativity of the halogen atom, but increases with the polarizability [22–25].
Thus, the donor ability of a given compound can be tuned by selecting a halogen atom as a
donor site [26,27]. However, the tuning of the σ-hole magnitude can also be achieved by
modifying the hybridization of the carbon bond to the XB donor site. Thus, the strength
increases in the following order: C(sp)-X > C(sp2)-X > C(sp3)-X, and it has been observed
for various systems [16,19,28–32]. Hence, there are three main possibilities to tune the
XB interaction strength: (I) by single atom mutation; (II) by changing the hybridization;
and (III) by modifying the electron withdrawing groups [33–37]. The size of the donor
atoms influences the steric hindrance, as halogen atoms have large van der Waals radii.
Thus, when compared to the hydrogen bond, the XB bond is more sensitive to steric ef-
fects [38–40]. This has been shown in the formation of DNA pairs where HB is replaced by
XB. The latter shows that bromine gives more stable pairs when compared to iodine, due
to the steric repulsions arising from the larger radius of the I atom [41–50]. Furthermore,
these halogen bonds also impact optical transitions of supramolecular complexes, that
can undergo singlet to triplet intersystem crossings [25,51–57]. The size of halogen atoms
plays an important role in the photoluminescence of halogenated chromophores. This is
shown in reference [58], in which the singlet to triplet intersystem crossing rate increases
by a factor of 60 when using iodine corroles instead of fluorine ones. Hence, the heavy
atom effect confers to XB-based materials particularly exciting promising applications.
Such applications have been demonstrated in [52–55,59–61], in which halogen bonding
was used to tune room-temperature phosphorescence in organic crystals. A large number
of studies showed the use of halogen bonds for changing the electronic properties in nu-
merous types of materials, ranging from crystalline solids to amorphous [56,57,60,62–66].
Furthermore, XB bonds have also proven to be suitable for changing the efficiency of solar
cells, and perovskites. However, the modelling of these systems is still a bottleneck for
computational chemistry.

Most of the electronic structure methods used for molecular modelling capture 99% of
the total electronic energy [67]. However, the remaining missing fraction, which is crucial
for molecular properties, such as relative energies [68–71] and binding properties [72–75],
arise from correlated motion of electrons [76–78]. The main component of this energy is the
long-range contribution, also known as van der Waals (vdW) or dispersion interactions [70,79].
These forces are dominant in weakly bonded complexes, and, thus, the modeling of these
systems requires the introduction of dispersion corrections [80–83], or correlated wavefunc-
tion methods.

In this study, we present a detailed bonding analysis of halogen bonding in complexes
consisting of a small molecule (CF3X/C2F3X (X = Cl, Br, I)) and an aromatic molecule
(furan/thiophene/selenophene) in various orientations. These complexes provide insights
into the structure of halogenated crystals. The orientations that we consider are the halo-
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gen bonds with the lone pair (parallel orientation) and with the π-bonds (perpendicular
orientation) of the chalcogenide of the aromatic ring (Figure 1). We also study the effect
of a halogen bond on the electronic transitions of the aromatic molecule and possible
intersystem crossing due to increased spin-orbit coupling as a consequence of the vicinity
of a heavy atom. We use DFT and CCSD(T) calculations to retrieve the effects of correlation,
and decompose the interaction energies into their different contributions. In this way, we
are able to investigate several factors affecting the halogen bond, namely, the halogen atom
of the donor, the aromatic ring as the acceptor, the hybridization of the carbon atom to
which the halogen atom is attached, and the orientation of the halogen bond (parallel or
perpendicular). Moreover, we are able to benchmark dispersion-corrected DFT and judge
its suitability to describe these weakly interacting systems with halogen bonds. Finally,
we investigate whether the formation of the halogen bond affects the aromaticity of the
ring, and if it affects the π → π∗ transition in the aromatic ring, and the spin-orbit coupling
between the singlet and triplet π → π∗ states.

Figure 1. Schematic Yes you can move it. representation of geometries in (a) parallel (‖), and
(b) perpendicular (⊥) orientation. X = Cl, Br, I; Y = O, S, Se; R = CF3, C2F3.

2. Results and Discussion
2.1. Interaction Energies at Different Levels of Theory

The interaction energies obtained with different basis sets, for the complexes in the
parallel orientation, are shown in Figure 2. The interaction energies (without zero-point
vibrational energy correction) change significantly with the increase of the basis set size,
with differences ranging between 0.1 to 13.6 kJ/mol (Figure 2). It shows, as expected, the
importance of the use of a large basis set for weakly bonded complexes. Note that for
C2F3Cl· · · selenophene in parallel orientation, hardly any interaction is found with all three
basis sets. However, the differences in the interaction energies obtained by using the TZ2P
and QZ4P basis sets are considerably smaller and range only from 0 to 3.9 kJ/mol; this
indicates that the interaction energy is close to convergence with a TZ2P basis set, showing
that the QZ4P basis therefore is certainly sufficiently large enough.

For the perpendicular oriented complexes, the same trend is observed (Figure 3). The
interaction energies calculated with the DZP basis set differ at most 10.2 kJ/mol and at
least 6.5 kJ/mol. The differences between the interaction energies evaluated by using the
TZ2P and QZ4P basis sets decrease again. Here, the largest difference is 2.1 kJ/mol and
the minimum difference calculated is 0 kJ/mol (supplementary information). Taking into
account the small differences between the interaction energies with a TZ2P and QZ4P basis
set, we can conclude that the QZ4P basis set is of sufficient quality. Hence, this basis set
will be used for the EDA calculations.
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Figure 2. PBE0−dDsC We changed it interaction energies (without zero-point vibrational energy
correction) with different basis sets for the complexes oriented in parallel. The different halogens are
depicted with the following colormap: chlorine blue, bromine red, and iodine yellow. The DZP basis
set is represented with slanted lines, the TZ2P with horizontal lines, and QZ4P with vertical lines.

Figure 3. PBE0−dDsC interaction energies (without zero-point vibrational energy correction) with
different basis sets for the complexes oriented in perpendicular. The halogen atoms are depicted
with the following colormap: chlorine blue, bromine red, and iodine yellow. The DZP basis set is
represented with slanted lines, the TZ2P with horizontal lines, and QZ4P with vertical lines.

Although the DFT results are robust with basis set size, an important question remains
to be answered: “Does the PBE0 functional with dispersion corrections give a reasonable
description of these weak interacting complexes?” Thus, we have calculated the interaction
energies also by using the CCSD(T)-DLPNO/CBS approach. For both the parallel oriented
complexes (Table 1) and the perpendicular oriented complexes (Table 2), the differences
between the CCSD(T) interaction energies and the DFT ones are largest for the iodine

63



Molecules 2023, 28, 772

halogen bonds but do not vary more than 5 kJ/mol. Hence, PBE0-dDsC/QZ4P is suitable
to describe the weak bonding interactions in these complexes and captures most of the
relevant physics.

Table 1. Interaction energies (kJ/mol) for the parallel oriented complexes calculated with PBE0-
dDsC/QZ4P and CCSD(T)-DLPNO/CBS.

Furan Thiophene Selenophene

CCSD(T)
CBS

DFT
QZ4P

CCSD(T)
CBS

DFT
QZ4P

CCSD(T)
CBS

DFT
QZ4P

C2F3X
Cl −7.2 −7.0 −9.1 −8.1 −0.5 −0.3
Br −9.4 −9.7 −8.5 −7.7 −10.8 −10.1
I −13.9 −12.1 −16.2 −12.7 −17.2 −13.8

CF3X
Cl −7.0 −7.1 −5.1 −4.6 −9.6 −8.3
Br −9.1 −9.1 −8.0 −7.6 −8.7 −8.8
I −13.3 −11.5 −15.7 −12.4 −16.2 −13.9

Table 2. Interaction energies (kJ/mol) for the perpendicular oriented complexes calculated with
PBE0-dDsC/QZ4P and CCSD(T)-DLPNO/CBS.

Furan Thiophene Selenophene

CCSD(T)
CBS

DFT
QZ4P

CCSD(T)
CBS

DFT
QZ4P

CCSD(T)
CBS

DFT
QZ4P

C2F3X
Cl −7.7 −7.2 −10.1 −8.9 −10.0 −8.7
Br −10.4 −10.1 −10.8 −9.9 −12.3 −11.5
I −15.0 −13.6 −17.7 −14.4 −17.8 −15.1

CF3X
Cl −7.8 −7.7 −10.0 −9.0 −9.7 −8.8
Br −11.0 −10.9 −11.8 −10.9 −11.3 −10.9
I −14.5 −13.4 −16.6 −14.2 −17.5 −14.7

A last benchmark of the theoretical data is a comparison of the calculated interaction
enthalpies with experimentally determined enthalpies (Table 3) for CF3I· · · furan. For the
compounds for which experimental data are available, the agreement between theory
and experiment is good, and only small deviations are found, which are within chemical
accuracy. Thus, the PBE0-dDsC/QZ4P calculations are of sufficient quality and in the
following sections only the results obtained with PBE0-dDsC/QZ4P are discussed and the
remaining results can be found in the supplementary information.

Table 3. Calculated (PBE0-dDsC/QZ4P) and experimental interaction enthalpies (kJ/mol) a for the
parallel (‖) and perpendicular (⊥) oriented CF3I· · · furan complexes in the gas phase.

Compound ∆H150K ∆H298K ∆H150K
exp

CF3I· · · furan (‖) −12.8 −14.0 −14.0(8)
CF3I· · · furan (⊥) −12.0 −10.8 −14.4(9)

a Gas phase complexation enthalpy obtained by correcting the experimental value in LKr for solvent effects.
Corrections were introduced by using MC-FEP simulations similar to those described in [20].

2.2. Interaction Energies and Trends

The hard–soft acid–base (HSAB) principle states that soft acids preferably interact
with soft bases, while hard acids prefer interacting with hard bases, when all other factors
are equal. Thus, when oxygen is switched to selenium in a molecule, the size of the atom
increases as well the polarizability; however, the electronegativity decreases. Therefore,
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the oxygen can be considered as a hard base and selenium as a soft base, and the sulfur is
in between. The same reasoning can be made for the halogen atoms, which results in the
following ranking of their softness as acids: Cl < Br < I. The delocalized π-systems in the
heteroaromatic molecules act as Lewis bases and are considered to be soft while the lone
pairs present on the heteroatoms are harder. Based on the HSAB principle, it is expected
that complexes having the lowest interaction energy contain the following combination
of halogen and chalcogen atoms: chlorine (hard) and selenium (soft) or iodine (soft) and
oxygen (hard). The strongest interaction, on the other hand, is expected to occur between
complexes containing chlorine and oxygen or iodine and selenium. For the complexes
corresponding to a perpendicular geometry, where the halogen atom interacts with the
soft, delocalized π-system, the strongest interacting complex is expected to contain a soft
iodine atom. The complex with the lowest interaction energy in perpendicular position,
however, can be predicted to accommodate a hard chlorine atom. Based on the σ-hole
theory, which considers only electrostatic interactions, a difference is expected between
the sp2 and sp3 hybridized complexes: the carbon atom with sp2 hybridization is expected
to be more electronegative (higher s-character), and thus these complexes are expected to
have a larger electrostatic interaction for the same halogen atom than their sp3 hybridized
counterparts. Furthermore, as the halogen atom is changed from chlorine to bromine, and
further to iodine, the polarizability of the halogen atom increases, and its electronegativity
will decrease. The increase in polarizability is expected to lead to an increased σ-hole and
subsequently to a larger electrostatic contribution. Moreover, going down in the periodic
table will also lead to an increased dispersion interaction. In addition to these longer-
range interactions, Pauli repulsion and potentially charge transfer may also play their part,
as demonstrated in a study of various CX3I and halide anion interactions [21]. Hence,
which effect will dominate is not clear based on qualitative arguments, as has been found
previously [84].

These hypotheses can be tested by carrying out an EDA analysis on the PBE0-dDsC/QZ4P
interaction energies (Ebond) for all complexes, presented in Tables 4 and 5. The total bonding
(interaction) energies are decomposed in contributions of the Pauli repulsion term (EPauli), elec-
trostatic interaction (Eels), the steric interaction (Esteric = EPauli + Eels), the orbital interaction
term (Eorb), and the dispersion (Edisp) term.

A first glance at the interaction energies in parallel orientation (Table 4) shows that
indeed the weakest interacting complex is C2F3Cl· · · selenophene, as predicted by applying
the HSAB argumentation. The strongest interacting species are C2F3I· · · selenophene
and CF3I· · · selenophene, also inline with the HSAB rules. However, the interaction in
CF3Cl· · · selenophene, predicted to be weak, are on par with other species. Moreover, the
interaction in C2F3Cl· · · furan, predicted to be strong, is only half as strong as the interaction
in C2F3I· · · furan. For the perpendicular cases (Table 5), the I· · · Se interactions are indeed
the strongest, but the Cl· · · Se interactions, predicted to be weak, are stronger than the
Cl· · ·O interactions, predicted to be strong. This indicates that the HSAB principle does not
tell the full story, and predictions based solely on these considerations can be substantially
in error. In addition, the prediction based on the σ-hole theory—that the sp2 hybridized
species interact more strongly than their sp3 counterparts—is not immediately confirmed
by the DFT interaction energies. The differences between the sp2 and sp3 hybridized species
is in general very small, with only a few exceptions in one case confirming and in one
case disproving the σ-hole predictions. It is evident that predicting the interaction strength
cannot be based purely on qualitative arguments and that the interaction is a more subtle
interplay of different contributions.

One trend that is generally followed for all species is that when X is varied from Cl to
I, the interaction energy increases, as is predicted from considering the larger polarizability
of X when going down in the periodic table. This effect is much less pronounced when
Y of the aromatic ring is varied from O to Se: much smaller variations in the interaction
energies are discernible and an increasing trend is not always found. This highlights again
that these interactions are not solely determined by one factor.
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Table 4. Energy decomposition analysis (EDA) in kJ/mol for the parallel oriented complexes.

Complex EPauli Eels Esteric Eorb Edisp Ebond

C2F3Cl· · · furan 7.0 −7.5 −0.5 −3.1 −3.0 −6.7
C2F3Br· · · furan 10.7 −11.2 −0.5 −5.1 −3.4 −9.0
C2F3I· · · furan 16.9 −16.7 0.2 −7.9 −4.2 −11.9
C2F3Cl· · · thiophene 7.0 −6.5 0.5 −3.5 −4.8 −7.8
C2F3Br· · · thiophene 10.2 −8.6 1.7 −5.4 −3.8 −7.5
C2F3I· · · thiophene 18.6 −14.0 4.6 −10.8 −6.1 −12.3
C2F3Cl· · · selenophene −0.0 −0.2 −0.2 0.0 −0.3 −0.5
C2F3Br· · · selenophene 12.1 −10.1 2.0 −6.9 −4.8 −9.7
C2F3I· · · selenophene 23.6 −17.3 6.3 −13.3 −6.0 −13.1
CF3Cl· · · furan 7.5 −7.9 −0.4 −3.4 −2.9 −6.8
CF3Br· · · furan 9.6 −10.2 −0.7 −4.6 −3.2 −8.5
CF3I· · · furan 17.6 −16.9 0.6 −7.9 −4.1 −11.4
CF3Cl· · · thiophene 1.1 −2.5 −1.4 −1.2 −2.1 −4.7
CF3Br· · · thiophene 10.0 −8.3 1.8 −5.7 −3.2 −7.1
CF3I· · · thiophene 20.6 −15.1 5.6 −11.7 −5.8 −12.0
CF3Cl· · · selenophene 7.5 −6.6 0.9 −4.1 −4.8 −8.0
CF3Br· · · selenophene 14.5 −11.4 3.1 −7.8 −3.6 −8.2
CF3I· · · selenophene 28.5 −20.4 8.1 −15.9 −5.8 −13.6

Table 5. Energy decomposition analysis (EDA) in kJ/mol for the perpendicular oriented complexes.

Complex EPauli Eels Esteric Eorb Edisp Ebond

C2F3Cl· · · furan 5.6 −5.6 0.0 −2.9 −4.0 −7.0
C2F3Br· · · furan 13.1 −11.3 1.8 −6.4 −4.7 −9.4
C2F3I· · · furan 22.0 −17.8 4.2 −11.9 −5.8 −13.5
C2F3Cl· · · thiophene 8.2 −7.1 1.1 −4.0 −5.3 −8.3
C2F3Br· · · thiophene 8.7 −8.3 0.5 −4.8 −5.0 −9.3
C2F3I· · · thiophene 23.7 −18.3 5.4 −12.3 −7.1 −14.1
C2F3Cl· · · selenophene 7.7 −6.9 0.7 −3.8 −5.2 −8.3
C2F3Br· · · selenophene 14.0 −11.7 2.3 −7.3 −5.7 −10.6
C2F3I· · · selenophene 23.5 −18.6 4.9 −12.7 −7.0 −14.9
CF3Cl· · · furan 9.2 −8.0 1.2 −4.4 −4.1 −7.2
CF3Br· · · furan 16.4 −12.8 3.6 −8.4 −5.0 −9.8
CF3I· · · furan 24.0 −18.7 5.3 −13.1 −5.7 −13.4
CF3Cl· · · thiophene 8.2 −7.2 1.0 −4.2 −5.1 −8.3
CF3Br· · · thiophene 14.4 −11.6 2.8 −7.4 −5.4 −10.0
CF3I· · · thiophene 25.9 −19.9 6.1 −13.7 −6.7 −14.3
CF3Cl· · · selenophene 7.6 −7.1 0.5 −3.9 −5.0 −8.3
CF3Br· · · selenophene 16.2 −12.6 3.5 −8.2 −5.3 −9.9
CF3I· · · selenophene 27.6 −20.6 7.1 −14.3 −7.0 −14.2

If we look at the EDA analysis in more detail, we notice that the total steric interaction,
which is a sum of the Pauli repulsion and the electrostatic interaction, is for most cases
(parallel and perpendicular) rather small and in many cases repulsive. The electrostatic
interactions do not dominate the final interaction energy. The orbital interaction energy
and the dispersion energy also contribute significantly to the interaction between the two
molecules in the complex, and both are equally important. The dispersion energy follows
the expected trend of increasing when going down in the periodic table, if the halogen atom
is changed. This trend is not clearly visible if the heteroatom in the aromatic ring is changed
from O to Se. The differences in the dispersion contribution for sp2 and sp3 species are
small, and more notable when the parallel geometries are compared to the perpendicular
ones. For the perpendicular cases, where the halogen atom interacts with the π-system, the
dispersion interactions are in general larger.
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The orbital interaction term is in nearly all cases substantial. The orbital interaction
term has its origin here in the relaxation of the orbitals of both fragments due to mutual
polarization and to a lesser extent charge transfer. Thus, for the heavier halogen atoms,
these orbital interactions are stronger, as they are more polarizable. Trends in the variations
in the orbital contribution term due to the change from sp2 to sp3, due to the change from
O to Se, or due to the change from parallel to perpendicular are harder to detect, and an a
priori rule for predicting the magnitude of this term based on qualitative considerations
proves to be unreliable.

We found that in general the interactions between the molecules in perpendicular
orientation are larger than in parallel orientation, but not one factor is dominating in this
increase. In some cases, the dispersion contribution is larger, in other cases, the orbital
interaction term. The nature of the aromatic ring (Y = O, S, or Se) plays a much less decisive
role, and no clear trends are visible. The hybridization of the carbon atom to which the
halogen atom is attached also does not govern the interaction energy. The only clear trend
is with halogen atom, when it becomes larger (X = Cl, Br, I), the interaction energy becomes
stronger, mainly due to polarization of the fragments.

As we have seen that the interactions between the halogen bond donor and the
aromatic π-system can be relatively strong, and caused by mutual polarization (as shown by
the orbital interaction term), two remaining issues have to be resolved. One is whether the
changes, induced by halogen bond formation, in the orbitals are such that the aromaticity
of the five-membered ring is influenced, and the second one is whether the presence
of the heavy halogen atom and the accompanying changes in orbitals affect the optical
properties of the five-membered ring, and the spin-orbit coupling between the lowest
electronic states. To answer the first question, the π-current density, induced by an external
magnetic field has been calculated. Plots of the induced π-current density for CF3I· · · furan
in parallel and perpendicular geometry are presented in Figure 4, together with a plot
of the induced current density for the free aromatic ring. The induced current density is
plotted in a plane, 1 a0 above the molecular plane of the five-membered ring. The plots are
visually indistinguishable from each other, indicating that no major changes in aromaticity
occur upon complexation. This is further corroborated by the jmax values, the maximum
strength of the current density. For furan, a jmax value of 0.0855 a.u. is found, whereas for
CF3I· · · furan (‖) a value of 0.0824 a.u. is found and for CF3I· · · furan (⊥) 0.0827 a.u. Hence,
upon formation of the halogen bonds, the induced π-current density is unaffected, and the
aromatic character of the ring remains unchanged. This result is expected based on the
symmetry selection rules in the ipsocentric formulation [85,86], as the nodal structure of
the π-orbitals is not influenced by the halogen bond formation.

Figure 4. Plots of the π-current density for (a) furan, (b) CF3I· · · furan (‖), and (c) CF3I· · · furan (⊥).

For the exploration of the influence of the halogen bond on the excited states of the
aromatic ring, we have selected several complexes (Table 6) with varying halogen (Br/I),
orientation, and hybridization. The spin-orbit coupled excitation energies of the lowest,
bright, π → π∗ transition is barely influenced by the presence of the halogen bond. That
also holds for the energy of the lowest triplet state that has π → π∗ character. In all
complexes, the three levels of the triplet remain degenerate, but in the perpendicular
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orientation, for the I· · · furan complexes, a very small splitting in the three levels is visible,
due to the close proximity of the iodine atom to the π-system.

The spin-orbit coupling between the bright π → π∗ state and the lowest triplet state
is small for all aromatic rings. A negligible increase is discernible if the halogen atom
forms a halogen bond in parallel orientation, but in the perpendicular orientation, the
spin-orbit coupling is significantly increased. The increase in spin-orbit coupling follows
the trend selenophene > thiophene > furan, but, unexpectedly, the spin-orbit coupling
in C2F3I· · · furan is smaller than for the analogous Br complex, which may be caused by
the closer proximity of the heavy atom to the π-system in the Br case than in the I case.
Furthermore, despite the fact that in the I case a stronger mixing of the occupied π-system
of the furan with the π-system of C2F3I occurs, a larger mixing in the unoccupied π-orbitals
with σ-like C2F3Br orbitals occurs, which may enhance the spin-orbit coupling more in the
Br case. An unexpectedly large spin-orbit interaction is observed for C2F3I· · · thiophene
complex, with concomitantly a strong mixing of the C2F3I orbitals with the occupied and
unoccupied π-orbitals of thiophene, which further enhances the spin-orbit interaction.

Table 6. Excitation energies (eV) of the bright singlet and dark triplet π → π∗ states and the spin-orbit
coupling matrix element (cm−1) for CF3I· · · furan in parallel (‖) and perpendicular (⊥) orientation.

Compound S(π→ π∗) T(π→ π∗) 〈S|HSO|T〉
furan 6.28 3.97/3.97/3.97 0.01

thiophene 5.85 3.74/3.74/3.74 0.06
selenophene 5.50 3.53/3.53/3.53 0.38

CF3Br· · · furan (‖) 6.29 3.97/3.97/3.97 1.05
CF3Br· · · furan (⊥) 6.35 4.00/4.00/4.00 14.32
C2F3Br· · · furan (⊥) 6.22 4.00/4.00/4.00 11.77

CF3I· · · furan (‖) 6.31 4.00/4.00/4.00 0.09
CF3I· · · furan (⊥) 6.29 4.03/4.03/4.04 23.73

CF3I· · · thiophene (⊥) 5.80 3.80/3.80/3.80 41.17
CF3I· · · selenophene (⊥) 5.44 3.61/3.61/3.61 68.56

C2F3I· · · furan (⊥) 6.24 4.03/4.03/4.04 6.84
C2F3I· · · thiophene (⊥) 5.85 3.80/3.80/3.80 64.62

C2F3I· · · selenophene (⊥) 5.49 3.61/3.61/3.61 67.56

In all perpendicular cases, an increase in spin-orbit coupling matrix element is ob-
served due to formation of the halogen bond, hence, intersystem crossings from singlet
to triplet can be accelerated by the formation of halogen bonds with heavy atoms. Thus,
triplet formation in π-conjugated molecules can be accelerated by adding iodine-containing
additives that form halogen bonds with the π-systems. This effect may find an application
in organic electronic devices when it is desirable to increase the formation of triplets.

3. Materials and Methods

The starting geometries of the weakly bonded complexes were built by using the
Amsterdam Modelling Suite–Graphical User Interface (AMS-GUI). The aromatic molecule
(furan/thiophene/selenophene) was complexed with a small molecule with sp2, and sp3

hybridization (C2F3X or CF3X, with X = Cl, Br, I), which were placed in a parallel and
perpendicular orientation, Figure 1. This procedure rendered 36 different geometries.

Geometry optimizations were performed with the PBE0 functional (following the work
of [87]), together with density-dependent dispersion corrections (dDsC) [88], and using the
DZP, TZ2P, and QZ4P basis sets. Scalar relativistic effects were taken into consideration by
using the ZORA formalism [89–91]. Frequency calculations were performed at the same
level of theory for all basis sets to confirm that all stationary points are minima on the
PES (see SI for a list of all frequencies for all molecules obtained with the QZ4P basis set).
At the optimized geometries, the interaction energies were further analysed by using the
energy decomposition analysis (EDA) [92]. These calculations were performed with the
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AMS-2022 suite [82,93,94]. Single-point energy calculations were also performed with the
CCSD(T) DLPNO method [95], with the ORCA-5.070 package [96,97], with extrapolation
to the complete basis set limit by using the def2-TZVP and def2-QZVP basis sets on
the PBE0-dDsC/QZ4P optimized geometries. The aromaticity of the weakly bonded
complexes was studied by using the magnetic criterion, and the magnetically induced
current density was calculated by using Gamess-UK [98,99] and SYSMO [100] by using
the PBE0 functional, def2-TZVP basis set, and CTOCD-DZ method [85,86,101–103]. Time-
dependent DFT calculations were performed with AMS (PBE0-dDsC/QZ4P) to explore
the excited state properties. Spin-orbit coupling was taken into account by using the
perturbational approach [104].

4. Conclusions

The halogen bond complexes CF3X· · ·Y and C2F3X· · ·Y, with Y = furan, thiophene,
selenophene and X = Cl, Br, I, have been studied by using DFT and CCSD(T). It turns out
that the PBE0-dDsC/QZ4P gives an adequate description of the interaction energies in these
complexes, compared to CCSD(T) and experimental results. The energy decomposition
analysis shows that all complexes are significantly stabilized by electrostatic, orbital, and
dispersion interactions: not one factor dominates the interaction energy. In general, the
interaction between the halogen atom and the π-bonds is stronger than with the lone pairs:
the interaction is larger in the perpendicular orientation. The strength of the interaction
follows the trend Cl < Br < I; the chalcogenide in the aromatic ring nor the hybridization
plays a decisive role. Upon halogen bond formation, the aromaticity of the five-membered
ring is unaffected: the π-ring current remains equally strong and diatropic in the complex
as it is for the free aromatic ring. However, the photophysical properties of the complex
are affected. The spin-orbit coupling between the singlet and triplet π → π∗ states is
increased, and a faster intersystem crossing is therefore expected. This effect of halogen
bond formation can play a role in the formation of triplets in organic electronic devices
when iodine containing additives are added.
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Abbreviations
The following abbreviations are used in this manuscript:

CCSD(T) Single double coupled cluster with perturbative triples
EDA Energy Decomposition Analysis
CDFT Conceptual Density Functional Theory
DFT Density Functional Theory
DZ Double Zeta
TZ2P Triple-Zeta with two polarization functions
QZ4P Valence Quadruple-Zeta + 4 polarization function, relativistically optimized
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Abstract: Halogen bonds (XBs) between metal anions and halides have seldom been reported
because metal anions are reactive for XB donors. The pyramidal-shaped Mn(CO)5

− anion is a
candidate metallic XB acceptor with a ligand-protected metal core that maintains the negative
charge and an open site to accept XB donors. Herein, Mn(CO)5

− is prepared by electrospray
ionization, and its reaction with CH3I in gas phase is studied using mass spectrometry and density
functional theory (DFT) calculation. The product observed experimentally at m/z = 337 is assigned
as [IMn(CO)4(OCCH3)]−, which is formed by successive nucleophilic substitution and reductive
elimination, instead of the halogen-bonded complex (XC) CH3−I···Mn(CO)5

−, because the I···Mn
interaction is weak within XC and it could be a transient species. Inspiringly, DFT calculations
predict that replacing CH3I with CF3I can strengthen the halogen bonding within the XC due to the
electro-withdrawing ability of F. More importantly, in so doing, the nucleophilic substitution barrier
can be raised significantly, ~30 kcal/mol, thus leaving the system trapping within the XC region. In
brief, the combination of a passivating metal core and the introduction of an electro-withdrawing
group to the halide can enable strong halogen bonding between metallic anion and iodide.

Keywords: halogen bond; metallic anion; nucleophilic substitution reaction; quantum chemistry
calculation; reductive elimination

1. Introduction

The halogen bond (XB) is a type of non-covalent interaction that has attracted the
interests of experimentalists and theoretical chemists in recent years [1–9]. According to the
International Union of Pure and Applied Chemistry (IUPAC), “a halogen bond occurs when
there is evidence of a net attractive interaction between an electrophilic region associated
with a halogen atom in a molecular entity and a nucleophilic region in another, or the same,
molecular entity” [10]. This definition states unambiguously that the halogen atom serves
as an electrophile and interacts with a nucleophilic moiety. Typically, an XB is denoted as
R−X···Y with three dots representing the bond, and X is a halogen atom (i.e., XB donor)
that has an electrophilic region on its electrostatic potential surface, and Y is an XB acceptor.
For the XB donor molecule (i.e., R−X molecule), the electrophilic (or positive) region on
X, named as “σ-hole” [11,12], is induced by the R−X bond, which leaves an anisotropic
distribution of electrons. The σ-hole magnitude, which represents the XB strength given by
the same XB acceptor, scales with the polarizability of the halogen atom, that is, F < Cl < Br
< I. Hence, changing the X atom can tune the XB’s strength, and there are other methods as
well, including modifying the R-functional group and the electro-withdrawing ability of Y.
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The nature and tunability of XB make it useful in different fields spanning from material
sciences to biomolecular recognition and drug design [13–18].

The common XB acceptors are nucleophiles, such as N, O, S, P, or halogen atoms/anions;
metal anions are rarely seen. This is because atomic metal anions are usually too reactive
towards organohalogens. For example, the reaction between Au−/Ag−/Cu− anions and
CH3I in gas phase give rise to a Grignard reagent-like product [CH3−M−I]−, where a
covalent M−I bond is formed [19,20]. This structure is calculated to be ~2.0–3.0 eV more
stable than the XB complex [CH3−I···M]− [20,21]. To achieve the goal of forming metallic
acceptor-containing halogen bonds, one of our authors proposed two strategies: one is to
utilize a metal cluster anion with a high electron detachment energy; the other is to design a
ligand-passivated/protected metal core that can maintain the negative charge [22]. The goal
of this work is to check the feasibility of the second strategy experimentally. Hence, herein,
we prepared a Mn(CO)5

− anionic compound by electrospray ionization and investigated
its reactivity with CH3I.

To test whether Mn(CO)5
− anion is a suitable candidate to form a halogen-bonded

complex, we first investigated the properties of Mn(CO)5
− anion by density functional

theory (DFT) calculation using M06-2X method [23] with aug-cc-pVTZ basis set [24–26].
As shown in Figure 1a, the structure of Mn(CO)5

− anion has a pyramidal shape, with one
CO ligand in the horizontal direction and the other four CO ligands almost in the same
plane (see Figure S1 for an illustration), leaving the left an open site to accept a XB donor.
A Mulliken charge analysis [27] (Figure 1a) indicated that the Mn-atom core is the most
negative, with a charge of −0.84 e, and this is clearly displayed in the electrostatic potential
map (Figure 1b). In addition, the HOMO of Mn(CO)5

− anion (Figure 1c) comprising C p
orbital and Mn dx2 orbital has electrons evenly delocalized on four C atoms, thus stabilizing
the compound. In brief, Mn(CO)5

− anion fulfills the two criteria of the second strategy: the
metal core is negatively charged and has at least one open site to accept the XB.
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In this work, we will first study the reaction between Mn(CO)5
− anion and CH3I in

gas phase using a linear ion trap mass spectrometer. Then the products and mechanism
will be analyzed with the help of DFT calculation. The stability of the halogen-bonded
complex is evaluated, and a strategy is proposed to further stabilize it.

2. Methods
2.1. Experimental Methods

Mass spectra were acquired using a linear ion trap mass spectrometer (LTQ-XL,
Thermo-Fisher, Waltham, MA, USA). The inlet capillary temperature of the mass spectrom-
eter was maintained at 275 ◦C. The tube lens voltage on the LTQ-XL was set to be 0 V in
order to avoid in-source fragmentation of the fragile species. The applied negative voltage
was set at −4000 V in this study in order to trigger the electrospray ionization. A methanol
solution of Mn2(CO)10 was sprayed to generate the Mn(CO)5

− anion. The collision-induced
dissociation (CID) spectrum of the Mn(CO)5

− anion is presented in Figure S2. Gas-phase
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reaction between the Mn(CO)5
− anion and the neutral CH3I molecule at room temperature

was conducted in the linear ion trap by using the collision-induced dissociation (CID) mode
that is, the MS2 mode of the mass spectrometer in order to isolate the Mn(CO)5

− anion in
the trap. The CH3I molecules were introduced to the trap by putting a drop of CH3I into
a small stainless-steel reservoir that was connected to the pipeline of the He collision gas.
The collision energy was set to be under 10 V in order to trigger the reactions.

2.2. Computational Methods

Geometry optimizations were performed using M06-2X functional [23], with aug-
cc-pVTZ basis set [24–26] used for H, C, O, F, and Mn atoms, and aug-cc-pVTZ-PP basis
set [28,29] used for I atoms. Various configurations were optimized for CH3I−Mn(CO)3

−,
and the most stable structures were used for discussion (see Figure S3 for details). Harmonic
vibrational frequencies were calculated to confirm the nature of the stationary points.
Intrinsic reaction coordinate (IRC) calculations were performed on transition states to
confirm that they connected the correct intermediates. The ground state of Mn(CO)4I−

is doublet, and the other metal-involved species are all singlet. The zero-point corrected
energy is used in the potential energy profile. Gaussian 16 [30] package was used to perform
all the calculations.

3. Results and Discussion
3.1. Mass Spectrometry

A typical mass spectrum showing the reaction products between Mn(CO)5
− and

CH3I is presented in Figure 2a. Three major peaks at m/z 281, 294, and 337 were observed,
corresponding to the masses of CH3I-Mn(CO)3

−, Mn(CO)4I−, and CH3I-Mn(CO)5
−, among

which the latter is the direct product from the reaction between Mn(CO)5
− and CH3I, but

the former two are the collision fragments of the latter. To obtain structural information for
the m/z 337 peak, we further isolated it with the MS3 mode of the mass spectrometer; its
CID fragments with a collision energy of 5 V are presented in Figure 2b. If CH3I-Mn(CO)5

−

is a weakly bonded species of Mn(CO)5
− and CH3I, its fragments should predominantly

be Mn(CO)5
−. However, two distinct fragments, CH3I-Mn(CO)4

− and MnIO2
−, were

observed, suggesting that the m/z 337 peak is not a weakly bound species.
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Figure 2. Mass spectrometric results. (a) A typical mass spectrum showing the reaction products
between Mn(CO)5

− and CH3I; (b) CID mass spectrum of [Mn(CO)5(CH3I)]− at m/z 337 taken with
the MS3 mode. The nominal applied CID voltage is 5 V.

3.2. Density Functional Theory Calculation
3.2.1. Mn(CO)5

− + CH3I Reaction Mechanism

To identify the structure and understand the formation mechanism of the aforemen-
tioned observed products, we performed DFT calculations. Scheme 1 depicts the potential
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energy surfaces (PESs) for Mn(CO)5
− + CH3I, and selected structures are displayed in

Figure 3. Enthalpy and free energy values at 298.15 K are listed in Table 1.
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Table 1. Energetic values for stationary points on the PES of CR3I reacting with Mn(CO)5
−.

kcal/mol ∆Eelec ∆(Eelec + ZPE) ∆H298.15K ∆G298.15K

R H F H F H F H F

Mn(CO)5
− + CR3I 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

XC −5.4 −17.5 −5.3 −17.5 −3.9 −16.5 1.4 −7.0
RC −8.6 −3.6 −9.1 −3.2 −7.3 −1.8 −0.2 3.8
TS1 0.4 29.1 0.2 28.9 1.2 30.3 8.6 37.3
TS2 35.2 27.2 34.4 26.1 35.4 27.6 43.0 35.2
PC1 −31.7 −56.6 −32.0 −56.9 −31.1 −55.1 −22.4 −47.6
TS3 −20.3 −18.8 −20.2 −19.2 −19.5 −17.8 −10.4 −9.9
PC3 −44.4 −56.7 −43.2 −55.5 −42.4 −54.9 −33.3 −43.5
Mn(CO)4I− + COCR3 −3.0 −0.7 −5.0 −2.4 −3.9 −1.4 −8.2 −5.8
Mn(CO)4I− + CO + CR3 13.1 33.4 5.7 28.4 8.4 30.2 −4.7 16.3
CR3I−Mn(CO)3

− + 2CO −1.6 −28.3 −6.1 −32.4 −4.4 −29.7 −15.5 −43.1

Figure 3 depicts that a halogen-bonded complex (XC) CH3−I···Mn(CO)5
− is formed

by an I atom attacking the open site of Mn, and XC is 5.3 kcal/mol lower in energy than
the reactants. The I···Mn distance within XC is 3.652 Å, which is 79% of the sum of the
van der Walls radii of I (2.36 Å) and Mn (2.24 Å). At the same time, a slightly more stable
pre-reaction complex (RC) is formed between a C atom interacting with Mn; it is lower in
energy by 2.8 kcal/mol. Of note, additional conformers of RC that are higher in energy
are localized: one has a linear I−C−Mn shape, and the other I−C−Mn angle is ~ 90◦.
These two structures are structural isomers of RC, which may appear when CH3I attacks
Mn(CO5)− in a different direction. For clarity, they are omitted in Figure 3 and are instead
present in Figure S4. After crossing a back-side attack nucleophilic substitution barrier
(TS1) of 8.3 kcal/mol, it proceeds to post-reaction complex PC1. We also considered the
front-side attack SN2 transition state (TS2); however, it is too high (34.4 kcal/mol) to occur.
Within PC1, CH3 fragment and I fragment are located on the opposite side of Mn with a
weak I-C interaction. Relative to the reactants, PC1 is −32.0 kcal/mol in energy. Then PC1
can undergo a reductive elimination barrier (TS3) of 11.8 kcal/mol and ends up with the
formation of a C−C bond and the migration of I to bond with Mn. This resulted complex
(PC2) is very stable, and is −43.2 kcal/mol relative to the reactants. Because TS1 is almost
thermally neutral and TS3 is lower in energy than the reactants, the most stable PC2 can be
formed under room temperature (the experimental condition). For this reason, in Figure 2,
the signal at 337 m/z was assigned to be PC2, and it agrees with experimental results that
this species is quite stable.

The calculated energy for Mn(CO)5
− + CH3I → Mn(CO)4I− + COCH3 reaction is

−5.0 kcal/mol, and the calculated energy to form Mn(CO)4I− + CO + CH3 is 5.7 kcal/mol.
Therefore, we believe the experimentally observed Mn(CO)4I− is more likely to be dissoci-
ated from PC2 and to generate COCH3 at the same time, and is less likely to be caused by
the collision-induced dissociation that forms CO and CH3.

The calculated energy from generating CH3I−Mn(CO)3
− + 2CO from reactants is

−6.1 kcal/mol downhill. The most stable structure of CH3I−Mn(CO)3
− has a pseudo-

bipyramidal shape (Figure 3). Analyzing the PES indicates that it may dissociate from PC1
or, provided sufficient energy, dissociate from TS2.

In brief, although there is considerable halogen bonding between CH3I and Mn(CO)5
−,

the passivated Mn center within Mn(CO)5
− is still reactive towards CH3I, thus making

the XC a transient species. The observed CH3I-Mn(CO)5
− signal is PC2, which forms by

nucleophilic substitution and the following reductive elimination.

3.2.2. Stabilizing Halogen-Bonded Complex by CF3I

It is known that introducing an electron-withdrawing group, such as F, to the methyl
group can increase the σ-hole magnitude, and thus the XB strength. Therefore, we changed
CH3I to CF3I, which induces a greater positive region on the I atom, in the hope that
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it can stabilize the halogen-bonded complex when interacting with Mn(CO)5
−. On the

other hand, changing CH3 to a heavier CF3 group is expected to raise the inversion SN2
barrier [31], thus preventing the SN2 reaction. This may also help trap the system in a
halogen-bonded complex well, so we computed the PES of Mn(CO)5

− + CF3I.
As shown in Scheme 1, the halogen-bonded complex (XC’) CF3−I···Mn(CO)5

− well
is 17.5 kcal/mol deep, where the pre-reaction complex RC’ is 14.3 kcal/mol higher than
it is. Within XC’, the I···Mn distance is 3.224 Å, being 0.428 Å shorter than the corre-
sponding value of XC. This is consistent with XC’ being more stable than XC. To charac-
terize the interaction between CR3I and Mn(CO5)− within the halogen-bonded complex
CR3−I···Mn(CO)5

−, natural bond orbital (NBO) [32,33] calculations were performed for R
= H and F in order to analyze the donor–acceptor charge transfer properties. As shown in
Figure 4, taking CF3−I···Mn(CO)5

− as an example, the donor orbital is the Mn−C bonding
σ orbital and Mn 3p orbital, and the acceptor orbital is the C–I antibonding σ* orbital. The
same scenario also applies for CH3−I···Mn(CO)5

−. In comparison, when the halogen-
bonded complex is composed of a main group nucleophile, such as F− and CH3I (i.e.,
[CH3−I···F]−), the donor NBO is a 2p orbital; when the nucleophile is Cu−/Ag−/Au−,
the donor NBO is an s orbital [21,34].
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Figure 4. Donor and acceptor natural bond orbitals (NBOs) of halogen-bonded complex
CF3−I···Mn(CO)5

− to illustrate the charge transfer interaction between I and Mn.

Additionally, the back-side attack SN2 barrier (TS1′) is largely raised to 28.9 kcal/mol
relative to the reactants. Although the front-side attack transition state (TS2′) is lower than
TS2, TS2′ is still 26.1 kcal/mol uphill. Of note, different from CH3I, the front-side attack
SN2 barrier (TS2′) is lower than the back-side attack SN2 barrier (TS1′) by 2.8 kcal/mol. If
the reactants are cooled to room temperature or even lower, they are unlikely to cross these
barriers or proceed to nucleophilic substitution and the following reductive elimination. Of
note, the PC1′ and PC2′ complexes are even lower than PC1 and PC2, but PC1′ needs to
cross a barrier (TS3′) of 37.7 kcal/mol. In another words, if the system crosses TS1′, both
PC1′ and PC2′ can be formed and stable.

To summarize, calculations show that replacing CH3I with CF3I stabilizes the halogen-
bonded complex and raises the nucleophilic substitution barrier. This is an effective strategy
to obtain strong halogen bonding between iodide and metallic anions.

4. Conclusions

To achieve the goal of constructing a stable halogen-bonded complex between metallic
anionic species and halide, we adopted the strategy of passivating the reactive metallic
anion by introducing protected ligands. Thus, we designed the Mn(CO)5

− anionic com-
pound, and DFT calculation confirms that it maintains a negatively charged core and has
an open site to accept halogen bond donors. Next, the Mn(CO)5

− species was prepared
by electrospray ionization and then reacted with CH3I in gas phase using a linear ion
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trap mass spectrometer. The major products were CH3I-Mn(CO)3
−, Mn(CO)4I−, and

CH3I-Mn(CO)5
−. DFT calculations suggested that CH3I-Mn(CO)5

− is a stable species (i.e.,
[IMn(CO)4(OCCH3)]−) that forms by nucleophilic substitution and reductive elimination.
The halogen-bonded complex CH3−I···Mn(CO)5

− could be a transient species because the
interaction between I and Mn is weak.

By substituting CH3I to CF3I, calculations predicted that the resulted halogen-bonded
complex CF3−I···Mn(CO)5

− is stabilized considerably. In addition, the barrier for nucle-
ophilic substitution was greatly raised, allowing the system to trap in the XB complex well,
given that the system is cool enough to avoid crossing the SN2 barrier. This work presents
an example of stabilizing the halogen bonding between a ligand-protected metal anion
and halide with strong electro-withdrawing group. By adopting a similar strategy, it is
anticipated that more metallic acceptor-containing XBs will be discovered.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules27228069/s1, Figure S1: Optimized structure of Mn(CO)5

−

anion. Figure S2: CID fragments of the Mn(CO)5
− anion. Figure S3: Optimized structures of

CH3I−Mn(CO)3
−. Figure S4: Additional conformers of RC. Coordinates of all computed structures.
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Abstract: X-ray diffraction analysis and IR spectroscopy were used to study the products of the
interaction of vinyl cations C3H5

+ and C4H7
+ (Cat+) (as salts of carborane anion CHB11Cl11

−) with
basic molecules of water, alcohols, and acetone that can crystallize from solutions in dichloromethane
and C6HF5. Interaction with water, as content increased, proceeded via three-stages. (1) adduct
Cat+·OH2 forms in which H2O binds (through the O atom) to the C=C+ bond of the cation with the
same strength as seen in the binding to Na in Na(H2O)6

+. (2) H+ is transferred from cation Cat+·OH2

to a water molecule forming H3O+ and alcohol molecules (L) having the CH=CHOH entity. The O-
atom of alcohols is attached to the H atom of the C=C+-H moiety of Cat+ thereby forming a very
strong asymmetric H–bond, (C=)C+-H···O. (3) Finally all vinyl cations are converted into alcohol
molecule L and H3O+ cations, yielding proton disolvates L-H+-L with a symmetric very strong
H-bond. When an acetone molecule (Ac) interacts with Cat+, H+ is transferred to Ac giving rise to a
reactive carbene and proton disolvate Ac-H+-Ac. Thus, the alleged high reactivity of vinyl cations
seems to be an exaggeration.

Keywords: vinyl cations; vinyl cation adduct; very strong H-bond; proton disolvate; carborane salt

1. Introduction

Carbocations as positively charged particles are strong electrophiles and may (1) react
with a nucleophile thus yielding adducts (SN1 reaction), (2) act as a protonating agent
turning into highly active species that enter into secondary reactions, or (3) get rearranged
into other carbocations [1–3]. These reactions cannot be studied in liquid superacids,
where carbocations have so far been mainly investigated by NMR [2], because nucleophiles
are inevitably protonated under these conditions. Therefore, experimental studies on
carbocation/nucleophile interactions are scarce.

The reactivity of unsaturated carbocations having C=C and C≡C bonds is more diffi-
cult to study than that of saturated ones. As a class of reactive intermediates, they have been
the subject of extensive theoretical and experimental research in the past five decades [4–12].
Nonetheless, most reactivity studies have been focused on solvolysis reactions where the
reactive vinyl cation is intercepted by heteroatom-containing solvent molecules [4,5,13],
and these reactions have not been analyzed in detail. It follows from these works that
vinyl cations are highly reactive and, therefore, uncontrollable intermediates. This point
of view has been refuted by Mayr and coworkers [14], who found that the vinyl cation
is even less reactive than diarylcarbenium cations, some of the most stable trisubstituted
cations. An overestimation of the reactivity of the vinyl cation, as follows from the research
on solvolysis reactions, is also evidenced by high stability of vinyl cation salts in solutions
in dichloromethane, from which they can be isolated into a crystalline phase, which has
made it possible to study them by X-ray diffraction [15–17]. Recently, the reason for the
apparent high reactivity of the C6H5CH2

+ benzyl cation toward such a nucleophile as
benzene was established: it protonates benzene, turning it into a highly reactive carbene,
C6H5

..
CH, which enters into a secondary reaction with the available carbocation [18].
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We are not aware of reports about reactions of vinyl carbocations with the simplest
oxygen-containing nucleophiles L. It would be expected that such reactions would proceed
by the mechanism of both attachment of the nucleophile and its protonation, with the
formation of proton disolvates L-H+-L as well, which have been studied by X-ray diffraction
and IR spectroscopy (for L = H2O, Et2O, benzophenone, nitrobenzene, tetrahydrofuran,
and others) [19,20].

In this work, we examined the interaction of unsaturated vinyl-type carbocations
C3H5

+ and C4H7
+ (as carborane salts of the CHB11Cl11

− anion) with the simplest nucle-
ophiles: water, alcohols, and acetone. The reaction products that crystallized were studied
by X-ray diffraction and IR spectroscopy. We chose carborane CHB11Cl11

− as the counte-
rion (hereafter denoted as (Cl11

−), Figure 1) because of its exceptionally high stability at
low basicity [21].
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Figure 1. Undecachlorocarborane anion CHB11Cl11
− (atoms: green Cl, brown B, grey C and white H).

2. Results

The bulk amount of salts of cations C3H5
+ and C4H7

+ can be easily obtained by adding
to the acid H(Cl11) powder such a small amount of 1,2-dichloropropane or 1,2-dichloro-
2-methylpropane, respectively, with the sample remaining powdery. The quality of the
resulting salts can be controlled by IR spectroscopy (their IR spectra should coincide with
the reference spectra of salts [15,16], indicating the absence of impurities). These salts are
soluble in pentafluorobenzene only in the presence of small amounts of water. Storage
of such solutions for 1 day under ambient conditions led to a release of colorless crystals
from it. The solubility of the salts and the yield of crystals increased with an increase in the
content of water. X-ray diffraction analysis of crystals isolated from C4H7

+(Cl11
−) solutions

showed that they are a salt of proton disolvate L−H+−L formed by two alcohol molecules L,
representing 1-hydroxy-2-methylpropene (Figure 2).
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Figure 2. X-ray structure of the proton disolvate Ia.

The O···O distance in the OH+O moiety (2.420 Å) is typical for proton disolvates with
very strong H-bonds [19,20]. The position of the bridging proton was determined by means
of an electron density difference map (short O-H distance of 1.14 Å). Bond lengths and
bond angles of the cation, which we will designate as Ia (Figure 3), are given in Table 1
and Figure 2. Four carbon atoms C1-C4 and an oxygen atom of the alcohol molecule are
in the same plane, and their CCC and CCO angles are close to 120◦, i.e., C1 and C2 atoms
have sp2 hybridization and, therefore, are double bonded. The C-O···O angle is 118(3)◦,
which means that the O atom also has sp2 hybridization and belongs to the alcohol OH
group. The C=C double bond length of 1.286 Å was determined as the average of two
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isomeric alcohol molecules (Figure S1 in Supplementary Materials). It is shorter than that
in molecular C=C(–OH) fragments of enol tautomers (1.362 Å) [22]. The C−O distance
of 1.252 Å is also slightly shortened compared to that in a single C–O bond in the same
(C=)C–OH fragment (1.333 Å) [22].
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Table 1. Selected geometric parameters of proton disolvate Ia (averaged from two solvate molecules
(CH3)2C=CHOH) according to X-ray data.

Bond or Angle Å or º

O1–C1 1.258(5)
C1–C2 1.286(5)

C2–CH3 1.456(6)
O1–H1 1.14(7)
O1′–H1 1.28(7)

O1–C1–C2 123.4(4)
C1–C2–C3 121.3(4)
C1–C2–C4 121.6(3)
C3–C2–C4 117.1(4)

C1′–O1′· · · O1 118(3)

The IR spectrum of the crystals is characteristic of proton disolvates: it contains an
intense absorption pattern of the OH+O group, consisting of three broad bands at 905, 1297
and 1552 cm−1 (Figure 4, red). The band at 905 cm−1 belongs to νas(OH+O), and bands
1297 and 1552 cm−1 to mixed stretching and bending vibrations of the OH+O group [20].
The shape of the band at 905 cm−1 is distorted by the resonance effect leading to so-called
transparent windows (Evans holes) [23], which appear as dips in the spectrum at 855
and 640 cm−1.

The bands of CH stretching vibrations of CH3 groups of cation Ia (Figure 4, inset) are
easily interpreted because they are similar to those of CH3 groups of acetone in the previ-
ously studied disolvate Acetone−H+−Acetone [24], (Table 2). A weak band at 3048 cm−1

may belong to the stretching vibration of the =C-H bond, the C atom of which is adjacent
to the OH+O group.

There are more uncertainties in the interpretation of the C-O and C=C stretching vi-
brations. It has been found that absorption bands of C−O stretching vibrations of alcohol
molecules directly bound to H+ in proton disolvates are so strongly broadened and weakened
in intensity that they are not detectable in IR spectra [24]. Two bands at 1560 and 1683 cm−1

(Figure 4) are in the expected frequency range of C=C stretch vibrations [15–17] and can be
attributed to them. The fact that the position of the bridging proton is determined by X-ray
diffraction means that its two-well potential has a high enough potential barrier for the
proton to be at the bottom of one of the wells for a sufficiently long time (at the time scale
of IR spectroscopy) in order to demonstrate (in an IR spectrum) the non-equivalence of two
alcohol molecules in I as two C=C stretching frequencies. One of them at 1560 cm−1 is close
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to the frequency (1555 cm−1) of the cation in contact ion pair (CH3)2C=C+−H . . . (Cl11
−).

Therefore, it can be assumed that the frequency 1560 cm−1 belongs to the isobutylene
alcohol molecule, which has a shorter O+−H bond (1.14 Å) and imitates a protonated
alcohol molecule solvated by the second L alcohol molecule (CH3)2C=CH−OH−+H . . . L,
which is less influenced by the positive charge and has an increased C=C stretch frequency:
1683 cm−1. The CC and CH stretch frequencies are summarized in Table 2.
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Table 2. CH and C=C stretch frequencies (in cm−1) of the vinyl cation in adducts I–IV and in (Ac)2H+.

Cation

CH Stretch Vibrations
νC=C in

=C-H
CH3

νas νas νs C4H7
+ C4H7OH

Ia 3048 2988 2945 2880 1560 1683

Ib ND 2993 2945 2885 1560 1690 1664

IIa ~1630 2962 2932 2874 1633 1704

C4H7
+ [15] 3040 2960 2931 2875 1555 -

IV - 3013 2962 2917 - -

In salt
(Ac)2H+(FeCl4−) [24] - 3016 2957 2915 - -

ND: not determined.

It follows from the obtained results that disolvate Ia is generated by the interaction of
the C4H7

+ carbocation with water molecules, as shown in Scheme 1. The weak spectrum of
the H3O+ cation [25], which should arise simultaneously, actually manifests itself in the IR
spectrum of the viscous phase, which precipitates concurrently with the crystalline phase.
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X-ray diffraction analysis of crystals—grown from a solution of the C3H5
+(Cl11

−) salt
under the same conditions under which crystals of the salt of Ia were obtained—showed
partially disordered structure. This property does not allow to see in detail the entire
structure of the cation but enables us to determine its similarity with cation Ia. The
similarity is confirmed by the identity of the IR spectrum of the crystals to that of the
salt of disolvate Ia (Figure 4), which means that the crystals growing from solutions of
C3H5

+(Cl11
−) are proton disolvates L2-H+-L2, where L2 is CH3CH=CHOH. Hereafter, they

will be referred to as cations Ib (Figure 2).
The solubility of salts of cations C3H5

+ and C4H7
+ in carefully dehydrated pentafluo-

robenzene is very low, and crystals cannot be grown from them. To increase the solubility
of the salts, 1 vol% acetone was added to pentafluorobenzene containing trace amounts
of water. This approach helped to obtain a solution with a heightened salt content and
a reduced H2O/cation+ molar ratio. Keeping this solution over hexane vapor for 1 to
2 weeks led to the appearance of crystals. The X-ray diffraction analysis of the crystals
obtained from solutions of the C4H7

+(Cl11
−) salts revealed that they contain the C4H7

+

cation solvated by one molecule of 1-hydroxy-2-methylpropane (Figure 5). The crystal
lattice does not have an acetone molecule but contains one solvent molecule, C6HF5, per
two salt molecules. The C4H7

+ cation is disordered over two positions differing in the
location of the C2A atom slightly above or below the plane of three atoms: C1, C3, and C3A
(Figure 5a and Figure S1 in Supplementary Materials). The C1-C2A···O1 and C5-O1···C2A
angles are 137◦ and 121◦, respectively (Figure 5b, Table 3), which means sp2 hybridization
of C2A and O1 atoms, i.e., an H atom is attached to each of them. The C···O distance
is 2.470 Å, which matches the maximum allowable distance between the O atoms of the
symmetric O···H+···O moiety in proton disolvates (2.47 Å for the most unstable proton
disolvates obtained: H+(nitrobenzene)2) [19]. Therefore, with a high probability, a bridging
proton is located between the C2A and O1 atoms, forming a short, strong, and low-barrier
double-well H-bond, although compounds containing asymmetric moiety (C)C−H+···O
with a strong H-bond are currently unknown. The short distance (C2A)H···O1 of 1.97 Å,
also points to the presence of a strong H- bond. The significant difference of the C2A-
H···O1 angle at 111◦ from the optimal one at 180◦ may be partly due to the inaccuracy of
determining the localization of the H atom by the calculation method. The question of the
presence of a strong H-bond with double-well proton potential is discussed below when the
IR spectra of these crystals are examined. The C4H7

+·OHC4H7 cation under consideration
is hereafter denoted as IIa (Figure 2).
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Figure 5. The C4H7
+ cation at two positions in the crystal lattice of salt (C4H7

+·OHC4H7)(Cl11
−)

(a) and the structure of the cationic adduct C4H7
+·OHC4H7 as (b) determined by X-ray crystallogra-

phy. Interatomic distances are given in Å.

X-ray diffraction analysis of crystals obtained from a solution of C3H5
+(Cl11

−) in
C6HF5 + 1% acetone indicated that they contain the hydrocarbon cations and C6HF5
inclusion molecules of the solvents with significantly disordered C and F-atoms. We failed
to localize the highly disordered structure of the cation. For this reason, we do not present
or discuss these X-ray diffraction data. Nonetheless, they provide some useful information.
For instance, in the crystal lattice, alcohol molecules C3H5OH with reliably fixed C and O
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atoms were identified, possibly indicating the solvation of the cation with the C3H5OH
molecule in the same way as the C4H7OH molecule solvates the C4H7

+ cation in adduct IIa.
That is, we can assume the emergence of cationic adduct C3H5

+·C3H5OH, similar to IIa,
and designate it as IIb (Figure 2). The IR spectra of crystals containing IIa and IIb adducts
are identical (Figure 6), which confirms that IIb is C3H5

+·C3H5OH.

Table 3. Selected geometric parameter of cationic adduct IIa according to X-ray data.

Bond or Angle Å or º

O1–C5 1.292(9)
C5–C8 1.236(9)

C8–CH3 1.450(6)
C1–C2 1.350(11)

C1–CH3 1.436(9)
O1–C5–C8 121.1(6)
C5–C8–C6 121.6(5)
C5–C8–C7 119.7(5)
C5–C8–C6 118.7(5)
C2–C1–C3 118.3(5)
C2–C1–C3a 110.1(5)
C2 . . . O1 2.47(1)
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Figure 6. ATR IR spectra (with ATR correction) of crystals of (C4H7
+·· C4H7OH)(Cl11

−) (IIa, red)
and (C3H5

+·· C3H5OH)(Cl11
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molecule are indicated by asterisks, and the strongest absorption bands of the (Cl11
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marked with �. The dotted line shows separation of contours of the bands of stretching C=C
vibrations (in the inset).

In the IR spectra of cationic adducts IIa and IIb, specific absorption of a strong
C–H+···O H-bond should be present; however, this type of strong H-bond has not yet
been found. Well-studied strong hydrogen bonds are symmetric O···H+···O or N···H+···N
H-bonds in proton disolvates L2H+ with double- well proton potential separated by a low
potential barrier that transforms it into flat-bottom potential for vibrational transitions.
In these cases, the proton vibrations appear in the IR spectra as an intense and broad
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absorption pattern with a maximum at 850–1000 cm−1 [25], as observed in the spectra of
cations Ia and Ib (Figure 4). In proton disolvates with an asymmetric moiety, for example,
N−H+···O, the bottom of the double-well potential is asymmetric and the maximum of the
broad and intense absorption shifts to 1400–1700 cm−1 [25]. In the spectra of the analyzed
adducts IIa and IIb, a broad band at 1630 cm−1 is observed, as is absorption in the region
of 1200–1500 cm−1, which is not described by a single Gaussian (Figure 6, inset). They
correspond fairly well to the asymmetric X1−H+···X2 fragment, in our case =C−H+···O.

The C=C bond of cations C3H5
+ and C4H7

+ is affected by the bridging proton, and
this effect should specifically influence the absorption of its stretch vibrations. For example,
it has been found [24] that if a single C-O bond is attached to a bridged proton its absorp-
tion band broadens and decreases in intensity so much that it is undetectable in the IR
spectrum. If the C=O bond is attached to H+, as in proton disolvate Acetone-H+-Acetone
(discussed below), it still appears in the spectrum as a weak-to-moderately intense broad-
ened band [24]. Therefore, absorption of the C=C stretch vibration of C3H5

+ and C4H7
+

may look like a weak band at 1633 cm−1 (Figure 6). It is higher in frequency than νC=C at
~1560–1590 cm−1 in the contact ion pairs (CIPs) formed with the (Cl11

−) anion in solutions
and in a solid phase [15–17]. This means that the interaction of C3H5

+ and C4H7
+ cations

with an alcohol molecule in II is stronger than the interaction with the (Cl11
−) anion in

the CIP.
The C=C band of the alcohol molecule in adducts IIa and IIb is subject to a weaker

influence of the bridging proton. Its C=C stretching vibration is observed at 1704 cm−1

(Figure 6). It is a single band for adduct IIb, whereas in the spectrum of IIa it is split into two
components at 1715 and 1694 cm−1 of equal intensity (Figure 6, inset). Obviously, in the
crystal lattice of the IIa adduct salt, there are two weakly nonequivalent C4H7OH molecules.

In the CH stretch frequency region, the three bands at 2961, 2932 and 2874 cm−1 can
be unambiguously interpreted as vibrations of the CH3 group (Table 2). The IR spectra of
the crystals also contain absorption bands of the captured pentafluorobenzene molecule.
They are easily identified because of the finding that when a crystal is crushed on an ATR
accessory and its crystal lattice is destroyed, pentafluorobenzene is released and slowly
evaporates when the sample is kept in a glove box atmosphere. Therefore, the intensity of
its absorption decreases over time. The most intense C6F5H bands in Figure 6 are marked
with asterisks.

The band at 3370 cm−1 may belong to OH groups of the C4H7OH alcohol molecule,
which are engaged in weak H bonds with the (Cl11

−) anion.
The solution from which crystals of the salt of IIb grew was kept in a sealed ampoule,

and after a few days a small number of tiny crystals grew from it. It was possible to find
one crystal of sufficient size for X-ray analysis. It turned out that this was a salt of the
monohydrate of the propylene cation (C3H5

+·OH2)(Cl11
−) (Figure 7). The C3H5

+·OH2
species has two localizations in the unit cell with slightly different positions of C and O
atoms, but they can be distinguished (Figure 7a). Similarly, an anion can be disordered
over two positions, as indicated by the presence of electron density peaks in the difference
map in the region of the anion. Nonetheless, we failed to localize the second position of
the anion. This may be the reason for substantial deterioration of the Rf factor, but does
not interfere with the determination of coordinates of the C and O atoms of the cation
with accuracy sufficient to establish the topology of the cation qualitatively and its main
geometric parameters (Table 4).

The main feature of the structure of the C3H5
+·OH2 cationic adduct, which is denoted

below as IIIb (Figure 2), is as follows. The H2O molecule is attached to the C3H5
+ cation

through the O atom in the direction perpendicular to the C=C double bond at a distance
of 2.32 Å, which is very close to the average Na···O(H2) distance of 2.333 Å in the first
hydration shell of hexahydrate Na(OH2)6 as determined by X-ray diffraction analysis
for 13 structures (retrieval was made according to the Cambridge structural data base,
ConQuest 2021.3.0) [26]. Therefore, the nature of the interaction of the H2O molecule with
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the C=C+ bond of the vinyl cation is similar to that of the interaction of water molecules
with the alkali metal cation in its first hydration shell.
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Figure 7. X-ray structure of the (C4H7
+·OH2)(Cl11

−) (IIIb) with two locations of the cation (a), and
more detailed representation of the C4H7

+·OH2 adduct (b).

Table 4. Selected geometric parameters of cationic adduct IIIb (averaged over two positions) according
to X-ray data.

Bond or Angle Å or º

C2–C3 1.34(5)
C3–C4 1.51(8)

C2–C3–C4 115(5)
O1· · · C2 2.35(6)
O1· · · C3 2.30(6)

Unfortunately, the insufficient amount of the obtained crystals of (C3H5
+·OH2)(Cl11

−)
did not allow us to register their IR spectrum. Nevertheless, the spectra of these compounds
have been obtained by us earlier, when we characterized crystalline salts C3H5

+(Cl11
−)

and C4H7
+(Cl11

−) by X-ray diffraction and IR spectroscopy [15,16]. In the IR spectra of
individually selected single crystals of these salts subjected to X-ray analysis, no traces of
water absorption were found. On the other hand, during the recording of IR spectra of an
aggregate of small crystals that arose simultaneously with larger ones, a weak spectrum
of water molecules was observed (Figure 8). Its frequencies νas, νs and δ at 3612, 3544,
and 1606 cm−1, respectively, are similar to those of monomeric molecules dissolved in
organic solvents or hydrated alkali metal cations (Table 5). This result was surprising
and could not be explained. Now it is clear that the observed bands belong to non–H-
bonded water molecules of monohydrates (C4H7

+·OH2)(Cl11
−) and (C3H5

+·OH2)(Cl11
−)

designated subsequently as IIIa and IIIb (Figure 2), which are formed and co-crystallize
with salts of anhydrous vinyl cations. They are typical of the H2O molecules that hydrate
the H3O+ cation in H3O+(H2O)3(Cl11

−) crystals [27], or alkali metal cations (Table 5). Such
mostly ionic interaction Cat+···OH2 leads to a slight decrease in the frequencies of OH
stretching, compared to those of the dissolved monomer molecule. In adducts IIIa/b, OH
stretching frequencies are somewhat lower than those in hydrates of alkali metal cations
and H3O+; hence the strength of bond Cat+···OH2 in IIIa/b is higher.

Table 5. IR frequencies of H2O molecules bonded to cations through O-atom.

νas νs δ

Monomeric H2O (a) 3675 3591 1607
H3O+(H2O)3(Cl11

−) (b) 3637 3578 1605
Cs+(H2O)6(Cl11

−) (c) 3656 3578 1611
i-C4H7·H2O(Cl11

−) 3612 3544 1606
(a) In diluted solutions in dichloroethane; (b) in the crystal phase studied by X-ray diffraction [27]; (c) in a
dichloroethane extract from aqueous solutions of Cs+(Cl11

−).
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Figure 8. The IR spectrum of a set of i-C4H7
+(Cl11

−) crystals and (i-C4H7
+·OH2)(Cl11

−) crystals
cocrystallized with them.

As mentioned above, crystals of compounds IIa and IIb were obtained from satu-
rated solutions of vinyl cation salts in C6HF5 containing 1 vol% acetone. It could be
expected that after an increase in the acetone content, crystals containing acetone could
be obtained. Incubation of saturated solutions of the C3H5

+(Cl11
−) or C4H7

+(Cl11
−) salts

in C6HF5 + 5% acetone over hexane vapor gave rise to needle-like crystals. X-ray diffrac-
tion analysis indicated that this was proton disolvate salt Ac-H+-Ac (IV), where Ac is the
acetone (Figures 2 and 9a). The same salt was obtained in a different way by reacting the
H(Cl11) acid with acetone vapor and its subsequent dissolution in dichloromethane. Slow
evaporation of the solution in the glove box led to the formation of crystals. Their X-ray
diffraction analysis showed that this was also proton disolvate salt (Ac)2H+(Cl11

−) but with
other crystal lattice parameters, that is, it is a different polymorph (Figure 9b). The O···O
distance in cations for both polymorphs is almost the same, 2.429 and 2.423 Å. Selected
geometric parameters of IV and IV′ are given in Table 6.
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Figure 9. The proton disolvate in two polymorphs of salt (Ac-H+-Ac)(Cl11
−). In polymorph IVb, it

was not possible to localize the bridging proton by X-ray diffraction analysis.

Table 6. Selected geometric parameters of proton disolvates IVa and IVb (averaged over two inde-
pendent fragments (acetone molecules) of the adduct) according to X-ray data.

IV IV′

Bond or Angle Å or º Bond or Angle Å or º

O1–C1 1.237(3) O1–C2 1.228(8)
C1–CH3 1.473(4) C–CH3 1.473(8)
O1–H1 1.28(5)
O1′–H1 1.15(5)

O1–C1–C2 120.1(2) O1–C2–C3 122.2(5)
O1–C1–C3 119.8(2) O1–C2–C4 117.5(5)
C2–C1–C3 120.0(2) C3–C2–C4 120.2(6)
O1 . . . O1′ 2.429(3) O1 . . . O2 2.423(9)
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The IR spectra of the (Ac)2H+ cation (Figure S2 in Supplementary Materials) match its
known IR spectra [24,28]; interpretation of the spectrum is given in ref. [28].

3. Discussion

The results make it possible to establish the sequence of the interaction of vinyl cations
with water molecules. Initially, an H2O molecule is attached to the C=C+ bond of cation
RCH=C+H or R2C=C+H (where R is CH3) via the O- atom (Equation (1), in it and in
subsequent equations, the R2C=C+H cation is used).
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With a further increase in the contents of water and of the carbocation salt, the con-

centration of the resulting adducts II and of the H3O+ cation increases. The latter can pro-

tonate an alcohol molecule that is more basic than H2O, thereby producing a proton 

disolvate and regenerating cation R2C=C+ H (Equation (3)), 

The nature of this bond is close to that of bonds formed by water molecules with alkali
metal cations during their hydration or with H3O+ in crystal salts of H3O+·3H2O, i.e., the
bond is strongly ionic.

With an increase in the concentration of the salt of cationic adduct R2C=C+H···H2O in
solutions, the self-association of ion pairs increases (which is typical for salts of carbocations
in solutions [29]). This enhances the contact interaction of H2O with the cation and promotes
the transfer of a proton to a water molecule with the formation of H3O+ and cationic
adduct II:
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With a further increase in the contents of water and of the carbocation salt, the con-

centration of the resulting adducts II and of the H3O+ cation increases. The latter can pro-

tonate an alcohol molecule that is more basic than H2O, thereby producing a proton 

disolvate and regenerating cation R2C=C+ H (Equation (3)), 

With a further increase in the contents of water and of the carbocation salt, the concen-
tration of the resulting adducts II and of the H3O+ cation increases. The latter can protonate
an alcohol molecule that is more basic than H2O, thereby producing a proton disolvate and
regenerating cation R2C=C+ H (Equation (3)),
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Scheme 2. Schematic representation of the charged moiety in adducts I-III. 

Thus, the interaction of the vinyl cation with nucleophile L proceeds: (1) through its 

addition to a charged double bond (if L = H2O) or H-bonded to the =C-H group (if L = 

alcohol molecule), and (2) through the protonation of L with the transition of the vinyl 

cation to the neutral carbene molecule. The second mechanism of interaction was pro-

posed in ref. [31] and proved for the benzyl carbocation [32]. 

The finding that adducts II and III with strongly ionic Cat+−L interaction exist is sur-

prising. They can exist if the basicity of L slightly exceeds that of counterion (Cl11−). This 

means that vinyl cations behave like rather chemically inert particles, contradicting pre-

dictions of quantum chemical calculations. For example, if the crystallographic structures 

of adducts II and III are optimized, then the covalent interaction of the cation with the 

H2O or alcohol molecule results in the emergence (in the case of C4H7+) of molecules of 

protonated isobutenyl alcohol and diisobutenyl ether, respectively (Figure 10), with a sig-

nificant gain in energy.  

For example, if we compare energies of the structures calculated at the UB3LYP/6- 

311++G(d,p) level of theory: (1) energy with optimized H atomic coordinates and fixed 

coordinates of C and O that are equal to the coordinates that follow from the X-Ray data 

for IIa, and (2) energy with fully optimized structure (including the C, O and H atomic 

coordinates), energies (1) and (2) are related as 69.71 and 0 kcal/mol with the transfor-

mation of structure IIa into protonated diisobutenyl ether. The environment cannot have 

a stronger stabilizing effect on the IIa structure because the purely ionic interaction of C 

which next interacts with water, closing the cycle. The alcohol molecule of adduct II can
also be protonated directly by cation III, thus by passing the stage of H3O+ formation:
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a stronger stabilizing effect on the IIa structure because the purely ionic interaction of C 

The studied cationic adducts enable one to trace the change in the nature of the
interaction of vinyl cations with basic molecules of H2O, alcohol, and acetone as their
basicity increases. The H2O molecule is attached to the C=C bond of the vinyl cation
(Scheme 2, III) with a strength similar to that of an H2O molecule attached to an alkali
metal cation or to the H3O+ cation in H3O+(H2O)3. As the basicity of the O atom increases
from H2O to alcohol molecule, its interaction with the cation shifts to the H atom, thereby
producing a strong H-bond, with a partially covalent character [30], and an increase in
the C· · · · ·O distance to 2.47 Å (Scheme 2, II). In this case, the asymmetric double-well
potential of the bridging proton has a deeper minimum at the C atom. A further increase
in the basicity of the oxygen atom (acetone molecule) causes a shift of the minimum of
the double-well potential to the O atom with a high probability of proton transfer to the
acetone molecule. The loss of a proton by the vinyl cation results in an extremely reactive
carbene molecule (with C=C: as the active site), which then reacts with the components
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of the mixture, forming non-crystallizing products (wax phase). The released protonated
acetone adds a second acetone molecule thereby generating proton disolvate IV.
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Thus, the interaction of the vinyl cation with nucleophile L proceeds: (1) through
its addition to a charged double bond (if L = H2O) or H-bonded to the =C-H group (if
L = alcohol molecule), and (2) through the protonation of L with the transition of the vinyl
cation to the neutral carbene molecule. The second mechanism of interaction was proposed
in ref. [31] and proved for the benzyl carbocation [32].

The finding that adducts II and III with strongly ionic Cat+−L interaction exist is
surprising. They can exist if the basicity of L slightly exceeds that of counterion (Cl11

−).
This means that vinyl cations behave like rather chemically inert particles, contradicting
predictions of quantum chemical calculations. For example, if the crystallographic struc-
tures of adducts II and III are optimized, then the covalent interaction of the cation with
the H2O or alcohol molecule results in the emergence (in the case of C4H7

+) of molecules
of protonated isobutenyl alcohol and diisobutenyl ether, respectively (Figure 10), with a
significant gain in energy.
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Figure 10. A comparison of two structures: IIa with optimized H atomic coordinates and fixed atomic
C and O coordinates equal to those, determined from X-ray crystallography and optimized structure
for all atomic coordinates for vacuum (at the UB3LYP/6- 311++G(d,p) level of theory).

For example, if we compare energies of the structures calculated at the UB3LYP/6-
311++G(d,p) level of theory: (1) energy with optimized H atomic coordinates and fixed
coordinates of C and O that are equal to the coordinates that follow from the X-Ray data
for IIa, and (2) energy with fully optimized structure (including the C, O and H atomic
coordinates), energies (1) and (2) are related as 69.71 and 0 kcal/mol with the transformation
of structure IIa into protonated diisobutenyl ether. The environment cannot have a stronger
stabilizing effect on the IIa structure because the purely ionic interaction of C and O
atoms with Cl atoms of the anionic environment is weak (C···Cl and O···Cl distances
exceed the sum of van der Waals atomic radii). Thus, it follows from quantum chemical
calculations that adducts II and III should not exist, which contradicts the experimental
findings. Therefore, the use of quantum chemical calculations requires caution in studies
on mechanisms of the interaction of vinyl cations with neutral molecules.

4. Materials and Methods

The salts of vinyl cations C3H5
+ and C4H7

+ were obtained as described previously [15–17].
The pentafluorobenzene (Sigma-Aldrich, Saint Louis, MO, USA) used as a solvent was
thoroughly dried with molecular sieves and was not purified further.

All sample handling was carried out in an atmosphere of argon (H2O, [O2] < 0.5 ppm)
in a glove box. ATR IR spectra were recorded on a Shimadzu IRAffinity-1S spectrometer
housed inside the glove box in the 4000−400 cm−1 frequency range using an ATR accessory
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with a diamond crystal. The spectra were processed in the GRAMMS/A1 (7.00) software
from Thermo Scientific, Waltham, MA, USA.

X-ray diffraction data were collected on a Bruker Kappa Apex II CCD diffractometer
using ϕ,ω-scans of narrow (0.5◦) frames with Mo Kα radiation (λ = 0.71073 Å) and a
graphite monochromator at temperature 200 K. The structures were solved by direct
methods with the help of SHELXT-2014/5 [33], and refined by the full-matrix least-squares
method against all F2 in an anisotropic-isotropic (for H atoms) procedure using SHELXL-
2018/3 [33]. Absorption corrections were applied by the empirical multiscan method
using SADABS software [34]. Hydrogen atom positions were calculated using the riding
model. The hydrogen atom positions for OH -groups were located by means of a difference
Fourier map. The crystallographic data and details of the refinements for all structures
are summarized in Table S1 in Supplementary Materials. We were unable to obtain good
single crystals of the (C3H7

+· H2O)(Cl11
−) salt (of adduct III) for X-ray diffraction analyses.

Nonetheless, we conducted an X-ray diffraction experiment and localized non-hydrogen
atoms, but could not refine the structure to obtain a good R-factor. Crystals of the salt
of cationic adduct II contain strongly disordered C6HF5 solvent molecules. We were not
able to find their atomic coordinates. The accessible volume of free solvent molecules
in these crystals, as determined by routine PLATON analysis, was 15.0% (846 Å3). The
highly disordered C6HF5 molecules occupying this volume could not be modeled as a
set of discrete atomic positions. We employed the PLATON/SQUEEZE procedure to
calculate the contribution to the diffraction from the solvent region, and thereby produced
a series of solvent-free diffraction intensities. The independent part of the unit cell of salt
[(CH3)2C=CHOH]2H+(Cl11

−) contains two anions and two cationic proton disolvates I.
In Table 1, the geometry of disolvate I is given as an average over two solvate molecules
(CH3)2C=CHOH. A similar averaging of geometric parameters over two independent
positions was performed for adduct III and proton disolvates IVa and IVb (Tables 4 and 6).

CCDC 2223519, 2223520, 2223521, 2223522 and 2223523 contain the supplementary
crystallographic data for this paper. These data can be obtained free of charge from The
Cambridge Crystallographic Data Center at http://www.ccdc.cam.ac.uk/data_request/cif
(accessed on 9 January 2023).

The obtained crystal structures were analyzed for short contacts between non-bonded
atoms using PLATON [35,36] and MERCURY software packages [37].

5. Conclusions

Vinyl cations C3H5
+ and C4H7

+ (Cat+) in solutions of their salts in dichloromethane
and C6HF5 interact with O-containing nucleophiles as follows.

An H2O molecule attaches to the C=C bond of Cat+ in a similar manner to the hydra-
tion of alkali metal cations, thereby yielding Cat+·H2O adducts with a strongly ionic bond.
Its strength only slightly exceeds the strength of the interaction of the (Cl11

−) anion with
the vinyl cation in contact ion pairs Cat+(Cl11

−).
With an increase in the content of Cat+·H2O adducts in solutions, the adduct self-

associates and interacts with a transfer of a proton to one water molecule and attachment of
the second one to the C=C bond, thus forming H3O+ and an alcohol molecule, respectively.

The alcohol molecule interacts predominantly with the H atom of the C=C+−H moiety
of the vinyl cation, thereby producing a proton disolvate with strong asymmetric H-bond
=C−+H···O having double-well proton potential with a deeper minimum near the C atom.

A further increase in the water content in the solutions leads to complete conversion
of vinyl cations into alcohol molecules with the formation of symmetric proton disol-
vates LH+L containing strong and partially covalent O−H+−O hydrogen bonds [30] and
H3O+ cations.

The interaction of the vinyl cations with acetone molecules, which are more basic than
H2O or alcohol molecules, causes the formation of only symmetrical proton disolvates,
LH+L, in the absence of acetone-containing cationic adducts. The vinyl cation is converted
into carbene containing a highly reactive C=C: moiety.
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Summing up, we can say that the interaction of the vinyl cation with base L proceeds
through two mechanisms: via the formation of adducts (SN1 reaction), and via the mech-
anism where vinyl cation acts as a protonating agent. When the basicity of L is close to
that of a single water molecule, L attaches to the double C=C bond thereby producing an
adduct. As the basicity of L increases, the interaction with the C=C+−H moiety of the vinyl
cation strengthens and is shifted to the H atom, thus forming a solvate having a strong
asymmetrical =C−+H···O hydrogen bond. Further strengthening of the basicity of L leads
to the transfer of a proton to L and to the emergence of the eventually symmetric LH+L
cation. The loss of a proton by the vinyl cation converts it into a neutral reactive carbene
molecule containing a C=C: moiety.

The formation of adducts with water and alcohol molecules by vinyl cations is un-
expected, because according to quantum chemical calculations, they are energetically
unfavorable and should not exist.

The very existence of these adducts means that the alleged high reactivity of vinyl
carbocations is an overestimation.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/molecules28031146/s1, Figure S1: Two locations of the C4H7

+·C4H7OH
adduct in the crystal lattice of its salt with the {Cl11

−} anion (not shown); Figure S2: The ATR IR spectrum
of proton disolvate IVa; Table S1: Crystallographic data and details of the X-ray diffraction experiment.
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Abstract: The crystal structures of two isomeric triiodo derivatives of ortho-carborane containing
substituents in the three most electron-withdrawing positions of the carborane cage, 1,2,3-I3-1,2-
C2B10H9, and the three most electron-donating positions, 8,9,12-I3-1,2-C2B10H9, as well as the crystal
structure of 8,9,12-Br3-1,2-C2B10H9, were determined by single-crystal X-ray diffraction. In the
structure of 1,2,3-I3-1,2-C2B10H9, an iodine atom attached to the boron atom (position 3) donates its
lone pairs simultaneously to the σ-holes of both iodine atoms attached to the carbon atoms (positions 1
and 2) with the I· · · I distance of 3.554(2) Å and the C-I· · · I and B-I· · · I angles of 169.2(2)◦ and 92.2(2)◦,
respectively. The structure is additionally stabilized by a few B-H· · · I-shortened contacts. In the
structure of 8,9,12-I3-1,2-C2B10H9, the I· · · I contacts of type II are very weak (the I· · · I distance
is 4.268(4) Å, the B8-I8· · · I12 and B12-I12· · · I8 angles are 130.2(3)◦ and 92.2(3)◦) and can only be
regarded as dihalogen bonds formally. In comparison with the latter, the structure of 8,9,12-Br3-1,2-
C2B10H9 demonstrates both similarities and differences. No Br· · ·Br contacts of type II are observed,
while there are two Br· · ·Br halogen bonds of type I.

Keywords: ortho-carborane; iodo derivatives; X-ray structure; I· · · I dihalogen bond

1. Introduction

The ability of halogens to form complexes with various electron pair donors was
discovered over two hundred years ago [1–3], and the Nobel Prize laureate Odd Hassel
provided crystallographic proof for the existence of such a bond, interpreting it as a
charge-transfer interaction more than fifty years ago [4,5]. However, only at the beginning
of the 21st century has halogen bonding grown from a scientific curiosity to one of the
most interesting and actively studied non-covalent interactions for the construction of
supramolecular assemblies [6–10].

This progress has been largely due to a better understanding of the principles on which
the strength of the halogen bond depends. The performance of the halogen bond largely de-
pends on the degree of polarization of the halogen atom; that is, the greater the positive elec-
trostatic potential of the σ-hole, the more efficient the halogen bond donor will be [10–12].
The value of the positive potential of the σ-hole depends on the ability of the halogen atom
to be polarized, which decreases in the following order: I > Br > Cl >> F [13,14]. The value
of the positive potential of the σ-hole can be enhanced due to the electron-withdrawing
ability of the fragment to which the halogen atom is attached.

For a halogen atom to be an electron acceptor in order to form a halogen bond, it must
be bonded to an electron-withdrawing atom or group. Therefore, the sp hybridization of car-
bon atoms bearing a halogen is favored over sp2 followed by sp3 hybridization [15,16]. The
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hybridization of the carbon atom can be compensated by the electron-withdrawing effect of
fluorine atoms, as evidenced by the close values of the σ-hole potential of the corresponding
iodine atoms in 1-iodoethynyl-4-iodobenzene and 1,4-diiodoperfluoro-benzene (172 and
169 kJ/mol, respectively) [16]. The strength of the halogen bond is highly correlated
with the degree of iodobenzene fluorination [17]. Therefore, it is not surprising that 1,4-
diiodoperfluorobenzene and its analogs are widely used in the design of halogen-bonded
supramolecular systems [18–28], although arylacetylene iodides also play an important
role [16,29–35]. In the absence of other electron density donors, the iodine atoms in these
compounds are also able to play this role, which leads to the formation of I· · · I dihalogen
bonds [36–39], and the number of such bonds, as a rule, increases with the number of
iodine atoms in the molecule [40].

Icosahedral carboranes C2B10H12 are another class of compounds whose derivatives
are promising as halogen bond donors. The predicted strength of the halogen bonds with
the same electron donor (based on the σ-hole potential) is larger for C-vertex halogen-
substituted carboranes than for their organic aromatic counterparts [41–43]. In contrast
to the iodo aromatics, wherein all iodine atoms are equivalent, in the iodo derivatives of
ortho-carborane iodine atoms, depending on their position, they can act preferentially as an
acceptor or a donor of a halogen bond. A typical example is 1,12-diodo-ortho-carborane,
in which one of the iodine atoms is bonded to the most electron-withdrawing position
of the carborane cage (position 1), and the second to the most electron-donating position
(position 12) (Figure 1) [44]. The first of them is an electron acceptor, and the last one is a
donor, which form an ideal intermolecular I· · · I dihalogen bond of type II [45].
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Figure 1. Atom numbering atoms and Hammett constants σi in ortho-carborane.

In this contribution, we studied intermolecular bonding in two isomers of triiodo-ortho-
carborane containing substituents in the three most electron-withdrawing positions of the
carborane cage (1,2,3) and the three most electron-donating positions (8,9,12); in addition,
a comparative analysis of the crystal packings of the 8,9,12-triiodo and 8,9,12-tribromo
derivatives of ortho-carborane was performed.

2. Results and Discussion

To date, a number of iodo derivatives of ortho-carborane have been synthesized, and
the structures of a dozen of them have been established by single-crystal X-ray diffraction.
The derivatives with a high degree of substitution such as 8,9,10,12-I4-1,2-C2B10H8 [46],
4,5,7,8,9,10,11,12-I8-1,2-C2B10H4 [47], and 3,4,5,6,7,8,9,10,11,12-I10-1,2-C2B10H2 [47], as in
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the case of iodo-aromatics, are characterized by the formation of numerous intermolecular
I· · · I dihalogen bonds varying from 3.74 to 4.05 Å. In contrast to the polyiodo derivatives,
no intermolecular dihalogen bonds were found in any of the isomeric monoiodo derivatives
of ortho-carborane 1-I-1,2-C2B10H11 [45], 3-I-1,2-C2B10H11 [48], 8-I-1,2-C2B10H11 [49], and
9-I-1,2-C2B10H11 [47].

As for the diiodo derivatives of ortho-carborane, the presence of intermolecular I· · · I
dihalogen bonds inside them depends on the position of the substituents. In addition to
1,12-diiodo-ortho-carborane 1,12-I2-1,2-C2B10H10, which is characterized by the presence
of strong intermolecular I· · · I dihalogen bonds (3.57 Å) [45], weak I· · · I dihalogen bonds
(4.09 Å) were found in the 3,6-diiodo derivative 3,6-I2-1,2-C2B10H10 [50], while the 3,10-I2-
1,2-C2B10H10 [49], 4,7-I2-1,2-C2B10H10 [51], and 9,12-I2-1,2-C2B10H10 [52] isomers do not
form dihalogen bonds. Therefore, we were interested in studying the possibility of the
formation of intermolecular I· · · I dihalogen bonds in triiodo-ortho-carboranes containing
substituents in the three most electron-withdrawing positions of the caborane cage 1,2,3-I3-
1,2-C2B10H9 and the three most electron-donating positions of 8,9,12-I3-1,2-C2B10H9.

The formation of 8,9,12-I3-1,2-C2B10H9 (1) was previously reported in the iodination
of ortho-carborane with molecular iodine in acetic acid in the presence of a mixture of
concentrated sulfuric and nitric acids [53]. We isolated the 8,9,12-triiodo derivative as a by-
product of the reaction of ortho-carborane with iodine in dichloromethane in the presence
of AlCl3 [54]. It should be noted that the unit cell parameters of 8,9,12-I3-1,2-C2B10H9 (1)
have been reported [55]; however, its structure has not been yet solved.

The crystal structure of 8,9,12-I3-1,2-C2B10H9 was determined by single-crystal X-ray
diffraction. A general view of 1 is presented in Figure 2. All the B-I distances in 8,9,12-I3-1,2-
C2B10H9 are nearly equal (B8-I8 is 2.165(7)Å, B9-I9 is 2.160(7) Å, and B12-I12 is 2.160(7) Å)
and are only slightly longer than the B-I distances in 8,9,10,12-I4-1,2-C2B10H8 (for which
the average value is 2.151 Å) [46].
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A crystal-packing fragment of 1 is depicted in Figure 3. Only weak intermolecular
interactions are observed in the crystal structure. From a formal point of view, four types
of intermolecular interactions are observed in the crystal of 1. Halogen atoms participate
in both types (I and II) of halogen bonding, and I· · ·H-C(B) hydrogen bonds as well as
B-H· · ·H-B contacts are formed. It should be noted that all intermolecular contacts except
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for one are somewhat longer than the sum of the van-der-Waals radii. For instance, the
type II halogen bond is very weak (the I· · · I distance is 4.268(4) Å, the B8-I8· · · I12 angle
is 130.2(3)◦, and the B12-I12· · · I8 angle is 92.2(3)◦) (Figure 3) and can only be regarded
as a type II halogen bond formally. At the same time, the I9· · · I9 halogen bond of type I
demonstrates an interhalogen distance (4.002(4) Å) shorter than the sum of the van-der-
Waals radii (4.14 Å) [56]; however, halogen bonds of this type are usually relatively weak.
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Therefore, it is impossible to choose one or two of the most important contacts that can
be considered to be structure-forming. Interactions in the bc crystallographic plane are due
to I· · ·H-C(B) and H· · ·H contacts, while in the crystallographic direction, a, molecules are
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linked mostly by I· · · I interactions. As a result, the crystal packing of 8,9,12-I3-1,2-C2B10H9
can be considered to be nearly isotropic.

It would be interesting to compare the crystal packing of 8,9,12-triiodo-ortho-carborane
with that of its closest analog, 8,9,12-tribromo-ortho-carborane 8,9,12-Br3-1,2-C2B10H9 (2).
Despite the fact that the bromination of ortho-carborane was first described as early as the
mid-1960s [57], the chemistry of the bromo-derivatives of carborane has been studied to a
much lesser extent compared to its iodo-derivatives due to the difficulty in isolating pure
products. Recently, we published the synthesis and characterization of the 9,12-dibromo
derivative of ortho-carborane [58]. Since the 8,9,12-tribromo derivative was one of the side-
products of that reaction, we decided to increase the ratio of bromine to ortho-carborane (up
to 3:1) and the reaction time. This allowed us to isolate the desired compound 8,9,12-Br3-
1,2-C2B10H9 (2) at a 17% yield (see Section 3.3) It should be noted that the signal of the CH
carborane groups of in the 1H NMR spectrum in CDCl3, which is a convenient indicator of
the CH-acidity of carboranes [59,60], for compound 2 appears in a higher field at 3.87 ppm.
compared to compound 1 (4.13 ppm). This indicates a lower acidity of the CH-carborane
groups in the 8,9,12-tribromo derivative compared to the 8,9,12-triiodo derivative.

The crystal structure of 8,9,12-Br3-1,2-C2B10H9 was determined by single-crystal X-ray
diffraction. A general view of 2 is presented in Figure 4.
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It should be noted that the structure of 8,9,12-tibromo-ortho-carborane was determined
in 1966 [61] at room temperature. The quality of that experiment was evidently low, and
the experiment itself mostly concentrated on the description of the compound’s molecular
geometry. Therefore, in the present study, we redetermined its structure at a low tem-
perature (120 K), focusing on both its molecular structure and, especially, crystal-packing
properties. Prior to the description of its crystal structure and comparison with that of 1, it is
interesting to mention some other studied bromo- and iodo-derivatives of ortho-carborane.
For instance, the c.rystal structures of 1,2-Me2-8,9,10,12-I4-1,2-C2B10H6 [47] and 1,2-Me2-
8,9,10,12-Br4-1,2-C2B10H6 [62] are isostructural. At the same time, the crystal structures
of 1,12-I2-1,2-C2B10H10 [45] and 1,12-Br2-C2B10H10 [42] do not show any similarity. Only
partial similarity in terms of crystal packing was observed for 9,12-I2-1,2-C2B10H10 [52] and
9,12-Br2-1,2-C2B10H10 [58]; however, the latter appeared to be isostructural to its chloro
analog 9,12-Cl2-1,2-C2B10H10 [63] (see Figure S10 in SI).

A comparison of the crystal structures of 2 and 1 studied in this work demonstrates
both similarities and differences. As in compound 1, a Br9· · ·Br9 halogen bond of type I is
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observed in the crystal structure of 8,9,12-Br3-1,2-C2B10H9 (the Br· · ·Br distance is 3.586(2)
Å, which is shorter than the sum of the van-der-Waals radii 3.79 Å) (Figure 5). At the same
time, there are no type II halogen bonds; however, one more halogen bond of type I is found
between Br8 atoms, wherein the Br· · ·Br distance (3.969(2) Å) is somewhat longer than the
sum of the van-der-Waals radii. As in compound 1, all the other intermolecular interactions
are Br· · ·H-C(B) and H· · ·H. The differences in the crystal-packing properties described
above result in some redistribution of the contact types (Figure 6): the contribution of
Hal· · ·Hal contacts increases, which leads to a decrease in the number of Hal· · ·H contacts
and to an increase in H· · ·H ones.
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Figure 7. Superimposition of the closest environment of the crystal structure of compounds 1
(magenta) and 2 (green). The I9· · · I9 and Br9· · ·Br9 halogen bonds (of type I) are shown by dashed
lines on the left-side view.

The observed similarities and dissimilarities in the crystal packing of 8,9,12-I3-1,2-
C2B10H9 and 8,9,12-Br3-1,2-C2B10H9 can be clearly seen in Figure 7. Similar C-H· · · I(Br)-
bonded chains are formed in one direction, while in the perpendicular plane, the relative
orientation of molecules is somewhat different.

The 1,2,3-isomer 1,2,3-I3-1,2-C2B10H9 (3) was prepared by the deprotonation of 3-
iodo-ortho-carborane followed by a treatment of molecular iodine (see below). The crystal
structure of 1,2,3-I3-1,2-C2B10H9 was determined by single-crystal X-ray diffraction. A
general view of 3 is presented in Figure 8. The molecule in the crystal occupies a special
position, as it is located at the two-fold symmetry axis. The C-I distances are the same (due
to symmetry) and equal to 2.103(4) Å, while the B-I bond is somewhat longer at 2.160(5) Å.
These lengths are slightly shorter than the C1-I1 (2.121(2) Å) and B12-I12 (2.179(2) Å) bonds
in 1,12-I2-closo-C2B10H10 [45].

Contrary to 8,9,12-I3-1,2-C2B10H9, the crystal packing of 1,2,3-I3-1,2-C2B10H9 is formed
by halogen-bonded planes parallel to the bc crystallographic plane (Figure 9). In the planes,
the I2 atom (attached to the boron atom) donates its lone pairs simultaneously to the σ-holes
of both iodine atoms attached to the carbon atoms (the I1· · · I2 distance is 3.554(2) Å, the
C1-I1· · · I2 angle is 169.2(2)◦, and the B3-I2· · · I1 angle is 92.2(2)◦). Therefore, the main
structure-forming unit is the trimeric halogen-bonded associate.
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In our recent study, we theoretically compared the dimer formation of 1,12- and 1,3-
diiodo-ortho-carboranes [45]. According to our calculations, it appeared that both dimers
are stabilized by a type II halogen bond and B-H· · · I hydrogen bonds. The role of the
halogen bond is more pronounced in both dimers; however, in the 1,3-isomer, the halogen
bond is weaker (but only by 2.5 kJ/mol), while the hydrogen bonds are stronger (in total by
0.4 kcal/mol). This means that the probability of the formation of a type II halogen bond
in a real crystal of 1,3-I2-1,2-C2B10H10 is somewhat low. Nevertheless, it is formed and
is a structure-forming interaction in the crystal structure of 1,2,3-I3-1,2-C2B10H9. Indeed,
there are no H· · ·H shortened contacts. The structure is additionally stabilized by a few
B-H· · · I shortened contacts. However, some of them are formed between molecules already
linked by halogen bonds. For a better understanding of the intermolecular connection
in the trimers, we optimized its structure using density functional theory (DFT) at the
PBE0/def2tzvp level followed by a topological analysis of the calculated electron density
in terms of the “Atoms in Molecules” theory [65]. The intermolecular interaction energies
were estimated from their correlation with the potential energy density at the bond critical
point [66,67] using the AIMAll program [68].

This method of investigating structural details was successfully utilized in our recent
studies on noncovalent interactions [69–71]. Good agreement was obtained between the
calculated and experimental structures. The interhalogen distances are nearly the same
(Figure 9), and the calculated angles C1-I1· · · I2 (168.2◦) and B3-I2· · · I1 (90.5◦) also strongly
agree with the experiment. The H· · · I distances are somewhat shorter, as predicted by
theory. According to the calculations, the energy of the halogen bond is equal to 8.8 kJ/mol,
while the energies of the H4· · · I1 and H4· · · I2 contacts are 2.5 and 2.1 kJ/mol, respectively.
Therefore, the attraction energy of each two molecules in the layer is equal to (8.8 + 2.5 + 2.1)
13.4 kJ/mol, while only weak B-H· · · I contacts are observed between layers. This allows
us to consider the crystal packing of compound 3 as anisotropic unlike the 8,9,12-isomer.
It is interesting to note that the crystal density of the latter is somewhat higher than that
of the 1,2,3-isomer. This can be explained by the increased role of the I· · · I interactions
(Figure 10). The presence of relatively strong I· · · I intermolecular interactions does not
allow molecules to adjust their orientations to obtain closer packing.
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Figure 9. (Top) Crystal-packing fragment of 1,2,3-I3-1,2-C2B10H9. Blue, dashed lines separate
halogen-bonded planes. (Bottom) Halogen-bonded trimer as a structure-forming unit of 1,2,3-I3-
1,2-C2B10H9. Blue and red values correspond to the experimental and calculated I· · · I and H· · · I
distances, respectively (given in Å).
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The same reasons can be used to explain the higher density of water in comparison
to ice, and have also been used to explain the differences in the crystal-packing density of
polynitro compounds [72,73].

3. Materials and Methods
3.1. General Methods

The reactions were carried under an inert atmosphere. 3-Iodo-ortho-carborane was
prepared according to a procedure from the literature [74]. 1,2-Dimethoxyethane was dried
using standard procedures [75]. All other chemical reagents were purchased from Sigma
Aldrich, Acros Organics, and ABCR and used without purification. The reaction progress
was monitored by thin-layer chromatography (Merck F254 silica gel on aluminum plates)
and visualized using 0.5% PdCl2 in 1% HCl in aq. MeOH (1:10). Acros Organics silica gel
(0.060–0.200 mm) was used for column chromatography. The NMR spectra at 400 MHz (1H)
and 128 MHz (11B) were recorded with Varian Inova 400 spectrometer. The residual signal
of the NMR solvent relative to Me4Si was taken as the internal reference for 1H spectra. 11B
NMR spectra were referenced using BF3·Et2O as external standard.

3.2. Preparation of 8,9,12-Triiodo-ortho-Carborane 8,9,12-I3-1,2-C2B10H9

8,9,12-I3-ortho-C2B10H9 was isolated as a by-product from the di-iodination reaction
of ortho-carborane under standard conditions [51]. Iodine (3.553 g, 14.00 mmol) and an-
hydrous AlCl3 (0.400 g) were added to a solution of ortho-carborane (1.009 g, 7.00 mmol)
in dichloromethane (30 mL) and heated under reflux for 8 h. Then, the reaction mixture
was cooled and treated with a solution of Na2S2O3·5H2O (3.000 g) in water (50 mL). The
organic phase was separated, and the aqueous fraction was extracted with dichloromethane
(3 × 50 mL). The organic phases were combined, dried over Na2SO4, filtered, and concen-
trated under reduced pressure. The crude product was purified by column chromatography
on silica using diethyl ether as eluent to yield 1.900 g (69%) of 9,12-I2-1,2-C2B10H10 and
0.102 g (3%) of 8,9,12-I3-1,2-C2B10H9 as white powders.

8,9,12-I3-1,2-C2B10H9: 1H NMR (CDCl3, ppm): 4.13 (2H, br s, CHcarb), 3.8−2.0 (7H, br
m, BH). 11B NMR (CDCl3, ppm): δ −6.1 (1B, d, J = 157 Hz), −11.5 (4B, s + d), −13.1 (2B, d,
J = 171 Hz), −14.7 (1B, d, J = 220 Hz), −16.4 (1B, d, J = 220 Hz), and −17.2 (1B, s, B(8)).

3.3. Preparation of 8,9,12-Tribromo-ortho-Carborane 8,9,12-Br3-1,2-C2B10H9

Bromine (1.08 mL, 3.356 g, and 21.00 mmol) and anhydrous aluminum chloride
(0.400 g) were added to a solution of ortho-carborane (1.009 mg and 7.00 mmol) in 1,2-
dichloroethane (30 mL) and heated under reflux for 40 h. Then, the reaction mixture was
cooled and treated with a solution of Na2S2O3·5H2O (5.000 g) in water (50 mL). The or-
ganic phase was separated, and the aqueous fraction was extracted with dichloromethane
(3 × 50 mL). The organic phases were combined, dried over Na2SO4, filtered, and concen-
trated under reduced pressure. The crude product was purified by column chromatography
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on silica using chloroform as eluent to yield 0.450 g (17%) of 8,9,12-Br3-1,2-C2B10H9 as a
white powder.

8,9,12-Br3-1,2-C2B10H9: 1H NMR (CDCl3, ppm): 3.87 (2H, br s, CHcarb), 3.5−1.7 (7H,
br m, BH). 11B NMR (CDCl3, ppm): 0.4 (2B, s, B(9,12)), −5.3 (1B, s, B(8)), −8.4 (1B, d,
J = 161 Hz, B(10)), −13.9 (2B, d, J = 176 Hz, B(4,7)), −15.6 (2B, d, J = 178 Hz, B(5,11)), −17.1
(1B, d, J = 188 Hz, B(3)), and −20.4 (1B, d, J = 185 Hz, B(6)). 13C NMR (CDCl3, ppm):
45.5 (CHcarb).

3.4. Preparation of 1,2,3-Triiodo-ortho-Carborane 1,2,3-I3-1,2-C2B10H9

A 2.25 M hexane solution of n-butyllithium (390 µL; 0.88 mmol) was added to a
solution of 3-iodo-ortho-carborane (110 mg; 0.41 mmol) in 1,2-dimethoxyethane (10 mL)
and stirred at room temperature for 1 h. Iodine (244 mg; 0.96 mmol) was added in one
portion and the reaction mixture was stirred at room temperature overnight; then, it was
treated with a solution of Na2S2O3·5H2O (250 mg) in water (50 mL). The organic phase
was separated, and the aqueous fraction was extracted with dichloromethane (3 × 50 mL).
The organic phases were combined, dried over Na2SO4, filtered, and concentrated under
reduced pressure. The crude product was purified by column chromatography on silica
using diethyl ether as eluent to yield 137 mg of mixture of 3-I-1,2-C2B10H11 and 1,2,3-I3-1,2-
C2B10H9.

3.5. Single-Crystal X-ray Diffraction Study

Single-crystal X-ray diffraction experiments of 1, 2, and 3 (see Supplementary Materials)
were carried out using SMART APEX2 CCD diffractometer (λ(Mo-Kα) = 0.71073 Å; graphite
monochromator; ω-scans) at 120 K. Collected data were processed by the SAINT and
SADABS programs incorporated into the APEX2 program package [76]. The structures
were determined by direct methods and refined by the full-matrix-least-squares procedure
against F2 in anisotropic approximation. The refinement was carried out with the SHELXTL
program [77]. The CCDC numbers (2216663 for 1, 2234154 for 2, and 2216664 for 3) contain
the supplementary crystallographic data for this paper. These data can be obtained free of
charge via www.ccdc.cam.ac.uk/data_request/cif.

Crystallographic data for 8,9,12-I3-1,2-C2B10H9 (1): C2H9B10I3 are monoclinic; space
group P21/n: a = 7.5776(6) Å, b = 24.0030(18) Å, c = 7.7535(6) Å, β = 109.487(2)◦,
V = 1329.46(18) Å3, and Z = 4, M = 521.89, dcryst = 2.607 g·cm−3. wR2 = 0.0794 calculated on
F2

hkl for all 2611 independent reflections with 2θ < 52.1◦ (GOF = 1.117, R = 0.0343 calculated
on Fhkl for 2331 reflections with I > 2σ(I)).

Crystallographic data for 8,9,12-Br3-1,2-C2B10H9 (2): C2H9B10Br3 are monoclinic;
space group C2/c: a = 12.1453(6) Å, b = 8.4794(5) Å, c = 23.0632(11) Å, β = 90.089(2)◦,
V = 2375.2(2) Å3, Z = 8, M = 380.92, dcryst = 2.131 g·cm−3. wR2 = 0.0797 calculated on F2

hkl
for all 2349 independent reflections with 2θ < 52.1◦ (GOF = 1.024, R = 0.0347 calculated on
Fhkl for 1908 reflections with I > 2σ(I)).

Crystallographic data for 1,2,3-I3-1,2-C2B10H9 for (3): C2H9B10I3 are orthorhombic;
space group Pnma: a = 19.1157(8) Å, b = 8.0014(3) Å, c = 8.7287(4) Å, V = 1335.08(10) Å3, Z = 4,
M = 521.89, dcryst = 2.596 g·cm−3. wR2 = 0.0580 calculated on F2

hkl for all 1739 independent
reflections with 2θ < 56.2◦ (GOF = 1.143, R = 0.0224 calculated on Fhkl for 1613 reflections
with I > 2σ(I)).

3.6. Quantum Chemical Calculation

Quantum chemical optimization of halogen-bonded trimeric associate of 1,2,3-I3-
1,2-C2B10H9 was carried out using the Gaussian program [78]. The initial geometry for
optimization was taken from the X-ray data. Optimization was carried out using PBE0
functional and triple-zeta basis set def2tzvp. For better agreement with experimental
geometry, calculation was carried out within polarizable continuum model (PCM) using
SCRF keyword in the Gaussian program and highly polar water molecule. It has recently
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been shown that such a method of calculation results in better agreement of the geometry
for noncovalent interactions [45,69].

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules28020875/s1; Crystallographic data for compounds 1,
2, and 3.
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Abstract: In this work, we analyzed five groups of different dihydrogen bonding interactions and
hydrogen clusters with an H+

3 kernel utilizing the local vibrational mode theory, developed by our
group, complemented with the Quantum Theory of Atoms–in–Molecules analysis to assess the
strength and nature of the dihydrogen bonds in these systems. We could show that the intrinsic
strength of the dihydrogen bonds investigated is primarily related to the protonic bond as opposed
to the hydridic bond; thus, this should be the region of focus when designing dihydrogen bonded
complexes with a particular strength. We could also show that the popular discussion of the blue/red
shifts of dihydrogen bonding based on the normal mode frequencies is hampered from mode–mode
coupling and that a blue/red shift discussion based on local mode frequencies is more meaningful.
Based on the bond analysis of the H+

3 (H2)n systems, we conclude that the bond strength in these
crystal–like structures makes them interesting for potential hydrogen storage applications.

Keywords: dihydrogen bonding; local vibrational mode analysis; blue/red shifts; hydride complexes;
hydrogen storage

1. Introduction

Hydrogen bonding (HB) is one of the most prominent non–covalent chemical interac-
tions [1–5], being responsible for the shape and structure of biopolymers found in nature,
such as proteins and nucleic acids [6–8], but also being a major player in transition metal
catalysis [9], solid–state chemistry and materials science [10]. Generally, HB occurs between
a positively charged hydrogen atom of a proton donor, and a lone pair of an electronega-
tive atom, π electron cloud, or a transition metal center, representing the corresponding
proton acceptor. However, in recent years, in addition to this conventional HB interaction,
another intriguing HB type has been discussed, where the two atoms directly involved
in the weak interaction are both hydrogen atoms [11–14]. This interaction was coined by
Richardson [15] dihydrogen bonding (DHB will be used for dihydrogen bonds in this study).
This describes the attraction between a protonic (Hδ+) and a hydridic (Hδ−) hydrogen
atom, where the protonic H atom acts as the proton donor as in conventional HBs, and the
hydridic H atom takes over the role of the proton acceptor [11].

Interaction energies of DHBs are generally between 1 and 7 kcal/mol, and because of
their similarity to HBs, they are often treated as a subclass of HBs [16]. It has been suggested
that DHBs are predominantly of electrostatic nature [16–19], accompanied in stronger
DHBs with a substantial covalent contribution [16,20–22]; although, this has not been
quantified so far. DHBs can influence molecular properties in the gas phase, in solution
and in the solid state, yielding broad potential utilities in catalysis and materials sciences.
In the solid state, DHBs show the unique ability to lose H2, which could be utilized for
the design of low–cost, high–capacity hydrogen storage materials [23–25]. In particular,
a better understanding of the transformation from a weak H−H electrostatic interaction to
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a strong covalent bond of H2 type could open new routes for technologies using hydrogen
as an environmentally clean and efficient fuel.

The first experimental observation of the attractive interaction between two hydrogen
atoms was reported in early 1930 by Zachariasen and Mooney [26] in the crystal structure
of ammonium hypophosphite (NH4H2PO2), showing a close contact between the H atoms
of the hypophosphite group and those of ammonium. More than 30 years later, Burg [27]
reported the direct intermolecular interaction between the H atoms of the NH and BH3
groups in liquid (CH3)2NH−HBH2, suggesting the presence of an H−H interaction com-
parable to that of a HB. This interaction was formally categorized as a true HB by Brown in
the late 1960s [28–30] on the basis of the IR spectra of boron coordination compounds.

DHB is particularly attractive for molecular systems involving metal hydrides acting
as proton acceptors. The first experimental evidence for the formation of a DBH involving
a metal hydride was presented independently by Crabtree [31] and Morris [32]. Later,
Crabtree et al. [33,34] investigated the H−H interaction in molecular complexes involving
iridium hydrides, exploring the strength of this interaction with experimental and compu-
tational means. By using the Cambridge Crystallographic Database [35] and spectroscopic
data of aminoboranes, Richardson et al. [15] and later Crabtree et at. [36] showed that the
NH−HB distances and heats of formation are in the ranges of 1.7–2.2 Å and 3–7 kcal/mol,
respectively, comparable to that of conventional HBs.

Over the years, DHB has been also the subject of many theoretical studies utilizing
different levels of theoretical approaches. Comprehensive overviews can be found in
Refs. [1–3,14,37,38] and studies cited therein. Furthermore, two new data sets have been
recently reported for benchmarking [39]. The focus of these theoretical studies ranges
from energy decomposition and bond energies [40–42], geometries [1,11], normal mode
frequency shifts [9,43], studies of the topological features of the total electron density
ρ(r) [44–47], and electron localization function (ELF) investigations [48,49] to the analysis of
electrostatic potential [50–52], which led to a number of open questions. In particular, what
is missing so far is a quantitative bond strength measure coupled with the assessment of the
covalent character, which allows the classification of DHB as (i) weak H· · ·H interactions
of the van der Waals type, (ii) moderate H· · ·H interactions mostly of electrostatic type,
and (iii) strong H−H interactions with substantial covalent character.

Therefore, the focus of our study was to introduce a quantitative bond strength mea-
sure based on the local vibrational mode analysis (LMA), originally developed by Konkoli
and Cremer [53–57], paired with Weinhold’s Natural Bond Orbital (NBO) population
analysis [58–60], and Bader’s Quantum Theory of Atoms–In–Molecules (QTAIM) analy-
sis [61–64], in order to obtain a deeper understanding of DHBs in general, in particular
their strength, and to unravel similarities/differences compared to conventional HBs.
Figure 1 shows the set of DHB complexes investigated in this study (organized in six
specific groups) covering a broad spectrum of DHBs, ranging from weak interactions of
electrostatic origin to strong interactions with covalent character. Group I includes hydrides
interacting with simple organic neutral and cationic molecules as well intramolecular DHB
in boron complexes, and Group II shows DHB in ammonia–borane complexes. DHB in
Fe complexes are included in Group III, while DHB in noble gas complexes are involved
in Group IV. We also reassessed the H−H interaction in aromatic hydrocarbons such as
phenanthrene, dibenz[a]anthracene, and biphenyl [22,65] in Group V, where both hydrogen
atoms are equally charged, which has been called the H−H bond in the literature, to contrast
this situation from DHB [11], leading to some controversy [66]. Group VI of our study is
made up of DHB in H +

3 (H2)n hydrogen clusters.
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Figure 1. Cont.
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Figure 1. Sketches of Group I–Group VI members and reference compounds investigated in this
study. DHB distances (in Å) are given in blue. Short names of the complexes used throughout the
manuscript are given in black.
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The manuscript is structured in the following way: In the results and discussion
part, general findings for Group I–Group V are summarized, followed by a more specific
discussion of each individual group and the description of H–H interactions in H +

3 (H2)n
clusters (Group VI, Figure 1). In the computational methods section, a short summary of
LMA is given, and the model chemistry applied and software utilized are described. In the
final part, the conclusions and future aspects of this work are presented.

2. Results
2.1. Overall Trends

In the following, general trends found for Group I–Group VI members are discussed
referring to the data collected in Figures 2–9 and Tables 1–3. In addition, bond lengths R in
Å, local mode force constants ka in mdyn/Å, local mode vibrational frequencies ωa in cm−1,
binding energies E in kcal/mol, electron densities at the bond critical points ρc in e/Å3 and
energy densities at bond critical points Hc in Hartree/Å3 of protonic and hydridic parts of
DHBs and DHBs for all complexes and references compounds are compiled in Table S2 of
the Supplementary Materials.

Strength of DHBs: Figure 2a–c shows BSO n values for the DHBs, protonic and hydridic
parts of DHBs; in Figure 2d the relationship between protonic and hydridic local mode force
constants ka is shown; and in Figure 2e,f the pairwise correlation between local mode force
constants ka(Protonic), ka(Hydridic) and ka(DHB) is shown. BSO n (DHB) values range
from 0.14 (FeF2) to 0.41 (BeO4), which is in a similar range as we previously found for HBs
(BSO n = 0.135, N–H· · · F; BSO n = 0.33, N–H· · ·N; see Ref. [67]), quantifying that they are
both of comparable strength with the former being somewhat stronger. The protonic parts
of DHBs ranging from 0.49 for BeO3 to 0.99 for CF (being close to the FH reference value of
BSO n = 1) are stronger than their hydridic counter parts with BSO n values of 0.41 for NaO
and 0.86 for Ar3, respectively. One could argue that a weaker protonic part of DHB caused
by charge transfer to the hydridic bond should lead to the strengthening of the latter and
vice versus, resulting in a correlation between the strengths of protonic and hydridic parts
of DHBs. As is obvious from Figure 2d, there is no such correlation between ka(Protonic)
and ka(Hydridic). On the contrary, according to Figure 2d, there is some trend that weaker
protonic parts of DHBs are paired with weaker hydridic bonds, as in the case of BeO3 and
that stronger protonic parts of DHBs are paired with stronger hydridic parts of DHBs, as in
the case of CF. According to Figure 2e, there is also a tendency that weaker protonic parts
of DHBs correspond to stronger DHBs, e.g., as found for BeO3, whereas stronger protonic
parts of DHBs correspond to weaker DHBs, indicating an larger electron density transfer
from a weak protonic part of DHB to DHB, that the donor bond transfers electron density
to the DHB. However, as depicted in Figure 2f, this tendency is less pronounced for the
hydridic parts of DHB.

Overall, these findings suggest that if one wants to design a DHB with a certain
strength, the focus should be on modifying and fine–tuning the protonic rather than the
hydridic part of DHB guided by the local mode force constants as a sensitive tool monitoring
the changes in the bond strengths.
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Figure 2. (a) BSO n values for DHB, (b) BSO n values for protonic parts of DHBs, and (c) BSO n
values for hydridic parts of DHBs calculated from the corresponding local mode force constants as
described in the text. (d) Correlation between ka(Protonic) and ka(Hydridic), (e) between ka(Protonic)
and ka(DHB), (f) between ka(Hydridic) and ka(DHB).
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Figure 3. (a) Correlation of ka(DHB) and normalized energy density Hc/ρc. (b) Correlation of charge
differences ∆q (see Table 1 for definition) and ka(DHB).
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Covalency, protonic and hydridic charges: The covalency of the DHBs investigated in this
work was assessed by the normalized energy density Hc/ρc (see Table S2 in the Supplemen-
tary Materials). In Figure 3a ka(DHB) is correlated with Hc/ρc which ranges from covalent
Hc/ρc = −0.6 Hartree/electron, to electrostatic Hc/ρc = 0.2 Hartree/electron in accordance
with the range of Hc/ρc values −0.6 to 0.3 Hartree/electron for the HBs investigated in our
previous work [67], disproving the assumption that DHBs are generally more electrostatic
than their HB counterparts. Although there is no strong correlation (R2 = 0.860) between these
two quantities, Figure 3a shows that stronger DHBs such as BeO4 or BeN2 are of covalent
character whereas weak BDHs such as BN3 or BC2 are electrostatic in nature. In summary,
the Cremer–Kraka criterion of covalent bond offers an efficient tool to assess the covalency
of DHB interactions, which as our study shows can be quite different, depending on the
electronic structure of the DHB complex and the nature of the protonic and hydridic parts of
DHB.

In Tables 1 and 2 protonic and hydridic H–atom NBO charges and their differences for
Group I–V complexes are reported, and in Table S1 of Supplementary Materials the NBO
hydrogen charges for the reference compounds are shown.

Table 1. Protonic and hydridic NBO charges (in e) for Group I. Protonic hydrogen charge q(Hδ+);
hydridic hydrogen charge q(Hδ−); charge difference ∆q = q(Hδ+) − q(Hδ−).

Complex q(Hδ+) q(Hδ−) ∆q Complex q(Hδ+) q(Hδ−) ∆q Complex q(Hδ+) q(Hδ−) ∆q

LiC1 0.236 −0.804 1.040 BeN1 0.467 −0.556 1.024 BN5 0.404 −0.078 0.482
LiC2 0.213 −0.769 0.982 BeN2 0.418 −0.530 0.948 BO1 0.494 −0.104 0.598
LiC3 0.189 −0.776 0.964 BeN3 0.417 −0.552 0.969 BO2 0.491 −0.104 0.595
LiC4 0.249 −0.815 1.064 BeN4 0.439 −0.500 0.939 BS1 0.166 −0.083 0.249
LiC5 0.258 −0.816 1.074 BeO1 0.505 −0.537 1.042 BS2 0.166 −0.092 0.258
LiC6 0.269 −0.816 1.086 BeO2 0.521 −0.515 1.036 BF 0.565 −0.162 0.727
LiN1 0.326 −0.740 1.066 BeO3 0.497 −0.467 0.964 SiN 0.462 −0.310 0.772
LiN2 0.428 −0.769 1.197 BeO4 0.558 −0.484 1.042 SiO 0.534 −0.292 0.826
LiO 0.493 −0.729 1.222 BeF 0.558 −0.484 1.042 SiF 0.552 −0.229 0.781
NaC1 0.238 −0.809 1.048 BeCl 0.275 −0.475 0.750 AlO1 0.504 −0.445 0.949
NaC2 0.214 −0.814 1.028 BC1 0.227 −0.079 0.306 AlO2 0.513 −0.449 0.962
NaC3 0.190 −0.818 1.008 BC2 0.218 −0.088 0.306 AlF 0.592 −0.417 1.009
NaC4 0.246 −0.812 1.059 BC3 0.262 −0.140 0.402 GaF 0.575 −0.323 0.898
NaC5 0.258 −0.817 1.075 0.262 −0.063 0.325 CF 0.548 0.187 0.362
NaC6 0.271 −0.819 1.090 BC4 0.259 −0.087 0.346 0.548 0.210 0.339
NaN1 0.313 −0.756 1.068 0.259 −0.071 0.330
NaO 0.480 −0.759 1.239 BN1 0.380 −0.093 0.474
BeC1 0.229 −0.484 0.713 BN2 0.461 −0.092 0.554
BeC3 0.244 −0.465 0.709 BN4 0.466 −0.085 0.551

As obvious from these data, the complexes investigated in this work display a large
range of hydrogen charges reflecting the breadth of the different DHB scenarios covered.
Protonic H–atom charges range from 0.166 e in BS1 and BS2 to 0.592 e in AlF (see Table 1)
and hydridic H–atom charges from −0.061 e in AB2 (see Table 2) to −0.819 e in NaC6
(see Table 1). It is noteworthy that some of the hydridic charges in transition metal and
aromatic compounds are positive, which will be further elucidated below. Figure 3b shows
the correlation between ∆q and the DHB bond strength as reflected by ka(DHB). As obvious
from the large scattering of data points, there is no direct correlation between these two
quantities, revealing that differences in the atomic charges is only one of the components
determining the strength of these complex interaction. Therefore, ∆q, although convenient,
cannot serve as a direct DHB strength measure.
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Table 2. Protonic and hydridic NBO charges (in e) for Group II–V. Protonic hydrogen charge q(Hδ+);
hydridic hydrogen charge q(Hδ−); charge difference ∆q = q(Hδ+) − q(Hδ−).

Group Complex q(Hδ+) q(Hδ−) ∆q Group Complex q(Hδ+) q(Hδ−) ∆q

Aminoboranes

AB1 0.448 −0.065 0.512 Transition FeN1 0.370 0.106 0.264
0.448 −0.065 0.512 metals FeN2 0.350 0.132 0.218

AB2 0.445 −0.061 0.506 FeO1 0.483 0.074 0.409
0.445 −0.064 0.509 FeO2 0.490 0.133 0.357

0.441(H1) (H2) − 0.052 0.493 FeF1 0.567 0.047 0.519
0.441(H1) (H3) − 0.062 0.503 FeF2 0.592 0.130 0.462

AB3 0.443 −0.058 0.502 Noble gases KrO 0.464 −0.300 0.765
0.435(H1) (H2,H3) − 0.056 0.491 BeAr 0.270 −0.510 0.781

AB4 0.296 −0.063 0.359 BeKr 0.147 −0.502 0.649
0.296 −0.063 0.359 Aromatic Ar1 0.204 0.204 0.000

AB5 0.494 −0.074 0.568 compounds Ar2 0.204 0.193 0.011
AB6 0.388 −0.065 0.453 Ar3 0.202 0.202 0.000
AB7 0.571 −0.088 0.659

DHB binding energies, bond lengths and bond angles and local mode force constants: Figure 4
shows how BEs and geometrical features that are frequently used to characterize the
strength of a DHB, correlate with the local mode force constants ka(DHB). Because BE
includes geometry relaxation and electron density reorganization effects of the fragments
upon DHB dissociation, as discussed above, there is no significant correlation between BE
and ka(DHB) as expected (R2 = 0.6186; see Figure 4a), in particular not for the broad range
of complexes investigated in this work, leading to a variety of different fragments formed
during the breakage of the DHB and disassociation into fragments. Nevertheless, we
observed some trends: e.g., larger BEs are associated with larger ka(DHB) values, reflecting
stronger DHBs for the BeO complexes, whereas weak DHBs are characterized by small BE
and ka(DHB) values, such as LiC1 or LiC2.

Figure 4b shows an overall power relationship between DHB lengths R(DHB) and
ka(DHB) following the generalized Badger rule of Cremer and co–workers [68]. Again, no
significant correlation (R2 = 0.7014) is observed despite some trends; one of the strongest
DHBs found in this study, namely for complexes BeO1, BeO2, and BeO3 are characterized
by smaller R(DHB) values (1.237, 1.170 and 1.091 Å, respectively), whereas the weakest
DHBs found e.g., for LiC1 and BC4 have the longer DHBs with values of 2.495 Å and
2.533 Å, respectively. However, there are also outliers, such as FeF2 which also has one of
the weakest DHBs but a DHB length of 1.802 Å. Also obvious is that the Group V members
do not follow this generalized Badger type rule caused by the specific topology of the bay
H atoms forming these interactions. A more detailed discussion if these interaction can be
considered as DHBs, can be found below.

The overall shortest DHB within Group I–IV is R(DHB) 1.091 Å (BeO3), which is
still 0.348 Å longer than the R(HH) distance of 0.743 Å of the hydrogen molecule H2.
Therefore, in our set of complexes we did not find any realization of a Xδ+ · · ·H–H· · ·Yδ−

situation, suggested by Bakhmutov [11].
Figure 4c,d check the hypothesis that the angle X–Hδ+ · · ·Hδ− of the protonic fragment

is closer to linear, whereas the hydridic fragment Hδ+ · · ·Hδ−–Y is more bent and if there
is a correlation between these angles and the DHB bond strength. We do not find any such
correlation reflected by the large scattering of data points in Figure 4c,d. Furthermore,
we also cannot confirm that the protonic part of the complex is more linear, whereas the
hydridic part is more bent.

Local mode versus normal mode frequency red/blue shifts: Frequently normal mode frequency
red/blue shifts are utilized to characterize DHB and HB. Although the frequency shifts of the
DHB or HB normal mode stretching frequencies can be used to detect these bonds [43,69–71],
they are not necessarily suited to assess the bond strength of these interactions as we discussed
for HBs [67]. The normal mode frequency shift ∆ω = ω(complex)−ω(monomer) can only
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be related to the thermochemical strength of the HB or DHB in question, if the HB or DHB
normal stretching modes in both complex and monomer are localized, which is generally
not the case [67,72]. Therefore, we draw upon to local mode frequency shifts instead.
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Figure 4. (a) Correlation between binding energy Ebin scaled by the number of DHBs n and ka(DHB),
(b) correlation between distance R(DHB) and ka(DHB), (c) correlation between protonic bond angle
(X–Hδ+ · · ·Hδ−) and ka(DHB), (d) correlation between hydridic bond angle (Hδ+ · · ·Hδ−–Y) and
ka(DHB).

Figure 5a depicts the local mode frequency shift ∆ω of the protonic parts of DHB
and Figure 5b that of the hydridic parts presented as a bar diagram. For both the DHB
donor and acceptor, we found almost exclusively red shifts, i.e., the weakening of the bond
in question upon complexation; however, the magnitude of the shifts differ significantly;
protonic parts of DHBs shifts range from 139 to −2421 cm−1, whereas hydridic parts shifts
cover a considerably smaller range, namely from 18 to −406 cm−1. It is interesting to
note that largest red shifts reflecting large changes in DHB donor and acceptor upon DHB
formation occur for BeO3 and BeO4, i.e., the two complexes with the strongest DHBs.

In the following, we focus on evaluating to what extent the normal vibrational modes
are localized in the DHB donor and/or acceptor of these complexes, which forms the
necessary prerequisite for a red/blue shift discussion based on normal vibrational modes.
As assessment tool we used in this work CMN to probe the local character of both protonic
and hydridic normal stretching modes in complex and references molecules. As an example
the CMN for the complex BeO3 and its two references HOCL2 and BeH is shown in
Figure 6a,b.

The normal vibrational stretching mode of the DHB protonic part of reference HOCL2
(O1H4, yellow bar in Figure 6a) with a frequency of 3589 cm−1 is 100% localized. In contrast,
the hydridic normal vibrational stretching modes of reference BeH with frequencies of
2203 and 1995 cm−1 are composed of 50% Be2H3 (red color) and 50% Be2H1 (orange color),
reflecting the symmetry of the BeH reference molecule. Upon complex formation, the
protonic part of DHB is considerably weakened, and most importantly, as reflected in
Figure 6a, it strongly couples with other modes in the BeO3 complex. In BeO3, the normal
mode corresponding to the complex normal vibration of 1386 cm−1 has 47% O5H4 (the
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protonic part of DHB, yellow color) and 39% H3H4 (DHB, purple color); see Figure 6a.
The normal vibrational modes corresponding to 2286 cm−1 and 2101 cm−1 have 14% and
58% B3H3 (the hydridic bond) character. This clearly shows (i) the strong influence of the
protonic part of DHB on DHB and (ii) that a red/blue shift discussion based on normal
vibrational mode frequencies is rather questionable, and one has to resort to local mode
frequencies for a meaningful analysis, which is further elucidated in the following.
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Figure 5. (a) Local mode frequency shifts ∆ω of the protonic parts of DHBs. (b) Local mode frequency
shifts ∆ω of the hydridic parts of DHBs, where a positive sign denotes a blue–shift and a negative
sign a red–shift.

Figure 7a presents the relationship between protonic and hydridic local mode fre-
quency shifts ∆ω, and Figure 7b the relationship between the corresponding relative shifts
∆ω/ω, involving Group I–Group IV members.
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Figure 6. (a) CNM analysis for the BeO3 complex. (b) CNM analysis for the two reference molecules
HOCL2 (DHB donor) and BeH (DHB acceptor) forming the complex.
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Figure 7. (a) Correlation between local mode frequency shifts ∆ω(Hydridic) and ∆ω(Protonic).
(b) Correlation between the relative frequency shifts ∆ω/ω(Hydridic) and ∆ω/ω(Protonic). (c) Cor-
relation between ∆ω/ω(Protonic) and ka(DHB). (d) Correlation between ∆ω/ω(Hydridic) and
ka(DHB).

There is no significant correlation between hydridic and protonic frequency shifts
(R2 = 0.6666 and 0.5592, respectively; see Figure 7a,b), although some trends are visible.
Overall, larger protonic frequency shifts are in line with larger hydridic frequency shifts, as
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found for BeO3, BeO4 and on the other end of the spectrum smaller protonic frequency
shifts are in line with smaller hydridic frequency shifts, as found for AB4. However, there
are also a number of outliers, such as LiO and NaO complexes. Because of the large
difference in the frequency shift values for protonic and hydridic parts of DHBs, for the
following correlations only the latter were used.

Next, we explored the question if there is a correlation between the frequency shifts of
the protonic and hydridic parts of DHB, and the strength of the DHB, as suggested in the
literature [43,69,70]. Figure 7c shows the correlation between the relative frequency shifts
∆ω/ω(Protonic) and the local mode force constant ka(DHB), and Figure 7d shows the same
situation for ∆ω/ω(Hydridic). We found some general trends for the protonic parts of
DHBs shifts (R2 = 0.7330). Stronger DHBs are characterized by larger red shifts, as found
for BeO2, BeO4 and weaker DBH are characterized by small red shifts or even small blue
shifts, such as in the case of AB4. Although the same overall trend can be observed for the
hydridic frequency shifts scattering of data points, and the outliers LiO and NaO are more
pronounced. This shows that the strength of the DHB cannot be directly deduced from the
frequency shifts of the protonic or hydridic parts of DHBs upon complex formation.

Figure 8a shows the correlation between protonic frequency shifts and binding energies
and Figure 8b the corresponding correlation for the hydridic frequency shifts. Again, in both
cases no significant correlation could be found (R2 = 0.7768 and 0.5933, respectively; see
Figure 8a,b), except the general trend that larger binding energies corresponding to stronger
DHBs are characterized by larger red shifts, whereas smaller binding energies corresponding
to weaker DHBs are characterized by smaller red shifts or even a small blue shift. These
findings are consistent with the observed correlation between frequency shifts and local mode
DHB force constants. Figure 8c,d show the correlation between frequency shifts and scaled
energy density Hc/ρc for the protonic and hydridic parts of DHB, respectively. In both cases,
there is no correlation between these two quantities in contrast to Hc/ρc(DHB), which shows
at least a weak correlation with ka(DHB) (see Figure 3a).
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Figure 8. (a) Correlation between Ebin/n and ∆ω/ω(Protonic). (b) Correlation between Ebin/n and
∆ω/ω(Hydridic). (c) Correlation between Hc/ρc(Protonic) and ∆ω/ω(Protonic). (d) Correlation of
Hc/ρc(Hydridic) and ∆ω/ω(Hydridic).
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2.2. Some Group Specific Highlights

Group I: This group represents DHBs being built from hydrides, such as LiH, NaH,
BeH2, BH−4 , and AlH−4 interacting with simple organic molecules—for example, H2O,
HNO, CH4, CFH3, and CF2H2—and also some cations, such as H3O+, NH+

4 , CFH+
4 , taken

from the work of Bakhmutov [11]. With 52 members, this is the largest group investigated
in this work, with DHB lengths stretching from 1.091 Å to 2.533 Å and BSOs from 0.159
to 0.415. Among them, the strongest H−H interactions were observed for the molecular
BeO clusters and the weakest interaction was observed for CF sharing three DHBs. It is
interesting to note that BC4 also sharing three DHBs has a longer DHB length of 2.533 Å,
compared to 2.484 Å found for the DHBs of CF; however, both CF and BC4 DHBs are of
comparable strengths (BSO n = 0.159 versus BSO n = 0.168, respectively), another exemption
of the generalized Badger rule.

As discussed above, we observed larger changes in the local mode frequencies of
the protonic parts of DHB than for the hydridic parts upon DHB complex formation,
a trend which also applies to Group I representatives. An interesting example is the BeO3
complex that has a DHB binding energy of −29.61 kcal/mol. The local mode frequency
of the protonic H–O bond has a value of 3584 cm−1 in the HOCL2 monomer, while in
the DHB complex this frequency has a value of 1163 cm−1, which corresponds to a large
red–shift of −2421 cm−1. On the other hand, in the similar BeF DHB complex with a DHB
binding energy of −4.08 kcal/mol, the red–shift of the protonic bond H–F is with a value
of −298 cm−1 almost ten times smaller. This large difference in the red–shifts can be
explained by the different electron density transfer from the hydridic Be–H bond into the
antibonding σ* orbital of the protonic H–O and H–F bonds. According to our calculations,
the population of the H–O σ* orbital in the BeO3 complex has a value of 0.248 e, while the
population of the H–F σ* orbital in the BeF has only a value of 0.019 e, which is more than
ten times smaller. These results quantify the findings of a previous study, suggesting that
the experimentally observed red–shifts in DHBs depend on the amount of electron density
transfer into the antibonding σ* orbitals of the protonic bonds [43]. The larger this transfer
is the weaker becomes the protonic part of DHB. This is also reflected in the series of charge
assisted DHBs [11] BeO1, BeO2, and BeO3. Starting from H3O+ successive chlorination,
i.e., increasing the electrophilicity of the protonic group leads to a considerable decrease
of the DHB length (1.237, 1.170, and 1.091 Å, respectively), however the DHB strength
remains fairly unchanged (BSO n values of 0.414, 0.414, and 0.397).

Group II: This group includes dimer (AB1), trimer (AB2), and tetramer (AB3) com-
plexes of ammonia–borane H3B−NH3 as well as some reference complexes (AB4–AB7).
Ammonia borane polymers have been suggested as storage medium for hydrogen [73],
therefore we assessed these systems how, starting from AB1, the strength of the H−H
interaction changes. According to the results of our study the H−H interaction between
the monomeric units increases as reflected by the BSO values (0.199, 0.226, and 0.244, for
AB1, AB2, and AB3, respectively), whereas the DHB distances remain fairly constant (2.003,
1.916, and 2.069 Å, for AB1, AB2, and AB3 respectively). These results suggest an increas-
ing DHB strength trend in larger ammonia borane clusters and ammonia borane polymers.
An interesting alternative is AB7, namely paring ammonia borane with HF leading to the
shortest and strongest DHB in this group (BSO = 0.291 and R(DHB) = 1.582 Å). A follow–up
study is planned.

Group III: Group 3 includes transition metal clusters made up of iron–phosphine
complexes forming either one or two DHBs with ammonia, water, or HF. DHB length range
from 1.451 to 2.198 Å wherein forming two DHB interactions (FeN2, FeO2, and FeF2) leads
to longer and weaker DHB interactions than those for the complexes with one DHB (FeN1,
FeO1, and FeF1) which parallels our observations for Group I members. Unsurprisingly, HF
forms the shortest and strongest DHB interactions in this group (FeF1: R(DHB) = 1.451 Å,
BSO n = 0.363). As compared to other groups, Group III shows smaller local mode red shifts
for both protonic and hydridic parts of DHBs, with the smallest protonic and hydridic part
shifts found for FeN1 (−0.017 and −0.006 cm−1, respectively). Group III members overall
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show the best correlation between protonic and hydridic frequency shifts in relation to the
other groups, likely because the shifts themselves are so small. We also observe a stronger
correlation between frequency shifts and BEs than for any of the other groups. However,
Group III members are also the most similar compared to the members in other groups,
which may cause the better correlation.

The BEs of Group III range from −3.81 to −11.14 kcal/mol for FeN1 and FeF2, respec-
tively, which are among the smallest BEs of the entire set of complexes investigated in this
work. Thus, we assert that such transition metal complexes do not tend to form strong
DHBs. This difference from other groups can be explained by the presence of d–orbitals,
which can withdraw electron density from antibonding σ* orbitals of the hydridic parts
of DHBs, leading to complexes with predominately electrostatic character, as reflected by
normalized energy density Hc/ρc shown in Figure 3, with the exception of FeF1 and FeF2.
This is an interesting aspect to be further explored in the future.

Group IV: This group features four noble gas complexes, whose DHB bond lengths
range from 1.322 to 1.866 Å, with BSO n values between 0.246 and 0.324. Although these
DHB strengths are on the lower end of the spectrum, they are predominantly covalent in
nature, as reflected by the normalized energy density Hc/ρc values shown in Figure 3. For
Group IV members, we find exclusively local mode red shifts indicating the weakening of
both the protonic and hydridic part of DHB upon complexation. BeAr shows with −0.243
the most significant relative protonic shift in this group, as well as the largest BSO n value
(0.324). This can be explained by the linearity of the DHB as well as the presence of fewer
shielding electrons in argon. As with the other groups, there is a weak correlation between
the frequency shifts and BE.

Group V: Naphthalene, anthracene and phenanthrene Ar1–Ar3 have been added to the
set of DHB complexes in order to compare the H−H interaction in these aromatic systems,
where both hydrogen atoms involved are equally charged, with the DHB properties of the
other groups investigated in this work. In previous work [66] we could disprove arguments
in favor of DHB based on the existence of a bond path and bond critical point between
these two H atoms and the stability of anthracene [11,22,65] as dubious [66]. The sole
existence of a bond path and a bond critical point does not necessarily imply the existence
of a chemical bond or weak chemical interaction, it may be just an artifact of a closer contact
between the two atoms in question [66,74–80]. In addition, previous attempts to explain
the higher stability of phenanthrene via a maximum electron density path between the bay
H atoms are misleading in view of the properties of the electron density distribution in
the bay region. The 6.8 kcal/mol larger stability of phenanthrene relative to anthracene
predominantly (84%) results from its higher resonance energy, which is a direct consequence
of the topology of ring annulation [66]. In summary, these observations clearly disqualify
the H−H in these systems as DHBs. With the higher level of theory used in this study, we
could no longer find a bond path between the bay H atoms for Ar1 and Ar2. The bond path
and bond critical point found for Ar3 are an artifact of the closed contact (R(HH) = 1.998 Å).
The relative large BSO n values of 0.370, 0.370 and 0.379 (see Figure 2a) are also an artifact
of the topology of the bay H atoms. In addition, Figure 2d,f as well as Figures 3 and 4b,c
clear identify these complexes as outliers.

Group VI: This is a special group devoted to modeling of the strength of DHB in hydro-
gen clusters, which have been suggested in the interstellar space [81]. Figure 9a–c present
results of our investigations for molecular clusters H4P, H5P, H6P, H7P, and H9P involving
diatomic hydrogen H2, and triatomic hydrogen cation H3P. The BSO data as a function of
the local mode force constants ka of DHBs for these clusters are shown in Figure 9a, whose
values are based on the reference molecules presented in the computational details of this
study. According to Figure 9a, the strongest DHB (ka = 5.835 mdyn/Å) is for diatomic
hydrogen H2, and the weakest (ka = 0.101 mdyn/Å) is for DHB between the H+

3 and H2
units of H7P. The strengths of DHB for this Group investigated in our study correlate
(R2 = 0.9218) with the DHB lengths, as shown in Figure 9b. The shortest DHB (R = 0.743 Å)
is for H2, and the longest (R = 1.675 Å) for DHB between the H+

3 and H2 units of H9P.
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Similarly, according to Figure 9c there is a correlation observed in our study between the
strengths of DHB and the covalent characters of DHB expressed by the normalized energy
densities Hc/ρc, although this correlation is less perfect (R2 = 0.8981). The strongest DHB
of H2 has the most negative normalized energy density (Hc/ρc = −1.125 Hartree/electron),
while the weakest DHB between the H+

3 and H2 units of H7P has one of the less negative
normalized energy density (Hc/ρc = −0.194 Hartree/electron). Generally, we observed in
our investigation of this Group, formation of weak DHBs between the H+

3 and H2 units
(light blue and orange colors in H7P and H9P in Figure 9), whose strength is smaller than
the strength of DHBs within the H+

3 unit (dark blue, red, and brown colors in H7P and H9P
in Figure 9), and the strength of DHB in the H2 unit of these clusters (violet color in H7P
and H9P in Figure 9). The H6P cluster represents formation of weak DHBs (yellow color in
H6P in Figure 9) between the H+

2 and H2 units (dark blue color in H6P in Figure 9), while
the H5P cluster shows formation of weak DHBs between the H+ and H2 units (red color
in H5P in Figure 9). However the H4P cluster presents formation of weak DHB between
the H+

3 unit and the H atom (orange color in H4P in Figure 9). Generally, according to
our calculations, the hydrogen clusters are formed between the positively charged unit of
the cluster (H+ in H5P, H+

2 in H6P, and H+
3 in H7P and H9P) and the H2 unit. Therefore,

we conclude that the results of this study are suggesting possible applications for hydro-
gen storage devices, where a positively charged central kernel of a molecular complex is
surrounded by H2 molecules, which can easily dissociate.
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Figure 9. (a) BSO n(HH) as a function of the local mode force constant ka(HH); power relationship
based on H2 and H+

2 references see text. (b) Correlation of distance R(HH) and ka(HH). (c) Correlation
of ka(HH) and normalized energy density Hc/ρc.
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Table 3. NBO charges (e) for the hydrogen clusters.

Complex Atom q Bond ∆qa

Group VI

H2 0.000 H-H 0.000
H2P 0.500 H-H 0.000
H3P 0.333 H1-H1 0.000
H4P H1 0.161 H1-H2 0.010

H2 0.171 H2-H2 0.000
H3 0.496 H3-H1 0.334

H5P H1 0.281 H1-H2 0.102
H2 0.180 H2-H2 0.000

H6P H1 0.219 H1-H1 0.000
H3 0.141 H1-H3 0.078

H7P H1 0.209 H1-H2 0.075
H2 0.284 H2-H2 0.000
H3 0.056 H2-H3 0.228

H3-H3 0.000
H9P H1 0.262 H1-H3 0.227

H3 0.035 H3-H3 0.000

3. Methods and Computational Details

As a major assessment tool of H–H bond strength, we utilized LMA in this work.
A comprehensive review of the underlying theory and recent applications can be found in
Refs. [72,82]. Therefore, in the following, only some essentials are summarized.

Normal vibrational modes are generally delocalized as a result of kinematic and
electronic coupling [83–85]. A particular vibrational stretching mode between two atoms of
interest can couple with other vibrational modes such as bending or torsion, which inhibits
the direct correlation between normal stretching frequency or associated normal mode
force constant and bond strength, as well as the comparison between normal stretching
vibrational modes in related molecules. As a consequence, the normal stretching force
constant cannot be used as a direct bond strength measure. One needs to derive local
counterparts that are free from any mode–mode coupling. Konkoli, Cremer and co–workers
solved this problem by solving the mass–decoupled analogue of Wilson’s equation of
vibrational spectroscopy [53–57], leading to local vibrational modes, associated local mode
frequencies and local mode force constants.

There is a 1:1 relationship between the normal vibrational modes and a complete
non–redundant set of local vibrational modes via an adiabatic connection scheme (ACS) [86],
which forms the foundation for a new method of analyzing vibrational spectra, the char-
acterization of normal mode (CNM) procedure [55–57,66,72,86–91]. CNM decomposes
each normal mode into local mode contributions leading to a wealth of information about
structure and bonding. Recently, CNM has been successfully applied in the investigation
of pKa probes [92] and to assess the qualification of vibrational Stark effect probes [93].

Zou and Cremer showed that the local stretching force constant ka reflects the curvature
of the PES in the direction of the bond stretching [94]. This important result qualifies the
local stretching force constants ka as unique quantitative measures of the intrinsic strength
of chemical bonds and/or weak chemical interactions based on vibrational spectroscopy.
Therefore, LMA has been extensively applied for the study of chemical bonding and
non–bonded interactions, as documented in Refs. [72,82] and references cited therein,
including the characterization of HB ranging from conventional HBs [67], unconventional
HBs [95,96], HBs in water and ice [87,97–102], and HBs in biomolecules [103–106] to
HBs in catalysis [107,108]—a list which has been extended by DHB in this work. The
local vibrational modes theory allows us to analyze a variety of internal coordinates in
addition to bond lengths, such as angles between bonds, dihedral bond angles, puckering
coordinates, and others. However, this study is focused on the bond lengths leading to the
local mode force constants directly related to the strength of DHB.
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The widely accepted definition of a DHB includes the following characteristics: DHBs
Hδ+ · · ·Hδ− are formed from two H–atoms with opposite partial charges and a distance
R(DHB) between the two H–atoms that is smaller than the sum of their van der Waals radii
(2.4 Å); the angle X–Hδ+ · · ·Hδ− of the protonic fragment is closer to linear, whereas the
hydridic fragment Hδ+ · · ·Hδ−–Y is more bent [11]. For a larger separation, it has been
suggested to apply a criterion based on the topological electron density: The density ρc at
the bond critical point rc between the two H–atoms should be small, and the Laplacian
∇2(ρc) should be small and positive. Whereas bond energies are assumed to be similar
for both HBs and DHBs, DHBs should have a smaller covalent character, i.e., a more
pronounced electrostatic nature [11]. As discussed above, in addition to R(DHB) [1,11], the
red/blue shifts of the normal mode frequency associated with the DHB [9,43], as well as
components of the binding energies (BE) determined with different energy decomposition
methods [40–42] have been applied as a measure of the DHB bond strength.

However a caveat is necessary: both the bond dissociation energies (BDE) and
BE [109–111] as well as associated energy decomposition schemes (EDA) [112–114], bond
distances [115,116] and normal mode frequency shifts, are not suited to measure direct
bond strength. The BDE is a reaction parameter that includes all changes taking place
during the dissociation process. Accordingly, it includes any (de)stabilization effects of the
fragments to be formed. It reflects the energy needed for bond breaking, but also contains
energy contributions due to geometry relaxation and electron density reorganization in the
dissociation fragments [67]. Therefore, the BDE is not a suitable measure of the intrinsic
strength of a chemical bond and its use may lead to misjudgments, as documented in
the literature [117–122]. In addition, EDA schemes are not free from arbitrariness [123].
Additionally, the bond length is not always a qualified bond strength descriptor. Numer-
ous cases have been reported, illustrating that a shorter bond is not always a stronger
bond [54,55,57,124,125].

The use of normal mode stretching frequencies and/or frequency shifts as convenient
bond strength measures (both are accessible experimentally and computationally) is prob-
lematic, because of the coupling of the stretching mode with other vibrational modes, which
hampers a direct comparison between bonds in strongly different systems, as pointed out
above. The topological analysis of the electron density can be useful to uncover possible
attractive contacts between two atoms via the existence of a maximum electron density
path (i.e., bond path), with a bond critical point connecting the two nuclei under considera-
tion [126]. However, the sole existence of a bond path and a bond critical point does not
necessarily imply the existence of a chemical bond; in particular, the QTAIM description of
weak chemical interactions may be problematic [46,66,74–76,78,79]. Using the Laplacian
∇2(ρc) as a complementary measure is problematic too [127–129], because it does not reflect
the complex interplay between kinetic and potential energy, which accompanies the bond
forming process [130,131].

Therefore, in this work we utilized LMA to derive a quantitative DHB bond strength
measure, in particular local mode force constants and related bond strength orders. It is
convenient to base the comparison of the bond strength for a set of molecules on a chemi-
cally more prevalent bond strength order (BSO n) rather than on a comparison of local force
constant values. Both are connected via a power relationship according to the generalized
Badger rule derived by Cremer and co–workers [68]: BSO n = A (ka)B. Constants A and
B can be determined from two reference compounds with known BSO n values and the
requirement that, for a zero force constant, the BSO n must be zero. For the protonic parts
of DHBs, the hydridic parts of DHBs, and the H–H interaction in DHBs investigated in
this study, we use as references the FH bond in the FH molecule with BSO n = 1 and
the FH bond in the [F· · ·H· · · F]− anion with BSO n = 0.5 [67,99,103,106]. For the ωB97X-
D [132,133] /aug-cc-pVTZ [134,135] model chemistry, applied in this study, this led to
ka(FH) = 9.719 mdyn/Å, ka(F· · ·H) = 0.803 mdyn/Å and A = 0.531 and B = 0.278. For the
DHBs in hydrogen clusters of Group VI investigated in this work, we used as references
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H2 (BSO n = 1, ka = 5.840 mdyn/Å) and H+
2 (BSO n = 0.5, ka = 1.263 mdyn/Å), leading to

A = 0.450 and B = 0.453.
LMA was complemented with QTAIM [61,62,78,126], where in this work we applied

the Cremer–Kraka criterion [127–129] of covalent bonding to assess the covalent/electrostatic
character of DHBs. The Cremer–Kraka criterion is composed of two conditions: (i) the nec-
essary condition—existence of a bond path and bond critical point rc = c between the two
atoms under consideration; (ii) the sufficient condition—the energy density H(rc) = Hc
is smaller than zero. H(r) is defined as H(r) = G(r) + V(r), where G(r) is the kinetic
energy density and V(r) is the potential energy density. A negative V(r) corresponds to a
stabilizing accumulation of density, whereas the positive G(r) corresponds to the depletion
of electron density [128]. As a result, the sign of Hc indicates which term is dominant [129].
If Hc < 0, the interaction is considered covalent in nature, whereas Hc > 0 is indicative of
electrostatic interactions. In addition to the QTAIM analysis, we calculated Natural Bond
Orbital (NBO) [58,59] atomic charges and the corresponding charge transfer between the
two hydrogen atoms involved in DHB, and we introduced local mode frequency shifts [67]
as a more reliable parameter to distinguish different DHB situation than normal mode
frequency shifts, which are contaminated by mode–mode coupling.

The geometries of all group members and references compounds (see Figure 1) were
optimized using the ωB97X–D density functional [132,133] combined with Dunning’s aug–
cc–pVTZ basis set [134,135]. The ωB97X–D functional was chosen as it has been proven to
reliably describe weak (long–range) intermolecular interactions covering the diverse range
of molecules considered in particular in combination with the augmented basis set [133,136].
Using the same model chemistry as applied in our comprehensive study on HBs [137] also
allows the direct comparison of HB and DHB features. Furthermore, this model chemistry
has been recently assessed and characterized as useful for the description of DHB [39].
Geometry optimizations were followed by a normal mode analysis and LMA. Geometry
optimizations, normal mode analyses and NBO analyses were performed with the Gaus-
sian09 program package [138]. For the subsequent LMA the program LModeA [139] was
utilized. The QTAIM analysis was performed with the AIMAll package [140].

4. Conclusions

In this computational study, we investigated the strength and nature of dihydrogen
bonding (DHB) in a variety of molecular complexes and clusters, categorized into six
different groups. As an assessment tool, we used the Local Mode Analysis (LMA) based
on DFT calculations involving dispersion corrections and a flexible basis set. LMA, which
was used to determine the precise strength of individual DHBs in these complexes and
clusters, was supported by the topological analysis of the electron density, quantifying the
covalent versus electrostatic character of these DHBs. Along with the analysis of DHB,
we also investigated the strength and the nature of the protonic bonds X–Hδ+, as well
as the hydridic bonds Hδ−–Y forming the DHBs (i.e., X–Hδ+ · · ·Hδ−–Y) for Group I–V
members. According to our results, the strength of DHB is modulated by the strength of the
protonic bonds X–Hδ+ rather than by the strength of the hydridic bonds Hδ−–Y, which was
also confirmed for Group VI members involving hydrogen clusters. In accordance with
our calculations, the hydrogen clusters were formed by weak DHB between the central
positively charged H+

3 kernel of the cluster and the surrounding H2 molecules, which can
easily dissociate, suggesting a possible application for hydrogen storage.

We hope that our study inspires the community to add the Local Mode Analysis to
their repertoire for the investigation of chemical bonds and intermolecular interactions.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/molecules28010263/s1. Table S1: NBO hydrogen charges for reference
compounds; Table S2: With bond lengths R in Å, local mode force constants ka in mdyn/Å, local
mode vibrational frequencies ωa in cm−1, binding energies E in kcal/mol, electron densities at the
bond critical points ρc in e/Å3 and energy densities at critical points Hc in Hartree/Å3 of protonic
and hydridic HBs and DHBs for all complexes and references compounds.
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Abstract: Similarities and differences of halogen and hydrogen bonding were explored via UV–
Vis and 1H NMR measurements, X-ray crystallography and computational analysis of the as-
sociations of CHX3 (X=I, Br, Cl) with aromatic (tetramethyl-p-phenylenediamine) and aliphatic
(4-diazabicyclo[2,2,2]octane) amines. When the polarization of haloforms was taken into account,
the strengths of these complexes followed the same correlation with the electrostatic potentials on
the surfaces of the interacting atoms. However, their spectral properties were quite distinct. While
the halogen-bonded complexes showed new intense absorption bands in the UV–Vis spectra, the
absorptions of their hydrogen-bonded analogues were close to the superposition of the absorption
of reactants. Additionally, halogen bonding led to a shift in the NMR signal of haloform protons to
lower ppm values compared with the individual haloforms, whereas hydrogen bonding of CHX3

with aliphatic amines resulted in a shift in the opposite direction. The effects of hydrogen bonding
with aromatic amines on the NMR spectra of haloforms were ambivalent. Titration of all CHX3 with
these nucleophiles produced consistent shifts in their protons’ signals to lower ppm values, whereas
calculations of these pairs produced multiple hydrogen-bonded minima with similar structures
and energies, but opposite directions of the NMR signals’ shifts. Experimental and computational
data were used for the evaluation of formation constants of some halogen- and hydrogen-bonded
complexes between haloforms and amines co-existing in solutions.

Keywords: halogen bonding; hydrogen bonding; haloforms; Amines; NMR spectroscopy; UV–Vis
spectroscopy; DFT calculations; X-ray crystallography

1. Introduction

While hydrogen bonding (HB) has been extensively studied for more than a century [1,2],
similar interactions involving other atoms have captivated the attention of the chemical
community only during the last two decades [3–5]. Halogen bonding (XB) is a prominent
example of these newly recognized interactions. It has already become a powerful tool for
molecular recognition, crystal engineering, catalysis and many other applications [6–8].
The ubiquity of molecules containing both hydrogen and halogen substituents and the
similarity in the factors determining XB and HB strength implies that many of them might
be involved in both types of interactions. In fact, many X-ray structural studies revealed
a co-existence of XB and HB bonds, or a dominance of one of them in co-crystals of such
molecules with various nucleophiles [9–13]. However, the experimental characterization of
these competing or complementary intermolecular interactions in solutions represents a
challenging task which requires an accurate knowledge of the distinctions between XB and
HB complexes formed by the same molecule with the same nucleophile.

The haloforms, CHX3 (X=I, Br or Cl) are characterized by the areas of positive poten-
tials (σ-holes) along the extensions of the C–H and C–X bonds (Figure 1) [14]. As such,
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Figure 1. Surface electrostatic potential of iodoform (at 0.001 a.u. electron density) showing areas of
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These simple molecules can form both HB and XB complexes via the attraction of nu-
cleophiles (Lewis base) B to their halogen or hydrogen substituents (Equations (1) and (2)):

CHX3+B
KXB
� [X 2HC-X · · · B] (1)

CHX3+B
KHB
� [X 3C-H · · · B] (2)

where KXB and KHB are formation constants of the corresponding complex. Most frequently,
such complexes were studied using NMR spectroscopy [15–18]. The earlier NMR studies
of the complexes of halides with haloforms by Green and Martin showed that CHI3 forms
predominantly XB complexes in which the signal of the proton is shifted to lower ppm
values [17]. The HB associations (in which NMR signals of the haloforms’ protons are
shifted to higher values) prevail in the solutions of halides with CHBr3 or CHCl3. Sim-
ilar conclusions were obtained by Bertrán and Rodrígues based on NMR studies of the
interaction of haloforms with aza-containing solvents [18]. In the recent study by Schulz
et al., the relative strengths of the XB/HB interactions of haloimidazolium derivatives
were measured experimentally, and the quantitative comparison of the interaction energies
and free energies of different association modes were derived from quantum mechanical
calculations and molecular dynamics simulations [19].

UV–Vis spectroscopy represents another method with a high potential for the differ-
entiation of HB and XB interactions [14]. Our recent study showed that a combination of
NMR and UV–Vis measurements together with computational analysis allows quantitative
characterization of the concurrent XB and HB complexes between haloforms and (pseudo-
)halide anions in solutions [14]. We have also demonstrated that the common anesthetic,
halothane, acts as a XB and HB donor in solutions, which gives an atomic rationale for its
eudismic ratio [20]. To establish generalities and limitations of the application of the NMR
and UV–Vis spectroscopies for the identification and characterization of the co-existing XB
and HB complexes, we turned in the current work to complex formation of haloforms with
aromatic and aliphatic amines (which represent an important class of XB and HB acceptors).
While the crystallographic literature contains a number of X-ray structures of either XB
and HB complexes with these neutral nucleophiles [21–25], and these interactions were
compared via computational analysis [26–29], the efforts of differentiating and characteriz-
ing the concurrent formation of the corresponding XB and HB complexes in solutions are
lacking. As such, we carried out liquid-phase measurements and computational analysis of
the interaction of haloforms with N,N,N′,N′-tetramethyl-p-phenylenediamine (TMPD) and
4-diazabicyclo[2,2,2]octane (DABCO) (Scheme 1).

Molecules 2022, 27, x FOR PEER REVIEW 2 of 15 
 

 

The haloforms, CHX3 (X=I, Br or Cl) are characterized by the areas of positive poten-
tials (σ-holes) along the extensions of the C–H and C–X bonds (Figure 1) [14]. As such, 

 
Figure 1. Surface electrostatic potential of iodoform (at 0.001 a.u. electron density) showing areas of 
positive potentials (σ-holes) along the extensions of C–H and C–I bonds. 

These simple molecules can form both HB and XB complexes via the attraction of 
nucleophiles (Lewis base) B to their halogen or hydrogen substituents (Equations (1) and 
(2)): 

XΒΚ

3 2CHX  + B  [X HC-X B]⎯⎯→←⎯⎯   (1)

HΒΚ

3 3CHX  + B  [X C-H B]⎯⎯→←⎯⎯   (2)

where KXB and KHB are formation constants of the corresponding complex. Most fre-
quently, such complexes were studied using NMR spectroscopy [15–18]. The earlier NMR 
studies of the complexes of halides with haloforms by Green and Martin showed that CHI3 

forms predominantly XB complexes in which the signal of the proton is shifted to lower 
ppm values [17]. The HB associations (in which NMR signals of the haloforms’ protons 
are shifted to higher values) prevail in the solutions of halides with CHBr3 or CHCl3. Sim-
ilar conclusions were obtained by Bertrán and Rodrígues based on NMR studies of the 
interaction of haloforms with aza-containing solvents [18]. In the recent study by Schulz 
et al., the relative strengths of the XB/HB interactions of haloimidazolium derivatives were 
measured experimentally, and the quantitative comparison of the interaction energies and 
free energies of different association modes were derived from quantum mechanical cal-
culations and molecular dynamics simulations [19]. 

UV–Vis spectroscopy represents another method with a high potential for the differ-
entiation of HB and XB interactions [14]. Our recent study showed that a combination of 
NMR and UV–Vis measurements together with computational analysis allows quantita-
tive characterization of the concurrent XB and HB complexes between haloforms and 
(pseudo-)halide anions in solutions [14]. We have also demonstrated that the common 
anesthetic, halothane, acts as a XB and HB donor in solutions, which gives an atomic ra-
tionale for its eudismic ratio [20]. To establish generalities and limitations of the applica-
tion of the NMR and UV–Vis spectroscopies for the identification and characterization of 
the co-existing XB and HB complexes, we turned in the current work to complex formation 
of haloforms with aromatic and aliphatic amines (which represent an important class of 
XB and HB acceptors). While the crystallographic literature contains a number of X-ray 
structures of either XB and HB complexes with these neutral nucleophiles [21–25], and 
these interactions were compared via computational analysis [26–29], the efforts of differ-
entiating and characterizing the concurrent formation of the corresponding XB and HB 
complexes in solutions are lacking. As such, we carried out liquid-phase measurements 
and computational analysis of the interaction of haloforms with N,N,N’,N’-tetramethyl-p-
phenylenediamine (TMPD) and 4-diazabicyclo[2,2,2]octane (DABCO) (Scheme 1). 

 
Scheme 1. Structures of DABCO (left) and TMPD (right). Scheme 1. Structures of DABCO (left) and TMPD (right).

135



Molecules 2022, 27, 6124

The general character of the spectral features observed with these nucleophiles were
verified via measurements of interactions of haloforms with other aliphatic and aromatic
amines (trimethylamine and various N,N-dimethylanilines). Such a study facilitates the
identification and quantitative characterization of the co-existing XB and HB complexes
involving the same pair of reactants in chemical and biochemical systems, and clarification
of the factors which determine the strengths and preferences of one or another mode
of interaction.

2. Results and Discussion
2.1. UV–Vis Study of Interaction of CHX3 with Amines

Although the UV–Vis spectrum of DABCO is transparent at λ > 300 nm, an addition
of this amine to an acetonitrile solution containing iodoform resulted in an increase in
absorption in the 300–400 nm range. The subtraction of the absorption of each component
showed that this increase is related to the appearance of a pair of close absorption bands
(Figure 2). In solutions with a constant concentration of iodoform, the intensity of these
bands increased with the increase in concentration of DABCO. The addition of DABCO to
bromoform also resulted in the appearance of a new absorption band in the UV–Vis spectra,
as described earlier [24]. This new band is substantially blue-shifted compared with that
observed with CHI3, and it was partially overshadowed by the absorption of DABCO itself.
In comparison, solutions of DABCO and CHCl3 did not show any new absorption beyond
280 nm (spectra of the solutions containing CHCl3 and DABCO are the same as the spectra
of individual DABCO), and the strong absorption of DABCO hinders measurements below
this wavelength.
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Figure 2. Spectra of solutions with a constant concentration of CHI3 and various concentrations of
DABCO (left) and TMPD (right). Spectrum of the solutions of individual reactants are shown as
dashed red (CHI3) or blue (DABCO and TMPD) lines. Inserts: Spectra of the complexes obtained by
subtraction of the absorption of components from the spectra of their mixtures.

Similar UV–Vis measurements of interactions of haloforms with TMPD were hindered
by the strong absorption of TMPD in the 200–380 nm range. As such, only part of the
new absorption of the complex of TMPD with CHI3 could be observed at λ > 380 nm,
and the corresponding bands of the complexes with CHBr3 or with CHCl3 are appar-
ently overshadowed by the absorption of TMPD. As such, the spectra of the solutions
containing either CHBr3 or CHCl3 and TMPD are the same as the spectra of individual
TMPD. Appearances of new absorptions were also observed upon the addition of the other
N,N-dimethylanilines or trimethylamine to CHI3 (Figures S1–S4 in the Supplementary Ma-
terials). A Benesi–Hildebrand treatment [30] of the variations of the absorption intensities
with concentrations of amines produced straight lines with R2 > 0.99, and the data were
also well fit by 1:1 binding isotherms (Figures S5 and S6 in the Supplementary Materials).
However, such treatments did not take into account the presence of the two equilibria
(Equations (1) and (2)). To further elucidate competitions of XB and HB, we carried out
NMR measurements of the analogous solutions.
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2.2. 1H NMR Study of the Interaction of CHX3 with Amines

The addition of DABCO to the solution of CHI3 in deuterated acetonitrile resulted in
the shift in the signal of the haloform’s proton to lower ppm values (Figure 3), indicating
an increased shielding of this proton. A similar addition of DABCO to bromoform or
chloroform produced a shift in its proton signal to higher ppm values. These results are
consistent with earlier studies of the interaction of haloform with halide anions [17], and
they suggest a prevalence of XB complexes in solutions of iodoforms with aliphatic amines,
and a domination of HB in similar solutions with bromoform or chloroform. The opposite
shifts in the proton signals in the XB and HB complexes with DABCO are apparently related
to the polarization of haloform by this electron-rich nucleophile. In XB complexes, it results
in the shift in electron density from the bonded halogen to the unbonded halogen and
hydrogen atoms, increasing the shielding of the latter. In contrast, the polarization of HB
complex results in a shift in the electron density from the bonded proton, decreasing its
shielding. However, an addition of TMPD to any of the haloforms under study produced
a shift to lower ppm values, indicating an increased shielding of this proton (Figure 3).
NMR measurements of interactions of haloforms with the other aliphatic and aromatic
amines confirm the trends observed with DABCO and TMPD. Specifically, the addition of
trimethylamine to CHI3 resulted in the shift in the proton signal lower ppm and similar
experiments with CHBr3 or CHCl3 resulted in a shift in the opposite direction. On the other
hand, the titrations of any of the haloforms with aromatic amines led to shifts in the proton
signals to lower ppm values (Figures S7–S9 in the Supplementary Materials). To clarify the
results of the UV–Vis and NMR measurements, we turned to the X-ray structural analysis
of the associations and computational analysis of the XB and HB complexes of haloforms
with amines.
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Figure 3. Dependencies of the chemical shifts in the proton of CHI3 (3), CHBr3 (o) and CHCl3 (�)
(as compared to that in the corresponding isolated molecules) on the concentration of DABCO (filled
symbols) or TMPD (open symbols) (in CD3CN, 22 ◦C).

2.3. X-ray Structural Analysis of Co-crystals of Iodoform with TMPD or DABCO

Cooling down acetonitrile solutions containing equimolar quantities of iodoform
and either TMPD or DABCO led to formation of co-crystals suitable for X-ray structural
measurements. X-ray analysis showed that these co-crystals comprise zigzag chains con-
sisting of alternating iodoform and either TMPD or DABCO molecules (Figure 4A,C).
Co-crystallization of CHI3 with TMPD also produced discrete 2:1 complexes (Figure 4B).
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Figure 4. X-ray structures of co-crystals of iodoform with TMPD ((A): 1:1, (B): 2:1) and DABCO
(C) showing alternating halogen (and hydrogen)-bonded zigzag chains or discrete 1:2 complexes.

Chains of TMPD with iodoform in their 1:1 co-crystals were formed by I–N halogen
bonding between these molecules involving two iodine substituents of each CHI3 and two
amino groups of each TMPD. The I–N distances of 2.902 Å were about 22% shorter than
the sum of the van der Waals radii of these atoms, and the C–I–N angles were close to
linear (177.9 deg), as is typical for halogen bonding. The (centrosymmetric) discrete 2:1
CHI3:TMPD complexes also show a pair of halogen bonds with a slightly shorter bond
length of 2.842 Å and the C–I–N angles of 172.4 deg. In comparison, DABCO molecules
were linked with iodoform by I–N halogen and H–N hydrogen bonding. Both these
bonds were close to linear (177.1 deg and 174.2 deg for HB and XB, respectively) and
quite short (HB and XB bond length of 2.152 Å and 2.756 Å, respectively). Interestingly,
the I–N distances in associations of DABCO with iodoform were shorter than the Br–N
distances of 2.877 Å reported earlier [24] in the similar zigzag chains formed by both halogen
and hydrogen bonding of this nucleophile with bromoform. This indicates substantially
stronger XB involving iodine atoms. Overall, similar to the co-crystals with halide anions,
the interaction of haloforms with aromatic or aliphatic amines shows both modes (X–N
and H–N) of interactions.

2.4. Computational Analysis of XB and HB Complexes

Surface electrostatic potentials of TMPD and DABCO are illustrated in Figure 5. Both
these molecules show areas of negative potentials corresponding to the location of lone
pairs on the surface of the nitrogen atoms. The magnitude of the minimum (most negative)
potential, VS,min, of −36.4 kcal/mol on the surface of DABCO is somewhat higher than
that on the surface of the nitrogen atom of TMPD (−33.2 kcal/mol), apparently due to the
partial delocalization of nitrogen’s lone pairs to the aromatic ring in the latter.
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Figure 5. Electrostatic potential (calculated at 0.001 electron bohr−3 electronic density) on the
molecular surfaces of DABCO (left) and TMPD (right).

For the TMPD molecule, the negative potential is extended from the surface of the
nitrogen atom to the aromatic ring. The center of the aromatic ring shows another minimum
potential of about −30 kcal/mol. The locations of VS,min on the surfaces of nitrogen atoms
in TMPD and DABCO suggest they would be attracted to σ-holes on the surface of either
hydrogen or halogen atoms in haloforms. Indeed, DFT M062X/def2tzvpp calculations (see
Experimental for details) produced energy minima corresponding to XB and HB complexes
between all three haloforms and nitrogen atoms of aromatic or aliphatic amines. The
structural features of halogen (and, for the complexes with DABCO, hydrogen bonds found
for these minima (illustrated in Figure 6) were consistent with the geometries obtained via
X-ray crystallographic analysis of the solid-state associations. (In addition, calculations of
complexes with TMPD produced minima in which hydrogen or halogen substituents of
haloforms were directed toward carbon atoms in an aromatic ring or the middle of C–N
bonds; vide infra.
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Figure 6. Superposition of the results QTAIM and NCI analyses onto the structures of the XB
complexes of CHBr3 with DABCO (A) and TMPD (C) and HB complexes with DABCO (B) and
TMPD (D). The bond paths and critical (3,−1) points (from QTAIM) are shown as orange lines and
spheres, respectively, and blue-green discs indicate areas of bonding interactions (from NCI).

Quantum Theory of Atoms in Molecules (QTAIM) analysis [31] of the optimized
structures showed bond paths (orange lines in Figure 6) from nitrogen atoms to halogen or
hydrogen substituents of haloforms in XB and HB complexes, respectively. It also revealed
(3,−1) bond-critical points (BCPs) along these bond paths (small orange spheres). Bonding
interactions between nucleophilic nitrogen atoms and halogen or hydrogen of haloform
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were further confirmed by the non-covalent index (NCI) analysis [32]. The NCI treatment
showed the presence of the blue-colored discs located at the BCPs between nitrogen atoms
of amines and halogen or hydrogen atoms of haloforms, which indicates moderately strong
intermolecular attraction between these atoms. It should be mentioned that besides the
bond paths and BCPs between nitrogen atoms and hydrogens, HB complexes showed
bond paths and BCPs between halogen atoms of haloforms and hydrogen substituents
or aromatic carbons of amines. The NCI analysis showed green surfaces corresponding
to non-bonding or very weak bonding interaction along these bond paths. This indicates
that they represent secondary interactions most likely supported by the close approach of
haloform to amines. Interaction energies, XB and HB lengths and C–I–N or C–H–N angles
for the representative complexes are listed in Table 1.

Table 1. Interaction energies and interatomic distances in the XB and HB complexes.

CHX3 B XB Complexes HB Complexes
∆E, kcal/mol dX-N, Å RXN

a ∆E, kcal/mol dH-N, Å RHN
a

CHI3 DABCO −7.0 2.694 0.72 −4.7 2.051 0.75
TMPD −5.5 2.845 0.76 −5.5 2.163 0.79

CHBr3 DABCO −3.5 2.802 0.79 −4.4 2.043 0.78
TMPD −3.3 2.872 0.81 −4.7 2.095 0.76

CHCl3 DABCO −1.8 2.931 0.89 −4.0 2.095 0.76
TMPD −1.9 2.892 0.88 −4.2 2.183 0.79

a Normalized interatomic separations RXN = dX· · ·N/(rX + rN), where rX and rN are van der Waals radii [33].

The characteristics of the BCPs on the XB and HB bond paths obtained from the
QTAIM analysis corroborate the similarities of these associations between amines and
haloforms. The electron densities and energies at these BCPs are listed in Table 2.

Table 2. Electron densities and energies (ρ(r) and H(r), in a.u.) at BCPs along XB and HB bond paths.

CHX3 B XB Complexes HB Complexes
ρ(r) × 102 H(r) × 103 ρ(r) × 102 H(r) × 103

CHI3 DABCO 3.65 −3.70 2.76 −1.11
TMPD 2.70 −1.11 2.15 0.44

CHBr3 DABCO 2.39 0.51 2.81 −1.31
TMPD 2.07 0.76 2.16 0.34

CHCl3 DABCO 1.52 1.61 2.53 −0.37
TMPD 1.66 1.51 2.05 0.57

TD DFT calculations showed that UV–Vis spectra of all XB complexes contain ab-
sorption bands (Table 3) which are red-shifted and substantially more intense than the
absorption bands in the individual compounds. These bands are related to the transition
involving orbitals localized on both haloform and amines. On the other hand, UV–Vis spec-
tra of the optimized XB complexes are very close to that of the superposition of individual
components. These results are consistent with the reported data, and they indicate that the
appearance of new absorption bands in the UV–Vis range is related to the formation of
XB complexes.
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Table 3. Calculated UV–Vis and NMR characteristics of the XB and HB complexes a.

CHX3 B XB Complexes HB Complexes

λmax, nm ε× 10−3,
M−1 cm−1 ∆δ, ppm b λmax, nm ε× 10−3,

M−1cm−1 ∆δ, ppm b

CHI3 DABCO 311 9.0 −1.539 302 1.4 1.847
TMPD 335 7.2 −0.669 295 4.5 1.506

CHBr3 DABCO 259 7.5 −0.452 212 2.8 2.502
TMPD 285 8.0 −0.437 245 20.0 1.503

CHCl3 DABCO 216 3.3 −0.230 220 250 2.119
TMPD 290 3.0 −0.344 247 20.1 1.353

a λ, in nm, (ε) for individual compounds are: CHI3: 304 (3050), CHBr3: 223 (2500), CHCl3: 175 (1600), DABCO-
TMPD 245 (24,400), δ (in ppm) for CHI3: 7.0287, CHBr3: 7.6825, CHCl3: 7.582. b Relative to the protons’ chemical
shifts in the individual haloforms.

The proton signals of haloforms in the NMR spectra of the optimized XB complexes
were shifted to lower ppm values indicating increased shielding of these protons. In the
case of all HB associations, the signals were shifted to higher ppm values. These results
agree with earlier observations of opposite shifts in the haloforms’ proton signals related to
halogen and hydrogen bonding [14–17]. However, despite the fact that calculations (and
the data on similar associations) suggest that CHBr3 and especially CHCl3 form stronger
HB complexes with TMPD, experimental measurements showed a uniform shift in the
haloforms’ proton signal to lower ppm values upon addition of this amine to any of the
haloforms (Figure 3). It should be noted, however, that in contrast to the singular solid-
state donor/acceptor arrangement, solution-phase complexes are subject to fluctuations
around the optimized minimum (or several local minima) which might affect spectral
characteristics. Indeed, an analysis of the potential energy landscape shows that the XB
and HB complexes between CHX3 and TMPD are characterized by a shallow minimum.
The variations of the X–N or H–N separations by about 0.5 Å are accompanied by energy
changes of less than 1 kcal/mol (Figure 7, note that complexes of CHBr3 and CHCl3 with
TMPD, and associations of haloforms with DABCO showed similar shallow minima; see
Figure S10 in the Supplementary Materials).
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These structural variations are accompanied by changes in NMR spectra, i.e., the
increase in the separation is accompanied by a decrease in the difference in the position of
the signal in the complex compared with that of the individual haloform. While shallow
minima imply the co-existence of assemblies of associations with varying separations, the
average distances and NMR shifts for these assemblies seem to be close to those found
for the minimum. As such, they would not substantially affect general trends of the NMR
shifts. However, the analysis of the potential energy landscape also revealed the presence
of the additional minima for the complexes of haloforms with TMPD. Such minima are
apparently related to the presence of additional binding sites on the surface of TMPD due
increased electron density on the aromatic ring, as shown in Figure 5). The structural
overlap (Figure 8) demonstrates that the alternative HB structures were quite similar. The
main structural difference was the shift in the position of the protons in the alternative
structures from the nitrogen atom toward the aromatic ring, so it was directed toward
the middle of the C–N bond or toward the aromatic carbon in ortho-position with respect
to the amino group. The differences in energies of these alternative structures and the
corresponding minima showing hydrogen bonding with nitrogen atoms were 0.9 kcal/mol,
1.1 kcal/mol and−0.1 kcal/mol for associations with CHI3, CHBr3 and CHCl3, respectively.
Despite such seemingly minor structural and thermodynamic differences, the proton signal
in the NMR spectra of the haloform in the alternative complexes were shifted to lower ppm
values by 1.41 ppm, 1.21 ppm and 0.72 ppm in complexes of TMPD with CHI3, CHBr3 and
CHCl3, respectively, compared with the signal of the individual haloform molecules.
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Figure 8. Structural overlap of the associations between TMPD and CHI3 (left), CHBr3 (middle) and
CHCl3 (right) formed via H–N bonding and alternative complexes (shown as red structures).

Computational analysis also revealed the presence of the XB complexes with TMPD in
which the halogen atom is directed toward aromatic carbons. Specifically, in the alternative
structure of CHI3 with this molecule, the iodine substituent of iodoform is directed toward
a nitrogen-bonded carbon atom (Figure S11 in the Supplementary Materials). The energy
of this structure was about 2.0 kcal/mol higher than that of the complex with the I–N bond.
Most notably, similarly to the structure with the I–N interaction, the iodoform proton in the
alternative XB structure was shifted by about 0.55 ppm to lower ppm values, and its UV–Vis
spectrum contained a new absorption band with λmax = 392 nm, ε = 2900 M−1 cm−1.

2.5. Unified Correlation of Strength of the XB and HB Complexes with the Surface Electrostatic
Potentials in the Polarized Molecules

The differentiation and simultaneous measurements of XB and HB complexes which
are formed by the same pairs of molecules in solutions are challenging tasks that require an
accurate knowledge of the distinctions between these two interactions.

In accordance with the results of the X-ray crystallographic analysis, computations
of complexes of haloforms with DABCO or TMPD produced energy minima showing
I–N or H–N bonding. The data in Table 1 show that XB strength between CHX3 and
amines decreased in the expected order for this interaction with X as I > Br > Cl. For
iodoform, this interaction was somewhat stronger in XB complexes with DABCO than
that with TMPD. These computational results agree with the experimental X-ray struc-
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tural data, i.e., shorter I–N separations in the solid-state complexes of CHI3 with DABCO
than that in associations with TMPD, and shorter I–N distances in complexes of iod-
oform with DABCO than Br–N distances reported in the similar associations with CHBr3.
The differences in the ∆E values for complexes of these aromatic and aliphatic amines
with either bromoform or chloroform were small, if any. The HB complexes of iodoform
with amines were also slightly stronger than with those with bromoform and chloro-
form, and all energies were within a −5 ± 1 kcal/mol range. To clarify the reasons for
the variations of the interaction energies, we compared their values with the changes in
the maximum (VS,max) and minimum (VS,min) electrostatic potentials on the surfaces of
haloforms and amines, respectively [34]. The dependence of the ∆E values on the difference
VS,max − VS,min (found for the individual haloforms and amines) is shown as open circles
in Figure 9, left (red and blue colors denote HB and XB complexes, respectively).

Molecules 2022, 27, x FOR PEER REVIEW 10 of 15 
 

 

 
Figure 9. Correlations between the interaction energies in the XB and HB complexes (blue and red 
circles, respectively) with DABCO and TMPD and the difference of the electrostatic potentials on 
the surfaces of interacting atoms in the individual molecules (left) and in polarized molecules 
(right). 

For the XB complexes, the increase in the difference of potentials is accompanied by 
an increase in the magnitude of (negative) ΔE values. For the HB complexes, however, no 
such correlation was observed. Furthermore, while the V S,max values on the surfaces of 
hydrogens atoms are higher than those on the surfaces of halogen in all individual halo-
forms (which is reflected in the VS,max − VS,min differences), halogen bonding is the domi-
nant mode of interaction of iodoform. As such, the overall R2 value for the whole set of 
XB and HB complexes is just 0.33. 

It should be noted, however, that the presence of the electron-rich species near the 
haloforms may substantially affect electron distributions in these species (and the same is 
true for the amines). Such polarization represents an important factor in the strength of 
intermolecular complexes [35]. Thus, we evaluated electrostatic potentials on the surfaces 
of haloforms in the presence of the partial charge located at the positions of the bonded 
nitrogen atoms in the HB and XB complexes (see Experimental for details). The values of 
V S,max on the surface of halogen and hydrogen atoms in the presence of the charges are 
substantially higher than those of the individual molecules (see Table S1 in the Supple-
mentary Materials). The corresponding correlation between ΔE and V S,max − V S,min values 
calculated using V S,max in the polarized CHX 3 molecules is shown in Figure 9 (right) as 
the filled circles. While this approach takes into account only the polarization of halo-
forms, it considerably improves the correlation. The points corresponding to the HB com-
plexes follow the same trend line as the XB associations (with R2 = 0.88 for the whole se-
ries). This indicates that once polarization is taken into account, the strengths of the HB 
and XB complexes between haloforms and aromatic and aliphatic amines can be uni-
formly related to the electrostatic potentials on the surfaces of HB/XB donors and accep-
tors. 

The variations in the electron densities and energies at BCPs (which are most com-
monly used for characterization of bonding strength and nature [36]) for different com-
plexes in Table 2 follow the trends observed in energies and bond lengths listed in Table 
1. In particular, electron densities at the BCPs for XB complexes of CHI3 are higher than 
that of the corresponding HB associations, and the values in the range 0.02–0.04 a.u. are 
consistent with the strong intermolecular bonding in these complexes [36,37]. For the XB 
complexes, ρ(r) values decrease from complexes of CHI3 to those of CHBr3 and CHCl3.; 
however, the values for the XB complexes are rather uniform. As such, the relative values 
of electron density for the HB complexes of chloroform and bromoform are higher than 
those for the XB associations. Very small negative or positive values of the energy density 
H(r) for the complexes in Table 2 are also consistent with the strong intermolecular inter-
actions [36,37], and their variations are consistent with the changes in ΔE. 

Figure 9. Correlations between the interaction energies in the XB and HB complexes (blue and red
circles, respectively) with DABCO and TMPD and the difference of the electrostatic potentials on the
surfaces of interacting atoms in the individual molecules (left) and in polarized molecules (right).

For the XB complexes, the increase in the difference of potentials is accompanied by
an increase in the magnitude of (negative) ∆E values. For the HB complexes, however,
no such correlation was observed. Furthermore, while the VS,max values on the surfaces
of hydrogens atoms are higher than those on the surfaces of halogen in all individual
haloforms (which is reflected in the VS,max − VS,min differences), halogen bonding is the
dominant mode of interaction of iodoform. As such, the overall R2 value for the whole set
of XB and HB complexes is just 0.33.

It should be noted, however, that the presence of the electron-rich species near the
haloforms may substantially affect electron distributions in these species (and the same is
true for the amines). Such polarization represents an important factor in the strength of
intermolecular complexes [35]. Thus, we evaluated electrostatic potentials on the surfaces
of haloforms in the presence of the partial charge located at the positions of the bonded
nitrogen atoms in the HB and XB complexes (see Experimental for details). The values of
VS,max on the surface of halogen and hydrogen atoms in the presence of the charges are
substantially higher than those of the individual molecules (see Table S1 in the Supple-
mentary Materials). The corresponding correlation between ∆E and VS,max − VS,min values
calculated using VS,max in the polarized CHX3 molecules is shown in Figure 9 (right) as the
filled circles. While this approach takes into account only the polarization of haloforms,
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it considerably improves the correlation. The points corresponding to the HB complexes
follow the same trend line as the XB associations (with R2 = 0.88 for the whole series).
This indicates that once polarization is taken into account, the strengths of the HB and XB
complexes between haloforms and aromatic and aliphatic amines can be uniformly related
to the electrostatic potentials on the surfaces of HB/XB donors and acceptors.

The variations in the electron densities and energies at BCPs (which are most com-
monly used for characterization of bonding strength and nature [36]) for different complexes
in Table 2 follow the trends observed in energies and bond lengths listed in Table 1. In
particular, electron densities at the BCPs for XB complexes of CHI3 are higher than that of
the corresponding HB associations, and the values in the range 0.02–0.04 a.u. are consistent
with the strong intermolecular bonding in these complexes [36,37]. For the XB complexes,
ρ(r) values decrease from complexes of CHI3 to those of CHBr3 and CHCl3; however, the
values for the XB complexes are rather uniform. As such, the relative values of electron
density for the HB complexes of chloroform and bromoform are higher than those for the
XB associations. Very small negative or positive values of the energy density H(r) for the
complexes in Table 2 are also consistent with the strong intermolecular interactions [36,37],
and their variations are consistent with the changes in ∆E.

2.6. Differentiation of XB and HB Complexes Based on Their UV–Vis and NMR Characteristics

While bonding characteristics of the optimized HB and XB complexes were quite
similar, the UV–Vis and NMR spectral characteristics of these associations were different.
Most notably, formation of the XB complexes is accompanied by the appearance of new
intense absorption bands in the UV–Vis spectra of the solutions containing haloforms
and amines (although they were overshadowed by the absorption of their components
for some systems). In comparison, the electronic spectra of HB complexes are close to
the superposition of the spectra of the individual reactants. Additionally, halogen and
hydrogen bonding of CHX3 with aliphatic amines led to the shift in the NMR signals of
haloforms in opposite directions, i.e., halogen bonding resulted in the signal shift to the
lower ppm values, and hydrogen bonding led to the shift to the higher values. These
data were consistent with earlier studies of the interactions of haloforms with the other
nucleophiles [14–18]. Thus, the multivariable analysis of the data obtained from the UV–
Vis and NMR measurements (as described in our previous work [14]) of the solutions
containing constant concentrations of haloforms and variable concentrations DABCO
(Figure 10) allowed us to evaluate equilibria constant for the XB and HB complexes co-
existing in solutions. For the DABCO complexes with CHI3, this treatment produced values
of KX = 3.7± 0.3 M−1 and KH = 2.0 ± 0.2 M−1 and the formation constants for associations
with CHBr3 were KX = 0.27 ± 0.03 M−1 and KH = 0.12 ± 0.01 M−1.
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The differentiation of the effects of HB and XB with aromatic amines using NMR
data is complicated by the possible presence of the XB complexes with the rather small
differences in energies, but opposite directions of shifts in proton signals (compared with
those in the individual molecules). As such, the values of these constants were estimated
using UV–Vis spectral data which reflected formation of XB associations Assuming that the
ratio KH/KX = exp (∆∆E/RT) ≈ 1 (where ∆∆E = 0 is a difference of interaction energy of
XB and the most stable HB complex for CHI3/TMPD pair, see Table 1), the values of both
formation constants are roughly 0.3 M−1.

3. Materials and Methods

Commercially available haloforms, TMPD and DABCO, were purified by distillation
or sublimations.

The UV–Vis measurements were carried out on a Cary 5000 spectrophotometer (Agi-
lent, Santa Clara, CA, USA) in dry (HPLC grade) acetonitrile. NMR measurements were
performed on a 400 MHz spectrometer Jeol 400 (Jeol USA Inc., Peabody, MA, USA) in
deuterated acetonitrile with internal TMS standard. The intensities of the absorption of
[CHX3, D] complexes, ∆Abs, were obtained by the subtraction of the absorption of the com-
ponents from the spectrum of the mixtures of CHX3 and amine. The KXB and KHB values
were obtained by the simultaneous nonlinear fitting (using the multiple variable option
with Levenberg–Marquardt iteration algorithm in OriginPro 2016) of the dependencies
of ∆Abs and ∆δ on the concentrations of amines measured at the same concentrations of
CHX3 using Equations (3) and (4), as described in detail earlier [14]:

∆Abs = εl × CXB = εl × {(Co
A + Co

D + 1/(KXB + KHB)) − ((Co
A + Co

D + 1/(KXB + KHB))2 − 4Co
ACo

D)0.5}/(2 (1 + KHB/KXB)) (3)

∆δ = ∆δXB/Co
D × CXB + ∆δHB/Co

D × CHB = [∆δXB/Co
D × {(Co

A + Co
D + 1/(KXB + KHB)) − ((Co

A+Co
D + 1/(KXB + KHB))2−4Co

ACo
D)0.5}

+ ∆δHB/Co
D × {(Co

A + Co
D + 1/(KXB + KHB)) − ((Co

A + Co
D + 1/(KXB + KHB))2 − 4Co

ACo
D)0.5}]/(2 (1 + KXB/KHB))

(4)

where Ccom is the concentration of the complex, and Co
D and Co

A are initial concentrations
of CHX3 and amine, ε and l are extinction coefficient of the complex and the length of the
cell which was used in the UV–Vis measurements, and ∆δ∞ = δ∞ − δ0 is the difference
between the ppm of the CHX3 proton in the presence of an infinite concentration of amine,
δ∞ (obtained from the calculations of these complexes) and that of the separate CHX3, δ0
and KXB and KHB are formation constants of the XB and HB complexes.

Geometries of the XB and HB complexes and their components were optimized
without constraints in acetonitrile via M06-2X/def2tzvpp calculations (with a polariz-
able continuum model) using the Gaussian 09 suite of programs [38–40]. The interaction
energies were determined as: ∆E = Ecomp − (ECHX3 + EA) + BSSE, where Ecomp, ECHX3
and EA are sums of the electronic and ZPE of the complex, CHX3 and amine (DABCO
or TMPD) and BSSE is a basis set superposition error [41]. UV–Vis spectra of complexes
and trihalomethanes were calculated via TD-DFT calculations, proton NMR shifts were
obtained via GIAO calculations using geometries of the complexes optimized in acetoni-
trile. Molecular electrostatic potentials of the polarized molecules were calculated by
placing point charges corresponding to the charge of nitrogen in DABCO (calculated as ESP
charges) at the position where such atoms are located in the optimized complexes. Such
approximation allowed to take into account various polarizabilities of interacting atoms in
XB and HB complexes and led to reasonable correlation between electrostatic potentials
and interaction energies. QTAIM and NCI analyses were performed with Multiwfn [42]
using wfn files generated by Gaussian 09. The results were visualized using the molecular
graphics program VMD [43]. Details of the calculations, energies, geometric and spectral
characteristics of HB and XB complexes as well as atomic coordinates of the calculated
complexes are listed in the ESI.
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The single crystals were measured on a Bruker Quest diffractometer (Bruker AXS, LLC,
Madison, WI, USA) with a fixed chi angle, a sealed tube fine focus X-ray tube, single crystal
curved graphite incident beam monochromator (Bruker AXS, LLC, Madison, WI, USA), a
Photon100 area detector (Bruker AXS, LLC, Madison, WI, USA) and an Oxford Cryosystems
low-temperature device (Hanborough House, Oxford, United Kingdom). Examination
and data collection were performed with Mo Kα radiation (λ = 0.71073 Å). Reflections
were indexed and processed, and the files were scaled and corrected for absorption using
APEX3 [44]. The space groups were assigned, and the structures were solved by direct
methods using XPREP within the SHELXTL suite of programs [45] and refined by full
matrix least squares against F2 with all reflections using Shelxl2018 [46,47] using the
graphical interface Shelxle [46]. If not specified otherwise, H atoms attached to carbon
and nitrogen atoms were positioned geometrically and constrained to ride on their parent
atoms, with C–H bond distances of 1.00, 0.99 and 0.98 Å for aliphatic C–H, CH2 and CH3
moieties, respectively. Methyl H atoms were allowed to rotate but not to tip to best fit the
experimental electron density. Uiso(H) values were set to a multiple of Ueq(C) with 1.5 for
CH3, and 1.2 for C–H units, respectively. Crystallographic, data collection and refinement
details are listed in Table S2 in the Supplementary Materials. Complete crystallographic
data, in CIF format, have been deposited with the Cambridge Crystallographic Data Centre.
CCDC 2202934, 2202935 and 2206546 contain the supplementary crystallographic data
for this paper. These data can be obtained free of charge via www.ccdc.cam.ac.uk/data_
request/cif.

4. Conclusions

Experimental and computational analysis of interactions of haloforms with aromatic
and aliphatic amines highlighted the similarities and distinctions of HB and XB complexes,
which will be helpful for the identification and quantitative characterization of these
competing interactions in chemical and biochemical systems. We demonstrated that when
polarization of haloforms is taken into account, the interaction energies within the HB and
XB complexes of CHX3 molecules with TMPD and DABCO follow the same correlation with
the difference electrostatic potentials on the surfaces of the interacting atoms. The electron
densities and energies at BCPs along the H–N and N–X bond paths also follow the same
trends. These data confirm that the thermodynamics of these moderately strong associations
is dominated by electrostatic interactions. However, spectral properties of the XB and HB
complexes were quite different. The most consistent distinction is observed in the UV–Vis
spectra of the complexes. Halogen bonding is accompanied by an appearance of strong
absorption bands related to the formation of the XB associations (which suggests substantial
molecular-orbital interactions between haloform and amine within these complexes). In
contrast, the spectral of the HB associations were close to the superposition of the spectra
of the individual reactants. The effects of intermolecular interactions on the NMR spectra
were dependent on the nature of the amine. In particular, the HB and XB associations of
haloforms with aliphatic amines led to the opposite shifts in their protons’ signals in the
NMR spectra. Thus, combination of the UV–Vis and NMR data allows to differentiate XB
and HB complexes of haloforms with these amines in solutions. XB with aromatic amines
led to the shift in the same direction as the aliphatic ones; however, the corresponding
effects of HB of CHX3 with aromatic amines were complicated by the presence of multiple
HB minima in which hydrogens were directed either toward the nitrogen atom or C–N
bond or aromatic carbon. The haloforms’ protons signals in the NMR spectra of these
complexes were shifted in the opposite direction, which hinder the application of this
method for quantitative analysis of XB and HB complexes.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules27186124/s1. Figure S1: UV–Vis spectra of the so-
lutions of CHI3 and 4-methoxy-N,N-dimethylaniline in CH3CN. Figure S2: UV–Vis spectra of
the solutions of CHI3 and 3-methoxy-N,N-dimethylaniline in CH3CN. Figure S3: UV–Vis spec-
tra of the solutions of CHI3 and 4-(dimethylamino)benzonitrile in CH3CN. Figure S4: UV–Vis
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spectra of the solutions of CHI3 and 3-(dimethylamino)benzonitrile in CH3CN. Figure S5: Benesi–
Hildebrand plots based on the UV–Vis spectra of solutions of CHI3 with TMPD and DABCO.
Figure S6: Fit of spectral changes in solutions of CHI3 with TMPD and DABCO to 1:1 binding
isotherm. Figure S7: Dependencies of the chemical shifts in the protons of CHI3 on the concen-
tration of added trimethylamine, N,N-dimethylaniline, 4-(dimethylamino)benzonitrile, p-bromo-
N,N-dimethylaniline or 3-(dimethylamino)benzonitrile. Figure S8: Dependencies of the chemical
shifts in the protons of CHBr3 on the concentration of added trimethylamine, N,N-dimethylaniline,
4-(dimethylamino)benzonitrile, p-bromo-N,N-dimethylaniline or 3-(dimethylamino)benzonitrile. Fig-
ure S9: Dependencies of the chemical shifts in the protons of CHBr3 on the concentration of added
trimethylamine, N,N-dimethylaniline, 4-(dimethylamino)benzonitrile, p-bromo-N,N-dimethylaniline
or 3-(dimethylamino)benzonitrile. Figure S10. Effect of variation of interatomic H–N and X–N
separations on the energy of HB and XB complexes and chemical shifts in the haloforms’ protons.
Figure S11. Alternative structure of XB complex between CHI3 and TMPD. Table S1: Values of
the maximum electrostatic potentials on the surfaces of halogen and hydrogen atoms in individual
and polarized haloforms. Table S2. Crystallographic, data collection and refinement details. Table
S3: Energies of the HB and XB complexes and their components. Table S4: Atomic coordinate of the
HB and XB complexes of haloforms with DABCO and TMPD.
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