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Preface

The fatigue of metallic materials stands as a pivotal challenge in engineering applications.

Addressing this micro-macro multi-scale issue necessitates interdisciplinary expertise, involving

mechanics, materials science, mechanical engineering, numerical computing, and related fields.

Exploring the fatigue damage mechanism and fatigue life prediction of metallic materials is of

paramount importance. This reprint includes eleven articles that explore relevant topics, covering

industrial materials such as steels, superalloys, aluminum alloys, etc. These articles are intended

for academic researchers, engineers, and students seeking a comprehensive understanding of recent

advancements in this field. We wish to convey our appreciation to all the authors for their valuable

contributions, and we also acknowledge the dedicated efforts of the editorial staff for their time and

commitment to the development of this reprint.

Haitao Cui and Qinan Han

Editors
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Fatigue Damage Mechanism and Fatigue Life Prediction of
Metallic Materials

Haitao Cui * and Qinan Han *

College of Energy and Power Engineering, Nanjing University of Aeronautics and Astronautics,
Nanjing 210016, China
* Correspondence: cuiht@nuaa.edu.cn (H.C.); hanqn@nuaa.edu.cn (Q.H.)

1. Introduction and Scope

Metallic materials are crucial in engineering applications and often subjected to com-
plex loads and extreme environments, with fatigue being one of the key problems. At
present, the fatigue of metallic materials remains a challenging problem that still needs to
be addressed in engineering applications. The behavior of metallic materials under fatigue
loading is a micro–macro multi-scale issue encompassing microscopic defect and damage
evolution, the formation of small cracks and their coalescence, propagation, and microstruc-
tural interaction, ultimately leading to macroscopic component fracture. Therefore, the
study of fatigue of metallic materials typically requires interdisciplinary knowledge of
advanced mechanics, materials science, mechanical engineering, numerical computing, etc.

In addition, fatigue is affected by many internal and external factors, including material
processing and microstructures, geometric size and configuration, load, environment, etc. It
is important to study the fatigue mechanism and fatigue behavior considering these factors.
Moreover, the research into fatigue life prediction and fatigue performance optimization
methods can provide technical understanding of and solutions for engineering applications.
This Special Issue aims to report experimental, theoretical, and numerical studies related to
the fatigue damage mechanism and fatigue life prediction of metallic materials.

2. Contributions

Eleven articles are included in this Special Issue, including one review article and
ten research articles. The research subjects encompass industrial materials, such as su-
peralloys, steels, and aluminum alloys, and span multi-scales, ranging from materials to
large-scale components.

Among these articles, four focused on steel, which is one of the most significant
metallic materials with extensive industrial applications. Christodoulou et al. [1] studied
crack initiation behavior and life using combined experimental and numerical methods. Life
prediction was implemented based on the local strain and fracture mechanics parameter.
Su et al. [2] developed a digital image correlation (DIC)-based method to measure the
relative displacement between contact surfaces in fretting fatigue, and the transition from
gross slip to partial slip was identified via the measured relative displacement distribution.
Yelemessov et al. [3] assessed the effectiveness of reusing previously used railway rails
by applying the fatigue analysis method to the rail steels. Coupled study methods using
various microstructural characterization and mechanical tests were adopted to reveal the
microstructural and mechanical property changes during operation. Rui et al. [4] studied
the evolution of intragranular misorientation parameters KAM and GROD, obtained via 2D-
EBSD, and their relationships with 3D plastic deformation were clarified at a crystal level.

Two articles focused on the fatigue behavior and modelling of superalloys under
extreme conditions. Wu et al. [5] studied the crack behavior and mechanism of superalloy
under the biaxial fatigue loading condition. Biaxial fatigue tests were conducted and fatigue
crack formation and propagation processes were captured via a replica method. Hu et al. [6]

Metals 2023, 13, 1752. https://doi.org/10.3390/met13101752 https://www.mdpi.com/journal/metals1
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developed constitutive models for superalloy under creep-fatigue loading at different
elevated temperatures. The cyclic softening effect was considered in the constitutive
models, and the results showed the models’ capabilities to describe responses under creep-
fatigue conditions.

Two articles focused on the fatigue behavior of aluminum alloys used in various
industrial environments. Shi et al. [7] conducted pre-corrosion fatigue tests of an aluminum
alloy in a marine atmosphere, and various electron microscopy methods were used to
characterize fatigue damage mechanisms and their relationships with the fatigue life.
Urrego et al. [8] studied the fatigue behavior of an aluminum alloy used in industrial
joining structures. The effects of geometric factors on fatigue behavior were considered,
and the relationship between the stress intensity factor and crack length was obtained.

Several articles investigated other important aspects of fatigue, such as fatigue per-
formance optimization design, system fatigue reliability evaluation, and fatigue fracture
simulation methods. Cui et al. [9] reviewed the state of the art of phase field methods,
including fundamentals, recent progress, and their applications in various conditions
across multiple scales. Performance-enhancing strategies for phase field methods were
summarized, and the outlook was presented in the aspect of complex loading conditions,
fatigue degradation criterion, coupled crystal plasticity, etc. Li et al. [10] conducted gear
low-cycle fatigue tests under different stress levels and studied the system reliability esti-
mation method using finite element modelling. The effect of component geometric size
was considered, and its effect on the fatigue life of the large aviation planetary system was
determined. Wen et al. [11] determined the shape optimization design of the vent hole struc-
ture to achieve enhancing fatigue life. Non-parametric- and geometric parameter-based
optimization methods were implemented, and the reduction in the stress concentration
was analyzed.

3. Conclusions and Outlook

Some of the most recent progress in damage mechanisms, fatigue life prediction,
and performance optimization was reported in this Special Issue. The development of
experimental, theoretical, and numerical methods and their application in the field of
fatigue can serve as good foundations for future research. Finally, as Guest Editors, we
would like to express our gratitude to all authors for their contributions, as well as to the
reviewers and the Metals Editorial Office for their time and efforts.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Fatigue fracture simulation based on phase field methods is a promising numerical ap-
proach. As a typical continuum approach, phase field methods can naturally simulate complex fatigue
fracture behavior. Moreover, the cracking is a natural result of the simulation without additional
fracture criterion. This study first introduced the phase field fracture principle, then reviewed some
recent advances in phase field methods for fatigue fracture modeling, and gave representative exam-
ples in macroscale, microscale, and multiscale structural simulations. In addition, some strategies
to improve the performance of phase field models were summarized from different perspectives.
The applications of phase field methods to fatigue failure demonstrate the ability to handle complex
fracture behaviors under multiple loading forms and their interactions, and the methods have great
potential for development. Finally, an outlook was made in four aspects: loading form, fatigue
degradation criterion, coupled crystal plasticity, and performance improvement.

Keywords: phase field methods; fatigue fracture; performance improvement strategies

1. Introduction

Material failure prediction is of great importance in engineering and materials science,
and fatigue fracture as a typical form of failure has been of concern to scholars [1]. The
process of generating cracks in components under fatigue loading can be decomposed
into stages such as crack nucleation, steady-state propagation, and transient fracture. The
fundamental challenge in simulating fatigue fracture is accurately tracing the crack surface
under complex load conditions and material constitutive models [2,3]. Therefore, to handle
the problem, numerous numerical techniques have been created, which can be classified
into discontinuous and continuous methods [4,5]. However, discontinuous approaches
frequently call for a way to represent the fracture topology and the related crack-tracking
algorithm, which makes numerical integration and convergence challenging [6,7]. As a
typical continuous method, the phase field method has recently received a wide range of
attention [8,9]. The method can naturally model complex fracture processes including crack
nucleation, propagation, coalescence, and branching [10,11]. Furthermore, the crack is a
natural result of the simulation, obtained by solving differential equations related to the
phase field, without additional fracture criteria. The crack evolution can be modeled on the
fixed mesh, which avoids the tedious task of constructing the crack surface [12,13].

In the past few years, researchers have made many efforts to develop phase field
methods for fatigue crack growth, and considerable progress has been made [14–17]. Phase
field methods are widely applied to reproduce fatigue fracture behaviors, such as brittle [18],
ductile [19], hyperelastic [20], and corrosion [21] fracture. Complex loading conditions,
such as mechanical [22], thermal [23], and chemical [24] loads, as well as their interactions,
are commonly the root cause of these fatigue failure issues. Related phase field modeling

Metals 2023, 13, 714. https://doi.org/10.3390/met13040714 https://www.mdpi.com/journal/metals4
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has been applied in macroscale [25], microscale [26], and multiscale [27] models, as shown
in Figure 1. Most of the phase field models proposed in these studies accurately built the
crack morphology and reasonably predicted the fatigue life. Meanwhile, some strategies for
improving the performance of phase field models are proposed from various perspectives
to further improve efficiency, accuracy, and convergence. The performance of phase field
models has been satisfactorily improved due to the application of these techniques. This
paper aims to review the advances in these directions.

 

Figure 1. Fatigue fracture behaviors simulated with phase field methods.

The paper is organized as follows: the phase field fracture principle is introduced
in Section 2. Brittle, ductile, hyperelastic, and corrosion fracture behaviors in phase field
fatigue modeling are given in Section 3, including the macroscale, microscale, and multi-
scale models. Strategies for improving the performance of phase field models are given
in Section 4, including accelerated solution technologies, element processing technologies,
and discretization methods. Finally, the concluding remarks and future directions are given
in Section 5.

2. Phase Field Fracture Principle

In this section, a linear elastic phase field model based on Griffith’s fracture theory is
introduced to illustrate the phase field fracture principle.

5
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For a one-dimensional case, the topology of a sharp crack (Figure 2a) can be described
by an auxiliary field variable φ ∈ [0, 1] with:

φ(x) =

{
1 if x = 0
0 if x �= 0

, (1)

which is called the crack phase field order parameter, with φ = 0 and φ = 1 denoting the
intact and fully broken states of the solid, respectively. The non-smooth crack phase field
can be approximated by the exponential function, given by [13]:

φ(x) = e−
|x|
l , (2)

φ is phase field variable, representing a diffusive or regularized crack topology (Figure 2b).
The regularization parameter l specifies the width of the smearing function, approaching
the discrete crack topology as l → 0.

φ x φ x

x x-l l

Figure 2. Sharp (a) and diffusive (b) crack topologies.

Consider a discrete internal discontinuity Γ in a solid body Ω (Figure 3a), a regularized
crack function Γl can be defined (Figure 3b):

Γl =
∫

Ω
 (φ,∇φ)dV, (3)

where  is the crack surface density function.

 

Figure 3. Schematic representation of a solid body. (a) Internal discontinuity boundaries, and (b) a
phase field approximation of the discrete discontinuities.

Phase field variable φ is smooth and continuous, and discrete cracks are represented in
a diffuse form. Thus, the robust modeling of crack interactions and branches with arbitrary

6
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topological complexity is possible. The objective of the diffuse representation is to introduce
the following fracture energy approximation over a discrete internal discontinuity Γ:

Φ =
∫

Γ
Gc dS ≈

∫
Ω

Gc  (φ,∇φ)dV, (4)

ϕ = Gc  (φ,∇φ), (5)

where Φ and ϕ are the fracture energy and its density, respectively. Gc is fracture tough-
ness. The rate-independent fracture description is extended to include time and history
dependent concerns [25]:

Φ =
∫ t

0

[∫
Ω

Gc f (ϑ(t))
.
 (φ,∇φ)dV

]
dt, (6)

ϕ = Gc f (ϑ(t))
.
 (φ,∇φ), (7)

where ϑ is the cumulative history variable, which fulfils
.
ϑ > 0, and f (ϑ(t)) is a fatigue

degradation function. This form achieves fatigue degradation of materials by degrading
fracture toughness.

The total potential energy of the solid is defined as the sum of the strain energy and
fracture energy, which is expressed as:

∏ =
∫

Ω
(ψ0(ε, g(φ)) + ϕ(φ,∇φ))dV, (8)

W = ψ0(ε, g(φ)) + ϕ(φ,∇φ), (9)

where ∏ and W are total potential energy and its density, respectively. ψ0 is the undamaged
elastic strain energy density. g(φ) is a phase field degradation function, and one of its
general expressions is described as:

g(φ) =
(

1 − φ2
)

. (10)

In order to explain the inconsistency in the contribution of tensile and compressive
behavior to material degradation, the elastic strain energy density must be additively
divided into active ψ−

0 and inactive ψ−
0 components [13,28]:

ψ0 =
(

1 − φ2
)

ψ+
0 (ε) + ψ−

0 (ε). (11)

Damage is an irreversible process:
.
φ ≥ 0. To enforce irreversibility, a history field

variable H is introduced, which must satisfy the Karush-Kuhn-Tucker conditions:

ψ+
0 −H ≤ 0,

.
H ≥ 0,

.
H(

ψ+
0 −H)

= 0. (12)

For a current time t, over a total time τ, the history field H is understood as:

H = maxt∈[0,τ]ψ
+
0 (t). (13)

The fracture energy density is further defined as:

ϕ = f (ϑ)Gc  (φ,∇φ) = f (ϑ)
Gc

4cwl

(
w(φ) + l2

∣∣∣∇φ
∣∣∣2). (14)

7
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where w(φ) is the geometric crack function, and cw is a scaling constant. The dissipation
function rules the energy dissipation due to the formation of a new crack. There are two
widely used models [18]:

AT2 model: w(φ) = φ2 and cw =
1
2

, (15)

AT1 model: w(φ) = φ and cw =
2
3

. (16)

The AT2 model has a vanishing threshold for the onset of damage, resulting in a
material behavior without an initial linear elastic branch, while the AT1 model has the
ability to reproduce the initial linear elastic constitutive behavior.

The total potential energy and its density of the solid are reformulated as:

∏ =
∫

Ω

((
1 − φ2

)
H+ f (ϑ)

Gc

4cw

(
w(φ)

l
+ l|∇φ|2

))
dV, (17)

W =
(

1 − φ2
)
H+ f (ϑ)

Gc

4cw

(
w(φ)

l
+ l|∇φ|2

)
. (18)

Based on the above equation, the weak form of the equilibrium equations for the
displacement and phase fields can be derived using the variational principle and applied
to the subsequent solutions.

To sum up, phase field models at the mechanical level can be considered an extension
of the Griffith fracture theory. The potential energy used for variational analysis includes
the fracture energy, which is regularized with the aim to build up a diffuse form of the crack.
As a result, phase field methods offer the enormous possibility for handling challenging
fracture problems.

3. Typical Fracture Behavior in Phase Field Fatigue Modeling

In this section, four typical fracture behaviors in phase field fatigue modeling will be
reviewed, including brittle, ductile, hyperelastic, and corrosion fracture. The scales of the
model involve macroscale, microscale, and multiscale. Note that the characteristic length
to differentiate between macroscale and microscale is 0.1 mm in this paper.

3.1. Brittle Fracture
3.1.1. Macroscale Brittle Fracture

In the field of research on macroscale brittle fracture, Alessi [29] proposed a new
variational fatigue phase field model using a phenomenological approach for the study of
the one-dimensional case. The model is capable to describe a typical Wöhler curve and
to recover the known trends in the description of the mean-stress effects. Mesgarnejad
et al. [30] developed a class of phase field models to describe fatigue fracture phenomeno-
logically through local fracture toughness degradation. The model is the ability to detail
the growth of a collection of interacting cracks in complex geometries. A similar approach
is also reflected in the work of Grossman-Ponemon et al. [31] and Hasan et al. [14]. Carrara
et al. [18] modified the standard regularized free energy function by introducing a sui
fatigue history variable and a fatigue degradation function, which effectively reduces the
fracture toughness. Numerical results demonstrate that the crack propagation rate curve
and the Paris law are naturally recovered, and subsequently demonstrate that the frame-
work is available to handle complex geometries and loading conditions in 2D (Figure 4a)
and 3D (Figure 4b).

8
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Figure 4. Macroscale brittle fracture. (a) A 2D plate with holes model and (b) a 3D steering arm
model [18].

Lo et al. [32] introduced a crack expansion viscosity parameter into the standard
phase field model for the brittle fracture to account for the rate- or period-dependent crack
propagation phenomenon. An elastic energy decomposition method is employed to ensure
that the compressive stresses do not contribute to the phase field evolution, and a modified
J-integral is proposed to reproduce the Paris law using the phase field approach. Finally, the
ability of the model to reproduce a 3D crack is illustrated. To effectively simulate fatigue
crack growth in thin-walled structures, Liu et al. [33] presented a global-local phase field
method for large deformation shells to provide an efficient modeling framework. The
global model can be coarsely meshed, while the local model can be meshed more finely to
handle the displacement-phase field problem. The capability of the global-local model is
proved by simulating crack propagation in a cylindrical thin-walled structure under fatigue
cyclic loading.

3.1.2. Microscale Brittle Fracture

The failure mechanism of materials generally depends on their microstructures, such
as grain size and orientation, grain boundary characteristics, impurities, and voids. Emdadi
and Zaeem [34] proposed a modified phase field model based on Griffith’s theory for the
study of intergranular and transgranular crack growth in polycrystalline brittle materials.
The simulation results demonstrate that the specific combination of grain boundary strength
and crack surface energy can promote along-crystal crack growth in, thus affecting the
fracture performance of polycrystalline materials.
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The micro crack in some components has a significant impact on their performance,
such as heat transfer, mass transfer, and energy storage. Relevant failure problems can be
handled using the phase field method. For the failure of thermal barrier coatings (TBCs),
Xiao et al. [35] presented a growth chemical model for the Thermal growth oxide (TGO)
and thermal mechanical interaction phase field model and discussed the delamination
mechanism of TBCs under thermal cycling from a microscopic perspective. The result
proves that the phase field model is a good reproduction of the complex failure behavior in
TBCs. The electrode particles in Lithium-ion batteries are small in size and their cracking
drive battery capacity degradation. Ai et al. [36] developed a multi-physics phase field
fatigue model to investigate the crack growth in battery electrode particles undergoing
hundreds of cycles. In addition, the electro-chemo-mechanical formulation is combined
with CT imaging to simulate the fatigue fracture of real particle microstructure. Using the
method, the nonlinear crack growth behavior can be accurately predicted, and the crack
length is observed to increase exponentially with the number of cycles.

3.2. Ductile Fracture
3.2.1. Macroscale Ductile Fracture

Ulloa et al. [37] offered a coupled gradient-enhanced plastic damage model that
uniformly captures the features of both low and high circumferential fatigue. The suggested
variational model can explain cyclic failure under both force and displacement loading
by combining cyclic plasticity and the phase field description of the fatigue fracture. The
simulation result of an asymmetric notched plate model is shown in Figure 5. To ensure
that the compressive plastic energy does not contribute to crack formation in elastoplastic
materials, Shi et al. [19] established a plastic history field and presented an alternate elastic
energy decomposition technique. The model can eliminate the fictitious propagation
of compression cracks and predict the results closer to the experimental observations.
Haveroth et al. [38] proposed a general thermodynamically consistent non-isothermal
phase field model for fatigue evolutions in elastoplastic materials under the hypothesis of
small strains. The ductile fracture and fatigue processes can be qualitatively and statistically
reproduced using the model. Song et al. [39] developed a phase field viscoplasticity
coupling method to model the crack growth in a nickel-based superalloy under fatigue.
The result shows that the method is very effective in predicting the fatigue crack growth
under varied dwell times at peak load, and it is further used to simulate the growth
path of the 3D corner crack model. Cyclic plasticity in fatigue behavior often leads to
large computational costs. Therefore, Khalil et al. [25] proposed a generalized phase field
model for fatigue crack growth in elastoplastic solids with an efficient solver. Both non-
linear kinematic and isotropic hardening are investigated, as well as the combination of
the two models. By testing typical numerical examples, the framework is found to be
efficient in predicting fatigue crack propagation in arbitrary geometries as well as cyclic
hardening in elastoplastic materials. Some advanced materials tend to have anisotropic
elastoplastic fracture behavior, and phase field methods have been applied to related fields.
Li et al. [40] presented a phase field model for anisotropic elastoplastic fracture behavior.
The model contains three innovations: an extension to a phase field model of anisotropic
elastoplasticity, a transformation from quasi-brittle to elastoplastic fracture behavior, and a
novel method to identify the macroscale strain density as a function of microscale interface
damage variables. The application of the model for 3D printed polymer materials has been
approved through an experimental comparison.

3.2.2. Microscale Ductile Fracture

It is challenging to simulate ductile fracture in microscale models. Seleš et al. [41]
simulated complex fracture and fatigue failure processes in the microstructure of nodu-
lar cast irons to investigate the transition between brittle and ductile fracture material
behavior. It is concluded that under cyclic loading conditions, the transition between
low and high cycle fatigue regimes is captured by analyzing the fracture patterns and
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Wöhler curve of the specimens. As the load amplitude decreases, the model shows less
plasticity and thus transitions to high cyclic regimes. The phase field modeling of microc-
racks in polycrystalline materials is equally of concern. Tu et al. [42] developed a coupled
crystal plasticity-phase field (CP-PF) model for simulating image-based crack growth in
polyphase-polycrystalline microstructures of aluminum alloy. The problem is character-
ized by elastoplasticity anisotropy and cracking features such as nucleation, propagation,
coalescence, and branching. Simulations of structural deformation, crack nucleation, and
propagation in polycrystalline microstructures were carried out under monotonic and
cyclic loading conditions, and the robustness and effectiveness of the model in modeling
microcracks was demonstrated.

 

Figure 5. Macroscale ductile fracture. (a) Equivalent plastic strain field and (b) phase field [37].

3.2.3. Multiscale Ductile Fracture

In terms of multiscale methodological studies, Sadeghirad et al. [27] proposed a
method for predicting crack initiation in the microstructure, which uses a phase field model
combined with an extended finite element method (XFEM) to achieve an accurate modeling
of macroscale crack growth. The macroscopic model assumes linear elastic material behav-
ior while coupling the phase field model and the crystal plasticity model at the microscopic
scale to capture the plastic behavior of non-uniform polycrystals. Compared with experi-
mental results, it is found that the proposed multiscale approach utilizes the advantages of
each method to provide an accurate prediction with minimal computational cost.

3.3. Hyperelastic Fracture

To describe rubber damage caused by cyclic loading, Loew et al. [43–45] extended the
previous method to establish a phase field model for rate-dependent rubber fracture in a
finite strain condition. A rate-dependent fatigue model is developed based on a load-history
dependent fatigue damage source. The Wöhler curve and the rate of the crack growth
curve are given by the simulation, and the failure behavior of the single notch under cyclic
tensile load is also predicted, which is in good agreement with the experimental findings.
The simulation results of two kinds of fatigue tests are shown in Figure 6a,b. Although this
model accurately describes fatigue failure, its calculation speed is slow. Therefore, Loew
et al. [44] provided an acceleration scheme for the cyclic loading of the phase field damage
model, and the simulation speed is improved by using the cyclic skipping technique.
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Figure 6. Hyperelastic fracture. (a) A single edge notched plate model and (b) a bending beam
model [44].

Fatigue failure simulation of Shape Memory Alloys (SMAs) has been a difficult prob-
lem owing to nonlinear constitutive behavior. Simoes et al. [46,47] developed the first phase
field fracture formulation for SMAs. The hyperelasticity and shape memory effects are
caught by the constitutive behavior, which includes phase transitions induced by stress
and temperature. An implicit time integration scheme with both monolithic and staggered
solution strategies is applied for the numerical implementation of the theoretical formula-
tion. Based on this framework, fatigue failure studies are carried out for complex SMAs
structures. The result shows that the phase field approach can simulate several typical
2D and 3D problems involving subcritical crack propagation, unstable cracking, crack
coalescence, and fatigue crack growth, which demonstrates the potential and robustness of
the model. The design of SMAs components can also be optimized using the framework.

3.4. Corrosion Fracture

Predicting the failure of engineering parts in aggressive environments is a long-
standing scientific challenge. The interaction of mechanical loading and the corrosive
environment promotes the nucleation and propagation of cracks, a process known as stress
corrosion cracking (SCC). It occurs in a wide variety of metallic materials and settings and
is frequently facilitated by pre-existing flaws [24]. Martínez-Pañeda et al. [48] presented a
phase field formulation for the long-term problem of hydrogen assisted cracking. A coupled
mechanical-diffusion-phase field finite element framework is used to analyze hydrogen
transport to the fracture area and subsequent cracking, and the plate with preexisting
defects is considered. The model has the ability to capture complex crack growth caused by
inherent defects in the corrosive environment. The strategy has quickly gained in popularity
as an approach for combining different hydrogen embrittlement models [49–51], however,
the majority of analyses are restricted to 2D boundary value problems. The deformation-
diffusion-damage coupling framework developed by Kristensen et al. [52] considers the
AT1 and AT2 models, inertial effects, and 3D model implementation for the first time,
which can predict the defect evolution under operating conditions until the ultimate failure.
Cui et al. [21,24] presented a new framework for modeling mechanically-assisted corrosion
in elastoplastic solids and proposed a formulation based on the film fracture-dissolution-
repassivation mechanism. The model takes into account the electrochemical driving force of
mechanical straining, which speeds up the kinetics of corrosion. The simulated crack of the
C-ring reveals a good agreement with the experimental observation, as shown in Figure 7.
Golahmar et al. [53] proposed a multi-physics phase field model for hydrogen-assisted
fatigue by combining hydrogen assisted failures and mechanical fatigue. To capture how
newly formed fracture surfaces are quickly exposed to the environment, a penalty tech-
nique was used to implicitly enforce moving chemical boundary requirements. The study
shows that the model sufficiently captures the sensitivity of fatigue crack growth rates to
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hydrogen content, and recovers the Paris law naturally, which can quantify the influence of
hydrogen on the Paris law parameters.

100μ

 

Figure 7. Corrosion fracture. (a) Experimental observation and (b) simulated crack of the C-ring [21].

Corrosion fracture in the microstructures is equally of attention. To achieve the
simulation of the SCC initiated from surface pits, Mai et al. [54,55] implemented the film
rupture-dissolution-repassivation model, which relates the interface kinetics parameter
to the stress distribution near the crack tip. The evolution of the cracking interface is
approximated by coupling the governing equations of electrochemical corrosion with
the elastoplastic deformation of metals. It is demonstrated that the model can reliably
replicate experimental results after proper calibration and show applications for the material
microstructure on SCC.

4. Performance Improvement Strategies for Phase Field Models

The phase field method has advantages for addressing complicated fracture problems,
but it has a high computational cost and modeling difficulty. It is necessary to develop
studies on the performance improvement of phase field models. In this section, some
typical performance improvement strategies for phase field models are reviewed from
three aspects, including accelerated solution technologies, element processing technologies,
and discretization methods.

4.1. Accelerated Solution Technology
4.1.1. Cycle Skipping Technique

Improving the computational efficiency of phase field models is also a concern for
researchers. The computational cost of cyclic loading is quite large, especially for high cycle
fatigue. To keep the solution time within acceptable limits, Schreiber et al. [56] collected a
similar number of cycles into blocks, and additional fatigue damage processed within one
simulation step referred to these blocks. The block size was adaptively selected to control
the damage rate. Yan et al. [57] developed an adaptive cyclic incremental adjustment
algorithm, which can reduce the computational cost of the simulation without sacrificing
accuracy. The whole simulation is divided into three stages: elastic stages, transition
phase, and fatigue stages. The damage increment is controlled to obtain a moderate fatigue
energy growth, where the number of cycle increments is chosen adaptively according to
the damage increment.

When nonlinear material constitutive is involved, Seleš et al. [58] presented a full
range phenomenological fatigue fracture model able to reproduce the main features of
low and high cycle fatigue which consider cyclic plasticity. A two-part cycle skipping
technique is implemented in this work. The technique precisely solves the highly nonlinear
time-evolutionary behavior by automatically calculating the lower number of cycles to be
skipped or by not skipping cycles at all. Loew et al. [44] presented explicit and implicit
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cycle skipping schemes to simulate the fatigue crack growth of rubber. It is found that both
schemes reduce the calculation time significantly, while the accuracy remains substantially
unaffected. The adaptive cycle skipping method for the implicit acceleration framework is
dependent on the number of iterations since the size of the cycle step controls how quickly
simulations accelerate, but may give rise to incorrect results. The method proposed by
Loew can reduce the calculated costs by 99.5%.

4.1.2. Quasi-Newton Monolithic Scheme

One of the main reasons for the high computational cost of phase field models is that
the robust but inefficient alternating minimization (AM) or staggered scheme is widely
used. Aiming to tackle the difficulty, Wu et al. [59,60] proposed, for the first time, to use
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm to solve the coupled governing
equations in a monolithic manner rather than the standard Newton iterative scheme in
a staggered manner. Representative example shows that the quasi-Newton monolithic
scheme is about 3–7 times faster than the staggered solver, and the larger the model scale is,
the more costs can be saved. On this basis, Kristensen and Khalil et al. [25,61] proposed a
generalized phase field model for fatigue crack growth in elastic and elastoplastic solids
by combining the phase field framework with the quasi-Newton monolithic scheme. In
addition, a new adaptive time increment scheme is introduced to further reduce the
cost while allowing sudden changes in fracture behavior to be accurately resolved. Liu
et al. [33] presented a phase field model for large deformation shells based on the quasi-
Newton monolithic scheme, and the excellent convergence performance of the form was
proved. To further save computational costs, a specific global-local method using solid
shell elements was proposed, and its capability is verified by simulating crack growth in
cylindrical structures.

4.2. Element Processing Technology
4.2.1. Adaptive Mesh Refinement Technology

The adaptive mesh refinement technology is an effective means to solving the contra-
diction between the computational efficiency and accuracy of the phase field model. Freddi
et al. [62] investigated the global and global/local refinement strategies. Compared with the
global technique, the global/local strategy can reduce the calculation cost by about 20–30%,
but it is more sensitive to parameter selection. Xu et al. [63] proposed a multi-level adaptive
mesh refinement technique suitable for the phase field model. In addition, an improved
backtracking algorithm enables the adaptive mesh to handle complex crack propagation.
The calculation efficiency of this method can be increased by around 30 times over global
mesh refinement. Aiming at the problem that the existing adaptive mesh refinement tech-
nology cannot accurately simulate crack initiation without a prior local refinement, Gupta
et al. [64] developed an adaptive mesh refinement algorithm for phase field models using a
multi-level mark–unmark strategy. The algorithm utilizes a threshold to mark elements
based on effective crack driving energy and reduces the calculation time by 5–50 times as
compared to simulations that adopt a priori non-adaptively strategy. Eldahshan et al. [65]
combined the framework of ductile fracture phase field modeling with adaptive refinement
technology to effectively simulate ductile fracture without the need to predefine the crack
initiation site.

4.2.2. Combined Extended Finite Element Method (XFEM)

XFEM is one of the most popular methods to simulate crack propagation. As a
discontinuous method, it has the following advantages: (a) Explicit representation is helpful
to the modeling of crack morphology; (b) Any wrong interaction between crack surfaces
can be avoided; and (c) The rear area of the crack tip may be roughly discretized. Therefore,
if the phase field model can be combined with XFEM, the efficiency and performance of
the model can be effectively improved. Existing studies have confirmed this conjecture.
Giovanardi et al. [66] established a hybrid XFEM-Phase field (Xfield) method. A global
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solution for the displacement field is calculated with XFEM. Then, using a finer mesh and
Dirichlet boundary conditions that are derived from the overall solution, a phase field
model in overlapping subdomains including the crack points is solved to determine the
growth. Patil et al. [67] proposed a similar strategy called the local moving extended phase
field method (LMXPFM). The crack is described by XFEM, and the phase field model is
employed in small circular subdomains around the crack tips. These works are limited to
2D problems. Muixí et al. [68] developed a combined XFEM phase field model (PF-XFEM)
without remeshing. The same background mesh is used throughout the simulation. The
discretization is automatically updated as the crack grows, avoiding remeshing to improve
efficiency. The robustness of the model is proved in 2D and 3D instances.

4.3. Discretization Method
4.3.1. Fast Fourier Transform (FFT) Method

The application of phase field methods to simulate fractures in heterogeneous mate-
rials usually requires fine meshing and hence a large number of elements in the model,
weakening the efficiency of standard finite element solvers. Motivated by this limitation,
Chen et al. [69] proposed an FFT solver of a variational phase-field model for brittle fracture.
Relying on the staggered scheme, the phase field and elastic problem are resolved by the
FFT technique. As an alternative, FFT methods use matrix-free iterative algorithms to solve
partial differential equations with periodic boundary conditions. Moreover, segmented
digital images can be used as input for the simulation without the meshing step. To further
improve the performance of a fixed-point algorithm, an improved convergence acceleration
approach is presented. Sadeghirad and Ma et al. [27,70] simulated the crack growth inside
the polycrystalline microstructure with the help of the FFT-solver, and the accuracy and
efficiency of this method are proved.

4.3.2. Machine Learning: Physics Informed Neural Network (PINN) Algorithm

Goswami et al. [71] proposed a new physics informed neural network (PINN) algo-
rithm for predicting the crack propagation based on the phase field method. The suggested
approach offers two key advantages over the conventional residual-based PINN. Firstly,
the imposition of the boundary conditions is simpler and more robust. Moreover, training
the network is quicker because the derivatives in the functional form of the variational
energy are of a lower order than those in the residual form employed in standard PINN.
The proposed machine learning method has less code and is easy to implement. After
the network is trained, compared with the finite element method, the method can have
good calculation savings, but the discrete elements required are significantly smaller. The
potential application of this approach is to be a low-fidelity surrogate for the high-fidelity
numerical solvers, which is very useful in reliability analysis and design optimization.

4.3.3. Meshfree Method

Amiri et al. [72] developed a fourth order phase field model based on the meshless
local maximum entropy (LME) approximants. This meshless method allows the model
to directly solve the fourth order phase field equation without splitting the fourth order
differential equation into two second order differential equations. Representative examples,
such as the mode-I tension specimen and the single edge notched beam, show that both
second-order and fourth-order phase field models are capturing complex crack behavior,
and the fourth-order model can capture crack surfaces more accurately. In addition, the
fourth order model requires fewer nodes. The simulation results are in good agreement
with the analytical solutions and experimental data.

4.4. Summary

The seven performance enhancement strategies reviewed above all have achieved
effective performance enhancement for phase field models, providing a basis for subsequent
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related studies. However, these strategies still have certain disadvantages, which are
summarized in Table 1.

Table 1. Summary of the main performance improvement strategies.

Strategies Specific Methods Disadvantages

Accelerated solution technology
Cycle skipping technique

The strategy improves computational efficiency
by appropriately increasing the size of

increment step, but larger increment steps may
ignore abrupt load changes, which can lead to

incorrect results.
Quasi-Newton monolithic scheme

Element processing technology
Adaptive mesh refinement technology

For slightly complex 3D models, the strategy is
difficult to generate structured mesh, and only

unstructured mesh with low computational
efficiency and accuracy can be used.

Combined XFEM

Discretization method

FFT method
Compared with the finite element method, the
strategy has a greater difficulty of the model

development, while there are few related
studies, and more samples are urgently needed

to verify the accuracy and effectiveness of
the method.

PINN algorithm

Meshfree method

5. Conclusions

Phase field methods is a promising tool for numerical simulation. This work first
introduces the principle of phase field approximation of cracks and then reviews some
recent advances in phase field methods for simulating fatigue fracture. Representative
examples from macroscale, microscale, and multiscale structural simulations are given, and
some strategies for improving the performance are summarized. The application of phase
field methods to fatigue failure fully demonstrates its ability to reproduce complex fracture
behaviors under multiple loading forms and their interactions, and the methods have great
potential for development. For future work, four aspects are proposed:

1. Phase field models need to be further applied to fatigue failure simulation of advanced
materials under complex loading forms, such as thermal fatigue, thermo-mechanical
fatigue, and high temperature vibration fatigue.

2. Most of the fatigue degradation criteria in existing phase field models are phenomeno-
logical. The establishment of fatigue degradation criteria that correspond to the real
physical mechanism can contribute to the improvement of the prediction accuracy of
phase field models.

3. The combination of phase field methods and crystal plasticity finite element has great
potential to simulate fatigue crack growth in microscale, which can clearly understand
the damage mechanism of metal microstructure. More advanced algorithms need to
be built to accomplish this coupling process.

4. Some effective strategies for improving the performance of phase field models are
proposed. However, these methods have certain disadvantages and continue to have
their own limitations when faced with some complex simulations. It is still essential
to further improve the performance of phase field models.
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Abstract: An experimental method that can quantify relative slip was developed using digital image
correlation (DIC) in order to evaluate the sliding portion. The bridge-type test setup was designed
to establish the fretting contact condition. The relative displacements between the contact surfaces
were determined by DIC methods. Based on the evolution and distribution of relative slip, the
transitions from gross slip to partial slip on the contact surface were found throughout all tests.
This result indicated that the fretting scar was closely correlated to relative slip. The variation of
relative slip corresponding to the stick-slip state was consistent with the tangential force coefficient.
Besides, the load amplitude was an important factor for fretting fatigue damage, which can affect the
stick-slip state.

Keywords: fretting fatigue; digital image correlation; relative slip; tangential contact stiffness

1. Introduction

Fretting fatigue occurs between two solid surfaces in contact with a small relative
displacement (usually less than 100 μm) due to the oscillating or cyclic bulk force [1–3].
This condition leads to severe surface degradation and crack initiation, which will reduce
the life of components, such as railway axles [4,5], rivet holes [6,7], bolted joints [8], and
ropes [9]. Especially, the fretting damage at the blade root attachments in the turbine and
compressor has been widely reported, which is caused by centrifugal and aerodynamic
force [10–13]. Thus, more and more researchers’ attentions are focused on the fretting
fatigue at the turbine blade-disk attachments.

Many studies have shown that the fretting behavior largely depends on the slip
amplitude between contact surfaces [14–16]. If the remotely applied relative displacement
amplitude is large enough, all points on the contact surface will undergo sliding, which
is known as the gross slip condition. Conversely, some parts of the contact surfaces
remain stuck when the remotely applied relative displacement amplitude is low. Therefore,
the contact surface includes the slip zone and stick zone, and this is referred to as the
partial slip. At the same time, the damage caused by fretting is closely related to the
slip condition [17–19]. The fretting wear mainly occurs in gross slip, while the fretting
fatigue is more significant in partial slip. Vingsbo [20] pointed out that the number of
load cycles first decreases and then increases with increasing slip amplitude under fretting
experiments. Additionally, the minimum fretting life occurs at the transition from partial
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slip to gross slip. The effect of slip on fretting fatigue life was also observed by Jin and
Mall [21]. In addition, experimental studies have proved that the fretting crack behavior
is usually closely related to the slip or stick state of contact surfaces. For example, the
fracture morphology [22,23] and in situ observation [24,25] have clearly shown that the
fretting cracks nucleate at the stick-slip interface. Thus, the slip amplitude measurement
under fretting tests is still needed in order to distinguish the stick or slip region on the
contact surfaces.

The measurement methods of slip amplitude have been widely reported in the lit-
erature [26–31]. For example, Wittkowsky et al. [26] used an extensometer assembly to
measure the relative displacement between the fretting and specimen. The clip gauge was
installed on the sample and fretting pad to monitor the relative displacement between the
contact surfaces by Pauw et al. [30]. Besides, Ding et al. [31] performed a fretting fatigue
experiment and completed the slip measurement by the linear variable differential trans-
formers (LVDT). However, the results obtained by the above methods cannot reflect the
true relative displacement on both sides of the contact surface. Since the two contact feet of
measuring equipment were connected to the sample and fretting pad, they were at a certain
distance from the contact surfaces. The measurement result only represents the relative
displacement of two points, rather than the distribution of the relative displacement along
the contact surfaces. This not only is remote data but also includes the elastic deformation
of surrounding material. Furthermore, the deformation of the complicated device was
also included in the slip results. In short, it is challenging to accurately measure the small
relative slip between the contact surfaces under fretting conditions.

Recently, aside from the conventional methods mentioned above, the relative dis-
placement between the fretting contact surfaces has also been studied by digital image
correlation (DIC). Based on the gray level of the image, the DIC method is a noncontact
full-field deformation optical measurement technique [32,33] Juoksukangas et al. [34,35]
performed cantilever beam bending tests to simulate the fretting contact state. The DIC
technique was used to quantify the local relative displacement field at the fretting con-
tact interface and minimize the effect of test device compliances. Crevoisier et al. [36]
obtained displacement jump in bolted assembly by the DIC method. Additionally, the
in situ frictional properties of a fretting surface, such as friction coefficient and secant
stiffness, were identified. Besides, Kartal [29] and Pauw [30] employed the DIC method to
describe the hysteresis loop during macroscale fretting fatigue tests. These results show
that the tangential contact stiffness depends highly on the normal pressure and contact area.
However, their works were limited to an overall slip value of the entire contact surface.
The distribution and evolution of the slip along the contact surface were rarely reported. It
is impossible to give the stick-slip state of the contact surface under partial slip condition.
Therefore, in order to obtain the ideal displacement data, it is necessary to develop a novel
measurement method based on the DIC technique with a higher pixel and accuracy.

This paper aims to grasp the distribution and evolution of the stick-slip zone between
the contact surfaces under fretting conditions. The DIC technique was employed to measure
the relative displacement field between the contact interfaces. Then a method that can
be used to evaluate the sliding part of the contact surface under fretting fatigue was
established. For this purpose, Section 2 introduces fretting fatigue experiments to simulate
the fretting fatigue behavior of the blade-disk attachments in a turbine engine. Additionally,
a novel optical system was built in Section 2. Section 3 presents the hysteresis loops of
relative displacement and tangential force. The slip values and tangential contact stiffness
during the fretting fatigue tests were determined in Section 4. Then the distribution of
the stick-slip state along the contact surfaces was obtained under the fretting conditions.
Besides, the effect of cyclic load amplitude on fretting properties was investigated. Finally,
the conclusions are summarized in Section 5.
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2. Materials and Experiment

For the experimental work, the bridge-type device was suitable for simulating the
fretting fatigue conditions in the laboratory. A camera was used to implement DIC for the
measurement of the relative displacement between the contact surfaces. In the following
sections, detailed information on the experimental configuration will be given.

2.1. Material and Sample

The material chosen for this paper was SUS410 stainless steel. This alloy is widely
used in a turbine or compressors due to its excellent mechanical properties [37]. The typical
mechanical properties are listed in Table 1, which are obtained from tensile tests based on
the ASTM E08 standard [38]. All specimens and fretting pads were made from the same
plate of stainless steel.

Table 1. Mechanical properties of SUS410 steel in this work.

Young’s Modulus
(GPa)

Proportionality
Limit (MPa)

0.2% Proof Stress
(MPa)

Tensile Strength
(MPa)

Elongation (%) Poisson’s Ratio

212.31 438.29 539.52 715.44 28.78 0.26

The geometries of the specimen and fretting pad are shown in Figure 1. These dimen-
sions are prepared according to the JSME standard [39]. As can be seen from the figure, the
fretting pad has two contact feet, and each of which has a 3.1 mm flat surface with rounded
edges of R = 0.2 mm. This foot is in contact with the flat side of the dog-bone specimen (see
Figure 2). The thicknesses of the dog-bone specimen and fretting pad are 6 mm. There are
no edges in the thickness direction to ensure complete contact. Thus, the area of the contact
surface is 3.1 × 6 mm2. All specimens and fretting pads were machined by wire electrical
discharge machining, and the contact surfaces were both ground and polished to reduce
the finish surface roughness (Ra = 0.4 μm).

Figure 1. Dimensions of the (a) specimen and (b) fretting pad (all dimensions are in mm).
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Figure 2. Schematic diagram of (a) the fretting fatigue experimental setup and (b) the contact surface
between the fretting pad and specimen.

2.2. Fretting Fatigue Test

An experimental setup was designed to simulate the fretting contact condition, which
is based on the JSME standard [39]. A schematic of the bridge-type fretting fatigue test
apparatus is shown in Figure 2. Two fretting pads were pressed on the side of the dog-
bone specimen. The proving ring and screw were used to apply the normal contact force
between the specimen and fretting pads. The dog-bone specimen was mounted on the
servo-hydraulic fatigue testing machine (Instron 8801). Then, the upper end of the specimen
was fixed by the chuck, and the cyclic load was applied to the specimen along the length
direction by the movement of the lower gripper. Hence, a total of four flat-on-flat fretting
contact surfaces (Figure 2b) were formed between the specimen and fretting pads. This
is a typical contact form for the fir-tree-type blade-disk attachment in the turbine engine.
Since the contact was in plane strain state, the bending of the fretting pads was ignored.
As shown in Figure 2a, four strain gauges were used to monitor the normal contact force,
which are attached at the proving ring. These results of strain gauges revealed that the
force value was changed only slightly during the testing. A strain gauge was installed
between the fretting pad contact feet, and the tangential force (Ft) was calculated from
the corresponding strain values. More detailed information about measurement methods
can be found in the literature [39,40]. In this fretting fatigue test, these strain values were
collected at a frequency of 1000 Hz.

In this paper, the fretting fatigue test was carried out at room temperature. These
test parameters are listed in Table 2. The normal contact pressure in the horizontal
direction was chosen to be 90 MPa, according to the deformation of the proving ring,
during which the screw is tightened. This roughly presents the normal contact pressure
in the actual designs of the blade-disk attachment. A sinusoidal cyclic load with a
frequency of 20 Hz was axially applied to the specimen. The stress ratio of the applied
cyclic load was set as −1. In order to investigate the effect of cyclic load amplitude (Fa)
on the fretting fatigue behavior, three different load levels (8.5, 7.3, and 6.5 kN) were
used in our work. The nominal stress amplitudes corresponding to three different load
amplitudes were 283.33, 243.33, and 216.67 MPa. Before the test, all contact surfaces
were cleaned with acetone. Additionally, marks were made in the vertical and horizontal
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directions of the specimen. Then, the specimen position was adjusted in the camera field
of view in order to ensure alignment. Each test was conducted until the specimen broke
or the number of cycles reached 200,000.

Table 2. Loading parameters of the fretting fatigue test in this work.

Stress Ratio Frequency Waveform Cyclic Load Amplitude (Fa) Average Normal Pressure

−1 20 Hz Sine wave 8.5, 7.3, 6.5 kN 90 MPa

2.3. Digital Image Correlation (DIC)

The DIC method was used to measure the full-field displacement at the contact region
during the above fretting fatigue testing, which is a well-known established technique in
experimental mechanics [41,42]. The complete test system is shown in Figure 3, which
includes the fretting fatigue setup, optical device, and strain measurement equipment.
It can be seen from the figure that the fretting fatigue setup was installed on the fatigue
testing machine, and was axially loaded with periodical force. Two lights were used to
improve image quality. The speckle pattern was spraying on the surface of the specimen
and fretting pads, and the diameter of one black spot was approximately 50 μm. This
change in speckle was monitored during each experiment by a camera with a resolution
of 2448 × 2050 pixels (5 megapixels). Since four contact surfaces were similar, only the
lower contact region (Figure 4a) was observed during the measurement. A rectangular
field of interest was recorded at a rate of 1 Hz. As shown in Figure 4b, a contact surface
was found in this observation view. The frequency of the fretting fatigue test was reduced
from 20 to 0.05 Hz during DIC measurement. Therefore, about 20 image data points were
measured in each fatigue cycle. The tangential force was measured at two frequencies
(20 and 0.05 Hz). The results show that the difference in tangential force was relatively
slight. Then, the displacement field can be calculated by the correlation algorithms based
on the deformed image. Table 3 summarizes the postprocessing parameters. A subset of
101 × 101 pixels was used in this work, and the step was set as 15 pixels. Before the formal
test, two images were continuously recorded when the fretting fatigue setup was at rest in
order to determine the displacement measurement accuracy. Then, repeated measurements
were carried out for the same static state. Based on the above postprocessing parameters,
the measurement error of vertical displacement is less than 1 μm.

 

Figure 3. Photograph of the complete experimental setup in this study (The magnified area of the red
wireframe is the field of view observed by the camera).
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Figure 4. (a) Schematic diagram of the observation field for the DIC measurement and (b) observation
field captured by the camera during the test.

Table 3. DIC measurement parameters used in this work.

Camera Pixel Field of View Sampling Rate Subset Step

5 megapixels
(2448 × 2050) 8.8 × 6.6 mm2 20 images/cycle 101 × 101 pixels 15 pixels

3. Experimental Results

3.1. Fretting Scar

As a result of the fretting damage, fretting scars were observed on all contact surfaces
of the specimen and fretting pad after the experiment. Notice that the marks on the left and
right contact surfaces were similar due to the symmetry of the fretting fatigue experimental
setup. Therefore, only the fretting scar on the left contact surface is shown in Figure 5.
For the 6.5 kN case, the contact surface includes the stick and slip zone, as illustrated
in Figure 5c. The center of the contact surface remains sticky. Additionally, the severe
wear marks only exist at the edge of the stick zone, which is obviously in partial slip
condition. In addition, it can be seen that the severe wear marks exist on the entire contact
surface under the cyclic load amplitude of 8.5 and 7.3 kN, which is known as the gross
slip condition. These fretting scars indicate that the reduced load amplitude is an effective
measure to improve the fretting fatigue properties. Similar results were found by Cortez
and Massingham [43,44].

 
Figure 5. Fretting scar on the specimen and fretting pad for (a) Fa = 8.5 kN, (b) Fa = 7.3 kN, and
(c) Fa = 6.5 kN.
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3.2. Tangential Force Coefficient

The tangential force coefficient (TFC) is a significant parameter as it affects the fretting
response [45]. It was calculated using Equation (1):

TFC =
Ft
Fn

(1)

where Ft is the tangential force amplitude and Fn is the normal contact force. They were
obtained according to the strain during the test.

Figure 6 shows the evolution of the TFC during the test. In all load amplitude cases,
the TFC at the initial stage was low, and their values were 0.1–0.2. This indicates that the
slip occurs between the contact surfaces, which is caused by the high surface quality at
the original state. Then, the TFC increases rapidly as the number of cycles increases. This
large range of variation reveals that the wear appeared on the surface and the roughness
deteriorated due to the slip on the contact surfaces at the beginning of the test. When
the number of cycles reached about 1000, the TFC was gradually stabilized. This result
reflects that the contact condition has become a stable state. On the other hand, the effect
of cyclic load amplitude on the TFC response was also discussed in this paper. When the
Fa reduced from 8.5 to 7.3 kN, the steady-state value of the TFC did not change, and their
values were both between 0.71 and 0.72. However, as the load amplitude reduced to 6.5 kN,
the steady-state value of the TFC was 0.5. Hence, for the 6.5 kN case, the contact surfaces
were in a partial slip state. In turn, the gross slip condition appeared at the 8.5 kN case. It is
worth noting that, based on the TFC alone, the state of the slip plane cannot be determined.
However, according to the fretting scar, the gross slip occurred at the 6.5 kN test.

 
Figure 6. Evolution of TFC with the cycle number during the test.

3.3. Displacement Field

The vertical displacement (v) field of the observation area obtained by DIC postpro-
cessing is depicted in Figure 7a. The cyclic load value was 7.3 kN. As shown in the figure,
the dog-bone specimen was located on the right side of the area, and the fretting pad
appeared on the left side. Thus, the contact surface was observed in this area. As expected,
a bandlike form displacement field appeared in the observation area of the specimen. Since
the cyclic load was applied to the specimen through the movement of the lower chuck,
the vertical displacement near the lower side was higher. There is a nondata area near
contact surfaces due to the divided calculation area and the limitation of a postprocessing
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algorithm. Besides, the vertical displacement of the fretting pad is lower than that of
the specimens.

Figure 7. (a) Vertical displacement cloud of the observation area and (b) distribution of vertical
displacement along the x-direction for the 7.3 kN case (cycle 1).

In order to describe the relative displacement between the contact surfaces, the dis-
tribution of vertical displacement along the x-direction is shown in Figure 7b. It can be
seen that the displacement variation of the fretting pad along the x-direction was lower
than the specimen. Additionally, the vertical displacement increases with the y-coordinate
increases, which is consistent with the cyclic load applied by the movement of the lower
chuck. Besides, there is a value jump due to the contact surface. Despite the lack of data
near contact surfaces, the displacement still exhibits a linear law, as shown in Figure 7b.
Therefore, the vertical displacement of the specimen and fretting pad on the contact surfaces
can be determined by linear fitting. Furthermore, the relative displacement (RD) between
the contact surfaces can be obtained in this study as follows:

RD = vspecimen − vpad (2)

where vspecimen and vpad are the vertical displacement of the specimen and fretting pad on
the contact surfaces, respectively.

At the same time, the displacement field was obtained along the thickness direction,
but the displacement change was smaller than that of the contact surface. Consider that
this work focuses on the fretting state of the contact surface. Therefore, the distribution in
the thickness direction was not discussed in detail.

3.4. Hysteresis Loops

Figure 8 shows the hysteresis loops of relative displacement and tangential force
during the experiment for the 8.5 kN case. The tangential force was measured by the strain,
and the relative displacement was determined based on the DIC measurement results
mentioned above. As shown in Figure 8c, the tangential stiffness was defined as the slope
of the hysteresis loop at the stick stage, which is as follows:

k = ΔFt/ΔRD (3)

where ΔFt and ΔRD are the increments of tangential force and relative displacement.
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Figure 8. Hysteresis loops of tangential force (Ft) in a function of relative displacement (RD) for the
8.5 kN case: (a) N = 1, (b) N = 10, (c) N = 100, (d) N = 1000, (e) N = 10,000, and (f) N = 50,000.

For cycle 1, the contact surface was in gross slip condition due to the parallelogram-like
hysteresis loops at different positions. When the tangential frictional force was reduced to
zero, the relative displacement cannot be fully recovered. With the increasing number of
cycles, the tangential force gradually increased and stabilized at 1175 N after 10,000 cycles.
Additionally, note that the hysteresis loops change from parallelogram to elliptical. In
addition, the relative displacement between the contact surfaces increases when the y-
coordinate increases. This reveals that the movement closer to the lower chuck was greater.
Especially, the curve-enclosed area of the hysteresis loop represents the frictional energy
loss during the experiment. It is worth noting that severe wear occurred during the early
stage of the experiment. Subsequently, the energy loss decreases and stabilizes as the
number of cycles increases.

The effect of cyclic load amplitude on the hysteresis loop was also explored in this
paper. Figures 9 and 10 show the hysteresis loops for the 7.3 and 6.5 kN cases. For all
three cases, the hysteresis loops exhibit the transformation from a parallelogram to an
ellipse with the increasing load cycle. Additionally, these loops have a similar evolution
process at different heights, as shown in Figures 9 and 10. However, for the 6.5 kN
case, the shape of hysteresis loops became a straight line after 10,000 cycles. Further, the
tangential force amplitude was stabilized at 950 N, which was lower than the 1175 N
for other load conditions. These results reflect that the local contact surface was in stick
condition. In addition, since the fretting pad cannot be completely symmetrical, self-
equilibrium will occur on the contact surface, which leads to complicated changes in the
relative displacement in the early stage. As such, the mean value of the RD was positive
during the first 10 cycles and then became negative for the 7.3 kN case, as shown in
Figure 9a,b. However, in all cases, the mean values were all negative at the stable stage.
This is consistent with previous works [29,34].
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Figure 9. Hysteresis loops of tangential force (Ft) in a function of relative displacement (RD) for the
7.3 kN case: (a) N = 1, (b) N = 10, (c) N = 100, (d) N = 1000, (e) N = 10,000, and (f) N = 50,000.

 

Figure 10. Hysteresis loops of tangential force (Ft) in a function of relative displacement (RD) for the
6.5 kN case: (a) N = 1, (b) N = 10, (c) N = 100, (d) N = 1000, (e) N = 10,000, (f) N = 30,000, (g) N = 50,000,
(h) N = 100,000, and (i) N = 200,000.
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4. Discussion and Analysis

4.1. Definition of Slip Value and Tangential Stiffness

Many studies have confirmed that slip amplitude and tangential contact stiffness are
important parameters of contact properties. For example, Madge et al. investigated the
effect of slip amplitude on fretting fatigue life [46,47]. Allara et al. used contact stiffness
to evaluate the fretting fatigue response of turbine blades [48]. Meanwhile, lip value and
tangential stiffness can be determined through the hysteresis loop, and their definitions
can be found in Figure 8c. In this paper, these parameters were calculated by the hysteresis
loops under different test conditions mentioned above.

4.2. Evolution of Relative Slip with the Cycle Number

Relative slip is an important factor that characterizes the properties of fretting contact
surfaces, and it is helpful to determine whether the contact point is stick or slip state. To
illustrate the evolution law of relative slip, its change with the cycle number during the
experiment at different cyclic load amplitudes is shown in Figure 11. It can be seen that
there is a large relative slip at the beginning of the experiments. Then, for the 8.5 kN
case, these values decrease sharply and stabilize as the number of cycles increases. This
phenomenon indicates that the larger slide occurred in the initial stage. Additionally, with
the further cycles, the slide between the contact surfaces decreases rapidly. This is because
the debris adheres to the interface surfaces, which deteriorates the surface quality. When
the state of the contact surface is stable, the variation of relative slip with the number of
cycles becomes smaller. This is consistent with the evolution law of the TFC described
above (see Figure 6). In addition, three curves of relative slip at different height positions
(y-direction) are also shown in Figure 11a. Although the relative slip at y = 0.25 mm was
lower than others, the evolution law of relative slip was still similar for the three curves. A
more detailed discussion about the distribution of relative slip along the contact surfaces
can be found later in Section 4.3.

Figure 11. The evolution of relative slip with the cycle number during the test for the (a) 8.5 kN,
(b) 7.3 kN, and (c) 6.5 kN cases.

In order to investigate the effect of the load amplitude on the fretting fatigue behavior,
the relative slips at the 7.3 and 6.5 kN cases were also compared in Figure 11b,c. Obviously,
there is a similar evolution law of relative slip as the cyclic load amplitude decreases. In
all tests, the relative slip started from a relatively high value, but decreased rapidly and
stabilized. However, this figure also reflects the difference in relative slip between the
three tests. For instance, the relative slip at the beginning of the experiments for the 8.5 kN
case was between 24 and 30 μm, values that were highest in both cases. When the load
amplitude decreased, the relative slip at 1 cycle was reduced from about 28 to 10 μm.
The highest relative slip at the initial stage indicates that there is more severe wear between
the contact surfaces at 8.5 kN. This result is consistent with the fretting scar (see Figure 5)
on the contact surfaces. It should be noted that the relative slip was no longer decreased
when the load amplitude was reduced to 6.5 kN, and their values remained at about 10 μm
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in cycle 1. However, the relative slip was stable after 100 cycles for the 6.5 kN case, instead
of 10,000 cycles in the 7.3 kN case. Hence, a longer period of slide occurred on the contact
surfaces, since the cyclic load amplitude increased from 6.5 to 7.3 kN. At the same time, it
is worth noting that the relative slip increased slightly at the beginning of the experiment,
as shown in Figure 8b. It is possible that self-equilibration occurred early in the experiment
because of the incomplete symmetry of the fretting pad. Nonetheless, the overall trend
is clear.

4.3. Distribution of Relative Slip along the Contact Surface

Figure 12a shows the distribution of relative slip along the y-direction throughout all
tests at 8.5 kN in order to further recognize the slip or stick state of the contact position.
It can be seen from the figure that all relative slips increase as the y-coordinate increases.
Before 100 cycles, the relative slip of the contact surfaces all exceeded 5 μm. This indicates
that all points on the contact surfaces were in a slip state, which is known as gross slip
condition. It provides an explanation for the dramatic increase in TFC at the beginning of
the experiment. Then, the relative slip decreased rapidly as the experiment ran. Since the
higher relative slip was near the lower chuck (y = 3.25 mm), the upper side of the contact
surface (y = 0.25 mm) became stuck earlier. In contrast, other positions on the contact
surfaces were still in a slip state. Therefore, the contact condition changes from a gross slip
to a typical partial slip at this moment. Furthermore, when the number of cycles was higher
than 10,000, the relative slip of all points on the interface surfaces was less than 2 μm, as
shown in Figure 12a. This result shows that the entire surface was in a sticky condition
after 10,000 cycles.

Figure 12. Distribution of relative slip along the contact surface for the (a) 8.5 kN, (b) 7.3 kN, and
(c) 6.5 kN cases.

The effect of load amplitude on the slide or stick state is also clearly shown in Figure 12.
Despite that the relative slip at the same number of cycles was reduced, the upward trend
along the contact surfaces was also observed at 7.3 and 6.5 kN. Besides, the fretting contact
condition changes from the initial gross slip to a partial slip when the number of cycles
increases. For example, when the load amplitude was reduced to 6.5 kN, the relative slip at
different locations was below 5 μm after 100 cycles. This indicates that the contact surface
was in gross slip for a shorter time at 6.5 kN, compared with the 7.3 kN case. Besides, it
should be noted that all points on the surfaces became sticky when the relative slip was
stabilized below 2 μm.

4.4. Tangential Contact Stiffness

In order to further explore the contact properties under the fretting fatigue condition,
the tangential contact stiffness obtained from the hysteresis loops is shown in Figure 13.
Clearly, the tangential stiffness increased with the number of cycles at Fa = 6.5 kN during
the experiment, as shown in Figure 13a. One of the possible reasons for this effect was the
increase in contact area throughout the test. Figure 13b shows the variation in tangential
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stiffness versus the y-coordinate for the 6.5 kN case. It can be seen from the figure that there
was a higher tangential stiffness at y = 0.25 mm (near the lower chuck). This nonuniform
distribution of stiffness can reflect the variation of contact pressure along the interface
surface. In detail, the contact pressure decreases as the y-coordinate increases. This is
consistent with the increase in relative slip along the contact surfaces for all tests. These
results about tangential contact stiffness were also investigated by Kartal et al. [29].

Figure 13. (a) Evolution of tangential stiffness with the number of cycles and (b) distribution of
tangential stiffness along the contact surface for the 6.5 kN case.

5. Conclusions

In this study, an experimental method for accurately measuring the relative dis-
placement between contact surfaces under the fretting fatigue condition was developed.
The displacement field between the contact surfaces was measured by the DIC method.
Through the distribution of displacement along the x-direction, it can be found that there
was a value jump in the vertical displacement on the contact surface. Thus, the relative
displacement between the specimen and fretting pad was determined by the linear fitting.
The hysteresis loops of relative displacement and tangential force started from a parallel-
ogram, then turned into an ellipse and stabilized into a straight line throughout all tests.
Consequently, the DIC method was a feasible approach to acquire the distribution and
evolution of relative slip in the fretting fatigue condition.

At the beginning of the test, the higher relative slip indicates that severe wear occurs
on the contact surfaces, which is obtained from the hysteresis loops. Additionally, it was
found that the value decreases markedly and stabilizes as the number of cycles increases.
At the same time, the fretting condition of the contact surface exhibits a transition from
gross slip to partial slip. Besides, the decreases in surface quality caused by wear lead
to an increase in TFC. Hence, the evolution rule of the relative slip is in good agreement
with the TFC. In order to investigate the effect of cyclic load amplitude on fretting fatigue
properties, tests were carried out for three load amplitudes. Results show that the relative
slip at the initial stage dropped sharply when the load amplitude was reduced from 8.5 to
7.3 kN. Compared with the 7.3 kN case, the partial slip condition appears earlier on the
contact surface at Fa = 6.5 kN, even if they have a similar relative slip at the initial stage.
Therefore, the reduction of cyclic load amplitude plays an important role in the mitigation
of fretting fatigue damage, which can affect the stick or slip state of the contact surfaces.
The tangential contact stiffness obtained from hysteresis loops indicates the variation of
contact pressure along the interface surface, which is consistent with the distribution of
relative slip along the contact surface for all tests.
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Abstract: In the fatigue design of metallic components using the safe-life approach, fatigue crack
initiation as a development of slip systems at the nanoscale, followed by microstructurally short crack
growth, is critical for the onset of structural failure. The development of reliable analytical tools for the
prediction of crack initiation, although very complex due to the inherent multiscale fatigue damage
processes involved, is important for promoting a more sophisticated design but, more importantly,
enhancing the safety in regard to fatigue. The assessment of fatigue crack initiation life at the root of
a V-shaped notch is performed by implementing a local strain and a fracture mechanics concept. In
the low cycle fatigue analysis, the finite element method is used to determine the local stress–strain
response at the notch root, which takes into account elastoplastic material behavior. Fatigue crack
initiation is treated as the onset of a short corner crack by incremental damage accumulation and
failure of a material element volume at the notch root. The finite element results are compared against
established methodologies such as the Neuber and strain energy density methods. In the fracture
mechanics approach, fatigue crack initiation is treated as the onset and propagation of a corner crack
to a finite short crack. Fatigue experiments in two different transformation-induced plasticity (TRIP)
steels were conducted to evaluate the analytical predictions and to determine the physical parameters
for the definition of crack initiation. The analytical results show that the finite element method may be
successfully implemented with existing fatigue models for a more accurate determination of the local
stress–strain behavior at the notch tip in order to improve the assessment of fatigue crack initiation
life compared to the established analytical methodologies.

Keywords: fatigue crack initiation; short crack; Neuber’s rule; strain energy density (SED); finite
element analysis (FEA); TRIP steel

1. Introduction

Conducting a reliable assessment of fatigue crack initiation life in structural compo-
nents containing stress raisers is a critical engineering problem for material selection and
design optimization against fatigue failure. Major simplifications and empirical fatigue
concepts are often used to simulate the complex nature of damage processes [1], while there
is no adequate and consistent validation against experimental data to ensure the reliability
of analytical predictions. Hence, most methodologies rely on predictions of the total fatigue
life of notched specimens [2].

A common approach in the prediction of fatigue crack initiation is the assumption
of low-cycle fatigue conditions. With that approach, the notch root fatigue damage is
simulated with the damage of a macroscopic specimen subjected to similar cyclic plastic
straining conditions [3]. For the determination of the notch stress–strain state involving
local plasticity, Neuber’s rule [4] and the strain energy density (SED) criterion [5] are the
most widely used empirical models. A review of these models was performed in [6],
where the elastoplastic stress–strain behavior at notch roots under monotonic and cyclic
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loading was examined. According to [7], the SED model is more reliable compared to
Neuber’ s rule when predicting elastic–plastic notch stresses and strains. On the other
hand, Sharpe et al. [8] claimed that Neuber’s rule provides better results in cases where
plane stress conditions are present. They suggested that estimations using the SED criterion
and Neuber’ s rule will give lower and upper limits on the local strain, which can be used
to bound an uncertainty field for the life prediction. When yielding at the notch takes place,
more accurate results of the local notch response may be obtained with an finite element
analysis (FEA) [9].

As the fraction of fatigue life in a component is higher when the crack is short, investi-
gating the growth of short cracks initiating from a notch from is of practical significance,
especially when the crack’s length is typically small compared to the plastic zone ahead of
the notch. In many design situations, Linear Elastic Fracture Mechanics (LEFM) analyses
allow for a direct comparison of fatigue crack growth behavior between engineering com-
ponents and laboratory specimens using the stress intensity factor range, ΔK. Although
this is an accepted methodology in the case of long cracks, for short cracks, limitations of
continuum mechanics lead to the underestimation of the fatigue crack growth rate [10].
The limitations in LEFM or anisotropic material behavior of microstructurally short cracks
requires more complex fatigue crack growth analyses due to the length of the crack being
comparable to the microstructural scale of the material (e.g., grain size) or to the plastic
zone size at the crack tip. An analytical model involving crystal plasticity based on the local
stored energy at the crack tip for simulating short crack growth in a polycrystalline material
was presented in [11]. For physically small cracks (typically smaller than 0.5 mm) with a
length exceeding the microstructural scaling, limitations may occur when the short crack
is embedded within the notch plasticity [12]. To overcome this, modified LEFM concepts
can be used for short cracks embedded in the inelastic field induced by the presence of the
notch. Characteristic paradigms are the correlative model by Leis [12] where a correlation
of LEFM concept has been proposed when the crack is completely submerged in the notch
tip plastic zone and, thus, bulk plasticity conditions dominate the growth behavior; the
concept of El Haddad et al. [13] which introduces a threshold crack length as minimum
for applicability of LEFM; or models based on the determination of short crack growth
parameters (e.g., [14]). Modified J-integral solutions for short cracks were also extended
to plastically strained notches of different severities [15]. As the crack closure is another
important factor resulting in the anomaly of short crack growth behavior, thus influencing
the crack initiation, the effective stress intensity factor range (ΔKeff) was used by Tanaka
and Nakai to correlate the early stage of fatigue crack growth rate from a notch when
the crack was short, with the long crack growth rate data [16], while in [17], a plasticity
corrected stress intensity factor range was implemented to determine the extent of fatigue
initiated physically short cracks growth emanating from notches.

The aforementioned methods, by being macroscopic, do not account for certain mi-
crostructural influences, which control the material’s plastic deformation behavior. For
instance, the phase transformation effect contributes to the plastic straining under external
loading and is an important parameter of the TRIP steel behavior concerning crack initia-
tion. From the available research findings, it was shown that the transformation of RA in
front of the crack tip, inside the monotonic plastic zone [18], acts in favor of suppressing
the fatigue crack initiation and/or propagation through the plastic relaxation induced
by the transformation effect [19]. Although such effects are important in crack initiation
analyses, the complexity of satisfactorily combining damage mechanisms at a multiscale
level (atomic/microscopic and macroscopic) is high.

Despite the above complexities involved in the simulation, the main problem is the
strong sensitivity of the fatigue crack initiation phase on the local stress–strain values at the
notch root, specifically in the presence of local plasticity. In [20], it was shown that a strong
correlation exists between the applied notch stress range and the experimental fatigue life,
leading to short or long crack initiation. Finite element simulations in combination with
analytical/empirical theories have provided more reliable results of the local stress–strain
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behavior and, hence, the crack initiation estimation. In [21], an SWT-based model was
developed to predict the fatigue crack initiation of an additively manufactured notched
maraging steel under bending–torsion, while in [22], a finite element model in combination
with a physically based model was implemented to predict crack initiation in a stent.

The objective behind the present study was to develop a suitable numerical–analytical
methodology to estimate the fatigue life for crack initiation at a V-notch under cyclic loading.
The methodology effectively combines classical fatigue theory with a numerical simulation
in order to accurately determine the local cyclic stress/strain state at the notch root. In
the methodology, both a local strain approach and a fracture mechanics concept were
investigated for estimation of crack initiation. The analysis was performed on two different
TRIP steels, materials for which a similar analysis is not reported in the recent literature,
and the numerical results are compared against the experimental results of fatigue crack
initiation on the steels under examination.

2. Materials and Methods

2.1. Materials

The materials used in the investigation were a hot-rolled and a cold-rolled Al-containing
low alloy TRIP steel, in sheet form, with the thickness and chemical composition given in
Table 1.

Table 1. State and chemical composition (wt.%) of TRIP steels.

Steel Condition
Thickness

(mm)
C Mn Al Si P

(A) Hot rolled 1.75 0.18 1.61 1.45 0.7 -
(B) Cold-rolled 1.45 0.202 1.99 1.07 0.35 0.009

A thorough experimental investigation, including microstructural characterization,
tensile, LCF, and HCF tests, for the two steels was performed in [23], where the microstruc-
tural characteristics and static and cyclic mechanical properties were evaluated.

2.2. Mechanical Testing

Constant-amplitude high cycle fatigue tests were carried out using an INSTRON 8801
servo-hydraulic machine (Norwood, MA, US) with a 100 kN load capacity at σmax = 200 MPa,
a stress ratio of R = 0.1, and a frequency of 25 Hz. Notched fatigue specimens with a single
60◦ V-shape notch were prepared according to ASTM E466, with the geometry shown in
Figure 1. The notch configuration results in an elastic stress concentration factor value of
Kt = 3.5, based on the Noda et al. approach [24].

The 60◦ V-shaped side notch was introduced in the samples by using the sinker
Electrical Discharge Machining (EDM) method. The EDM method, as a non-deforming
cutting process, has the advantage of avoiding any plastic deformation of the steel during
the removal of material. Thus, no significant transformation effect (TRIP effect) at the notch
root caused by the machining process was expected.

Fatigue crack initiation and propagation at the notch root was monitored using the
replica technique. Careful preparation of the notch area was conducted in order to remove
imperfections (burrs) from the machining process by grinding with fine #1000–4000# grit
papers to ensure that no surface effects were induced upon crack initiation. The notched
fatigue tests were interrupted at regular cycle intervals, and a small tensile load was applied
to open the crack surfaces. Extreme care was taken when applying this tensile load in
order not to exceed the test’s maximum force (Pmax), which could possibly introduce an
overload in the loading history. Special replica foils of 0.1 mm in thickness and wetted with
acetone were used to take replicas from both sides of the notch root and were examined in
an optical microscope. Cyclic stressing was continued for a small interval of cycles, and the
above procedure was repeated until a first crack was observed in the replica through the
microscopic observation. When the first crack was observed, the procedure was continued
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by making the interruption intervals more frequent. The length of the fatigue crack was
measured using the replica images taken from microscope and processed with image
analysis software (ImageJ: Open Source, U.S. National Institutes of Health, Bethesda, MD,
USA). It should be noted that a different series of fatigue crack initiation tests on the same
materials were performed in [23], but, in this case, they were used to evaluate the difference
in material behavior between the two steels.

 

Figure 1. Geometry of fatigue test specimen and detail of V-notch (dimensions in mm).

2.3. Fatigue Crack Initiation Analysis
2.3.1. Local Strain Approach

A local strain (LS) approach using the typical Neuber and strain energy density (SED)
methods was implemented to relate the crack initiation life at the notch root to the crack
initiation life of the smooth laboratory specimen. The principle behind the LS approach,
which is depicted in Figure 2, is that a smooth specimen tested under cyclic strain control
(LCF conditions) can simulate the fatigue damage at the notch root of an engineering
component. An equivalent fatigue damage is assumed to occur at the notch root and in
the smooth specimen when both are subjected to identical stress–strain histories (constant
plastic strain range, Δεpm).

 

Figure 2. LS approach showing material element ahead of the notch tip subjected to LCF conditions.
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The LS approach uses the strain–life (ε-N) curve for the prediction of life cycles, and
the estimation of crack initiation life is based on the criterion of the smooth specimen failure
by assuming an equivalent strain state of the material volume in the notched specimen.
This hypothesis contains specific shortcomings due to (i) the size effect involved, (ii) the fact
that the material element volume is subjected to deformation constraints from the adjacent
material, (iii) the deformation state in the material element is not strain controlled as in
the case of the low cycle fatigue test. Strain triaxiality at the notch tip is not expected to
be an influential factor in the fatigue behavior examined due to the selection of the corner
element promoting plane stress conditions. This assumption, although introducing specific
limitations in the analysis, is considered acceptable to approach this type of problem.

Assumptions

A fatigue analysis for the prediction of crack initiation life adopts certain hypotheses
for simulating the involved damage mechanisms. Crack initiation at the notch tip is
associated with failure of an elementary material volume (Figure 2) adjacent to the notch
root. The material volume is subjected to low cycle fatigue conditions and is located at the
corner of the notch tip, at the free surface of the specimen.

The criterion for selecting the specific element location and size is based on the
fractographic observations that are discussed in Section 3.2. According to the experimental
findings, cracks originate as corner cracks at the tip of the notch and then propagate radially
before coalescence occurs into a single through-thickness crack. The assumption of the
critical length of 250 μm width for the corner element satisfies the conditions of an isotropic,
homogeneous medium for the implementation of fatigue life equations. That is because it
significantly exceeds the material’s grain size, which, as determined from [23], is 9.47 μm.
Using this concept, fatigue failure of the material element designates the initiation of a
250 μm corner crack at the tip of the notch on the outer specimen surface. Similar lengths
have been observed by the experiments to lead to the transition of the initial corer crack to
the through-thickness crack, as is later shown by the fractographic observations.

2.3.2. Analytical Methods

Neuber showed that, for a shear-strained prismatic body with an arbitrary nonlinear
stress–strain law, the product of the notch stress and strain, σ and ε, can be estimated from
theoretical stress concentration factor, Kt; the far-field applied stress range, S; and the elastic
modulus of the material, E:

εσ =
(KtS)

2

E
(1)

Generally, this is rewritten in terms of stress and strain ranges for the case when the
stress range remote to the notch is linear elastic:

ΔεΔσ =
(KtΔS)2

E
(2)

Topper et al. [1] showed that smooth specimen fatigue data could be used to adequately
predict the fatigue lives of notched members made from 2024 and 7075 aluminum alloys
under fully reversed loading. They suggested the use of the fatigue notch factor, Kf,
instead of the theoretical stress concentration factor, Kt, for cyclic loading, modifying
Equations (1) and (2) as follows:

εσ =
(KfS)

2

E
(3)

ΔεΔσ =
(KfΔS)2

E
(4)

Although Neuber’s rule was derived for monotonic loading, it was applied to fatigue
loading by Manson and Hirschberg in [25], who suggested using the cyclic stress–strain
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curve (Equation (6)) instead of the monotonic curve given by the Ramberg–Osgood equation
(Equation (5)):

ε =
σ

E
+

σ

K

1/n
(5)

εα =
σα

E
+

σα

K′
1/n′

(6)

where K and K′ are the static and cyclic strength coefficient, n and n’ are the monotonic
and cyclic strain hardening exponent, and εα and σα are the strain and stress amplitude,
respectively. Thus, by simultaneously solving Equation (3) for maximum stress and strain
(ε = εmax; σ = σmax) and Equation (5) for ε = εmax and σ = σmax, the notch root stress–strain
at maximum loading can be estimated.

Modifying the Ramberg–Osgood relationship for cyclic loading by replacing the strain
and stress amplitude with the strain and stress ranges, respectively, and assuming a Masing
factor of 2 (symmetric deformation behavior in tension and compression), Equation (6)
yields the following:

Δε =
Δσ

E
+ 2

(
Δσ

2K′

)1/n′

(7)

By simultaneously solving Equations (4) and (7), the cyclic notch stress and strain
amplitudes can be estimated.

An alternate approximate method is the strain energy density (SED) criterion proposed
by Molski and Glinka [5]. In this approach, it is assumed that the strain energy density
at the notch root does not change significantly if the localized plasticity is surrounded by
predominantly elastic material (Figure 3).

 
Figure 3. Graphical representation of the SED criterion.

Based on this assumption, computation of the strain energy density at the notch root
will yield identical results for either the elastic or the elastic–plastic material law. The SED
criterion has the following form:

We = Wp
1
2
(KtS)

2

E
=

∫ ε

0
σ(ε)dε → (KtS)

2

E
=

σ2

E
+

2σ
n + 1

( σ

K

)1/n

(8)

where S is the gross-section nominal stress, and σ(ε) is the notch root stress as a function of
ε. For a given nominal stress, S, the notch stress and strain during monotonic loading can
be calculated simultaneously solving Equations (5) and (8).

With the use of Equation (5) for the maximum stress and strain (εmax and σmax) and
Equation (7) for σ = σmax and S = Smax, the notch root stress–strain at maximum load can
be calculated.
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For cyclic loading, Equation (8) can be rewritten in terms of stress and strain ranges,
while the material monotonic deformation properties (K and n) can be replaced by the
cyclic deformation properties (K′ and n′), resulting in the following equation:

(Δσ)2

E
+

4Δσ

n′ + 1

(
Δσ

2K′

)1/n′

=
(KtS)

2

E
(9)

By simultaneously solving Equations (5) and (9), the cyclic notch stress and strain
amplitudes can be calculated.

The analytical expressions provided above consider the notch stress–strain response
for completely reversed straining, R = εmin/εmax = −1. In strain histories with a mean
strain, usually mean stress relaxation occurs due to the presence of plastic deformation. To
account for the mean stress effect in fatigue life prediction for the elastic strain component,
the Smith–Watson and Topper parameter (SWT parameter) or the Morrow’s mean stress
method is often used. The SWT parameter [26] was used in the present analysis in the
strain–life equation as follows:

σmaxεα =

(
σ′f

)2

E
(2Nf)

2b + σ′fε
′
f(2Nf)

b+c (10)

where σmax = σm + σα and εα is the maximum stress and strain amplitude in the alternating
strain history, σm is the mean stress, σf

′, εf
′, b, c are cyclic properties taken from [23] and Nf

is the fatigue life. Equation (10) assumes that for different combinations of strain amplitude,
εα and mean stress, σm, the product σmaxεα remains constant for a given fatigue life. If
σmax is zero, then Equation (10) predicts infinite life, which implies that tensile loading
must be present for fatigue fracture to occur.

Calculations of the local stress–strain history may be combined with an appropriate
notched fatigue analysis in order to estimate fatigue crack initiation as the number of
cycles required to initiate the crack at the location of interest (notch tip). In this approach,
the calculated fatigue life is strongly dependent on the material element length and the
associated strain values, which usually lack certain accuracy when elastoplastic material
behavior is involved. For this purpose, a numerical analysis was performed in order to
obtain a greater accuracy for strains at the position of the material element. A suitable
finite element model was developed for the determination of the local maximum strains
and stresses of a material element volume at the notch tip during a far-field loading. The
criteria for the selection of the material volume length are analyzed in the following section.
The numerical results are combined with the analytical methods of Neuber and SED and
incorporated into the SWT model to obtain the critical number of cycles for fatigue crack
initiation. The flowchart of the implemented methodology is presented in the diagram in
Figure 4.

Figure 4. Flowchart of the steps used in the fatigue analysis for the prediction of fatigue life corre-
sponding to crack initiation.

The monotonic and cyclic material properties, namely σy, n, K, n′, K′, σf
′, b, εf

′, c, and
Kf, are taken from [23] and are used as input parameters in the analysis. The predicted
fatigue lives in cycles for each material examined are presented in the next section.
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2.4. Numerical Simulation of the Notch Stress–Strain Behavior
Finite Element Analysis

The finite element model used to obtain the representative local stress–strain behavior
at the notch root was first presented in [23]. In that work, the elastoplastic stress–strain
behavior of the material element was numerically simulated under an external monotonic
loading using the Abaqus finite element (FE) software version 6.12-3. A maximum far-
field tensile stress of 200 MPa was applied, corresponding to the quarter of a cycle in the
fatigue-loading history. For the simulation, a 3D finite element model was constructed, and
a step-loading analysis was performed (Figure 5).

 

Figure 5. Finite element model to simulate the notch stress–strain behavior, showing corner element
and meshing at the vicinity of the notch.

The values of the Poisson’s ratio and Young’s Modulus used in the analysis are ν = 0.3
and E = 205.9 GPa, respectively. After yielding, nonlinear behavior is taken into account
using an isotropic hardening behavior based on the calculated true stress–strain plastic
curve data presented in [23]. For greater accuracy at the vicinity of the notch, a geometric
nonlinearity was also taken into account.

The element width at the notch tip was set to 250 μm, which corresponds to the charac-
teristic crack length considered for crack initiation in Section 3.1. A mesh optimization was
performed in the present study by increasing the element size along with the increasing
distance from the notch tip in order to reduce the computational time.

A mesh sensitivity validation was also performed with the use of finer mesh. The
element width in the vicinity of the notch was reduced to 25 μm, and the monotonic
simulation was repeated. The deviation of predicted notch stress–strain values with the
finer mesh was lower than 4%, compared to the results of the 250 μm width. The latter
findings suggest that a finer mesh will have a negligible effect on evaluation of results.

2.5. Fracture Mechanics Approach
Assumptions

In the LS approach described previously, crack initiation is considered as the onset
of a 250 μm long crack due to the failure of a material volume at the notch tip, which is
subjected to LCF conditions. A more detailed approach combining the LS approach with a
fracture mechanics concept is attempted in this section and is presented as a case study for
material (B). The fracture mechanics approach is based on the prediction of the number of
cycles required for a physically short crack (not microstructurally short crack) to initiate
at the root of the notch and propagate incrementally to the final length of 250 μm. It is
considered that crack initiation is associated with the onset of a corner crack at the free
edge of the notch (Figure 5) due to the fatigue failure of a material element at the free edge,
as was experimentally observed (see Section 3.2). A more realistic approximation of fatigue
crack initiation must consider that the occurring fatigue damage takes place at a smaller
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scale; therefore, the dimensions of the material element examined in the previous section
are reduced to 50 μm × 50 μm. A simplified model is assumed, where, following the onset
of crack initiation, the corner crack propagates under mode I until it reaches a final length
of 250 μm. The calculation steps presented in Figure 4 are used to predict the number of
cycles for failure of the corner element (crack initiation) of 50 μm. Afterwards, a fracture
mechanics analysis is implemented to calculate the number of cycles for the growth of the
crack until a final length of 250 μm from the notch tip (crack propagation).

3. Results

3.1. Fatigue Crack Initiation

The static and cyclic mechanical properties of the investigated materials (A) and (B),
were evaluated in [23] and were used in the present study as input parameters in the
proposed methodology. Fatigue crack initiation is considered to be the fatigue stage where
the length of the growing crack at the notch root reaches 250 μm. With the length of 250 μm,
the crack is significantly larger than the fictitious mean grain size of 6.5 μm, considering
both materials A and B; therefore, the assumption of continuum mechanics is not violated
(Figure 6). In [23], the average ferrite grain size was measured to be 3.62 μm and 9.47 μm
for steels (A) and (B), respectively.

 

Figure 6. Schematic representation of stages I (shear mode) and II (tensile mode) considered in the
present study for the assumption of crack initiation.

In the findings of Jacques et al. [27], in situ measurements of stress and strain partition-
ing in TRIP steels during monotonic loading revealed that a representative microstructural
“element” typically involves ~100 grains, and, at that level of magnification, the average
mechanical properties of the constituent phases are relevant.

The number of cycles corresponding to crack initiation life (Nini) for notched specimens
is presented in Table 2 as the average number of cycles at which the first 250 μm crack at
the free surface is detected. In Figure 7, the fatigue crack growth curves for materials (A)
and (B) are displayed.

Table 2. Fatigue crack initiation with EDM method (σmax = 200 MPa).

Steel Nf (Cycles) Nini (Cycles)

(A)
87,300

113,860
53,080

66,040140,420 79,000

(B)
168,860

175,150
106,060

108,970181,450 111,870
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Figure 7. Fatigue crack growth curves of the examined TRIP steels (σmax = 200 MPa).

From the results of Table 2, it can be seen that steel (B) is the more damage tolerant
material, with a fatigue life of 175,150 cycles, followed by steel (A), with 113,860 cycles
before failure. Regarding the fatigue crack initiation stage, steel (B) exhibits a higher crack
initiation resistance, which corresponds to a life of 108,970 cycles, while steel (A) has a
crack initiation life of 66,040 cycles.

The difference in the crack initiation behavior of steels (A) and (B) is a material and
microstructure-related problem, which was examined in [23] and was not the subject of
investigation in the present study. The experimental results obtained here are in agreement
with the fatigue crack initiation and fatigue life trends observed in [23].

In Figure 8, replica images showing the existence of cracks initiating at the notch
tip are displayed for both materials for the case of a maximum stress of σmax = 200 MPa.
A crack with a length of 254 μm was detected in steel (A) at 79,000 cycles, while the
more damage-tolerant steel (B) showed a crack length of 233 μm at a life of 105,000 cycles
(Figure 8b).

Crack initiation resistance is primarily associated with microstructural aspects control-
ling the start of cyclic slip or twinning mechanisms under cyclic strains, which is macro-
scopically associated with the materials fatigue limit [28]. In notched fatigue problems, it
may also be relevant to the materials’ LCF behavior [27]. Additionally, the transformation
mechanism due to the localized plastic strains at the root of the notch is also expected
to have an impact on crack initiation [18,28]. For the above reasons, providing an expla-
nation for the differences in crack initiation behavior of the TRIP steels requires a more
rigorous investigation.

3.2. Fractographic Observations

Stereoscopic observations of the fracture surface of notched specimens revealed that
fatigue cracks initiate at the free edge adjacent to the notch due to less constraint for the
development of slip systems. The fractographic details of Figure 9 are characteristic of the
majority of specimens examined. In Figure 9a, a specimen with typical fatigue segment
characteristics, including the crack initiation section, fatigue crack growth regime, and fast
fracture region, is shown. In the fracture surface of Figure 9b, the crack initiates at the free
edge surface of the notch area and is advancing radially from the corner edge, towards the
mid-thickness direction. The first crack was observed at one specimen surface, and after
a certain number of cycles, a second crack on the other edge was observed, propagating
through thickness and leading eventually to crack coalescence and the formation of a single
through-thickness crack that propagates until the failure of the specimen. A characteristic
example is shown in Figure 9b, where replica observations in steel (B), at 120,000 cycles
revealed the existence of a 211 μm crack only at one side (side A) of the specimen. The
above observations agree with the hypothesis used in the finite element analysis for crack
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initiation simulation, taking into account the corner crack element with a reference size of
250 μm at the free edge of the V-notch.

 
(a) 

 
(b) 

Figure 8. Replica images from notch tip at (a) 79,000 cycles for steel (A) and (b) 105,000 cycles for
steel (B). Loading axis is in the horizontal direction.

 
(a) (b) 

Figure 9. (a) Stereoscopic image from fracture surface of notched steel (A) (Nf = 122,420 cycles at
σmax = 200 MPa; the 250 μm crack detected at 87,700 cycles). (b) Lateral replica images in steel (B) at
110,000 cycles showing the onset of an edge surface crack (Nf = 188,800 cycles at σmax = 200 MPa).
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3.3. Analytical Results with LS Approach

In [23], a stepped load increment was applied up to a far-field tensile stress of 200 MPa,
and the calculated stress–strain behavior of the corner element at the notch tip, as well as
the distribution of normal stresses and strains in the loading direction, is reproduced and
presented in Figure 10 for convenience. As shown in the results of Figure 10, local yielding
at the notch tip takes place.

(a) (b) 

Figure 10. Normal stress and strain distribution at the vicinity of the notch for (a) steel (A) and
(b) steel (B) (taken from [23]).

The maximum stresses and strains at the notch root can be calculated using the
Neuber method or the SED criterion by simultaneously solving Equations (1) and (5) and
Equations (5) and (8), respectively, for incremental monotonic loading.

In Figure 11, the analytical local stress–strain results obtained using the Neuber and
SED method are compared with the numerical results obtained from the finite element
model. By examining the results presented in Figure 11, it can be noticed that the analytical
results underestimate the numerical findings. In material (A), for a maximum notch strain
of 0.0034, the predicted notch stress with the Neuber or SED criterion is underestimated
by 33.4% (FEA prediction = 676 MPa; Neuber/SED = 450 MPa), while for material (B), the
difference is 33.5%.

As discussed earlier, Neuber’s rule may overestimate the notch root strains under
multiaxial stress state conditions, while it seems to provide more reliable results for plane
stress conditions. A comparison of the analytical approximations with the FE analysis
showed that the Neuber method and the SED criterion provide almost identical results,
which are conservative compared to the results of the FE model and, hence, may be better
used as first estimations [9]. However, the underestimation of notch root strains by quite
large margins was also reported elsewhere [9].
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(a) (b) 

Figure 11. Notch root strains from FEA, Neuber’s rule, and SED criterion under monotonic tensile
loading for (a) material (A) and (b) material (B).

Fatigue Crack Initiation Assessment

The fatigue predictions from Table 3 are very sensitive to the calculated stress–strain
history at the notch root. Small differences in notch stress–strain of the order of 5–6% may
result in significant differences in the predicted fatigue life of the order of 34% in Table 3.
The SED criterion predicts, in general, higher values of notch stress and strain compared
to Neuber’s method, leading to more conservative fatigue life predictions. Both methods
overestimate the experimental results. The plane stress conditions corresponding to the
element examined in Figures 5 and 10 do not seem to favor the prediction of the Neuber
method here possibly due to other factors associated with the microstructure and TRIP
effect. The above trend is in line with the observations presented in the literature, since
Neuber’s rule considers the stress state to be uniaxial at the notch root, which leads to less
conservative results.

Table 3. Estimated fatigue life for the formation of a 250 μm crack using FEA results.

(A) (B)

Neuber SED Neuber SED

Notch stress amplitude, σα (MPa) a 290 312.5 275.5 285
Notch strain amplitude, εα a 0.00141 0.00153 0.00149 0.00156
Notch mean stress, σm (MPa) 385.7 363.2 327.4 317.9

Numerical solution of maximum
notch stress (FE), σmax (MPa) 676 676 603 603

Product of εασmax 0.9525 1.0311 0.8964 0.9417

Estimated fatigue life, Nf (cycles) b 53,800 37,890 104,500 77,500
a Calculated with Equations (4) and (7) for Neuber and Equations (7) and (9) for SED criterion. b Solved with
Equation (10).

A comparison of predictions using, in the fatigue analysis, the numerical notch stress–
strain results, and the results from the Neuber or SED method are shown in Table 4,
using the experimental findings as verification. The numerical results improve the fatigue
analysis and bring the analytical solutions closer to the experimental results; however, a
slight underestimation of the number of cycles for fatigue crack initiation is present.
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Table 4. Comparison of estimated fatigue life for crack initiation with experimental data.

(A) (B)

Method Neuber SED Neuber SED

Estimated fatigue life without FE
calculations, Nf (cycles) a 180,000 130,000 650,000 560,000

Estimated fatigue life with FE calculations,
Nf (cycles) 53,800 37,890 104,500 77,500

Experimental investigation, Nini (cycles) 66,040 108,970
a Calculated with Equations (3), (5) and (8) implemented in Equation (10).

3.4. Analytical Results with Fracture Mechanics Approach
3.4.1. Crack Initiation (Onset of 50 μm Crack at the Notch Tip)

A description of the finite element analysis carried out and the notch plastic zone
analysis for the specimen geometry used is presented. In Figure 12a, the finite element
model is presented with a finer mesh (25 μm element size) to expand the notch stress-strain
analysis at a characteristic distance of 50 μm from the notch tip for a far field tensile stress
of S = 200 MPa. In Figure 12b,c the distribution of local stress and strain with the distance
from the notch tip for material (B) is shown. The maximum stress and strain calculated at
a distance of 50 μm from the notch root are σyy = 630 MPa and εyy = 0.007128, showing a
4.5% percent increase in the maximum stress compared to the element of 250 μm. Using
these values in the analytical model described in Section 2.3.2 and shown in Figure 4, the
cycles for failure of the material element are 80,300 and 60,500 cycles, using the Neuber and
SED criterion, respectively (Table 5).

Table 5. Estimated fatigue life considering onset for crack initiation at 50 μm for steel (B).

Method Neuber SED

Estimated fatigue life with FE calculations, Nf (cycles) 80,300 60,500

3.4.2. Crack Propagation

In the case examined, the assumed crack length of 50 μm is significantly larger than
the fictitious average grain size (6.5 μm in Figure 6), and, therefore, the problem does not
fall within the microstructurally short crack regime. We considered the cyclic plastic zone
at the tip of the crack based on the following analytical expression [29]:

rcy =
1

8π

(
ΔK
σy0.2

)2
(11)

where ΔK is the stress intensity factor range; σy0.2 the cyclic yield strength; and the resulting
plastic zone size is rcy = 17.65 μm, which is smaller compared to the considered crack length.
On the other hand, the plastic zone at the notch root for a remote stress of 200 MPa is
approximately 300 μm, taking into account the yield strength of 515 MPa [23] of steel (B) as
and the result shown in Figure 12c, meaning that the stage of short crack propagation takes
place inside the plasticity of the notch. In the work of Leis [12], a correlation of the LEFM
concept was proposed for bulk plasticity conditions that dominate the growth behavior,
e.g., the case of a crack completely submerged in the notch tip plastic zone. Since the
notch inelastic field does not transmit the far field stress and stress cycle to the crack in
the same manner as would an elastic field, it is reasonably assumed that, for a notched
specimen subjected to a far field constant stress amplitude (load controlled), there is a
material volume at the tip of the notch, with its deformation being displacement controlled
(Figure 13).
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(a) 

  
(b) (c) 

Figure 12. (a) Normal strain distribution in material (B) with finer mesh (25 μm element size),
(b) maximum strain, and (c) maximum stress distribution vs. distance from notch tip for a remote
stress of 200 MPa.

Figure 13. Displacement control of crack contained within notch plastic zone.

Under this viewpoint, it is postulated by Leis [12] that the driving force for the above
crack to grow in the notch inelastic field can be approximated by the following equation:

Kmx = 1.12εmxEm
√
πα (12)
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where “Kmx” is an equivalent stress intensity factor, εmx is the cyclically stable maximum
strain in the material element at the depth of interest (in the absence of the crack), Em is
the monotonic modulus, 1.12 is the free surface correction factor, and α is the length of the
crack measured from the notch root. In Equation (12), the product εmx ∗ Em is primarily
used to estimate a “pseudostress” in keeping with the linear elastic nature of LEFM. In [30],
the application of Equation (12) in a pearlitic rail steel resulted in the accurate prediction of
the cracking behavior for cracks as small as 50 μm.

Since the total fatigue crack would be fully embedded in the notch tip plastic zone
propagating under LCF conditions, the parameter εmx of Equation (12) can be estimated
as an average maximum strain within the length scale of 50 μm to 250 μm in Figure 12b.
From Figure 12b, we can see that the average maximum strain at the ligament of 50 μm to
250 μm is εmx = 0.00417. Using Equation (12) with a maximum strain value of εmx = 0.00417,
Em = 205.9 GPa, and the initial crack length based on the size of the corner element
α = 0.00005 m, the calculated stress intensity factor is Kmx = 12.05 MPa

√
m.

The number of cycles for the crack to propagate from an initial length, αin = 50 μm, to
a final length, αf = 250 μm (Figure 14), for a uniaxial; mode I problem under a stress ratio,
R = 0.1; and a maximum far-field stress of σmax = 200 MPa can be calculated by integrating
a Paris–Erdogan crack growth law [31]:

dα
dN

= C(ΔK)m = C
(
YΔσ

√
πα

)m → Nf =
1

CYmΔσmπm/2

[
a1−m/2

f − a1−m/2
in

1 − m
2

]
(13)

 

Figure 14. Initial and final crack length for the growth of the short crack.

In Equation (13), C and m are the Paris–Erdogan fatigue crack growth parameters; Y
is the stress intensity factor correction; and af and ain are the final and initial crack length,
respectively.

The parameters C = 1.81005 × 10−13 and m = 4.10051 for the steel (B) were taken
from [32] and are used here under the assumption of being applicable to the short crack
problem. The “pseudostress” amplitude is Δσ = 772 MPa, calculated from εmx ∗ Em
for R = 0.1, and the correction factor was taken as Y = 1.12. Using the above values in
Equation (13), the number of fatigue cycles for the crack to propagate to the critical length
of 250 μm is 12,254 cycles. By adding the cycles calculated in Table 5 for the onset of crack
initiation, we see that the total fatigue life for development of a 250 μm crack at the root of
the notch is 92,554 and 72,754, with the Neuber and SED method, respectively (Table 6).
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Table 6. Predicted fatigue life for the formation of a 250 μm crack in material (B).

Method Neuber SED

Predicted Fatigue Life with FE Calculations, for Failure of a
50 μm Element, Nini (Cycles) 80,300 60,500

Crack advancement from 50 μm to 250 μm, Nprop (cycles) 12,254
Total fatigue life, Nf (cycles) 92,554 72,754

Experimental investigation, Nini (cycles) 108,970

4. Discussion

Conducting a fatigue crack initiation assessment for a corner element at the notch
root, taking into account that the sheet steel materials have a thickness of under 2 mm,
allows for the consideration of a uniaxial loading scenario for the material element under
examination. It should be noted that, in the TRIP steels examined, possible phase transfor-
mation effects [33] under cyclic loading at the notch tip, which may promote local strain
hardening of the material or produce certain crack closure mechanisms, were not taken into
account in the analysis. RA transformation is microstructurally accompanied by volume
expansion [34] and may cause a certain stress relaxation at the tip of a stress raiser due to
the elastic surrounding material, thus extending the fatigue life prior to crack initiation.
Additionally, phase transformation at the crack tip has been shown to be beneficial for
fatigue crack growth in numerous studies [34]. The main mechanism contributing to the
retardation of crack growth is the stress relaxation imposed by the phase transformation
during the volume change [34].

Furthermore, while the material element at the free edge is subjected to uniaxial
loading (σx, σz = 0), as the damage progressively grows towards the mid-thickness and
away from the notch influence, plane strain conditions are expected, and therefore the RA
transformation rate can be influenced by the stress triaxiality. Stress triaxiality effects can
influence RA transformation and, hence, the associated mechanical behavior of TRIP steels.

By comparing the results of Table 6, focusing on steel (B), it can be seen that, by using
the numerical results within the fracture mechanics approach, a good correlation with
experimental data is obtained, but a slight underestimation of the fatigue crack initiation
life is observed compared to the analysis involving the numerical simulation with the
LS approach.

5. Conclusions

A coupled numerical–analytical methodology was implemented for the assessment
of fatigue crack initiation life in TRIP steel, using a V-notched specimen. Fatigue crack
initiation has been defined as the number of fatigue cycles required for the development
of a short fatigue corner crack with finite length based on experimental fractographic
observations. Depending on the definition of the finite short crack length, the prediction of
crack initiation life is very sensitive to the local stress–strain field in the close vicinity of
the notch. The results indicate that incorporating the numerical solution using the finite
element method may lead to a more accurate determination of the stress–strain response at
the free edge, the corner location of the notch tip, with regard to using solely established
empirical–analytical solutions. Experimental observations of fatigue crack initiation in
two different TRIP steels confirmed that fatigue crack initiation occurs as a corner crack
and develops progressively as a through-thickness crack. The analytical findings of the
present study highlight the importance of the introduction of an appropriate finite element
analysis in fatigue methods for a more accurate determination of the local notch stress–
strain behavior and, accordingly, a more reliable assessment of fatigue crack initiation life
of steel components. Furthermore, the finite element method combined with a fracture
mechanics approach for the assessment of crack initiation at the notch root is a promising
option to extend the analysis by also including fatigue crack growth mechanisms that may
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influence the rate of short crack growth, typical for the fatigue crack growth behavior in
TRIP steels (e.g., phase transformation effects).
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Abstract: The tensile, creep, fatigue and creep-fatigue tests of the nickel-based superalloy GH4169
were carried out. According to the deformation characteristics of GH4169 alloy, the Ohno-Karim
kinematic model (O-K model) can be used to describe the tensile behavior. The creep constitutive
model presented in this paper can be used to predict the three-stage creep characteristics of the
GH4169 alloy. The modified Ohno-Karim kinematic hardening model, combined with an isotropic
hardening model, can well predict the cyclic softening behavior of the material under symmetric
loads and the mean stress relaxation behavior under asymmetric loads. Based on the modified
Ohno-Karim kinematic hardening model, isotropic hardening model and creep constitutive model,
a non-unified constitutive model was established. The creep-fatigue behavior of the GH4169 alloy
under symmetric and asymmetric loads is simulated by using the non-unified constitutive model.
The simulation results are very close to the experimental results; however, the prediction results of
the time-dependent relaxation load are relatively small.

Keywords: nickel-based superalloy; non-unified constitutive models; creep-fatigue; cyclic softening;
stress relaxation

1. Introduction

The turbine disk is an important part of the aero engine. The grooves of the turbine disk
are subjected to asymmetric creep-fatigue loads. Accurate description of the deformation
response of materials under asymmetric load is the basis for scientifically predicting the
creep-fatigue life of the groove. The deformation responses of the material are more complex
under asymmetric loading. It will show not only cyclic softening or cyclic hardening
behavior, but also ratcheting and mean stress relaxation behavior. The material will also be
subjected to creep loads at high temperatures. The grooves of the turbine disc may contain
all of the above deformation behaviors.

Chaboche [1] employed two internal variable equations of the Armstrong-Frederick
nonlinear kinematic hardening model (A-F model) [2] and isotropic hardening model to
describe the deformation behavior of materials well under symmetric loads. However, this
method would lead to excessive ratchet strain under asymmetric loads [3]. Subsequently,
Chaboche and Nouailhas [4–7] analyzed several possible forms of the constitutive equation
to reduce the predicted ratcheting without disturbing the tensile plastic flow. It was
of great significance that they proposed a kinematic hardening model with thresholds
in the dynamic recovery term. Ohno and Wang [8,9] proposed a kinematic hardening
model in terms of nonintersecting multisurfaces, called the O-W I model. Ohno and
Abdel-Karim [10,11] proposed a new kinematic hardening model called the O-K model,
which was developed by furnishing the A-F model with the O-W I model. The O-K
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model was successful in simulating multiaxial ratcheting and multiaxial cyclic stress
relaxation responses.

The creep deformation behavior can be described by the kinematic hardening model
with the steady-state recovery term; however, this method can only describe the second
stage of creep. With the development of the creep constitutive model, many constitu-
tive models describing the characteristics of three stages of creep have been proposed,
such as the θ projection method [12–14], Kachanov-Rabotnov model [15–20], Wilshire
model [21–24], etc. The description of creep-fatigue behavior can also be realized by the
non-unified models, which considered that the inelastic strain can be decomposed into
the time-independent plastic strain and creep strain [25–28]. The parameters of the creep
constitutive model can be obtained from the creep tests so that the creep deformation
behavior can be better described.

The purpose of this paper is to systematically establish the cyclic constitutive model
of nickel-base superalloys GH4169 for turbine discs. The mechanical properties tests of
GH4169 were carried out systematically, including the tensile test, creep test, fatigue and
creep-fatigue test. The constitutive model established can describe the tensile, creep, fatigue
and creep-fatigue behavior of the material and lay a foundation for predicting the life of
the turbine disc in the future.

2. Experimental Procedures

2.1. Materials

The nickel-based superalloy GH4169 is commonly used in aero-engine turbine disks.
This material has good comprehensive properties at high temperatures. The heat treatment
process of this material is as follows: first heated to 720 ◦C and held for 8 h; subsequently,
furnace-cooled at a rate of 50 ◦C/h to 620 ◦C and then, held for 8 h; and finally, air-cooled
to a room temperature condition. The main chemical components of the GH4169 alloy
provided by the manufacturer are shown in Table 1. The metallographic structure of the
sample is observed under an optical microscope, as shown in Figure 1. It can be seen from
the metallograph that the structure of the GH4169 alloy is uniform and the grain size is
about 100 μm, with some twin structures and a small amount of inclusions.

Table 1. Chemical components of GH4169 alloy.

Element Nb + Ta Mo Cr Ni Ti Fe Al C Si

Wt% 5.04 3.12 19.70 51.70 1.01 — 0.42 0.039 0.15

Figure 1. Metallographic structure of GH4169.
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2.2. Tensile Tests and Results

The tensile tests were performed on a Zwick/Roell machine (ZwickRoell Testing
Technology Co., Ltd., Shanghai, China). Prior to the test, the samples were heated to the test
temperature of 600 ◦C with an environmental box and held for half an hour to ensure the
uniform temperature inside the samples. The gauge length of the sample is set to 25 mm
according to the extensometer and the deformation of the sample is monitored throughout
the tensile process.

The tensile test results are an important reference for the formulation of the creep,
fatigue and creep-fatigue tests. The description of tensile behavior is the basis of other
tests. Three strain rates of 5 × 10−4/s, 2 × 10−3/s and 1 × 10−2/s were used for the tensile
tests. The engineering stress-engineering strain curves obtained from quasi-static tensile
tests at different strain rates are shown in Figure 2. The curves of the same strain rate
almost coincide. The curves of all the strain rates show unstable plastic flow as serrations
in varying degrees. It is the typical Portevin Le Chatelier (PLC) effect. The most commonly
accepted explanation for the phenomenon of the PLC effect is based on a model called
dynamic strain ageing (DSA), which is defined as the interaction between the moving
dislocations and diffusing solute atoms [29,30]. It also leads to the phenomenon that the
tensile curve with the smallest strain rate (5 × 10−4/s) will have the greatest stress under
the same strain. The stress–strain curve exhibits a negative strain rate sensitivity. The
behavior of the negative strain rate sensitivity cannot be described by the viscoplastic
model. The curves of the strain rate 1 × 10−2/s and 2 × 10−3/s are very close, as shown
in Figure 2d. The tensile strain rates of the fatigue and creep-fatigue tests are between
2 × 10−3/s and 1 × 10−2/s in this paper. Therefore, the total strain rate can be divided into
three parts without considering the effect of viscoplasticity:

.
ε =

.
εe +

.
εp +

.
εc (1)

where
.
εe is the elastic strain rate,

.
εp is the plastic strain rate and

.
εc is the creep strain rate.

  

  

Figure 2. Tensile test results at different strain rates: (a) 2 × 103/s; (b) 1 × 10−2/s; (c) 5 × 10−4/s;
(d) 2 × 10−3/s and 1 × 10−2/s.
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2.3. Creep Tests and Results

The creep tests were performed on the creep testing machine Qianbang QBR-100
(Changchun Qianbang Test Equipment Co., Ltd., Changchun, China). The samples were
heated to the test temperature and held for 1 h to ensure the uniform temperature inside the
samples prior to the test. The temperature control system of the testing machine guarantees
temperature fluctuation less than 2 ◦C and the load control system enables the applied load
error not to exceed 0.5%.

The creep testing loads can be roughly determined according to the tensile strength of
the material. The test time of creep test is generally long and the ultimate tensile strength is
the maximum value that the creep test load can achieve. In this paper, 80% of the ultimate
tensile strength is selected as the maximum load of the creep test at 600 ◦C and then, the
load is gradually reduced. At the same time, to verify the generality of the creep constitutive
model proposed later, this paper also supplemented the creep tests at 650 ◦C. Considering
that the tests at 650 ◦C are only confirmatory, the maximum life is controlled within 350 h.

The creep curve generally shows the characteristics of three stages of creep. The
primary stage is characterized by the gradual decline of the creep strain rate, with the
increase in creep time at a short time. When the creep strain rate decreases to the minimum
value, it indicates the beginning of the second stage of creep. The creep strain rate is nearly
constant at the second stage. When the creep strain rate reaches 2 times of the minimum
strain rate, it indicates the beginning of the accelerated creep stage [31]. It can be seen
from Figure 3 that the creep curve of the GH4169 alloy is mainly composed of the second
and accelerated creep stage. The primary stage of creep is relatively insignificant and the
creep time of the first stage accounts for less than 10% of the total life. The second stage of
creep occupies the main time of creep, accounting for more than 60%. The deformation of
the accelerated creep stage is the largest, accounting for more than 60% of the total creep
deformation. The creep fracture strain is also called creep ductility. The creep ductility of
865 MPa and 825 MPa are obviously greater than that of other loads. Perhaps due to the
small number of tests, there is no obvious law for the change of the ductility with stress in
this paper.

  

Figure 3. Creep strain–time curves of the GH4169 alloy at different temperatures: (a) 600 ◦C;
(b) 650 ◦C.

2.4. Fatigue and Creep-Fatigue Tests and Results

The fatigue and creep-fatigue tests were carried out on an Instron fatigue testing
machine (Instron Corp., Norwood, MA, USA). The samples were held for over half an hour
at the test temperature and the temperature-controlling errors of the test section are less
than 2 ◦C.
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Materials will exhibit cyclic softening or hardening under symmetric cyclic loading.
The GH4169 alloy is a kind of cyclic softening material. The hysteresis loops of the first
10 cycles under uniaxial strain-controlled cyclic with a constant strain amplitude εa = 1.0%
are shown in Figure 4. The peak stress decreases with the number of cycles. The yield point,
which is defined as the boundary point between elasticity and plasticity, decreases with
the increasing number of cycles. The yield radius decreases with the increasing number
of cycles in essence. This phenomenon of the softening or hardening of materials can be
described by an isotropic hardening model.

 
Figure 4. The hysteresis loops of the first 10 cycles.

Due to the cyclic softening effect of materials, the stress amplitude decreases with the
number of cycles, as shown in Figure 5. The stress amplitude can be divided into three
stages: the amplitude in the first stage decreases rapidly; the amplitude in the second stage
decreases steadily; and the material in the third stage tends to show severe softening effects,
and the stress amplitude drops sharply until fracture. This is caused by the crack on the
sample surface and the reduction of the net-bearing area.

Figure 5. Results of cyclic softening characteristic test of GH4169 alloy.

The material shows a mean stress relaxation under the strain-controlled asymmetric
load. The average stress relaxation curve is similar to the cyclic softening curve, which also
has three stages, as shown in Figure 6.
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Figure 6. Results of mean stress relaxation characteristic test of GH4169 alloy.

The material exhibits not only cyclic softening and mean stress relaxation, but also
time-dependent stress relaxation behavior under the strain-controlled creep-fatigue load,
as shown in Figure 7a. The stress relaxation behavior has little influence on the cyclic
softening behavior, as shown in Figure 7b.

  

Figure 7. Stress relaxation behavior: (a) cyclic curve of stress relaxation at different holding times;
(b) stress amplitude at different holding times.

3. Constitutive Model and Simulation Results of Experiments

3.1. Simulation Results of Tensile Experiments

The tensile behavior can be described by a nonlinear kinematic hardening model. The
O-K model is employed to describe the mean stress relaxation behavior. In order to better
describe the movement of the yield surface, Chaboche decomposed the back stress into
several terms and made each term follow the O-K model:

.
α =

M

∑
i=1

.
αi (2)

The O-K model can be expressed as:
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.
αi = ζiri

[
2
3

.
ε

p − μi
αi
ri

.
p − H( fi)

〈 ·
λi

〉
αi
ri

]
(3)

.
λi =

αi
ri

:
.
ε

p − μi
.
p (4)

where H denotes the Heaviside step function; 〈〉 is the Macauley bracket; ζi, ri and μi
(0 ≤ μi ≤ 1) are material parameters. The parameter μi can control ratcheting strain and
mean stress with the increasing number of cycles. In this paper, it is assumed that each
component of μi is equal to a fixed value μ. The O-K model is reduced to the O-W I and
A-F models when μ = 0 and μ = 1, respectively. The fitting methods of different models
are different.

When μ = 0, under the one-dimensional stress state, stress can be written as

σ = σy0 +
M

∑
i=1

ri[1 − 〈1 − ζi p〉] (5)

When 0 < μ < 1, under the one-dimensional stress state, stress can be written as

σ = σy0 +
M

∑
i=1

ri

[
1 −

〈
1 − 1 − exp(−ζiμp)

μ

〉]
(6)

When μ = 1, under one-dimensional stress state, stress can be written as

σ = σy0 +
M

∑
i=1

ri[1 − exp(−ζi p)] (7)

where p is equivalent plastic strain.
Formulas (5) and (6) are piecewise expressions. M is the number of segments. Theoret-

ically, the more segments there are, the more accurate the simulation result will be. In a
comprehensive consideration, M = 20 is selected in this paper. The selected 20 data points
are shown in Figure 8.

 
Figure 8. Selected points for parameter fitting.

Parameter fitting of the A-F model is relatively simple. Formula (7) can be directly
fitted according to the data. The A-F kinematic equations are generally given by the
superposition of three rules; that is, M = 3. The first rule describes the nonlinear behavior
for the moderate plastic strains. The second one gives the nonlinearity for the very small
strains, in the transition regime between elasticity and plasticity. The third kinematic rule
is used to describe the approximately constant tangent stiffness for large strains. The fitting
results of the A-F model are shown in Figure 9.
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Figure 9. Outcomes of A-F model fitting.

Simulation results of tensile tests with different μ values are shown in Figure 10. The
value of μ has little effect on the tensile simulation results. When the values are within a
small range (0 ≤ μi ≤ 0.1), the values of ζi, and ri do not change much.

Figure 10. Simulation results of different μ values.

3.2. Simulation Results of Creep Tests

The relationship between creep strain and creep time is shown in Figure 11a. The creep
strain rate remains constant during the second stage. The creep strain rate of the second
stage is the minimum creep strain rate. The relationship between the creep strain rate and
normalized creep time is shown in Figure 11b. The creep strain rate first decreases rapidly
to the minimum value with time, indicating the beginning of the second stage of creep.
When the creep strain rate reaches twice of the minimum creep strain rate, it indicates the
beginning of the third stage of creep. The minimum creep strain rate plays an important
role in the creep curve. The creep constitutive model is written in the form of minimum
creep strain rate:

εc = c′1
(

1 − e−c′2
.
ε

c′3
m t

)
+

.
εmt + c′4

(
ec′5

.
ε

c′6
m t − 1

)
(8)
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Figure 11. Typical creep curves: (a) creep strain–time curve; (b) creep strain rate–normalized creep
time curve.

The first term represents the primary stage of creep, reflecting that creep strain in-
creases to the critical value c1’ with time. The second term represents the second stage of
creep and reflects the linear change of the creep strain with time. The third term represents
the third stage of creep, reflecting that the creep strain increases exponentially with time.

In fact, there is a certain relationship between c1’ and creep stress; provided that the
linear curve of the second stage of creep is extended to intersect with the ordinate, as shown
in Figure 11a. Set the intersection as εit, which is called the intercept strain. It can be derived
from Equation (8):

εit ≈ c′1 (9)

If intercept strains are extracted from all the creep strain curves, it can be found that the
intercept strain has a linear relationship with the nominal stress in logarithmic coordinates,
as shown in Figure 12. Therefore, it can be expressed as:

c′1 = b2σb1 (10)

  

Figure 12. Relationship between intercept strain and stress: (a) at 600 ◦C; (b) at 650 ◦C.
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The constitutive model of the second stage of creep is commonly described in Norton
form and the minimum creep strain rate can be expressed as:

.
εm = C2σn2 (11)

If Equations (10) and (11) are substituted into Equation (8), the coefficients can be
sorted out and combined to obtain the following expression:

εc = c1σb1
(

1 − e−C1σn1 t
)
+ C2σn2 t + c2

(
eC3σn3 t − 1

)
(12)

where c1, c2, b1, C1, n1, C2, n2, C3 and n3 are material constants.
In the form of Equation (12), the creep test results of a typical sample are taken for

fitting; for example, a typical creep curve at 600 ◦C and 865 MPa, of which the fitting results
are shown in Figure 13. The test values coincide completely with the calculated curve and
the three-stage characteristics of the fitted curve can be clearly seen.

Figure 13. Simulation result of the creep test at 600 ◦C and 865 MPa.

The three-stage creep constitutive model of Equation (12) was adopted to fit all the
creep test results of the nickel-based superalloy GH4169 at 600 ◦C and 650 ◦C, as shown
in Figure 14; and the parameters are shown in Table 2. The experimental results almost
coincide with the fitting results, which shows the practicability of the method.

  

Figure 14. Simulation results of creep tests at different temperatures: (a) at 600 ◦C; (b) at 650 ◦C.
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Table 2. The parameters of creep model at 600 ◦C.

c1 c2 b1 C1 n1 C2 n2 C3 n3

1.0776 × 10−8 5.8129 2.8489 5.5468 × 10−17 3.3655 1.2997 × 10−13 2.2323 2.7304 × 10−21 4.7467

3.3. Simulation of Fatigue and Creep-Fatigue Tests

Materials tend to exhibit cyclic softening or hardening behavior under symmetric
loading, which can be described by an isotropic hardening model. The GH4169 material is
a typical cyclic softening material. The cyclic softening process includes three parts. The
third part is the rapid crack propagation leading to the rapid curve decline, which is not a
characteristic of the material itself. Therefore, the nonlinear isotropic hardening model can
be expressed as:

σy = σy0 + R0 p + R∞(1 − e−bp) (13)

where σy0 is the initial yield stress. R0, R∞ and b are material parameters.
To identify the isotropic hardening parameters R0, R∞ and b in Equation (13), paramet-

ric sensitivity studies are carried out through uniaxial strain-controlled cyclic simulations
with the combined O-K model. The results of the sensitivity studies are shown in Figure 15.
The parameter R0 controls the slope of the stable stage of the curve as shown in Figure 15a.
The parameter R∞ controls the softening strength at the stabilized cycles as shown in
Figure 15b and the parameter b controls the softening rate at the early stage of cyclic
behavior as shown in Figure 15c.

  

 

Figure 15. Results of sensitivity analysis for isotropic softening parameters: (a) R0; (b) R∞; (c) b.
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The comparison between fitting results and test data is shown in Figure 16, and the
specific parameters are shown in Table 3. The predicted cyclic softening behavior of the
GH4169 alloy is in very good agreement with those of the tests for each cycle.

  

  

Figure 16. Comparison of symmetric cyclic behavior between tests and simulations: (a) εa = 1.0%;
(b) εa = 0.71%; (c) the 200th cycle; (d) the 500th cycle.

Table 3. The parameters of isotropic hardening model.

σy0 R0 R∞ b

630 −8 −195 4

In the simulation of uniaxial ratcheting, the sensitivity studies of the O-K kinematic
hardening parameter μ are carried out through uniaxial strain-controlled asymmetrical
cyclic simulations with the combined isotropic hardening model, as mentioned earlier as
shown in Figure 17. The parameter μ controls the mean stress relaxation rate. A larger
value of μ leads to a larger mean stress relaxation. No matter what the μ value is, the
simulation results do not agree with the experimental results.
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Figure 17. Results of sensitivity analysis for parameter μ.

In view of the above problems, referring to the equation of isotropic hardening,
nonlinear terms are added to meet the initial stress relaxation behavior, and the new form
of parameters μ is proposed:

μ = μ0 − C1

(
1 − e−C2 p

)
(14)

where μ0, C1 and C2 are material parameters. The simulation results are shown in Figure 18
and the material parameters are shown in Table 4.

  

  

Figure 18. Comparison of stress relaxation behavior between tests and simulations: (a) εmax = 1.0%;
(b) εmax = 1.2%; (c) the 100th cycle; (d) the 500th cycle.
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Table 4. The parameters of modified O-K model.

μ0 C1 C2

0.05 0.0475 5

The modified O-K model and isotropic hardening model can well describe the fatigue
behavior of GH4169 under asymmetric loading, and the creep constitutive model proposed
in this paper can well describe the creep behavior of GH4169. Therefore, a non-unified
constitutive model can be established to describe the creep-fatigue behavior of GH4169.
The simulation results are shown in Figure 19. Generally speaking, the simulation results
are close to the test results; however, the amount of stress relaxation in the strain-holding
phase is significantly smaller than the test results.

  

Figure 19. Comparison of creep-fatigue behavior between tests and simulations: (a) the 100th cycle;
(b) the 500th cycle; (c) partial enlargement; (d) the 300th cycle.

4. Conclusions

In this paper, the tensile, creep, fatigue and creep-fatigue tests of the GH4169 alloy
were carried out. The results show that the GH4169 alloy exhibits a PLC effect under a
certain tensile strain rate. The tensile strain rate has little effect on the tensile curve. The
creep curve of the GH4169 material is a typical three-stage creep curve. The GH4169 alloy
exhibits cyclic softening under symmetric cyclic loading and a mean stress relaxation under
asymmetric cyclic loading.

According to the test results, the deformation behavior of the GH4169 material was
simulated. The O-K model can well describe the tensile behavior of the GH4169 material.
The creep constitutive model presented in this paper can be used to predict the three-
stage creep characteristics of the material. To better describe the mean stress relaxation
behavior, the parameter μ is modified with reference to the isotropic hardening expression.
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The modified O-K kinematic hardening model and isotropic hardening model can well
predict the cyclic softening behavior of the material under symmetric loads and the mean
stress relaxation behavior under asymmetric loads. Finally, the creep-fatigue behavior
of the GH4169 material under symmetric and asymmetric loads is analyzed by using
the non-unified constitutive model of the elastoplastic model (modified O-K model and
isotropic model), coupled with the creep model. The simulation results are very close to the
experimental results; however, the predicted stress relaxation in the strain-holding stage is
smaller than the test results.

Author Contributions: Conceptualization, X.H. and S.Z.; methodology, X.H.; software, S.Z. and H.Z.;
validation, H.Z., X.J. and Z.Z.; formal analysis, Z.Z.; investigation, X.H. and S.Z.; resources, X.H.;
data curation, S.Z. and H.Z.; writing—original draft preparation, X.H.; writing—review and editing,
X.H. and S.Z.; visualization, X.J.; supervision, X.H.; project administration, X.H. and Z.Z.; funding
acquisition, X.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Science and Technology Major Project, grant
number 2017-IV-0004-0041.

Data Availability Statement: The data presented in the study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chaboche:, J.L. Viscoplastic constitutive equations for the description of cyclic and anisotropic behavior of metals. Bull. Acad.
Polon. Sci. 1977, 25, 33–42.

2. Armstrong, P.J.; Frederick, C.O. A Mathematical Representation of the Multiaxial Bauschinger Effect; CEGB Report RD/B/N/731;
Berkeley Nuclear Laboratories, R&D Department: Berkeley, CA, USA, 1966; Volume 24, pp. 1–26.

3. Chaboche, J.L.; Nouailhas, D. Constitutive modeling o ratcheting effects-Part I: Experimental facts and properties of the classical
models. ASME J. Eng. Mat. Technol. 1989, 111, 384–392. [CrossRef]

4. Ohno, N. Recent topics in constitutive modeling of cyclic plasticity and viscoplasticity. Appl. Mech. Rev. 1990, 43, 283–295.
[CrossRef]

5. Chaboche, J.L. On some modification of kinematic hardening to improve the description of ratcheting effects. Int. J. Plast. 1991, 7,
661–678. [CrossRef]

6. Chaboche, J.L.; Jung, O. Application of a kinematic hardening viscoplasticity model with thresholds to the residual stress
relaxation. Int. J. Plast. 1998, 13, 785–807. [CrossRef]

7. Chaboche, J.L. Constitutive equations for cyclic plasticity and cyclic viscoplasticity. Int. J. Plast. 1989, 5, 247–302. [CrossRef]
8. Wang, J.D.; Ohno, N. Two Equivalent Forms of Nonlinear Kinematic Hardening: Application to Nonisothermal Plasticity. Int. J.

Plast. 1991, 7, 637–650. [CrossRef]
9. Ohno, N.; Wang, J.D. Transformation of a nonlinear kinematic hardening rule to a multisurface form under isothermal and

nonisothermal conditions. Int. J. Plast. 1991, 7, 879–891. [CrossRef]
10. Abdel-Karim, M.; Ohno, N. Kinematic hardening model suitable for ratcheting with steady-state. Int. J. Plast. 2000, 16, 225–240.

[CrossRef]
11. Ohno, N.; Abdel-Karim, M. Uniaxial ratcheting of 316FR steel at room temperature, part II: Constitutive modeling and simulation.

ASME J. Eng. Mat. Tech. 2000, 122, 35–41. [CrossRef]
12. Brown, S.; Evans, R.W.; Wilshire, B. Creep strain and creep life prediction for the cast nickel-based superalloy IN-100. Mater. Sci.

Eng. 1986, 84, 147–156. [CrossRef]
13. Evans, R.W.; Wilshire, B. Creep of Metals and Alloys; Ztschrift Fur Met; U.S. Department of Energy Office of Scientific and Technical

Information: Oak Ridge, TN, USA, 1985.
14. Brown, S.; Evans, R.W.; Wilshire, B. A comparison of extrapolation techniques for long term creep strain and creep life prediction

based on equations designed to represent creep curve shape. Int. J. Press. Vessel. Pip. 1986, 24, 251–268. [CrossRef]
15. Rabotnov, Y.N. Some Problems of the Theory of Creep; Vestnik Moskov University: Moscow, Russia, 1948; pp. 81–91.
16. Othman, A.M.; Hayhurst, D.R.; Dyson, B.F. Skeletal Point Stresses in Circumferentially Notched Tension Bars Undergoing Tertiary

Creep Modelled with Physically Based Constitutive Equations. Proc. R. Soc. A Math. Phys. Eng. Sci. 1993, 441, 343–358.
17. Dyson, B.F.; Hayhurst, D.R.; Lin, J. The Ridged Uniaxial Testpiece: Creep and Fracture Predictions Using Large-Displacement

Finite-Element Analyses. Proc. R. Soc. A Math. Phys. Eng. Sci. 1996, 452, 655–676.
18. Mustata, R.; Hayhurst, D.R. Creep constitutive equations for a 0.5Cr0.5Mo0.25V ferritic steel in the temperature range 565–675 ◦C.

Int. J. Press. Vessel. Pip. 2005, 82, 363–372. [CrossRef]
19. Xu, Q. Development of constitutive equations for creep damage behavior under multi-axial states of stress. Adv. Mech. Behav.

Plast. Damage 2000, 2, 1375–1382.

68



Metals 2022, 12, 1868

20. Batsoulas, N.D. Mathematical description of the mechanical behavior of metallic materials under creep conditions. J. Mater. Sci.
1997, 32, 2511–2527. [CrossRef]

21. Wilshire, B.; Scharning, P.J.; Hurst, R. A new approach to creep data assessment. Mater. Sci. Eng. 2009, 510, 3–6. [CrossRef]
22. Whittaker, M.T.; Harrison, W.J.; Lancaster, R.J.; Williams, S. An analysis of modern creep lifing methodologies in the titanium

alloy Ti6-4. Mater. Sci. Eng. A 2013, 577, 114–119. [CrossRef]
23. Abdallah, Z.; Gray, V.; Whittaker, M.; Perkins, K. A Critical Analysis of the Conventionally Employed Creep Lifing Methods.

Materials 2014, 7, 3371–3398. [CrossRef]
24. Whittaker, M.T.; Harrison, W.J. Evolution of Wilshire equations for creep life prediction. High Temp. Technol. 2014, 31, 233–238.

[CrossRef]
25. Kobayashi, M.; Mukai, M.; Takahashi, H.; Ohno, N.; Kawakami, T.; Ishikawa, T. Implicit integration and consistent tangent

modulus of a time-dependent non-unified constitutive model. Int. J. Numer. Methods Eng. 2003, 58, 1523–1543. [CrossRef]
26. Ohguchi, K.I.; Sasaki, K.; Aso, S. Evaluation of Time-Independent and Time-Dependent Strains of Lead-Free Solder by Stepped

Ramp Loading Test. ASME J. Electron. Packag. 2009, 131, 021003. [CrossRef]
27. Panteghini, A.; Genna, F. Effects of the strain-hardening law in the numerical simulation of wire drawing processes. Comput.

Mater. Sci. 2010, 49, 236–242. [CrossRef]
28. Chen, W.; Wang, F.; Feng, M. Study of a modified non-unified model for time-dependent behavior of metal materials. Mech.

Mater. 2017, 113, 69–76. [CrossRef]
29. Gremaud, G. Overview on dislocation-point defect interaction: The brownian picture of dislocation motion. Mater. Sci. Eng. A

2004, 370, 191–198. [CrossRef]
30. Yilmaz, A. The Portevin—Le Chatelier effect: A review of experimental findings. Sci. Technol. Adv. Mater. 2011, 12, 063001.

[CrossRef]
31. Cui, L.; Yu, J.; Liu, J.; Sun, X. Microstructural evolutions and fracture behaviors of a newly developed nickel-base superalloy

during creep deformation. J. Alloys Compd. 2018, 746, 335–349. [CrossRef]

69



Citation: Rui, S.-S.; Su, Y.; Zhao, J.-M.;

Shang, Z.-H.; Shi, H.-J. A 3D

Polycrystalline Plasticity Model for

Isotropic Linear Evolution of

Intragranular Misorientation with

Mesoscopic Plastic Strain in Stretched

or Cyclically Deformed Metals.

Metals 2022, 12, 2159. https://

doi.org/10.3390/met12122159

Academic Editors: Eric Hug and John

D. Clayton

Received: 23 October 2022

Accepted: 12 December 2022

Published: 15 December 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

metals

Article

A 3D Polycrystalline Plasticity Model for Isotropic Linear
Evolution of Intragranular Misorientation with Mesoscopic
Plastic Strain in Stretched or Cyclically Deformed Metals

Shao-Shi Rui 1, Yue Su 2, Jia-Min Zhao 3, Zhi-Hao Shang 4 and Hui-Ji Shi 4,*

1 State Key Laboratory of Nonlinear Mechanics (LNM), Institute of Mechanics, Chinese Academy of Sciences,
Beijing 100190, China

2 School of Power and Energy, Northwestern Polytechnical University, Xi’an 710129, China
3 Beijing Institute of Astronautical Systems Engineering, China Academy of Launch Vehicle Technology,

Beijing 100076, China
4 Applied Mechanics Laboratory (AML), School of Aerospace Engineering, Tsinghua University,

Beijing 100084, China
* Correspondence: shihj@mail.tsinghua.edu.cn

Abstract: Two-dimensional electron back-scattered diffraction (2D-EBSD) mapping has been widely
used for indicating the polycrystalline plasticity through intragranular misorientation parameters
KAM and GROD, based on the empirically linear relationship between their average values and the
mesoscopic plastic strain, in both stretched and cyclically deformed metals. However, whether the
intragranular misorientation measured on the 2D-EBSD observational plane objectively reflects the
3D polycrystalline plasticity or not is a rarely reported issue. In this research, we firstly compared the
KAM and GROD values measured on 2D-EBSD observational planes with different angles to loading
axis of a specimen in both undeformed clamp sections and deformed gauge section, to verify whether
their average values increase isotropically or not with mesoscopic plastic strain. Then, we proposed
six fundamental assumptions and developed a modified 3D polycrystalline plasticity model based
on the 2D polycrystalline plasticity model in our previous work. This 3D polycrystalline plasticity
model can explain the isotropic linear evolution of intragranular misorientation in deformed low
alloy steel with uniform equiaxial grains.

Keywords: 2D-EBSD mapping; intragranular misorientation; KAM and GROD; isotropic linear
evolution; mesoscopic plastic strain; 3D polycrystalline plasticity model

1. Introduction

Two-dimensional (2D) electron back-scattered diffraction (EBSD) mapping is now a
standard analysis on intragranular misorientation in both stretched and cyclically deformed
metals, whose contrast can further indicate the mesoscopic plastic strain distribution [1]
through intragranular misorientation parameters such as Kernel Averaged Misorientation
(KAM) and Grain Reference Orientation Deviation (GROD) firstly proposed by Wright,
S.I. et al. [2,3]. KAM is typically defined as the averaged misorientation between a kernel
point and its surrounding points excluding those out of grain boundary, which is also
called “Local Misorientation (ML)” by Kamaya, M. [4]. GROD is typically defined as
the misorientation between an individual point and the intragranular reference point,
whose average value is also called “Crystal Deformation (Cd)” or “Modified Crystal
Deformation (MCD)” by Kamaya, M. [5,6]. Their capability of indicating mesoscopic
plastic strain is based on the following experimental phenomenon: both KAM (Mave) and
GROD (Cd, MCD) averaged over multiple grains always linearly increase with the tensile
strain εT or cyclic strain upper εC

max applied in specimens according to abundant EBSD
observation results reported in Refs. [4–9], as shown in Figure 1. To this end, average
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KAM and GROD have been widely used for identifying the fracture modes [10–14],
evaluating the fatigue [15–17] and creep [18–20] damage degree, analyzing the grain
boundary induced micro-cracking [21] or fretting contact-induced micro-cracking [22], and
predicting the fatigue crack tip growth rate da/dN [23] or driving force ΔK [9] as two
important mesoscopic plasticity indicators.

Figure 1. Linear evolution of average KAM and GROD with mesoscopic plastic strain in metals.

The linear evolution of average KAM and GROD with mesoscopic plastic strain
was only reported by the above literature [4–9] as a common phenomenon in polycrys-
talline metals without providing any physical model explanations, which weakens its
reliability in the industry application. According to the mainstream view represented by
Wilkinson, A.J. [24–29], Kysar, J.W. [30–35], Pantleon, W. [36] and Raabe, D. [37,38] et al.,
KAM is regarded as an EBSD-based metric approximately measuring a special cate-
gory of intragranular dislocations termed “geometrically necessary dislocation” [39,40],
which can be derived from the continuum dislocation theory established by Nye, J.F. [41],
Bilby, B.A. [42] and Kroner, E. [43]. However, the local geometrically necessary dislocation
density cannot be linearly linked to the mesoscopic plastic strain, although it has a positive
correlation with the plastic deformation in most cases. Harte, A. et al. [44] compared intra-
granular misorientation and plastic strain on the surface of a deformed Ni-based superalloy
and revealed that the above linear relationship only works between the average misorienta-
tion and mean grain distortion in a statistical sense, while the local misorientation is the
result of the number, strength and spatial distribution of intragranular slip modes and their
interactions with microstructural features such as grain boundaries.

At the same time, the selection of a 2D-EBSD observational plane relative to the
three-dimensional (3D) mesoscopic stress/strain principal axes is also a potential factor
which may influence the KAM and GROD values. In other words, whether the linear
evolution of average KAM and GROD with plastic strain reported in the above literature
has the nature of isotropy or not is also an important issue to be clarified for polycrystalline
metals with uniform equiaxial grains, which was rarely investigated currently. In our
previous work [45], a 2D polycrystalline plasticity model considering the grain boundaries’
constraint effect on intragranular lattice rotation was established. However, the above 2D
polycrystalline plasticity model has not yet been generalized to the 3D case. To address the
above issues, both experimental and theoretical work was carried out in this research.

On one hand, mechanical tests on low alloy steel with uniform equiaxial grains were
carried out by standard round bar specimens in this research at first, and then followed
by 2D-EBSD observations on those deformed or undeformed sections. Since the linear
evolution law of average KAM and GROD has been confirmed by many studies [4–9],
we mainly focused on comparing the KAM and GROD values measured on 2D-EBSD
observational planes with different angles to loading axis in the same specimen, to verify
whether they increase isotropically or not with the mesoscopic plastic strain. The isotropic
evolution law is very important for averaged KAM and GROD because these parameters
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can serve as the objective plasticity indicators in actual applications only if their values are
independent of the observation, including the selection of 2D-EBSD observational planes.

On the other hand, a 3D polycrystalline plasticity model was established based on
six fundamental assumptions to explain the linear evolution law of averaged KAM and
GROD reported by other studies [4–9], as well as their isotropic evolution law observed in
this research. The polycrystalline plasticity model contains two scale levels: mesoscopic
scale and microscopic scale. It is assumed that the Representative Volume Element (RVE,
contains multiple grains) in the mesoscopic scale is homogeneous isotropic and follows
the classical J2 finite strain plasticity theory [46], while each grain in the microscopic scale
follows the crystal plasticity theory. Several necessary simplifications, such as spherical
grain hypothesis and minimum activated slip factors number hypothesis, were made
in the above assumptions to make the mathematical derivation of KAM and GROD

evolution easier.

2. Materials and Methods

2.1. Material and Mechanical Tests

The material used in this research is type 40Cr low alloy steel in Chinese Brand,
whose chemical elements and mechanical properties are shown in Table 1. The samples
for tensile mechanical tests were cut from a hot rolled plate. For higher resolution under
EBSD observation, it was annealed at 850 ◦C for about 120 min, and followed by furnace
cooling. The microstructures after heat treatment are uniform equiaxial grains made up of
Body-Centered Cubic (BCC) ferrite and pearlite phases, and no initial texture exists before
the plastic deformation. The metallographic figure and Inverse Pole Figure (IPF) can be
referred to Ref. [9], belonging to our previous work using the same material.

Table 1. Chemical elements and mechanical properties of type 40Cr low alloy steel.

Chemical Elements
(wt.%)

C Cr Si Mn

0.36% 1.56% 0.41% 1.27%

Mechanical Properties
Yield Strength (YS) Ultimate Tensile Strength (UTS)

293.6 MPa 671.9 MPa

The mechanical tests were carried out by two round bar specimens in type WDW-100®

machine (Instron Inc., Norwood, MA, USA) at room temperature based on ASTM E8-08 [47]
standard as shown in Figure 2a, and the loading speed for tension was set as 0.5 mm/min
(statically loading). The diameters of gauge section and clamp section of round bar spec-
imen are 7 and 14 mm, respectively, while the initial gauge length and clamp length are
25 mm and 38 mm respectively. Specimen B was continually elongated until rupture to
give the full nominal stress–clamp stroke curve, while Specimen A was interrupted at
nominal stress of 664.6 MPa before the obvious necking behavior appears for the following
EBSD observation and analysis, as shown in Figure 2b,c. Due to the lack of extensometer,
the gauge length cannot be tracked in real time, which has little effect on discussing re-
lated issues because we only care about the final gauge length in this research. The final
gauge lengths of interrupted Specimen A and ruptured Specimen B are 28 and 29.3 mm,
respectively, corresponding to the elongations of 12% and 17.2%.

2.2. 2D-EBSD Observations

Two-dimensional electron back-scattered diffraction observations (2D-EBSD) were
carried out on five planes 1©– 5© with different angles to loading axis in both clamp sections
and gauge section of interrupted Specimen A, whose exact locations are shown in Figure 3.
Therein, two planes 1© and 5© are located in clamp sections at two ends with angles of 0◦
and 90◦ to loading axis, respectively, which are undeformed during the tensile mechanical
test. Meanwhile, three other planes 2©, 3© and 4© are located in gauge section in the
middle with angles of 0◦, 45◦and 90◦ to loading axis, respectively, which are uniformly
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elongated to 12% during the tensile mechanical test. The comparison between 1© and 5© is
aimed at confirming the isotropic distribution of initial intragranular misorientation before
deformation, while the comparison among 2©, 3© and 4© is aimed at revealing the isotropic
evolution law of intragranular misorientation during deformation.

Figure 2. (a) Tensile mechanical tests, (b) interrupted Specimen A and ruptured Specimen B, as well
as (c) nominal stress–clamp stroke curve obtained from tensile mechanical tests.

Figure 3. EBSD observational plane with various angles to loading axis in interrupted Sample A.

All the samples for the following 2D-EBSD observations were removed from the
interrupted Specimen A by electro discharge cutting method. After the typical grinding
procedure, these samples were firstly polished by specified cloth adhered with 3.5, 2.5, 1.5
and 0.5 μm diamond particles for 10–15 min every step and then attached in an aluminum
platform and followed by 2–3 h vibratory polishing in Buehler VibroMet 2® machine
(Buehler Group Inc., Lake Bluff, IL, USA) to release the sample surface residual stress. The
specified polishing liquid used in Buehler VibroMet 2® machine contains tiny (~100 nm)
SiO2 particles and acid solution, which can help remove the slight deformation layer in
the polished sample surface through coupled mechanical–chemical effects to ensure the
Kikuchi patterns quality.

The 2D-EBSD observational region size is set as 200 μm × 200 μm, and the scanning
step size is a = 0.8 μm. Then, 2D-EBSD scanning records the orientation information in
the observational plane as three Euler angles (φ1, φ, φ2) point by point through Hough
transformation of Kikuchi patterns as shown in Figure 4a,b. The type of field emission
scanning electron microscope (SEM) used in this research is TESCAN MIRA 3 LMH®
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(TESCAN ORSAY HOLDING a.s., Kohoutovice, Czech Republic). The EBSD camera
equipped in SEM platform is Nordly II® (Oxford Instruments plc., Oxford, UK), and the
matched EBSD data collection software is Aztec® (Oxford Instruments plc., Oxford, UK).
All the data were saved in square structure as shown in Figure 4b,c, and then analyzed by
OIM Analysis 6.2® (EDAX Inc., Pleasanton, CA, USA).

Figure 4. (a) Selection of 2D-EBSD observational plane, (b) 2D-EBSD scanning and data collection, as
well as (c) definitions of intragranular misorientation parameters KAM and GROD.

For the convenience of calculating misorientation, the Euler angles (φ1, φ, φ2), which
represent three relative rotations between local lattice coordinate ([100], [010], [001]) and
global sample coordinate (RD, TD, ND) and are usually converted into the orientation
matrix g as shown in Equation (1):

g =

⎡⎣ cos φ2 sin φ2 0
− sin φ2 cos φ2 0

0 0 1

⎤⎦⎡⎣1 0 0
0 cos φ sin φ
0 − sin φ cos φ

⎤⎦⎡⎣ cos φ1 sin φ1 0
− sin φ1 cos φ1 0

0 0 1

⎤⎦ (1)

The misorientation ΔθB
A between two different points A and B can then be calculated as

shown in Equation (2), where gA and gB represent the orientation matrixes of points A and
B, respectively. Sk|k=1∼24 indicate the 24 symmetry operators of BCC lattice, which can be
referred to in Refs. [22,48]. The minimum lattice rotation angle of the above 24 equivalent
lattice rotation operations converting orientation of point A into orientation of point B is
then set as the misorientation ΔθB

A between them.

ΔθB
A = min

i,j=1∼24

⎡⎣arccos

⎛⎝ trace
[
(Si·gB)·

(
Sj·gA

)−1
]
− 1

2

⎞⎠⎤⎦ (2)

The parameters for quantifying intragranular misorientation in this research are KAM

and GROD. KAM (i, j) is defined as the average misorientation between the kernel point
(i, j) and its nearest neighboring points (i−1, j), (i, j−1), (i, j+1), (i+1, j) in the same grain as
shown in Figure 4c and Equation (3):

KAM(i, j) def
=

1
4

(
Δθ

(i−1,j)
(i,j) + Δθ

(i,j−1)
(i,j) + Δθ

(i,j+1)
(i,j) + Δθ

(i+1,j)
(i,j)

)
(3)

where any neighboring points outside the grain boundary will be ignored. Another misori-
entation parameter GROD (m, n) is defined as the misorientation between the individual
point (m, n) and the reference point r in the same grain representing its average orienta-
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tion, where the detailed calculation method of average orientation can be referred to in
Refs. [49,50], as shown in the Figure 4c and Equation (4):

GROD(m, n) def
= Δθ

(m,n)
r (4)

After the KAM and GROD values in each EBSD scanning point were calculated, the
KAM and GROD distribution maps can be drawn by the software OIM Analysis 6.2®

automatically. Instead of KAM (i, j) and GROD (m, n) sensitive to the local microstruc-
tural features, KAM and GROD averaged over the whole 2D-EBSD observational region
(P × Q scanning points) containing multiple grains, as shown in Equation (5), are widely
used for measuring the mesoscopic plastic strain in the corresponding 2D-EBSD observa-
tional position because they are independent of the local microstructural features.

KAM

GROD
=

1
P × Q

P·a
∑

i,m=a

Q·a
∑

j,n=a

KAM(i, j)
GROD(m, n)

(5)

3. Experimental Results

The IPF, KAM and GROD maps given by 2D-EBSD observations on different planes
with angles of 0◦, 45◦ and 90◦ to loading axis, respectively, in the gauge section and two
clamp sections of interrupted Specimen A are shown in Figure 5. Fe3C layers distributed in
the pearlite phase were not recognized as an independent phase separately by the EBSD
data collection software; thus, both ferrite and pearlite phases were identified as the single
BCC phase. From the IPF maps, we can see the cross profile of each grain enclosed by grain
boundary (GB) on the 2D-EBSD observational plane. Most cross profiles present irregular
but equiaxial shapes, and their sizes d range from several to dozens of microns. If the
equiaxial grain is regarded as a sphere with diameter of DGrain, the difference among those
cross profile sizes d shown in the IPF maps should be attributed to not only the different
grain sizes DGrain, but also to the different distances H between 2D-EBSD observational
plane and grain center (GC), as shown in both Figure 6 (illustration explaining the geometric
relationship between 3D grain size DGrain and cross profile size d) and Equation (6). On one
hand, the larger the grain size DGrain is, the larger the cross profile size d presents on the
2D-EBSD observational plane when its distance H away from GC is constant. On the other
hand, the closer the distance away from GC, the larger the cross profile size d presents on
the 2D-EBSD observational plane when the grain size DGrain is constant.

d =
√

D2
Grain − 4H2 (6)

From the KAM and GROD maps, we can see that intragranular misorientation levels
are relatively low in two underformed clamp sections but high in deformed gauge section.
The intragranular misorientation values averaged over the whole 2D-EBSD observational
region containing multiple grains are drawn in Figure 7. The subscript “0” stands for
average KAM and GROD values measured from undeformed clamp sections, different
from those from deformed gauge section. For two undeformed clamp sections, the average
KAM and GROD values measured on 2D-EBSD observational planes with angles of 0◦
and 90◦ to loading axis, respectively, are almost the same. This reveals the isotropic
distribution law of initial intragranular misorientation. For the deformed gauge section,
the average KAM and GROD values repeatedly measured on 2D-EBSD observational
planes with angles of 0◦, 45◦ and 90◦ to loading axis are also almost the same. This
reveals the isotropic evolution law of intragranular misorientation during the tensile
deformation. In previous works, the linear evolution law of intragranular misorientation
during the tensile deformation has been widely confirmed by Refs. [4–8], which laid the
foundation for indicating the mesoscopic plastic strain by average KAM and GROD values.
Furthermore, the isotropic evolution law of intragranular misorientation confirmed by this
research ensures that average KAM and GROD values are independent of the 2D-EBSD
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observational planes selection. This is quite an important property because KAM and
GROD can only serve as objective plasticity indicators if their values are determined by
mesoscopic plastic strain while not affected by observational plane selection.

Figure 5. IPF, KAM and GROD maps given by 2D-EBSD observations on planes with different
angles to loading axis in both undeformed clamp sections and deformed gauge section.
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Figure 6. (a) The distance H between 2D-EBSD observational plane and GC, as well as (b) the cross
profile sizes d shown on the 2D-EBSD observational plane.

Figure 7. The average KAM and GROD values measured on 2D-EBSD observational planes with
different angles to loading axis in both undeformed clamp sections and deformed gauge section.

4. Theoretical Discussions

The isotropic linear evolution law of intragranular misorientation (quantified by KAM

and GROD) in deformed polycrystalline metals with uniform equiaxial grains has been
confirmed by this research as well as by other studies [4–8] as an important experimental
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phenomenon. To explain the linear evolution law of intragranular misorientation reported
by other studies [4–8], our previous work [45] has established a preliminary theoretical
model based on several fundamental assumptions in the 2D case. However, this 2D
polycrystalline plasticity model has not yet been generalized to the 3D case and thus
cannot explain the isotropic evolution law of intragranular misorientation observed in
our experimental results here. To address the above issue, a modified 3D polycrystalline
plasticity model explaining isotropic linear evolution law of intragranular misorientation
was then developed.

4.1. Fundamental Assumptions

To establish the 3D polycrystalline plasticity model for explaining isotropic linear
evolution of intragranular misorientation, six fundamental assumptions listed below should
be made in advance to simplify the mathematical derivation process of KAM and GROD

evolution law, as shown in Figure 8.

Figure 8. Several necessary simplifications for establishing the 3D polycrystalline plasticity model.
(a) the macroscale plastic deformation applied in the specimen, (b) the mesoscale plastic strain and
material rotation of a RVE containing multiple grains, as well as the microscale distortion in (c) an
equiaxial grain and (d) a simplified spherical grain.

(1) The intragranular plastic distortion βp follows the crystal plasticity theory. No more

than five independent slip factors (
→
s

1
,
→
n

1
)~(

→
s

5
,
→
n

5
) are activated to undertake the

intragranular plastic distortion, which are selected from those potential slip factors
of specific lattice at a given temperature with the highest five resolved shear stresses
τ1~τ5 under the mesoscopic stress σ applied in RVE. The plastic strain is small enough
to ensure that the additive decomposition is applicable to the distortion tensor βp

and the activated slip factors (
→
s

α
,
→
n

α
) can be regarded as approximately fixed during

the deformation.
(2) The RVE containing multiple grains can be regarded as homogeneous and isotropic,

while its mesoscopic plastic strain εp and mesoscopic stress σ follow the classical J2
finite strain plasticity theory: εp‖σ′, which requires that three principal directions of
deviatoric stress tensor σ′ and the ratio among three principal stresses of stress tensor
σ are fixed during the whole deformation history.
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(3) The residual material distortion β̃GC at the GC made up of microscopic plastic distor-

tion βp(0) and residual lattice rotation
~
Ωlattice(0) is equal to the mesoscopic plastic

distortion β
p

of RVE, which is the same as that in Taylor’s polycrystalline model.
(4) Each equaxial grain can be simplified as a sphere with the same diameter of DGrain,

while the distance between its GC and the 2D-EBSD observational plane is H. For
each spherical grain cut by the 2D-EBSD observational plane, the ratio 2H/DGrain is a
random variable ranging from 0 to 1.

(5) The residual lattice rotation
~
Ω

GB

lattice near the GB is close to the mesoscopic material

rotation
¯
Ωmaterial of RVE due to the restraint from the fixed orientation relationship

between the two sides of GB, as explained by Figure 9. The lattice rotation inside
each grain is induced by two parts: one is induced by the overall grain rotation syn-
chronized with the mesoscopic material rotation, and another is induced by the grain
distortion accompanied with dislocations slip. Therein, the lattice rotation induced
by the grain distortion must be zero near the GB; otherwise, the fixed orientation
relationship between the two sides of GB will be broken (e.g., the GB misorientation
angle will be changed). Taking this into account, the residual lattice rotation at the
GB should be the same as the mesoscopic material rotation, since the other part must
be equal to zero. A deeper physical reason is that the interior dislocations cannot be
absorbed or released by those GBs at the room temperature.

(6) The intragranular residual lattice rotation
~
Ωlattice decreases from GC to GB along the

grain radius r linearly and isotropically in spherical grains:
~
Ωlattice =

~
Ωlattice(r) and

∂2
~
Ωlattice/∂r2 = 0.

Figure 9. The explanation for the fixed orientation relationship between two sides of GB.

4.2. Establishment of 3D Polycrystalline Plasticity Model

The intragranular residual material distortion β̃ after unloading is made up of two
parts: the intragranular plastic distortion βp and the intragranular residual lattice rotation
~
Ωlattice. Further, the intragranular plastic distortion βp is undertaken by the crystallographic
slip γm in no more than five independent slip factors (

→
s

m
,
→
n

m
) according to Assumption (1),

where the unit vector
→
s

m
represents slip direction, the unit vector

→
n

m
represents normal

direction of slip plane, and m = 1–5, as shown in Equation (7). In this equation, eight
quantities γ1~γ5 and θ1~θ3 are unknown, while eight independent sub-equations are given.
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Therefore, a unique solution can be determined only if the five activated slip factors (
→
s

1
,

→
n

1
)~(

→
s

5
,
→
n

5
) and the intragranular residual material distortion β̃ are known in advance.

β̃︷ ︸︸ ︷⎡⎣ −ε
p
1 γ

p
3 + ω3 γ

p
2 − ω2

γ
p
3 − ω3 −ε

p
2 γ

p
1 + ω1

γ
p
2 + ω2 γ

p
1 − ω1 ε

p
1 + ε

p
2

⎤⎦=
βp︷ ︸︸ ︷(

γ1
→
s

1→
n

1
+ γ2

→
s

2→
n

2
+ γ3

→
s

3→
n

3
+ γ4

→
s

4→
n

4
+ γ5

→
s

5→
n

5
)
+

~
Ωlattice︷ ︸︸ ︷⎡⎣ 0 θ3 −θ2

−θ3 0 θ1
θ2 −θ1 0

⎤⎦ (7)

A coordinate system should be established in advance to help describe the evolution
of various intragranular physical fields during the grain distortion, and the origin of the
coordinate system is naturally located at the GC of each grain. To simplify the expression
of mesoscopic plastic distortion β

p
of RVE, three axes x, y and z of the coordinate system

are parallel to three principal directions of mesoscopic plastic strain εp, where the shear
plastic strain components γ

p
1 ~γ

p
3 will be equal to zero in that case. At the same time, the

mesoscopic stress σ applied in RVE is made up of the deviatoric part σ′ and the hydrostatic
part, while the deviatoric part σ′ should meet the requirement of εp‖σ′ according to J2

finite strain plasticity theory in Assumption (2). The detailed components of β
p

and σ are
shown in Equation (8), where εp is the maximum principal plastic strain along z axis and
0 ≤ k ≤ 1 is the variable controlling the ratio between another two principal plastic strains
along the x and y axes. In particular, k is equal to 1/2 in the uniaxial tension case.

β
p
=

εp︷ ︸︸ ︷⎡⎣−(1 − k)εp 0 0
0 −kεp 0
0 0 εp

⎤⎦+

¯
Ωmaterial︷ ︸︸ ︷⎡⎣ 0 ω3 −ω2

−ω3 0 ω1
ω2 −ω1 0

⎤⎦, σ =

σ′︷ ︸︸ ︷⎡⎣−(1 − k)σ 0 0
0 −kσ 0
0 0 σ

⎤⎦+

⎡⎣η 0 0
0 η 0
0 0 η

⎤⎦ (8)

According to Assumption (3), the residual material distortion β̃GC at the GC made up

of microscopic plastic distortion βp(0) and residual lattice rotation
~
Ωlattice(0) is equal to

the mesoscopic plastic distortion β
p

of RVE. Then, Equation (7) can be applied to the GC
and generates to Equation (9).

β
p
= εp +

¯
Ωmaterial = β̃GC =

βp(0)︷ ︸︸ ︷(
γ1

→
s

1→
n

1
+ γ2

→
s

2→
n

2
+ γ3

→
s

3→
n

3
+ γ4

→
s

4→
n

4
+ γ5

→
s

5→
n

5
)
+

~

Ωlattice(0)︷ ︸︸ ︷⎡⎣ 0 θ3(0) −θ2(0)
−θ3(0) 0 θ1(0)
θ2(0) −θ1(0) 0

⎤⎦ (9)

According to Assumptions (4) and (5), the residual lattice rotation
~
Ω

GB

lattice =
~
Ωlattice(DGrain/2) near the GB of each spherical grain is close to the mesoscopic

material rotation
¯
Ωmaterial of RVE. Then, Equation (10) connecting the mesoscopic plastic

strain εp of RVE to the intragranular misorientation
~
Ωlattice(0)−

~
Ωlattice(DGrain/2) between

GC and GB of each grain can be established based on Equation (9). From this equation, we
can see that the intragranular misorientation will be mainly determined by mesoscopic

plastic strain εp rather than
¯
Ωmaterial of RVE if Assumption (5) is correct.

εp︷ ︸︸ ︷⎡⎣−(1 − k)εp 0 0
0 −kεp 0
0 0 εp

⎤⎦ =

βp(0)︷ ︸︸ ︷(
γ1

→
s

1→
n

1
+ γ2

→
s

2→
n

2
+ γ3

→
s

3→
n

3
+ γ4

→
s

4→
n

4
+ γ5

→
s

5→
n

5
)
+

[
~
Ωlattice(0)−

~
Ωlattice(DGrain/2)

]
(10)

To calculate the intragranular misorientation
~
Ωlattice(0)−

~
Ωlattice(DGrain/2) between

GC and GB determined by the mesoscopic plastic strain εp, the five activated slip factors
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(
→
s

1
,
→
n

1
)~(

→
s

5
,
→
n

5
) should be determined first. For the type 40Cr low alloy steel made up of

ferrite and pearlite phases used in this research, the potential slip system of BCC lattice
at room temperature is mainly the {110}<111> including twelve equivalent slip factors
(hα kα lα)[uα vα wα] as shown in Table 2.

Table 2. Twelve equivalent slip factors of BCC lattice at room temperature.

α 1 2 3 4 5 6 7 8 9 10 11 12

(hα kα lα) (110) (110) (1
−
10) (1

−
10) (101) (101) (10

−
1) (10

−
1) (011) (011) (01

−
1) (01

−
1)

[uα vα wα] [1
−
11] [

−
111] [111] [11

−
1 ] [11

−
1 ] [

−
111] [1

−
11] [111] [1

−
11] [11

−
1 ] [

−
111] [111]

The resolved shear stresses τα of twelve potential equivalent slip factors
(hα kα lα)[uα vα wα] in one grain with the orientation of g(φ1, φ, φ2) under mesoscopic stress
σ applied in RVE can be calculated as shown in Equation (11). The five activated slip factors(→

s
m

,
→
n

m)∣∣∣
m=1∼5

for undertaking the intragranular plastic distortion βp are selected from

the twelve potential slip factors
(→

s
α
,
→
n

α)∣∣∣
α=1∼12

with the highest five resolved shear

stresses among τ1~τ12 according to Assumption (1).

→
s

α
= gT ·

⎡⎣uα

vα

wα

⎤⎦,
→
n

α
= gT ·

⎡⎣hα

kα

lα

⎤⎦, τα = σ′ :
(→

s
α→

n
α)

,
(→

s
m

,
→
n

m)
|m=1∼5 =

(→
s

α
,
→
n

α)|τα ∈ highest five {τ1∼τ12} (11)

Once the intragranular misorientation
~
Ωlattice(0) −

~
Ωlattice(DGrain/2) between GC

and GB of each grain under the mesoscopic plastic strain εp is determined, the relative

lattice rotation vector
→
R(r) can be then introduced to describe the distribution of intra-

granular misorientation
~
Ωlattice(r)−

~
Ωlattice(DGrain/2) along the grain radius r according

to Assumption (6), as shown in Equation (12)

→
R(r) =

R1(r)︷ ︸︸ ︷
[θ1(r)− θ1(DGrain/2)]

→
e 1 +

R2(r)︷ ︸︸ ︷
[θ2(r)− θ2(DGrain/2)]

→
e 2 +

R3(r)︷ ︸︸ ︷
[θ3(r)− θ3(DGrain/2)]

→
e 3 =

(
1 − 2r

DGrain

)→
R(0) (12)

4.3. Linear Evolution Law of Intragranular Misorientation

After establishing the 3D polycrystalline plasticity model, the next issue is to clarify the
linear evolution law of intragranular misorientation with the mesoscopic plastic strain εp of
RVE based on Equations (10) and (11), while the intragranular misorientation distribution
→
R(r) is controlled by

→
R(0) at the GC completely according to Equation (12). Therein,

Equation (10) is a system of linear equations; thus, both the crystallographic slip amounts
γ1~γ5 and relative lattice rotation components R1(0)~R3(0) at the GC will be proportional
to the maximum principal plastic strain εp of RVE. However, the change rates of lattice
rotation components with the maximum principal plastic strain C1∼3 = dR1∼3(0) /dεp

will be influenced by the variable k controlling the ratio between another two principal
plastic strains, as well as the lattice orientation φ1, φ, φ2 controlling the grain activated slip
factors

(→
s

m
,
→
n

m)∣∣∣
m=1∼5

.

The analytical expression of R1∼3(0) = C1∼3·εp is too complex to be derived from
Equation (10) directly. Therefore, the numerical solutions to Equation (10) were achieved
by MATLAB, instead of analytical approach. Figure 10 displayed the numerical solutions
to Equation (10) under four special cases: (a) φ1 = φ = φ2 = π/4; (b) φ1 = φ = π/4,
φ2 = π/5; (c) φ1 = π/5, φ = φ2 = π/4; (d) φ = π/5, φ1 = φ2 = π/4. For each case, k
value was set as 0.0, 0.5 and 1.0, respectively. The calculation results shown in Figure 10
help us confirm that the lattice rotation components R1∼3(0) at the GC are proportional
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to the maximum principal plastic strain εp of RVE, while the lattice rotation change rates
dR1∼3(0)/dεp are functions of both variable k and Euler angles: C1∼3 = C1∼3(k, φ1, φ, φ2).

Figure 10. Linear relationship between relative lattice rotation components R1(0)~R3(0) and maxi-
mum principal plastic strain εp in cases of: (a) φ1 = φ = φ2 = π/4; (b) φ1 = φ = π/4, φ2 = π/5;
(c) φ1 = π/5, φ = φ2 = π/4; (d) φ = π/5, φ1 = φ2 = π/4 (k = 0.0, 0.5, 1.0).

After confirming the linear relationship between relative lattice rotation components
R1∼3(0) at the GC and the maximum principal plastic strain εp of RVE, the linear evolution

law of relative lattice rotation vector
→
R(0) at the GC can be then determined as shown

in Equation (13). The ratio among C1, C2 and C3 is fixed once the variable k and Euler
angles φ1, φ, φ2 are fixed (the fixed k corresponds to the proportional loading case of RVE),

which means that the direction of relative lattice rotation vector
→
R(0) at the GC is fixed in

the proportional loading case of RVE. At the same time, the relative lattice rotation angle∣∣∣∣→R(0)
∣∣∣∣ is proportional to the maximum principal plastic strain εp of RVE:

∣∣∣∣→R(0)
∣∣∣∣ = C·εp,

and the resultant lattice rotation change rate C is the square root of the quadratic sum of

three component lattice rotation change rates C1, C2 and C3: C =
√

C2
1 + C2

2 + C2
3. As a

natural result, the resultant C also depends on the variable k and Euler angles φ1, φ, φ2:
C = C(k, φ1, φ, φ2).

→
R(0) =

R1(0)︷ ︸︸ ︷
C1(k, φ1, φ, φ2)ε

p→e 1 +

R2(0)︷ ︸︸ ︷
C2(k, φ1, φ, φ2)ε

p→e 2 +

R3(0)︷ ︸︸ ︷
C3(k, φ1, φ, φ2)ε

p→e 3,
∣∣∣∣→R(0)

∣∣∣∣ =
=
√

C2
1+C2

2+C2
3︷ ︸︸ ︷

C(k, φ1, φ, φ2)ε
p (13)

Furthermore, the influence of variable k and Euler angles φ1, φ, φ2 on lattice rotation
change rates C1∼3(k, φ1, φ, φ2) was investigated through numerical calculation of another
five special cases. For each case, variable k and two of the Euler angles φ, φ2 are fixed:
(a) k = 0.25, φ = φ2 = π/4; (b) k = 0.75, φ = φ2 = π/4; (c) k = 0.50, φ = φ2 = π/4;
(d) k = 0.50, φ = π/5, φ2 = π/4; (e) k = 0.50, φ = π/4, φ2 = π/5, and another Euler
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angle φ1 ranges from 0◦ to 360◦, which describes the spatial rotation of crystallographic lat-
tice and potential slip factors

(→
s

α
,
→
n

α)∣∣∣
α=1∼12

along the z axis (the direction of maximum
principal plastic strain εp). The calculation results are shown in Figure 11, from which we
can see not only the dependence of C1∼3 on both variable k and Euler angles φ1, φ, φ2, but
also an interesting phenomenon in C1∼3 evolution with the change of Euler angle φ1.

Figure 11. Influence of variable k and Euler angles φ1, φ, φ2 on lattice rotation change rates C1∼3 in
cases of: (a) k = 0.25, φ = φ2 = π/4; (b) k = 0.75, φ = φ2 = π/4; (c) k = 0.50, φ = φ2 = π/4;
(d) k = 0.50, φ = π/5, φ2 = π/4; (e) k = 0.50, φ = π/4, φ2 = π/5 (φ1 ranges from 0◦ to 360◦).
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The interesting phenomenon mentioned above is as follows. The C1∼3 values will
suddenly “jump” with the change of Euler angle φ1 if the variable k �= 0.5 as shown in
Figure 11a,b, while the C1∼2 values will smoothly change in a sinusoidal way and the C3
value will keep constant with the change of Euler angle φ1 if the variable k = 0.5 as shown
in Figure 11c–e. This is because the two principal deviatoric stresses −(1 − k)σ along the x
axis and −kσ along the y axis of mesoscopic stress σ are unequal if k �= 0.5, in which case
the activated slip factors will naturally vary with the spatial rotation of crystallographic
lattice along the z axis. On the contrary, if the mesoscopic stress σ is transversely isotropic
in the x-O-y plane when k = 0.5, then the activated slip factors will be fixed during the

spatial rotation of crystallographic lattice along the z axis, and the corresponding
→
R(0)

obtained from Equations (10) and (11) under the same mesoscopic plastic strain εp will
rotate along the z axis synchronously with the change of Euler angle φ1. Therefore, the C1∼2
values smoothly change in a sinusoidal way and the C3 value keeps constant according to

their roles in
→
R(0) as shown in Equation (13).

4.4. Isotropic Evolution Law of Average KAM and GROD

After clarifying the linear evolution law of intragranular misorientation
→
R(0) at the

GC as well as its distribution
→
R(r) associated with the mesoscopic plastic strain εp of

RVE, the intragranular geometrically necessary dislocation ρGND(ψ) and its evolution with
maximum principal plastic strain εp can then be determined by the continuum dislocation
theory [41–43] as shown in Equation (14) and Figure 12a. The detailed derivation of
Equation (14) can be referred to in Appendix A.

ρGND(ψ) =
~
Ωlattice(r)×∇ =

2
∣∣∣∣→R(0)

∣∣∣∣
bDGrain

(→
b n

→
e ψ − cos ψ

→
b t

→
e t

)
=

ρGND︷ ︸︸ ︷
2C(k, φ1, φ, φ2)·εp

bDGrain

⎛⎜⎜⎜⎝
longitude︷ ︸︸ ︷
→
b n

→
e ψ −

latitude︷ ︸︸ ︷
cos ψ

→
b t

→
e t

⎞⎟⎟⎟⎠ (14)

Figure 12. (a) Intragranular misorientation
→
R(r) and geometrically necessary dislocation ρGND(ψ),

as well as (b) KAM and GROD values measured on arbitrary 2D-EBSD observational plane.

In the above expression, ρGND reflects the intragranular geometrically necessary
dislocation density proportional to the maximum principal plastic strain εp but is inversely
proportional to the grain diameter DGrain [51], where the dependence of its change rate
C(k, φ1, φ, φ2) on the grain orientation has been confirmed by Ref. [52]. ψ is the angle

between the radius vector
→
r and the relative lattice rotation vector

→
R(0) at the GC. At

the same time,
→
b t is the Burgers vector perpendicular to both

→
R(0) and

→
r , and

→
b n is the
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Burgers vector perpendicular to both
→
R(0) and

→
b t, where

∣∣∣∣→b t

∣∣∣∣ = ∣∣∣∣→b n

∣∣∣∣ = b. In addition,
→
e t

is the unit vector parallel to
→
b t, and

→
e ψ is the unit vector perpendicular to both

→
b t and

→
r .

From Equation (14) and Figure 12a, we can see that the structure of intragranular geo-
metrically necessary dislocation ρGND(ψ) given by this 3D polycrystalline plasticity model

is similar with the “longitude” and “latitude” mesh of the Earth, while the
→
R(0) is like the

rotation axis of the Earth. Therein,
→
b n

→
e ψ represents the “longitude” dislocation, cos ψ

→
b t

→
e t

represents the “latitude” dislocation, and the distribution of intragranular geometrically
necessary dislocation density is uniform along the radius.

Once arbitrary 2D-EBSD observational plane with distance H away from the GC was
determined as shown in Figure 12b, the 2D-EBSD scanning coordinate system (x1, x2)
located on this plane can then be established. x1 axis is along the scanning direction, x2
axis is along the normal direction, and the origin R of this coordinate system is located at
the center of grain cross profile. For each point P on this 2D-EBSD observational plane,

the radial distance between GC and point P is r =
√

H2 + l2, where l =
√

x2
1 + x2

2 is the
distance between origin R and point P on the 2D-EBSD observational plane, and ϕ is
the angle between RP and x1 axis. The intragranular misorientation parameters KAM

and GROD measured on the above 2D-EBSD observational plane can be calculated from

intragranular misorientation distribution
→
R(r) according to their definitions shown in

Equations (3) and (4).

KAM is defined as the average absolute value of the
→
R(r) change within the EBSD

scanning step size a along x1 and x1 axes, whose expression in partial derivation format is
shown in Equation (15).

KAM(l, ϕ) =
a
2

∣∣∣∣∣∣∂
→
R(r)
∂r

·∂r
∂l
· ∂l
∂x1

∣∣∣∣∣∣+ a
2

∣∣∣∣∣∣∂
→
R(r)
∂r

·∂r
∂l
· ∂l
∂x2

∣∣∣∣∣∣ = l√
H2 + l2

(|cos ϕ|+ |sin ϕ|)·
a
∣∣∣∣→R(0)

∣∣∣∣
DGrain

(15)

KAM(l, ϕ) is influenced by the position metrics l and ϕ; thus, its local values were
averaged over the cross profile of each grain by integral operation. The expression for
KAMave is shown in Equation (16).

KAMave =

∫ √
(

DGrain
2 )

2−H2

0

∫ 2π
0 KAM(l, ϕ)·ldϕ·dl

π

[(
DGrain

2

)2 − H2
] =

f (2H/DGrain)︷ ︸︸ ︷⎡⎣ 1√
1 − (2H/DGrain)

2
− (2H/DGrain)

2

1 − (2H/DGrain)
2 ln

⎛⎝ 1 +
√

1 − (2H/DGrain)
2

2H/DGrain

⎞⎠⎤⎦· 4a
∣∣∣∣→R(0)

∣∣∣∣
πDGrain

(16)

In particular, the f (2H/DGrain) is a grain geometrical structure-related coefficient de-
termined by the ratio 2H/DGrain ranging from 0 to 1. As two extreme cases, the expressions
for KAMave in 2H/DGrain → 0 and 2H/DGrain → 1 are shown in Equation (17) according
to the limit operation on Equation (16). The case of 2H/DGrain → 0 means that the GC is
located on the 2D-EBSD observational plane, where the expression for KAMave degenerates
into 2D polycrystalline plasticity model shown in Ref. [45].

lim
2H/DGrain→0

KAMave =

4a
∣∣∣∣→R(0)

∣∣∣∣
πDGrain

=
2ab
π

ρGND =
4a·C(k, φ1, φ, φ2)

πDGrain
εp, lim

2H/DGrain→1
KAMave = 0 (17)

KAMave is still influenced by the grain geometrical structure-related coefficient
f (2H/DGrain) and the grain-orientation-related coefficient C(k, φ1, φ, φ2). Therefore, these
average values KAMA

ave, KAMB
ave · · · are further averaged over multiple grains by their

cross profile areas S as shown in Equation (18).
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KAM =
SA·KAMA

ave + SB·KAMB
ave + · · ·

SA + SB + · · · =
2ab
π

ρGND = C f (k)· 4aεp

πDGrain
(18)

The ρGND is an equivalent density of intragranular geometrically necessary dislocation
density ρA

GND, ρB
GND · · · of multiple grains in the 2D-EBSD observational region, which can

be calculated by Equation (19).

ρGND =

[
1 − (2HA/DGrain)

2
]
· f (2HA/DGrain)·ρA

GND +
[
1 − (2HB/DGrain)

2
]
· f (2HB/DGrain)·ρB

GND + · · ·[
1 − (2HA/DGrain)

2
]
+

[
1 − (2HB/DGrain)

2
]
+ · · ·

(19)

The C f (k) is an equivalent factor of various grain orientation related coefficients
C
(
k, φA

1 , φA, φA
2
)
, C

(
k, φB

1 , φB, φB
2
) · · · of multiple grains in the 2D-EBSD observational

region calculated by Equation (20).

C f (k) =

[
1 − (2HA/DGrain)

2
]
· f (2HA/DGrain)·C

(
k, φA

1 , φA, φA
2
)
+

[
1 − (2HB/DGrain)

2
]
· f (2HB/DGrain)·C

(
k, φB

1 , φB, φB
2
)
+ · · ·[

1 − (2HA/DGrain)
2
]
+

[
1 − (2HB/DGrain)

2
]
+ · · ·

(20)

Another intragranular misorientation parameter GROD is defined as the absolute

value of the intragranular misorientation
∣∣∣∣→R(r)−→

R(H)

∣∣∣∣ between the point P on 2D-EBSD

observational plane and the origin R of 2D-EBSD scanning coordinate system, whose
expression is shown in Equation (21).

GROD(l) =
∣∣∣∣→R(r)−→

R(H)

∣∣∣∣ = (√
H2 + l2 − H

)
·
2
∣∣∣∣→R(0)

∣∣∣∣
DGrain

(21)

GROD(l) is also influenced by the position metric l, thus its local values were averaged
over the cross profile of each grain by integral operation. The expression for GRODave is
shown in Equation (22).

GRODave =

∫ √
(

DGrain
2 )

2−H2

0 GROD(l)·2πldl

π

[(
DGrain

2

)2 − H2
] =

g(2H/DGrain)︷ ︸︸ ︷[
2 − 2H/DGrain − (2H/DGrain)

2

1 + 2H/DGrain

]
·

∣∣∣∣→R(0)
∣∣∣∣

3
(22)

Similarly, the g(2H/DGrain) is another grain geometrical structure related coefficient
determined by the ratio 2H/DGrain ranging from 0 to 1. As two extreme cases, the expres-
sions for GRODave in 2H/DGrain → 0 and 2H/DGrain → 1 are shown in Equation (23)
according to the limit operation on Equation (22). The case of 2H/DGrain → 0 means that
the GC is located on the 2D-EBSD observational plane, where the expression for GRODave
degenerates into 2D polycrystalline plasticity model shown in Ref. [45].

lim
2H/DGrain→0

GRODave =

2
∣∣∣∣→R(0)

∣∣∣∣
3

=
2·C(k, φ1, φ, φ2)

3
εp, lim

2H/DGrain→1
GRODave = 0 (23)

GRODave is still influenced by the grain geometrical structure-related coefficient
g(2H/DGrain) and the grain-orientation-related coefficient C(k, φ1, φ, φ2). Therefore, these
average values GRODA

ave, GRODB
ave · · · are further averaged over multiple grains by their

cross profile areas S as shown in Equation (24).

GROD =
SA·GRODA

ave + SB·GRODB
ave + · · ·

SA + SB + · · · = Cg(k)· ε
p

3
(24)
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The Cg(k) is an equivalent factor of various grain-orientation-related coefficients
C
(
k, φA

1 , φA, φA
2
)
, C

(
k, φB

1 , φB, φB
2
) · · · of multiple grains in the 2D-EBSD observational

region calculated by Equation (25).

Cg(k) =

[
1 − (2HA/DGrain)

2
]
·g(2HA/DGrain)·C

(
k, φA

1 , φA, φA
2
)
+

[
1 − (2HB/DGrain)

2
]
·g(2HB/DGrain)·C

(
k, φB

1 , φB, φB
2
)
+ · · ·[

1 − (2HA/DGrain)
2
]
+

[
1 − (2HB/DGrain)

2
]
+ · · ·

(25)

Last but not least, the above equivalent metrics ρGND, C f (k) and Cg(k) shown in
Equations (19), (20) and (25), respectively, are mesoscopic statistical parameters determined
by the microscopic geometrical structure factor 2H/DGrain and orientation factor φ1, φ, φ2
of each counted grain covered by the 2D-EBSD observational region. They will converge
to constant values (assume that the variable k is fixed, because the C f (k) and Cg(k) here
are k-related) if the counted grains number is large enough as well as the possible values
assigned to 2H/DGrain and Euler angles φ1, φ, φ2 of each counted grain are completely
random in their ranges. For polycrystalline metals with uniform equiaxial grains, the
2H/DGrain and Euler angles φ1, φ, φ2 of multiple grains covered by arbitrary 2D-EBSD
observational region will follow the similar statistical distribution law, whichever the plane
we choose for the 2D-EBSD observation. The isotropy of C f (k) and Cg(k) in the mesoscopic
scale (the RVE scale, i.e., 2D-EBSD observational region scale) is the origin of isotropic
evolution law of intragranular misorientation in deformed polycrystalline low alloy steel
with uniform equiaxial grains. Based on the above discussions, both the average KAM and
GROD follow the isotropic linear evolution with the maximum principal plastic strain εp,
and are influenced by the ratio k between another two principal plastic strains of RVE at
the same time according to Equations (18) and (24).

5. Conclusions

In this research, we focused on the evolution law of intragranular misorientation
in deformed low alloy steel with uniform equiaxial grains. Intragranular misorientation
parameters KAM and GROD were measured on 2D-EBSD observational planes with
different angles to loading axis in both undeformed clamp sections and deformed gauge
section of a interrupted tensile specimen. To explain the isotropic evolution law of average
KAM and GROD with mesoscopic plastic strain observed in our experimental results and
other literature studies, a modified 3D polycrystalline plasticity model was then developed
in this research, based on our 2D polycrystalline plasticity model published elsewhere.

(1) The average KAM and GROD values in the deformed gauge section measured on
2D-EBSD observational planes with different angles to loading axis are almost the
same, which reveals the isotropic evolution law of KAM and GROD during the
deformation.

(2) Six fundamental assumptions including several necessary simplifications, such as
spherical grain hypothesis and minimum activated slip factors number hypothesis,
were made in this research to help us establish the modified 3D polycrystalline
plasticity model based on our previous 2D model.

(3) The relative lattice rotation
→
R(0) at the GC and the intragranular misorientation

distribution
→
R(r) = (1 − 2r/DGrain)·

→
R(0) were calculated in different cases based on

the equations given by the 3D polycrystalline plasticity model. The linear relationship∣∣∣∣→R(0)
∣∣∣∣ = C(k, φ1, φ, φ2)·εp turned out to exist between the relative lattice rotation

angle
∣∣∣∣→R(0)

∣∣∣∣ at the GC and the maximum principal plastic strain εp of RVE, where the

coefficient C was influenced by both the Euler angles φ1, φ, φ2 of any individual grain
and the ratio k between another two principal plastic strains of RVE.

(4) The KAM and GROD were theoretically derived from the intragranular misorien-

tation distribution
→
R(r) according to their definitions: KAM = C f (k)·4aεp/πDGrain
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and GROD = Cg(k)·εp/3. For polycrystalline metals with uniform equiaxial grains,
C f (k) and Cg(k) were turned out to be isotropic factors independent of 2D-EBSD
observational plane selection. Therefore, both KAM and GROD follow the isotropic
linear evolution law with the maximum principal plastic strain εp and are meanwhile
influenced by the ratio k between another two principal plastic strains of RVE.

(5) Two laws given by this model were supported by experimental results: the linear evo-
lution law of KAM and GROD has already been widely reported by previous studies,
and the isotropic evolution law was verified by experimental result in this research.
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Appendix A

The derivation process of Equation (14) is attached as follows. Taking the lattice

rotation vector at the grain center
→
R(0) as the Earth axis, we establish the Earth-like

longitude–latitude network and the spherical coordinate system
(→

e r,
→
e ψ,

→
e t

)
as shown

in Figure 12a. Therein, ψ is the angle between position vector
→
r and earth axis,

→
e t is the

tangent vector and
→
e n is the normal vector of a latitude circle. The above vectors follow

Equation (A1) below:
→
e n ×→

e r = cos ψ
→
e t,

→
e n ×→

e r =
→
e ψ (A1)

The residual lattice rotation tensor
~
Ωlattice(r) distribution inside each grain can be

given as following according to Assumption (6), under the orthogonal coordinate system(→
e t,

→
e n,

→
e t ×→

e n

)
, and the direction of lattice rotation vector

→
R(r) is parallel to

→
e t ×→

e n.

~
Ωlattice(r) =

∣∣∣∣→R(r)
∣∣∣∣(→

e t
→
e n −→

e n
→
e t

)
=

∣∣∣∣→R(0)
∣∣∣∣(1 − 2r

DGrain

)(→
e t

→
e n −→

e n
→
e t

)
(A2)

Furthermore, ∇ is the Nabla operator for calculating gradient, divergence and curl, whose
format under spherical coordinate system

(→
e r,

→
e ψ,

→
e t

)
can be expressed as Equation (A3):

∇ =
→
e r

∂

∂r
+

→
e ψr

∂

∂ψ
+

→
e tr sin ψ

∂

∂t
(A3)

Then, the geometrically necessary dislocation (GND) density tensor ρGND can be

expressed as the right curl of residual lattice rotation tensor
~
Ωlattice(r), as shown in

Equation (A4):
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ρGND(ψ) =
~
Ωlattice(r)×∇ =

∂

∣∣∣∣→R(r)
∣∣∣∣

∂r

(→
e t

→
e n −→

e n
→
e t

)
×→

e r =

2
∣∣∣∣→R(0)

∣∣∣∣
DGrain

(→
e n

→
e ψ − cos ψ

→
e t

→
e t

)
=

2
∣∣∣∣→R(0)

∣∣∣∣
bDGrain

(→
b n

→
e ψ − cos ψ

→
b t

→
e t

)
(A4)
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Abstract: Due to the complex geometry and various cyclic loads, aeroengine components are often
in a multiaxial complex stress state during service. Multiaxial fatigue is a major cause of many air
accidents. It is of great significance to study the fatigue failure mechanism of aeronautical materials.
This paper carries out biaxial fatigue tests on cruciform specimens and uses the surface replication
method to record the initiation and propagation process of crack. Based on these fatigue tests, this
paper studies the multiaxial fatigue characteristics of nickel-based alloy GH4169 for aeroengines and
analyzes the fatigue crack growth behavior and failure mechanism of nickel-based alloys under a
complex multiaxial stress state.

Keywords: nickel-based alloy GH4169; complex stress state; biaxial fatigue; fatigue crack behavior

1. Introduction

1.1. Background

With the increase in thrust–weight ratio, an aeroengine’s working temperature and
rotational speed are also improved. The working conditions of aeroengine components
are very harsh. Due to the complex geometry and various cyclic loads, these components
are often under a multiaxial stress state, and the durability and reliability evaluation of
aeroengine parts under a multiaxial stress condition is becoming more and more promi-
nent. Therefore, it is very meaningful to study fatigue characteristic, investigate fatigue
crack initiation and growth behavior and develop a fatigue crack life analysis method for
aeroengine materials under a complex multiaxial stress state.

Biaxial tension fatigue is one of the main, typical multiaxial fatigues. Many pieces of
research on biaxial tension fatigue have been carried out to study fatigue crack initiation
and propagation behavior under a multiaxial stress state. Wolf et al. [1] studied the
influence of different loading phase differences and stress ratios on the fatigue crack growth
behavior with cruciform specimens made of aluminum alloy and austenitic stainless steel,
respectively. The results showed that, under the same loading phase, the crack path of
austenitic stainless steel specimens was zigzag, and that of aluminum alloy specimens was
almost straight. When the biaxial fatigue load was not in the same phase, the crack path was
deflected. Additionally, the crack growth paths of austenitic stainless steel and aluminum
alloy specimens were basically the same under different stress ratios. Meng et al. [2] studied
the fatigue crack growth direction of magnesium alloy under different loading phase
differences and stress ratios with cruciform specimens made of magnesium alloy. The
results showed that, under different loading phase differences, the initial crack growth
direction angle of the magnesium alloy was different. When the loading phase difference
was 0◦, the prefabricated crack expanded along a straight line. When the loading phase
difference was 90◦ or 180◦, the prefabricated crack expanded into two bifurcated cracks. In
addition, the crack growth rate increased with the increase in stress ratio under the same
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stress intensity factor amplitude. Abecassis et al. [3] studied the fatigue crack behavior of a
titanium-base alloy under biaxial fatigue loading with cruciform specimens and studied the
interaction of material microstructure, crack path and fatigue crack growth rate. The results
showed that the deflection of crack growth path caused by the material microstructure
reduced the crack growth rate. Misak et al. [4] studied the influence of different stress
ratios on the fatigue crack growth path with cruciform specimens made of aluminum alloy.
The results showed that the crack growth area was basically parallel to the notch direction
of the specimen when the biaxial fatigue load ratios were 0, 0.5 and 1. When the biaxial
fatigue load ratio was 1.5, the crack growth area was within the area with an angle of 45◦ to
the notch direction of the specimen.

The research on biaxial fatigue crack has mainly focused on the influence of different
loading phase differences, stress ratios and angles of pre-crack on fatigue crack growth
behavior. However, pieces of research on crack initiation behavior under biaxial fatigue
loading are relatively few. In addition, most of the materials used in these studies were
aluminum alloys. Studies on other alloys are limited.

Nickel-based alloy GH4169 is a kind of precipitation-strengthening alloy in China.
Similar to Inconel 718, GH4169 has the advantages of high-cost performance, good forma-
bility and fatigue resistance [5–7]. It is widely used in various key parts of aeroengines.
Therefore, it is meaningful to carry out research on the damage tolerance mechanism of
GH4169, which helps to master the internal evolution behavior, and the rules of the fatigue
damage process of GH4169 and form a calculation method for fatigue crack initiation life
based on damage evolution theory and crack propagation life based on fracture mechanics
theory. It reflects the major needs of the aviation industry and helps to improve aeroengine
research and development.

1.2. Purpose

This paper takes nickel-based alloy GH4169 as the research object and studies its
fatigue crack behavior under a complex stress state, which has important theoretical
significance and engineering application value.

The purpose is to develop a fatigue crack life analysis method and damage tolerance
design method for key aeroengine components. The biaxial fatigue test is carried out on a
cruciform specimen specially designed to simulate the hole in the casing of an aeroengine
under a multiaxial fatigue condition during service.

2. Experimental Procedures

2.1. Materials and Mechanical Properties

The material used in this investigation was nickel-based alloy GH4169. Nickel-based
alloy GH4169 has good fatigue resistance, oxidation resistance and corrosion resistance
and is widely used in aeroengine turbine disks, casing and other structural parts. The
main chemical composition of nickel-based alloy GH4169 is shown in Table 1. The Young’s
modulus, yield strength and ultimate strength of nickel-based alloy GH4169 at room
temperature are 198 GPa, 1045 MPa and 1398 MPa, respectively. The microstructure of
GH4169 is shown in Figure 1. The average grain size of GH4169 is about 16 μm, and it
contains some inclusion defects.

Table 1. Main chemical composition of nickel-based alloy GH4169.

Element Nb Mo Ti Cr Fe Ni

Wt/% 5.67 3.84 1.40 19.14 17.20 52.76
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Figure 1. Microstructural result of GH4169.

2.2. Preparation of Specimens

Two kinds of cruciform specimens with different shapes of notch in the center area
were designed in this paper. These specimens were center-thinned by equal thickness on
both sides and had a circular notch or a 0◦ waist round notch in the central area. The total
length of the test piece was 90 mm. The thickness of the central area was 0.8 mm. The four
ends of the test piece were 10 mm thick and had circular holes with a diameter of 8 mm.
The specific geometry and dimensions of the cruciform specimen are shown in Figure 2.

 

(a) (b) 

Figure 2. Geometry and dimensions of cruciform specimen (mm). (a) Cruciform specimen with
circular notch in the central area. (b) Cruciform specimen with 0◦ waist circle hole notch in the central
area.

2.3. Fatigue Tests and Replication Method

The biaxial fatigue test was carried out on a uniaxial tensile testing machine in com-
bination with a biaxial fixture device. The test temperature was room temperature. The
loading waveform was sine wave. The loading frequency was 10 Hz. The loading ampli-
tudes on both axes were the same. The stress ratio was 0.1. The maximum test load FA was
30 kN and 33 kN, respectively. A total of 9 specimens were tested, of which, 5 specimens
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were under intermittent loading with the surface replication (SR) method to record the initi-
ation and propagation process of the crack in the central area. The other 4 specimens were
under continuous loading without SR method. The detailed biaxial fatigue test conditions
are shown in Table 2. The biaxial fatigue test device is shown in Figure 3.

Table 2. Test conditions of cruciform specimen.

Specimen Notch Shape Stress Radio FA, max (kN) Test Condition

1 circular notch 0.1 30 Non-SR
2 circular notch 0.1 30 SR
3 circular notch 0.1 30 SR
4 circular notch 0.1 33 Non-SR
5 circular notch 0.1 33 SR
6 waist round notch 0.1 30 Non-SR
7 waist round notch 0.1 30 SR
8 waist round notch 0.1 33 Non-SR
9 waist round notch 0.1 33 SR

Figure 3. Biaxial fatigue test device.

Surface replication is one common crack monitoring method. Compared with other
methods, such as the scanning electron microscope method and electric potential method,
the SR method has the advantage of repeatable observation of a crack, which is helpful to
determine the location of crack initiation and observe the behavior of crack initiation and
early growth.

The replication material used in this paper was RepliSet, produced by Struers. This
material is a fast-curing binary silicone rubber which can be replicated with a minimum
length of 10~20 μm crack. The replication system used for spraying RepliSet is shown
in Figure 4. The components of the replication system are manual applicator, RepliSet
cylinder box, static mixing nozzle and nozzle head. The replication material is stored
in the RepliSet cylinder box; it was sprayed on the specimen through the mixing nozzle
and nozzle head. The cylinder box and nozzle are connected to the manual applicator to
facilitate the operation.
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Figure 4. Replication system for surface replication.

The procedure of the test using the SR method was as follows [8]. Fatigue load was
applied firstly. Then, the static tensile load was applied at 80% of the maximum fatigue
load. After the static tensile load, the replication material was sprayed on the central
area of the cruciform specimen and then a piece of paper with a size of about 35 × 25
mm2 was pasted on the replication material to facilitate its removal. After the material
was completely dry, the paper with the material recording the path of the fatigue crack
was removed from the cruciform specimen. The interval of the spraying operations was
reasonably selected according to the results of the fatigue test without SR method to ensure
that there were about 20 effective copies of each cruciform specimen during its whole
fatigue life. As shown in Figure 5, the biaxial fatigue test was terminated when the fatigue
crack in the central area of the cruciform specimen extended to the edge of the central
area. The microscope shown in Figure 6 successively measured the crack length on each
replica from back to front and recorded the relative position of the crack to obtain the
biaxial fatigue crack initiation position and the biaxial fatigue crack propagation path. The
fatigue fracture morphology of the cruciform specimen was analyzed by scanning electron
microscope. The crack projection length obtained from the replica measurement was α, and
the definition of crack projection length is shown in Figure 7.

 
Figure 5. Criterion of crack condition at termination of biaxial fatigue test.
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Figure 6. Microscope for observing fatigue crack remodeling.

(a)

(b) 

Figure 7. Crack projection length definition. (a) Crack projection length of circular notch specimen in
central region. (b) Crack projection length of 0◦ waist circular hole notch specimen in central region.

3. Experimental Results and Discussion

3.1. Result of Fatigue Tests

The biaxial fatigue test results are shown in Table 3, where Nf is the full fatigue life of
the cruciform specimen. Nini is the fatigue crack initiation life of the cruciform specimen
(fatigue crack initiation life is defined as the cycle when the crack is first detected [9]).
acrack-ini is the crack length when the first crack is first observed, and Nini/Nf is the ratio of
fatigue crack initiation life to full fatigue life.

From the test results, it can be seen that the replication operation had no obvious effect
on the biaxial fatigue life, and the fatigue life of the cruciform specimen with a circular
notch in the central area was similar to that of the cruciform specimen with a 0◦ waist hole
notch in the central area.
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Table 3. Biaxial fatigue test results of cruciform specimens.

Specimen Nf (Cycles) Nini (Cycles)
acrack-ini

(μm)
Nini/Nf

Number of
Cracks

1 37,784 / / / 2
2 42,100 9000 193.9 21.38% 2
3 34,500 7700 193 22.32% 2
4 31,500 / / / 2
5 23,700 7000 42.4 29.53% 2
6 34,000 / / / 2
7 34,500 12,500 37.4 36.23% 2
8 21,500 / / / 2
9 24,900 8500 58.5 34.14% 2

The test data relating to when the second crack appeared on the cruciform specimen
are shown in Table 4, where Ncrack-2-ini is the fatigue life of the cruciform specimen when
the second crack appeared. Ncrack-2-ini/Nf is the ratio of fatigue life when the second crack
appeared to full fatigue life, and acrack-2-ini is the length of the second crack when it was
observed for the first time.

Table 4. Test data of cruciform specimen with the second crack.

Specimen
Number

Nf
(Cycles)

Ncrack-2-ini
(Cycles)

Ncrack-2-ini/Nf
acrack-2-ini

(μm)

2 42,100 22,200 52.7% 100.7
3 34,500 18,500 53.6% 100.6
5 23,700 12,800 54.0% 26.70
7 34,500 23,000 66.6% 64.4
9 24,900 13,000 52.2% 36.3

From Table 4, it can be seen that the ratio of fatigue life when the second crack appeared
to the full fatigue life of specimen 2 was about 52.7%, and the length of the second crack
was about 100.7 μm. From Table 4, it can be seen that the ratio of fatigue life when the
second crack appeared to the full fatigue life of specimen 7 was about 66.6%, and the length
of the second crack was about 64.4 μm. The results of the other specimens were very close.
To sum up, the ratio of the fatigue life when the second crack appeared to the full fatigue
life was between 52% and 67%, which was similar for specimens with a circular notch in
the central area or a 0◦ waist hole notch in the central area.

The final failure diagram of the cruciform specimen is shown in Figure 8, where (a)
is the final failure diagram of the cruciform specimen with a circular notch in the central
area, and (b) is the final failure diagram of the cruciform specimen with a 0◦ waist hole
notch in the central area. From Figure 8, it can be seen that two cracks appeared in the
central area of the cruciform specimen, and the propagation paths of the two cracks were
basically symmetrical.

The crack naming method of the cruciform specimen is shown in Figure 9, where (a)
is the crack naming method of the cruciform specimen with a circular notch in the central
area, and (b) is the crack naming method of the cruciform specimen with a 0◦ waist round
hole notch in the central area. In these methods, m and n are the specimen number. The
black dot is the starting point of the fatigue crack propagation path. The angle between the
crack path and the x-axis was measured with the use of ImageJ.
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(a) 

 
(b) 

Figure 8. Final failure diagram of cruciform specimen. (a) Cruciform specimen with circular notch in
the central area. (b) Cruciform specimen with 0◦ waist circle hole notch in the central area.

 
(a) (b) 

Figure 9. Crack naming method of cruciform specimen. (a) Cruciform specimen with circular notch
in the central area. (b) Cruciform specimen with 0◦ waist circle hole notch in the central area.

The details of the angle are shown in Table 5. From Table 5, it can be seen that the angle
between the crack propagation path and the x-axis on the cruciform specimen with a circular
notch in the central area was 42–46◦. The angle between the crack propagation path and
x-axis on the cruciform specimen with a 0◦ waist round hole notch in the central area was 40–
48◦. The starting point of the fatigue crack propagation path is the fatigue crack initiation
point, which is also the fatigue dangerous point in terms of the physical mechanism of
fatigue damage. The fatigue dangerous point of the cruciform specimen under biaxial
equal proportion fatigue load was basically consistent with the position of the maximum
principal stress point on the notch edge, which is consistent with Chaves et al.’s conclusions
relating to the crack initiation point under torsional and proportional loading [10].
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Table 5. Angle between crack propagation path and x-axis in the cruciform specimen.

Specimen Number Crack Number Angle

1
Crack 1-1 45.2◦
Crack 1-2 44.3◦

2
Crack 2-1 45.3◦
Crack 2-2 43.3◦

3
Crack 3-1 43.2◦
Crack 3-2 45.5◦

4
Crack 4-1 44.1◦
Crack 4-2 42.3◦

5
Crack 5-1 43.5◦
Crack 5-2 44.3◦

6
Crack 6-1 40.7◦
Crack 6-2 42.9◦

7
Crack 7-1 40.5◦
Crack 7-2 41.4◦

8
Crack 8-1 44.4◦
Crack 8-2 47.5◦

9
Crack 9-1 40.1◦
Crack 9-2 42.6◦

Figure 10 is a replica photo of crack 2-1’s crack initiation and propagation process;
Figure 11 is the replica photos of crack 2-2’s crack initiation and propagation process. This
group of photos shows the crack initiation and propagation path process of cruciform
specimen 2 with a circular notch in the central area under biaxial fatigue load.

Figure 12 is a replica photo of crack 7-1’s crack initiation and propagation process;
Figure 13 is the replica photos of crack 7-2’s crack initiation and propagation process. This
group of photos shows the crack initiation and propagation path process of cruciform
specimen 7 with a 0◦ waist hole notch in the central area under biaxial fatigue load.

From Figure 10a, it can be seen that crack 2-1 originated from the circular notch. When
n = 9000 cycles, crack 2-1 was monitored for the first time, and the crack length was about
193.9 μm. From Figure 10b–h, it can be seen that, after crack 2-1 sprouted from the circular
notch, the crack gradually expanded, and the crack path deflected many times during the
crack propagation process. From Figure 11a, it can be seen that crack 2-2 originated from
the circular notch. When n = 22,200 cycles, crack 2-2 was monitored for the first time. At
this time, the crack length of crack 2-2 was about 100 μm. From Figure 11b–h, it can be
seen that, after crack 2-2 sprouted from the circular notch, the crack gradually expanded,
and the crack path deflected many times during the crack propagation process. From
Figure 12a, it can be seen that crack 7-1 originated from the notch of the 0◦ waist hole.
When n = 12,500 cycles, crack 7-1 was monitored for the first time, and the crack length
was about 37.4 μm. From Figure 12b–h, it can be seen that, after crack 7-1 initiated from
the notch of the 0◦ waist hole, the crack gradually expanded, and the crack path deflected
many times during the crack propagation process. From Figure 13a, it can be seen that
crack 7-2 originated from the notch of the 0◦ waist hole. When n = 23,000 cycles, crack
7-2 was monitored for the first time. At this time, the crack length of crack 7-2 was about
64.4 μm. From Figure 13b–h, it can be seen that, after crack 7-2 sprouted from the notch of
the 0◦ waist hole, the crack gradually expanded, and the crack path deflected many times
during the crack propagation process.

To sum up, the crack of the cruciform specimen initiated from the notch. After the
crack initiation, the crack gradually expanded, and the crack propagation path deflected
many times during the propagation process. There were different orientations between
adjacent grains or small defects somewhere on the crack growth path, which may have
led to the deflection of the crack growth path, which is consistent with the research on
the fatigue crack growth mechanism of nickel-based alloy GH4169 under uniaxial tensile
fatigue load by Zhu et al. [11].
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(a) N = 9000 

 
(b) N = 16,000 

 
(c) N = 19,800 

 
(d) N = 22,200 

 
(e) N = 25,600 

 
(f) N = 28,600 

 
(g) N = 31,800 

 
(h) N = 34,200 

Figure 10. Crack 2-1 initiation and propagation process.

 
(a) N = 22200 

 
(b) N = 25,600 

Figure 11. Cont.
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(c) N = 29,400 

 
(d) N = 32,600 

 
(e) N = 38,700 

 
(f) N = 40,000 

 
(g) N = 40,800 

 
(h) N = 42,100 

Figure 11. Crack 2-2 initiation and propagation process.

 
(a) N = 12,500 

 
(b) N = 17,000 

 
(c) N = 23,000 

 
(d) N = 26,000 

Figure 12. Cont.

101



Metals 2023, 13, 588

 
(e) N = 28,500 

 
(f) N = 30,500 

 
(g) N = 32,100 

 
(h) N = 34,500 

Figure 12. Crack 7-1 initiation and propagation process.

 
(a) N = 23,000 

 
(b) N = 24,500 

 
(c) N = 27,500 

 
(d) N = 28,500 

 
(e) N = 30,500 

 
(f) N = 31,300 

Figure 13. Cont.
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(g) N = 33,700 

 
(h) N = 34,500 

Figure 13. Crack 7-2 initiation and propagation process.

3.2. Biaxial Fatigue Crack Growth Behavior

The variation of the fatigue crack length of the cruciform specimen with a circular
notch in the central area is shown in Figure 14, where (a) is the variation diagram of fatigue
crack length with the number of cycles, and (b) is the variation diagram of fatigue crack
length with cycle ratio. The variation of the crack length of the cruciform specimen with
a 0◦ waist round hole notch in the central area is shown in Figure 15, where (a) is the
variation diagram of the fatigue crack length with the number of cycles, and (b) is the
variation diagram of the fatigue crack length with cycle ratio.

 
(a) (b)

Figure 14. Variation of crack length of cruciform specimen with circular notch in the central area.
(a) Variation of crack length with cycle number. (b) Variation of crack length with cycle ratio.

 
(a) 

 
(b) 

Figure 15. Variation of crack length of cruciform specimen with 0◦ waist circle hole notch in the
central area. (a) Variation of crack length with cycle number. (b) Variation of crack length with
cycle ratio.
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From Figures 14a and 15a, it can be seen that there is a critical crack length. When the
crack length is less than this critical crack length, the crack propagation is very slow. When
the crack length exceeds the critical crack length, the crack expands rapidly and leads to the
failure of the cruciform specimen. Zhu et al. [12] considered that the critical fatigue crack
length of nickel-based alloy GH4169 under uniaxial loading is about 500 μm when studying
the small crack initiation and propagation mechanism of nickel-based alloy GH4169 using
unilateral notch tensile specimens. Deng et al. [13] considered that the critical fatigue crack
length of GH4169 under uniaxial tensile load is about 200 μm when studying the effect of
grain size on the small crack initiation and propagation mechanism of nickel-based alloy
GH4169. According to Figures 14a and 15a, it can be seen that, under the biaxial fatigue
load conditions adopted in this paper, the critical crack length of nickel-based alloy GH4169
under biaxial proportional fatigue load is about 300 μm.

The variation of the biaxial fatigue crack length with cycle ratio (N/Nf) of the cruciform
specimen with a circular notch in the central area is shown in Figure 14b, and the variation
of the biaxial fatigue crack length with cycle ratio (N/Nf) of the cruciform specimen with a
0◦ waist circle hole notch in the central area is shown in Figure 15b, where N is the number
of fatigue loading cycles, and Nf is the full fatigue life.

From Figure 14b, it can be seen that the variation curves of the two crack lengths of
specimen 2 and specimen 3 with the cycle ratio are almost coincident. The cycle times of
the first crack of specimen 2 and specimen 3 when it changed from slow growth to rapid
growth were about 25% of the whole fatigue life, and the cycle times of the first crack of
specimen 5 when it changed from slow growth to rapid growth were about 55% of the
whole fatigue life. The difference between them was caused by the magnitude of load.
When the load is larger, the crack growth rate in rapid growth is faster, and the rapid
growth’s proportion of the whole fatigue life is reduced. The cycle times of the second
crack of specimen 2, specimen 3 and specimen 5 when it changed from slow propagation
to rapid propagation were about 65% of the whole fatigue life. The difference between the
first and second crack of specimen 2 and specimen 3 was because the existing crack could
accelerate the growth rate of the second crack in rapid growth. From Figure 15b, it can be
seen that the cycle times when the first crack of specimen 7 and specimen 9 changed from
slow growth to rapid growth were about 65% of the whole fatigue life, and the cycle times
when the second crack of specimen 7 and specimen 9 changed from slow growth to rapid
growth were about 70% of the whole fatigue life. This difference was not that big because
the shape of a waist circle hole notch is not as sensitive to load and crack sequence as that
of a circular notch.

The secant method was used to calculate the crack growth rate:(
da
dN

)
=

Δa
ΔN

=
ai+1 − ai

Ni+1 − Ni
(1)

where Δa is the difference of crack length, ΔN is the interval of cycle times, ai is the crack
length at the number of Ni cycles, which is the average crack length, and a = (ai+1 + ai)/2.

The variation of the biaxial fatigue crack growth rate of the cruciform specimen with
a circular notch in the central area is shown in Figure 16, where (a) is the change of crack
growth rate with crack length, and (b) is the variation of crack growth rate with cycle ratio.
The variation of the biaxial fatigue crack growth rate of the cruciform specimen with a
waist hole notch in the central area is shown in Figure 17, where (a) is the variation of crack
growth rate with crack length, and (b) is the variation of crack growth rate with cycle ratio.
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(a)  

 
(b)  

Figure 16. Variation of crack growth rate of cruciform specimen with circular notch in the central
area. (a) Variation of crack growth rate with crack length. (b) Variation of crack growth rate with
cycle ratio.

 
(a)  (b)  

Figure 17. Variation of crack growth rate of cruciform specimen with 0◦ waist hole notch in the
central area. (a) Variation of crack growth rate with crack length. (b) Variation of crack growth rate
with cycle ratio.

Suresh [14] classified small cracks into microstructure small cracks, mechanical small
cracks, physical small cracks and chemical small cracks. The length of physical small
cracks is generally less than 0.5–1 mm. In this paper, the size of small cracks is defined
as less than 1 mm. From Figures 16a and 17a, it can be seen that the biaxial fatigue crack
growth rate of the cruciform specimen fluctuated. In the early stage of small fatigue crack
propagation, when the crack length was close to the grain size of the material, the crack
propagation was affected by the microstructure properties such as grain orientation and
grain boundary morphology. When the angle between the fatigue crack tip and grain
boundary was small, the inhibitory effect on the fatigue crack propagation caused by grain
boundary was relatively poor. When the angle was large, the inhibitory effect was intense
and could even make the crack propagation stop. This is consistent with the conclusion
reached by Zhu [11] and Wu [15] when studying the fatigue crack growth behavior of
nickel-based alloy GH4169.

The fluctuation of fatigue long crack growth rate is related to the specimen structure,
crack closure effect and crack deflection. The central area of the cruciform specimen selected
in this paper had equal thickness thinning on both sides, and the thinning transition area
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of the cruciform specimen had a circular chamfer transition, that is, the thickness of the
edge of the central area was larger than the thickness of the central area, which led to the
phenomenon that the crack propagation rate decreased during the propagation of the long
fatigue crack. The crack closure effect also led to the reduction or retardation of fatigue
crack growth rate. Neerukatti et al. [16] found that crack closure reduced the fatigue crack
growth rate when studying the fatigue crack growth of an Al7075-T651 cruciform specimen
under biaxial tensile load. Elber [17] found through experimental research that, even if the
far-field load is a tensile load, the fatigue crack is closed. Under the action of crack closure,
the crack surfaces contact in advance, resulting in the arrest of fatigue crack growth.

3.3. Biaxial Fatigue Crack Deflection Behavior

Figure 18 is the relationship between the crack propagation path and the crack prop-
agation rate of cruciform specimen 3 with a circular notch in the central area. The white
dot is the crack deflection point, a is the crack length and da/dN is the crack propagation
rate. Based on Figure 18a, the decrease in crack growth rate between points 1 and 2, 3 and
4, 5 and 7 and 10 and 13 was related to the deflection of the crack growth path. Based on
Figure 18b, the decrease in crack growth rate between points 1 and 2, 3 and 4, 5 and 6, 7
and 8 and 9 and 12 was related to the deflection of the crack growth path. The reduction in
crack growth rate under biaxial fatigue loading was related to the deflection of the crack
growth path. The effective stress intensity factor of the deflection crack was less than that
of a straight crack with the same projection length. When the loading amplitude is the
same, the deflection behavior of the fatigue crack path significantly reduces the growth
rate of the fatigue crack [18]. The conclusion that the deflection of crack propagation path
leads to the reduction of crack propagation rate is consistent with the research results of
Bui et al. [19,20] on crack bifurcation and crack deflection.

 
(a) Crack 3-1. (b) Crack 3-2. 

Figure 18. Relationship between crack growth path and crack growth rate.

3.4. Fracture Morphology Analysis

The fatigue fracture morphology of the cruciform specimen with a circular notch in the
central area was observed and analyzed by scanning electron microscope (SEM). The fatigue
fracture morphology is shown in Figures 19–22. Figure 19 is the overall morphology near
the root of the circular notch in the central area of the cruciform specimen. Figure 20 shows
the source area of fatigue crack initiation. From Figure 20, it can be seen that there were
many crack initiation sources at the notch root of the cruciform specimen. Fatigue crack
propagation can be divided into two stages: the first stage of fatigue crack propagation and
the second stage of fatigue crack propagation. Figure 21 shows the characteristics of the first
stage of fatigue crack growth. From Figure 21, it can be seen that the first stage of fatigue
crack propagation of nickel-based alloy GH4169 presented a parallel, serrated section and
a cleavage-like fracture plane. Figure 22 shows the characteristics of the second stage of
fatigue crack growth. Fatigue bands can be found in Figure 22, which are perpendicular to
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the crack propagation direction. It is generally believed that one load cycle corresponds
to one fatigue band. Therefore, some scholars [21] measure the fatigue band spacing to
calculate the crack growth rate. The results show that this method can also effectively
estimate the fatigue crack growth rate.

Figure 19. Overall morphology near circular notch.

Figure 20. Fatigue crack initiation source region.

Figure 21. Characteristics of the first stage of fatigue crack growth.

Figure 22. Characteristics of the second stage of fatigue crack growth.
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4. Conclusions

Based on the biaxial fatigue test results and the fatigue crack initiation and propagation
process in the central area of the cruciform specimen monitored and recorded by the replica
method, the crack propagation path, propagation behavior and deflection behavior of
nickel-based alloy GH4169 under biaxial fatigue load were studied, and the fatigue fracture
morphology was observed and analyzed by scanning electron microscope. The result can
help to develop a fatigue crack life analysis method and damage tolerance design method
for key aeroengine components. The conclusions are as follows:

(1) The crack of the cruciform specimen initiated from the notch. In the process of
propagation, the crack propagation path deflected many times. In the early stage of small
crack propagation, the crack propagation rate fluctuated greatly due to the influence of
microstructure properties such as grain orientation and grain boundary morphology. At
the stage of long crack growth, the crack growth rate fluctuated due to the specimen
structure and crack deflection. The deflection of the crack propagation path reduced the
crack propagation rate;

(2) Under biaxial proportional fatigue loading, the critical crack length of nickel-based
alloy GH4169 during crack propagation is about 300 μm. When the crack length is less than
300 μm, the crack grows slowly, and when the crack length is larger than 300 μm, the crack
propagates rapidly;

(3) There were many crack initiation sources at the notch root of the cruciform speci-
men. The propagation of a biaxial fatigue crack is divided into the first stage and the second
stage. The first stage of fatigue crack propagation presents a parallel, serrated section and
cleavage-like fracture small plane; the second stage of fatigue crack propagation presents
fatigue bands, and the fatigue bands are perpendicular to the crack propagation direction;

(4) The method of combining a uniaxial tensile testing machine and biaxial fixture
device has the advantage of low cost and easy access.
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Abstract: The paper considers the possibility of reusing previously used railway rails. The analysis
is conducted using the standards and operating conditions of the rails of one of the Central Asian
states, Kazakhstan, as an example. The operation of these rails causes significant stresses, while the
surface layers are strengthened as a result of cold hammering. These phenomena significantly change
the physical and mechanical characteristics of rails. As a result, they may not be suitable in terms of
parameters for basic use but can be suitable for installation on other tracks. The conducted studies
have shown that when the standard service life of the RP65 rail expires, the surface layer is deformed
to a depth of up to 300 microns, hardness increases, and internal residual stresses are formed. These
changes lead to an increase in the strength properties of the rails. However, at the same time, cracks
originate in the surface layer of the rail, thus worsening operational characteristics. The RP65 rails
are used under a cyclic load of 700 kN (which is determined by the national standard), withstanding
790,000 cycles. When the load is reduced to 510 kN, these rails can withstand the 2,000,000 cycles
required by the standard without failure. Thus, these rails can be reutilized only on non-loaded and
non-critical sections.

Keywords: rails; rail steel; reutilization; fatigue life; rail reliability

1. Introduction

Rail transport plays a crucial role in the economies of the majority of countries, pro-
viding a significant share of all cargo turnovers and the transportation of most export and
transit goods. This share in Central Asian countries may reach 50% or more. Railway rails
perform an important function: the elastic transformation and transfer of loads proceeding
from wheels to tracks, directing the running gears of locomotives and cars [1]. High require-
ments are imposed on the quality of rails during the operation of the railway track [2,3].
R65 rails are used in the manufacture of rail tracks in the most massive sections of traffic
(main tracks) in Central Asia, such as the sections for cargo and passenger traffic. The speed
of passenger trains in these sections reaches its maximum. In addition, freight trains are
also involved in operations [4]. In such areas, steel with sufficiently good plastic properties
and relatively low hardness (HB = 360–380 MPa) is used as the rail material. These rails are
made of low-alloy carbon steel with a ferrite-pearlite structure [5]. There are many other
sections in addition to the main railway, including industrial sections, safety dead ends,
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crossovers, turnouts, marshalling, engine tracks, and station tracks, that have completely
different requirements for rails [6,7]. Of the listed types of tracks, industrial ones make up
a considerable proportion of their total number (ranking second as compared to the main
tracks). Rails of the RP65 type are used on these tracks. Their difference from R65 rails
consists of the type of material used in their production. The chemical composition of the
RP65 material differs by having a higher content of sulfur and phosphorus as compared
to that of R65. Owing to this fact, R65 has a higher plasticity and a lower tendency to
crack. The same low-alloy carbon steel with a ferrite-pearlite structure is used to produce
RP65 rails. The proportion of doped components in such steel is slightly lower, and the
number of sulfur and phosphorus impurities is slightly higher, though such steel also has a
slightly higher hardness and lower ductility compared to R65 steel [8]. The same material
is often used for RP65 rails and R65 rails when the controlled parameters of the rail bed
technological process decrease, thus changing the mechanical properties of the steel. In
this case, stresses are formed in the surface layer during the long-term operation of the
main track rail. The studies show that these are compressive stresses that will result in the
rail surface hardening. The studies revealed that the stresses in each of the rail elements
(head, wall, and base) are distributed individually [9]. These stresses depend not only on
the operating conditions but also on the rail manufacturing technology [10].

Another phenomenon observed during the operation of rails that leads to a change in
the properties of the surface layer is cold hammering. The authors of the work [11] show that
in the subsurface layer of the rail head (located at a depth of 2–10 mm), the most significant
physical strengthening mechanism is dislocation. This mechanism is due to the interaction
of moving dislocations with stationary ones. In the surface layer of the rail head, however,
the substructural mechanism is quite different. It is caused by the interaction between
dislocations and small-angle boundaries of fragments and nanometer-range subgrains. The
authors noted that tonnage ranging from 691.8 to 1411 million tons passes along the rails,
increasing their strength 1.5–2.0 times. The authors of the work [12] also state that the
main influence on the strengthening of rail steel is the dislocation substructure, which is
formed during the rail operation. This work also notes that there is a change in the chemical
composition of the rail surface during operation, which also contributes to the service life
of the rails.

Both cold hammering and compression sets form in the surface layer of the rail and
lead to its strengthening. As a result of these phenomena, after a certain period of rail
operation, the strength properties of the rail surface will be higher than those in the initial
state, i.e., before the operation. However, at the same time, cracks will form in the surface
of the rail, leading to a decrease in its performance. The authors of the study [13] show that
cracks often originate in the spots of various inclusions and defects in the surface layer of
rails. Often, such cracks begin to develop on the side surface of the rail head. Grinding
can prolong the life of the rails by crushing the head, removing damaged material, or
moving the contact tape away from the stress concentrator [14,15]. There are very few
research articles devoted to a comprehensive study of the properties of rails at various
stages of their operation due to the significant labor input required. In addition, rail
manufacturing standards and test equipment in different countries differ significantly from
each other [16]. Although mass elements are similar, they may have different materials
and slightly different geometric parameters. Therefore, the rails of each standard require
a particular study. Regional operating conditions are also important. In [17], the authors
study the influence of climatic changes on the track twist and rail joints under the conditions
of the Spanish climate. The studies showed that temperature fluctuations strongly affected
the durability of rails. Having analyzed the existing experimental data, the authors of [18]
come to similar conclusions. In addition, based on the data obtained from the Swedish
Portal for Climate Change Adaptation [19], they show that in climate conditions in some
countries characterized by frequent variations in negative and positive temperatures during
the year, the problem of the rail twist is critical.
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Hence, it can be concluded that each region must conduct a specific study to accurately
determine the changes in the properties of rails during operation. The results obtained
through such studies allow us to think only about the possibility of reusing rails.

The aim of the work is to study comprehensively the properties of the high-duty rails
of the R65 type after the warranty period of their operation and obtain information about
changes that take place in their structure and properties. Obtaining comprehensive knowl-
edge about such changes fills in the blanks in this knowledge area and helps determine the
correct area for reusing these rails.

2. Methods and Materials

The R65 rails that were studied in this work had an actual operating time for the
handled tonnage that amounted to 494 million t-km gross. The samples made from the RP65
rails manufactured by ARBZ LLP (Aktobe rail plant LLP, Aktobe, Republic of Kazakhstan)
were used for comparison. The R65 rails were used on the main tracks. The choice of
the RP65 rails for comparison is dictated by the fact that the rails are used to travel along
industrial tracks for less critical purposes. The R65 rails with a hardened surface will be
considered as an option to replace the RP65 rails that are less crucial.

The chemical composition of the materials used for the rails is shown in Table 1. Table 1
reflects the chemical composition of the used rails according to the industry standard. The
chemical composition of the R65- and RP65-grade rail steels is almost identical, with
the content of alloying elements (Mn, Si, and V) differing by no more than 0.1%. Such
a difference does not significantly and noticeably influence the mechanical properties.
The main difference is observed in the content of harmful impurities such as sulfur and
phosphorus. Even minor changes in the concentration of these substances can significantly
worsen the plastic properties of the steel.

Table 1. Chemical composition of the rail steel.

Steel
Grade

Content, %

C Mn Si V
P S

Not more than

R65 0.71–0.82 0.75–1.15 0.25–0.60 0.03–0.15 0.025 0.025

RP65 0.72–0.84 0.75–1.25 0.18–0.55 0.03–0.10 0.045 0.035

The metallographic specimens were made from the samples obtained using conven-
tional technology to perform structural studies. To identify the carbon steel structure, a
3% solution of nitric acid in ethyl alcohol was used. The surfacing layer structure was
detected by means of a solution of HNO3 and HCl acids in a ratio of 1:3. Structural stud-
ies were carried out using a Carl Zeiss AxioObserver Z1m light microscope and a Carl
Zeiss EVO 50 XVP scanning electron microscope (Jena, Germany). The phase composition
was studied using an ARL X’TRA (Thermo Fisher Scientific, Waltham, MA, USA) X-ray
diffractometer in the CuKα radiation.

The following methods were used to identify defects in the welded joints: a visual-
optical method using a Carl Zeiss AxioObserver A1m (Carl Zeiss Microscopy Deutschland
GmbH, Oberkochen, Germany) microscope; a capillary method; and an eddy current
method using a VD–70 eddy current flaw detector.

2.1. Mechanical Testing of Samples

The hardness of the rolling head surface was determined as follows: The rail’s hardness
was monitored using a Brinell device. The hardness of the surface and cross section of the
rail was determined by a WILSON BH3000 (ITW Test & Measurement GmbH, Duesseldorf,
Germany) hardness tester according to GOST 9012-59 (Figure 1). The spot for determining
the hardness of the rail’s rolling surface was cleaned to remove scale and a decarbonized
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metal layer to a depth of no more than 0.5 mm. The roughness of the cleaned surface was
no more than 25 μm.

 

Figure 1. Measuring the hardness of the samples with the WILSON BH3000 hardness tester.

The mechanical tension properties of the rail were determined using the Instron HDX-
1000 universal rapture test machine. The blanks of samples for the tensile test were cut
along the rolling direction taken from the upper part of the head in the fillet zone as close as
possible to the surface at a distance of at least 150 mm from the end of the rail (Figure 2). The
main dimensions of the samples are also shown in Figure 1. The mechanical characteristics
were recorded automatically and calculated by the control and calculation software of the
test machine. The measurement error of this machine is ±0.5%. Tensile strength mechanical
characteristics were determined according to the uniaxial tension scheme on the cylindrical
samples (Figure 2), which had a pick-up movement rate of 10 mm/min.

 
 

(a) (b) 

Figure 2. The spot where the samples for tensile testing were cut and the sample dimensions. (a)—the
place where the sample was cut from the rail, (b)—test specimen drawing.

The experimental results were statistically processed in Statistica (StatSoft Inc., Tulsa,
OK, USA), Table Curve 2D, and Table Curve 3D software. For each value (each point in the
diagram), the tests were conducted on at least 5 samples.

2.2. Cyclic Life

The cyclic life during fatigue tests is determined according to GOST 25.502 under
hard loading (strain control) of the samples with a constant amplitude of the full strain
(longitudinal) equal to 0.00135. Cyclic durability tests were performed using the Instron
8801 (Instron Engineering Corporation, Norwood, MA, USA) universal machine (Figure 3).
This machine has built-in sensors for measuring the deformation value. Sample blanks
for the test were cut along the rolling direction from the upper part of the head in the
fillet area as close as possible to the surface at a distance of at least 150 mm from the end
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of the rail (Figure 2). The basic dimensions of the samples are also shown in Figure 1
(Loading scheme—cyclic tension-compression). Cyclic durability tests were conducted
indoors at an ambient temperature of 22 ◦C and a relative humidity of 65%. The samples
had a temperature of 22 ◦C before the tests. A longitudinal uniaxial cyclic load was applied
to the sample, which had a loading cycle asymmetry coefficient of minus 1 and a loading
frequency of 40 Hz. The test base is 5 million loading cycles. The testing was terminated
when a crack or fracture in the sample formed or when the test base was reached.

 

Figure 3. Appearance of the test complex, Instron 8801. 1—hydroelectric power station, 2—controller,
3—computer, 4—power frame, 5—control panel, 6—columns, 7—rigid horizontal traverse, 8—force
action sensor, 9—sample, 10—hydraulic grips, 11—hydraulic servo drive column, 12—panel for
controlling the hydroelectric station, and 13—valves for controlling the stiffening beam position.

2.3. Rail Endurance Limit (Fatigue Tests)

The tests were carried out on full-profile samples (1200 + 10 mm long), cut from
the rails by cold mechanical cutting methods. The loading scheme is a flat three-point
symmetric bending (Figure 4). The distance between the lower supports is 1000 ± 5 mm.
The upper punch is installed in the middle between the supports within 500 ± 5 mm. The
samples are tested under soft loading (force control) in the position “head down” of the
rail when the asymmetry of the loading cycle is plus 0.1. The test base is 2 million cycles.

 

Figure 4. Experimental plant and a general view of tests for determining the endurance limit of
the rails.
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Cyclic life tests are performed indoors at an air temperature of 22 ◦C and a relative air
humidity of 65%. The temperature of the samples before testing was 22 ◦C.

Measuring tools or equipment must provide a cyclic load of at least 1000 kN and have
a maximum permissible relative measurement error of ±3%. The maximum relative error
of the sensor must be ±2%. The loading frequency is 10 Hz, with a maximum relative error
of ±2%.

2.4. Residual Stresses

Residual stresses in the rail neck are determined by the divergence of the groove as
a rail height difference (H2-H1) along the axis at the end of the sample before and after
cutting the groove according to the scheme shown in Figure 5. The samples intended for
studying residual stresses by the mechanical method were prepared on an electrochemical
die-sinking and hole-contouring machine, SFE-12000M (STANKOFINEXPO, Kirov, Russia).
Such equipment was chosen because no additional technological residual stresses were
introduced when using this method of preparing experimental samples. Initially, a piece of
the rail having a length of 600 ± 3 mm was cut off, and then a groove 6 ± 1-mm wide was
cut through, and the accuracy of this size was ensured by the accuracy of manufacturing
with an electrode tool.

(a) (b) 

Figure 5. Schematic of residual stress control in a track neck. (a)—rail before testing, (b)—rail after
cutting for residual stresses testing.

The control of residual stresses in the rail bottom is referred to as “periodic tests”
and, according to item 6.5 “Periodic tests” of GOST 51685-2013, is carried out at least once
every three years. The level of residual stress in the rail bottom is determined from the full-
profile samples. The samples, 1.0 ± 0.1-m long, were cut from six rails by cold mechanical
cutting. It is necessary to perform abrading to a depth of 0.3 to 0.5 mm on the bearing
surface of the rail bottom in the middle part of the sample, after which a strain gauge is
attached to the cleaned area in the longitudinal direction according to the recommendations
of the manufacturer of the sensor. The permissible relative error of the sensor shall not
exceed ±1%.

3. Results and Discussion

3.1. Study of Rail Microstructure

First, the microstructures of already-used and new rails were studied. The photos of
the etched microstructure of the used R65 rails and the new R65 rails are shown in Figure 6.
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(a) (b) 

  
(c) (d) 

Figure 6. Microstructure of the studied R65 rails: (a) surface of the rail after the standard service life
of 494 million t-km gross; (b) new (unused before) rail in a state of delivery; (c) pearlite grain on the
rail surface after the standard service life; and (d) ferrite-pearlite structure section of the rail surface
after the standard service life (at a depth of ~3 mm from the surface).

The metal microstructure of the rails after operation is represented by a lamellar
pearlite estimated at 2-3 points (0.3–0.4 microns) with scattered ferrite sections along the
grain boundaries. The number of ferrite grains present in the used R65 rails (Figure 6d)
is less than 5%, and the average size is about 0.24–0.26 μm. There is practically no perlite
in the new R65 rails (Figure 6b), and bainite was not detected in the microstructure of the
studied rail. When moving away from the surface of the rail rolling head, perlite acquires
a more coarse-grained structure. This is related to the specificity of rail manufacturing
technology. The rails taken for this study were made by hot rolling. Since the rail cools
unevenly after rolling, a finer-grained structure is formed on the surface; however, when
moving away from the surface of the rail head, the pearlite grain size becomes larger.
Characteristic images of this structure with a larger grain are shown in Figure 6d.

A deformed structure is observed to a depth of up to 300 microns on the etched cuts
from the surface of the working fillet. The amount of the decarbonized layer on the surface
identified by the solid ferrite grid does not exceed 320 μm (Table 2). Local light-etched
areas of a work-hardened metal are observed on the rolling surface, along which cracking
develops (Figure 6a).

Table 2. Analysis of microstructure test results.

Rail Type
Actual Value

Structure Type Point Scale Decarbonized Layer Depth, mm

Used R65
Pearlite 3 1 Impossible to detect due to surface wear
Ferrite 1 7

RP65 Pearlite 3 1 0.318
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According to the classical definition, pearlite is a structural component of steel and
cast iron, a eutectoid mixture of ferrite and cementite [20]. When crystallized under
normal conditions, pearlite has a lamellar structure consisting of alternating plates of
pearlite and cementite [21]. The studies performed in the present work revealed numerous
imperfections in the structure of lamellar pearlite, namely, an alternating “comb” type
structure (Figure 7a) and breaks of cementite plates (ferrite bridges) (Figure 7b). Quite
often, there are curved plates of cementite of varying thickness in the pearlite colony.

(a) (b) 

Figure 7. Pearlite structure in the surface layer: (a) alternating pearlite structure and (b) broken
structure of cementite plates.

The ferrite plates of pearlite colonies quite often have an alternating light and gray
contrast. This diffraction contrast indicates that the ferrite plates are obviously divided into
weakly misaligned areas as a result of elastic stresses.

The metallography of etched cuttings (Figure 6d) revealed that structurally free ferrite
grains are present in the steel structure of the used rails, i.e., ferrite grains, in the volume of
which there are no carbide phase particles. The relative content of such grains is small and
does not exceed 5% of the steel structure. Ferrite grains, as a rule, are located in the form of
interlayers along the borders of pearlite grains (Figure 6a) or at the joints of the borders of
pearlite grains (Figure 6d).

Since the rails are obtained by means of rolling, the absence of line defects is important.
Therefore, we conducted a rail study for the parameters of individual globular defects
(ED) and line defects (EB). To identify the possibility of reutilizing rails, it is necessary
to study their structure for the presence of non-metallic inclusions since such inclusions
weaken the properties of steel. In general, only the shape and size of inclusions may change
during operation, and the number of inclusions may only vary in the surface layer. To
determine the average sizes of the inclusions, 8 samples for the new RP 65 rail and the
already exploited R65 rail were studied. Eight samples were taken from different rails of
each type to reproduce the results. A non-etched microstructure study showed that the
average diameter of the inclusions for the new and already used rails is almost the same
(Table 3). However, the length of inclusions for the latter is much greater, and at the same
time, the total coefficient Ka for the used rails is still lower than the standard value.

3.2. Study of the Mechanical Properties of Rails

The studies of the mechanical properties of the rails showed that there was a slight
difference in the values of the strength limits and the plastic characteristics of the new
RP65 rails and the previously exploited R65 rails (Table 4, Figure 8). The obtained results
demonstrated that the strength properties (σB) for the material of the previously used R65
rails are 40 MPa lower than those of the material of the new RP65 rails. However, at the
same time, the plastic properties of R65 are higher by about 8.5%. This can be explained
by an appropriate combination of factors. On the one hand, the previously used rails
have larger stitch defects, which should lead to a decrease in plastic properties. On the
other hand, the initial chemical composition of R65 contains less sulfur and phosphorus.
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In addition, the surface layer undergoes plastic deformation during operation and has a
finer-grained structure.

Table 3. Analysis of steel contamination with non-metallic inclusions.

Sample
ED Group

Diameter Pd, μm *
EB Group

Length Pl, μm *

Normalized
Aggregate Coefficient,

Not more than

Aggregate
Coefficient, Ka,

μm2/mm2

Actual values of used R65 rail

1 11.0 353.0 – –
2 11.0 353.0 – –
3 11.0 353.0 – –
4 11.0 353.0 – –
5 11.0 353.0 30 33.5
6 11.0 353.0 – –
7 11.0 353.0 – –
8 11.0 353.0 – –

Av. 11.0 353.0 – –

Actual values of RP65 rail

1 11.0 353.0 – –
2 11.0 44.0 – –
3 11.0 88.0 – –
4 22.0 88.0 – –
5 11.0 44.0 30 3.3
6 11.0 88.0 – –
7 11.0 88.0 – –
8 11.0 88.0 – –

Av. 12.4 110.1 – –
* Note: non-metallic inclusions: ED—individual globular inclusions; EB—line globular defects.

Table 4. Tensile mechanical properties.

Rail Type Breaking Stress, σB, N/mm2 σ0.2, N/mm2 Elongation,
δ, %

Contraction,
ψ, %

Used R65 1240 800 13 33
RP65 1280 840 12 30

 

Figure 8. Tensile diagram for the studied samples cut from R65 and RP65 rails.

The difference in the hardness of the rolling surface along the length of the rails and
samples was determined by three measurements on the middle line of the rolling surface.
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An interval of at least 25 mm was taken for each of the three samples, which were taken
from the ends and the middle part of the rail or on the rail surface (Tables 5 and 6).

Table 5. Hardness of the head rolling surface.

Brinell Hardness Scale

kg/mm2

Previously used R65 401
RP65 352

Table 6. Hardness along the rail cross-section.

Measurement Depth on the Rail
Surface, mm

5 10 15 20 25 30 35

kg/mm2

Previously used R65 363 363 363 336 331 341 341
RP65 357 349 346 352 311 311 311

The diagram of hardness measurements along the rail section is shown in Figure 9.

 

 

(a) (b) 

Figure 9. Hardness measurement: (a) schematic of hardness measurement and (b) dependence of
hardness on the distance from the rail surface.

Long-term operation of rails is usually accompanied by deformation and transforma-
tion of the material structure [22]. This can be justified by the hardness values obtained for
the operating rails. The upper hardness limit is HB401So for the R65 rails. The hardness
at a distance of 10 and 22 mm from the rolling surface must be 345–360 (HB10 mm) and
325–350 (HB25 mm). The hardness of the studied rails is within the upper boundary of these
values or exceeds them, and the property changes are consistent with the changes in the
rail structure. The quantitative analysis of the morphological state of the steel structure
performed in this work showed that the operation of rails is accompanied by the trans-
formation of the state of lamellar pearlite grains, namely, the destruction of cementite
plates. According to the photographs in Figure 6, regardless of the position of the material’s
analyzed volume (rolling surface or fillet surface), the destruction of the lamellar pearlite
structure is at its maximum in the surface layer of the rails, with a thickness of less than
2 mm. However, the destruction degree of the lamellar pearlite structure depends sub-
stantially on the position of the volume to be analyzed; namely, on the rolling surface, the
relative content of the broken pearlite grains is more than 2 times higher than the content
in the surface layer of the working fillet.
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As noted above, pearlite grains become broken during rail operation. One of the main
mechanisms of such destruction during plastic deformation of the steel is cutting cementite
plates by gliding dislocations [23]. The operation of rails is accompanied by an increase
in the level of elastoplastic stresses in the steel. The value of elastic plastic stresses in the
steel, in accordance with [24], is characterized by an excessive dislocation density and
curvature-torsion amplitude of the material crystal lattice. Both of these characteristics of
the steel are noted to be determined in the analysis of the bending extinction contours of
the material.

The above results of the study of the rail metal after long-term operation indicate the
structural transformation of the lamellar pearlite.

The change in the cementite’s elemental composition during crushing is minimal.
At the initial stage of the transformation, the cementite plates of the pearlite colony are
covered with gliding dislocations. This is accompanied by breaking the cementite plates
into separate, weakly oriented fragments. Then, the structure of carbide changes as the
plastic deformation degree of the material increases due to the stripping of carbon atoms
from the cementite crystal lattice. It is worth remembering that this process is possible due
to a noticeable difference in the average bond energy of carbon atoms with dislocations
(0.6 eV) and iron atoms in the cementite crystal lattice (0.4 eV) [25].

The considered deformation transformations of the rail steel structure during operation
on the railway should be noted as not adversely influencing the product’s cyclic life. Table 7
shows the results of testing the cyclic life of the rails. The tests were carried out on the
rolling surface and, for comparison, on the cross section at a distance of at least 10 mm from
the rolling surface. The tests were stopped when the sample became cracked or fractured
or when the test base was reached.

Table 7. Analysis of the cyclic life test.

Rail Type Indicator Sample Sample Temperature, ◦C
Rated Value, Not

less than
Actual Value

Previously
used R65

Cyclic life at a constant
amplitude of total

deformation 0.00135

1 22 5,000,000 cycles 5,000,000 cycles

RP65 1 22 5,000,000 cycles 5,000,000 cycles

The test results are considered positive if there are no fractures or cracks in all the
tested samples upon reaching the test base. The test results are considered negative if
the formation of a crack or fracture in at least one sample occurred within a number of
loading cycles less than the test base.

The studies of the hardness along the cross section of the used rail show that the
changes in properties can be considerable. Hence, the rolling of the wheel on the surface
of the rail not only causes changes in hardness but can also form residual stresses at a
considerable depth. The testing of the samples to determine residual stresses showed that
there are considerable differences in values for the new and already used rails (Table 8).
Residual stresses in the neck of the used rails are 1.42 times higher than those in the new
rails (Figure 10). However, the stress values are in the upper range of values allowed for
2 mm rail use. A similar situation is observed for the middle part of the rail base. The
residual stress level for the used rails is 1.25 times higher than that for the new ones (Table 9).
In addition, the residual stresses of the used rails lie in the upper range of permitted values
for use. Such differences in voltage values are certainly related to the operating conditions
of the used R65 rails. Rolling the wheels of railway trains under a significant load deforms
not only the surface layer but also the rail. This, in turn, determines the appropriate level
and nature of the distribution of residual stresses. In the new rails, small residual stresses
are formed at the manufacturing stage. Since the rails are made by hot rolling, internal
stresses are formed in them [22].
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Table 8. Residual stress indicators in a rail neck.

Rail Type Indicator
Profile

Height H1
Profile

Height H2
Difference

H2-H1

Already used R65 Slot
deviation, mm

176.7 178.7 2.0
RP65 180.2 181.6 1.4

  

  

Figure 10. Samples after residual stress control in a rail neck.

Table 9. Analysis of test results for determining residual stresses in the middle part of the rail base.

Rail Type Indicator
Ambient

Temperature, ◦C
Relative

Humidity, %
Normalized Value,

Not More than, MPa
Actual Value, MPa

Already used R65 Stress, N/mm2

(MPa)
22 65 250 242

RP65 22 65 250 194

The tests show that during operation, there are changes in the structure of the surface
layer. Hardness increases along almost the entire rail section, and residual stresses are
formed, but the defective surface layer of the rail also increases. The number and size of
individual defects do not change, but the length of horizontally extended defects increases.
In addition, cracks will form on the surface of the rail head. In general, such changes
significantly affect one of the main operational properties of rails, i.e., the endurance limit.

The normalized values for using the rails in Central Asia are 2,000,000 cycles under
a load of 700 kN for rails R65 and RP65. The new rails certainly meet these requirements
(Table 10). In the case of the previously used rails, the maximum load under which they
could operate for 2,000,000 cycles was 510 kN. Under a standard load of 700 kN, the used
rails can only withstand 790,000 cycles (Figure 11a).

Table 10. Analysis of test results for the determination of the rail endurance limit.

Rail Type Sample
Rated Value of Endurance
Limit, Not Less than, MPa

Relative
Humidity,%

Maximum
Load, kN

Number of
Cycles

Endurance
Limit, MPa

Already
used R65

1
370

60 700 790,056 489
2 60 600 1,111,966 419
3 60 510 2,000,000 355

RP65 1 370 69 700 2,000,000 489
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(a) (b) 

Figure 11. Rail failure after cyclic tests: (a) under a load of 700 kN, number of cycles: 790,056;
(b) fracture under a load of 600 kN, number of cycles: 1,111,966.

This result is largely due to the formation of cracks in the surface layer of the rails. A
photograph of the fracture surface (Figure 11a) shows that the fracture originated on the
side surface of the rail. The reason for the crack development was the zone of lateral collapse
of the rail head formed under operating conditions (Figure 12a). This crack nucleus led to
its fatigue development. Figure 12a clearly shows the zone of stable fracture development.
It is characterized by fatigue lines representing approximate concentric contours. The focus
of these contours is at the origin of the fatigue crack (Figure 12b). The surface of this zone
is smooth and level. This effect is the result of cold hammering caused by repeated presses
of two surfaces of the crack on each other.

  
(a) (b) 

Figure 12. Failure of a used rail after endurance limit tests. (a) A general view of the rail head and
(b) the place where the crack originated on the rail fluting.

A set of experimental studies showed considerable changes in the structure of the R65
rail during its operation. The hardness of the surface layer and the rail itself increases to a
sufficiently significant depth (up to 35 mm). In addition, considerable stresses are formed
in the rail. It should be noted that both hardness and stress increase to the upper limit of
the values allowed by the state standard (sometimes slightly exceeding it). Despite the
increase in hardness and the formation of stresses, the plastic and strength properties of the
rails remain almost at the same level and do not fall outside the tolerance field of the values
determined by the state standard. The change in hardness is conditioned by changes in the
structure of the rail. When the structure is deformed, the condition of the grains of lamellar
pearlite is transformed, with the maximum amount of structure damage occurring in the
surface layer of rails with a thickness of less than 2 mm. The lengths of the line defects
also change, which then affects the cyclic life of the rails. New RP65 rails under a standard
load of 700 kN can withstand 2,000,000 cycles. The previously used R65 rails under the
same load can withstand significantly less than 790,000 cycles. They can withstand the
2,000,000 cycles determined by the state standard only under a load of 510 kN.
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The changes that took place in the mechanical properties, especially in the cyclic prop-
erties, are related to both the operation intensity, structure, and mechanical composition of
the R65 and RP65 rails. The analysis of the chemical composition of the analyzed steels is
shown in Table 1. It shows that the chemical composition of the main alloying elements
differs slightly, by no more than 0.1%. Such changes in the composition vary the properties
of the steel by no more than a percentage [26]. Moreover, manganese in the RP65 steel may
increase by 0.1%, and vanadium may increase by less than 0.05%. Such changes in the
chemical composition will not noticeably change the mechanical properties [27,28]. The
main difference between these steels is the content of sulfur and phosphorus. In RP65
steel, the content of sulfur and phosphorus can be higher by 0.01–0.02%, which somewhat
reduces its plastic properties [27]. Based on this particular chemical composition, the R65
rails are designed for the main, working tracks [28], while the RP65 rails are intended
for industrial routes, where the intensity of the movement is lower and there is not as
much frequent deforming effect. The initial mechanical properties of the new R65 rail are
slightly higher than those of the R65 rail. However, our tests have shown that both brands
can withstand a certain standard load. Our studies have shown that during operation,
microcracks form in the surface layer of the R65 rail, and the surface layer is decarbonized.
These processes run in parallel with the processes of riveting the surface layer and the
formation of internal stresses in the rails. The result is that the mechanical properties of
the R65 rail (hardness and tensile strength) practically do not change or even increase by
a small amount (5–10%). The formation of elongated defects in the surface layer and the
formation of microcracks during operation lead to a decrease in the cyclic properties (rail
endurance limit) of the rail. As a result, while the main mechanical properties of the rail
material remain at the required level, the value of the rail endurance limit indicator for the
used R65 rails becomes lower than that of the RP65 and no longer meets the requirements
of the standard.

Based on this fact, the R65 rails can be said to have been industrially used for a standard
period, which is not suitable for reutilization in the Republic of Kazakhstan. Their use is
possible only in low-congested areas or areas without intensive movement (storage areas,
dead ends, and other inactive routes). The number of passageways per day determines
the possibility of using these rails. The regulatory framework for testing, amounting to
2,000,000 cycles that the rail must withstand, is determined by a guaranteed 20-year period
of operation [29]. At the same time, they assume that up to 90 trains should pass per day.
Based on the obtained results, the maximum number of cycles that the previously used
R65 rail can withstand is 790 thousand, which is 2.53 times less. Therefore, it is possible to
use these rails only within the sections where the traffic intensity is lower than 35 trains
per day on average or various sections with non-intensive traffic, i.e., stops, dead ends,
and other inactive ways. At the same time, the already-used R65 rails will provide the
operation for the required period of 20 years.

At the same time, the standards and requirements for rails employed in different
countries may differ significantly, as determined by rolling stock weight standards, climatic
conditions, etc. Standards and requirements for the number of cycles of suitable rails can
be different. Therefore, the suitability of rails for different countries can vary, necessitating
meeting the standards of the country to determine the possibility of rail reutilization.

4. Conclusions

1. The studies revealed that the microstructure of the rail R65 metal after operation is
represented by a 2–3-point lamellar pearlite (0.3–0.4 μm) with isolated ferrite sections
along the grain boundaries, while the number of ferrite grains in the previously used
rails is less than 5% (average size is 0.24–0.26 μm). The depth of the deformed layer is
up to 300 μm, and the value of the decarbonized layer of the surface, identified by a
solid ferrite network, does not exceed 320 μm. The average diameter of non-metallic
inclusions for the new RP65 and already-used R65 rails is almost the same. However,
the length of inclusions for R65 is much higher. After the warranty period of R65
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operation, the length of line-extended defects increases. The long-term operation of
the rails is accompanied by deformation and transformation of the material structure.
The hardness values of the previously used rail during the warranty period were at
the level of HB 350–360.

2. The quantitative analysis of the morphological state of the steel structure showed that
the state of the grains of lamellar pearlite is transformed during operation. Its structure
destruction is at its maximum in the upper layer of the rails, with a thickness of less
than 2 mm regardless of the position of the analyzed volume. It was experimentally
confirmed that the relative content of broken pearlite grains on the rolling surface was
more than 2 times higher than the content in the surface layer of the working fillet.

3. During the operation, a change in the structure of the upper layer was revealed. At the
same time, the hardness increases along the entire rail section, and residual stresses
are formed. Its level in the neck of the already used rails is 1.42 times higher than that
of the new ones, and the depth of the maximum residual stresses is 2 mm, which is in
the upper range of the permitted values. The values of residual stresses in the middle
part of the base of the used rails are 1.25 times higher than those for the new ones, but
the total level of the stress-strain state of the rail is within the permissible interval.

4. Deformation transformations of the rail steel structure during their exploitation on
the railway did not negatively influence the cyclic durability of the product. However,
at the same time, the results of the endurance limit tests showed that the maximum
load under which the used rails could run 2,000,000 cycles was 510 kN, and under a
standard load of 700 kN, the already used rails could only withstand 790,000 cycles.

5. Hence, if an overall level of reduction in the operational indicators of the used rails
is provided, it is possible to recommend their reutilization in less critical areas at a
lower level than normal to prevent sudden and difficult-to-predict failures.
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Abstract: Two shape optimization methods, based on non-parametric and geometric parameters,
were developed to address stress concentrations in the vent holes of gas turbine flow guide disks.
The design optimization focused on reducing the maximum equivalent stress at the hole edge in
an aero-engine gas turbine flow guide disk. The effectiveness of both methods in achieving this
objective was studied. The results indicated that the non-parametric-based optimization method
reduced the maximum equivalent stress at the hole edge by 24.5% compared to the initial design,
while the geometric parameter-based optimization method achieved a reduction of 20.2%. Both shape
optimization methods proved effective in reducing stress concentrations and improving fatigue life.
However, the non-parametric shape optimization method resulted in a better design for the vent
holes based on the study’s findings.

Keywords: shape optimization; flow guide disk; vent hole; design optimization

1. Introduction

Aero-engine components feature a significant number of hole features that serve
various purposes, including connection, weight reduction, air system functionality, and
heat transfer. These holes play a crucial role in the overall performance and efficiency
of the engine. However, it is essential to carefully consider the location and design of
these holes to prevent the occurrence of severe stress concentrations at their edges. Stress
concentrations can lead to structural fatigue and a reduction in a component’s overall
lifespan [1–4], and the stress concentration problem has received great attention from
aero-engine strength researchers [5,6]. Among the various components in an aero-engine,
the gas turbine flow guide disk vent serves as a prime example, highlighting the challenges
faced in the design of such component structures. The design of these structures is often
constrained by the relative positions of the holes and the required cross-sectional areas.
As a result, the design space for these components becomes limited, posing significant
difficulties for engineers and designers.

To address these challenges and optimize the design of aero-engine components with
hole features, researchers have undertaken extensive studies in the field of design opti-
mization. These studies have aimed to enhance the performance and longevity of these
components by reducing stress concentrations and improving fatigue life. Chen et al. [7,8]
focused their research on a specific component—the high-pressure turbine disk-mounting
side bolt hole. They approached the optimization problem by describing the hole boundary
using a biaxially symmetric-shaped hole. By modeling and optimizing the geometric
dimension parameters of this shaped hole, they successfully reduced the maximum equiva-
lent stress value at the hole edge, thereby enhancing the component’s performance and
fatigue life, and they also expanded the biaxial symmetry non-circular hole to the uniaxial
symmetry non-circular hole and obtained different results. Sun et al. [9] pursued a dif-
ferent approach by conducting shape optimization based on the hyper elliptic equation
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and the sequential response surface method for the open hole characteristics of a rotary
casing. Their research demonstrated that shape optimization techniques could effectively
improve the dynamic characteristics of the structure, leading to further enhancements
in performance and reliability. In another study, Yan et al. [10] employed a multi-island
genetic algorithm and introduced a non-circular-shaped hole design to optimize the gas
turbine flow guide disk vent hole. By combining this approach with finite element analysis
sub-model technology, they successfully reduced the maximum equivalent stress value
at the hole edge and improved the component’s fatigue life. In another article by Yan
et al. [11], surrogate-based optimization with improved support vector regression was
used for the non-circular vent hole on an aero-engine turbine disk. Hossein et al. [12–14]
discussed the stress concentration factors (SFCs) in circular hollow-section X-connections
retrofitted with a fiber-reinforced polymer under different load conditions, and the SCFs
were greatly reduced. Zhu et al. [15] focused their efforts on optimizing the shape of
a bolt hole in an engine sealing disk using multi-segment curves. The results of their
research were impressive as they achieved a remarkable 32.8% reduction in the maximum
equivalent stress at the hole edge compared to the original single round hole design. These
optimization strategies have exhibited significant potential for enhancing a component’s
performance and durability.

In the current research landscape, the optimization of aero-engine component designs
with hole features has gained significant attention. Researchers worldwide are striving to
improve the structural integrity and performance of these components through innovative
approaches and advanced optimization techniques. One prominent area of research has
focused on advanced optimization algorithms and methodologies. Genetic algorithms,
particle swarm optimization, response surface methods, and surrogate modeling techniques
are some of the widely employed optimization strategies [16–21]. These algorithms have
aimed to explore the design space efficiently and identify optimal solutions that reduce
stress concentrations and enhance fatigue life.

Researchers have primarily relied on traditional geometric parameter-based optimiza-
tion methods and finite element analysis to enhance the design of aero-engine components
featuring hole features. The studies mentioned above have demonstrated the effectiveness
of various optimization techniques in reducing stress concentrations and improving the
overall performance and fatigue life of these structures. However, certain limitations,
such as vent area optimization, still require further exploration. By addressing these chal-
lenges, researchers can continue to advance the field and contribute to the development
of more efficient and reliable aero-engine components. The current approach employed
by researchers for optimizing the design of hole structural features involves using the
traditional geometric parameter-based shape optimization method. This method relies
heavily on the engineering design experience of researchers and utilizes specific geometric
parameters such as elliptical, multi-circular arc, or shaped holes to define the design bound-
aries. The optimization outcomes are highly dependent on the selection of these design
variables. However, an alternative approach known as non-parametric shape optimization
offers a promising solution [22–27]. Unlike the traditional method, non-parametric shape
optimization does not rely on geometric curves to describe the design boundaries. This
method holds the potential to overcome the limitations of poor design optimization results
caused by the lack of relevant structural design experience among designers. It also offers
a theoretical avenue to enhance the design optimization process.

To explore the effectiveness of the non-parametric shape optimization method, this
study focused on the design optimization of a gas turbine flow guide disk vent hole.
By utilizing the non-parametric approach, we aimed to obtain optimal design solutions
that could outperform those achieved through the traditional geometric parameter-based
shape optimization method. Furthermore, a comparative study was conducted between
these two methods, providing valuable insights and serving as a reference for future
design optimization endeavors involving similar structural features. By adopting the non-
parametric shape optimization method, researchers can aspire to enhance the efficiency
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and accuracy of design optimization for hole structural features, ultimately contributing to
advancements in the field of engineering design and promoting innovative solutions for
various applications.

2. Shape Optimization Method and Process

2.1. Geometric Parameter-Based Shape Optimization Method and Process

To ensure minimal and independent design variables, as well as facilitate ease of
processing and manufacturing, researchers employing the geometrical parameters of the
shape optimization method must carefully choose a suitable curve to construct the para-
metric model for the hole boundary. Common approaches for constructing the hole scheme
include selecting straight lines, multi-segment arcs, and ellipses.

In this paper, we present the flowchart of the geometric parameter-based shape opti-
mization method (illustrated in Figure 1). Initially, a CAD parametric model is established,
where the geometric parameters are modified and linked to the CAD model. This model
undergoes preprocessing through finite element software, and it is subsequently solved.
The optimizer then verifies the constraints and determines if the optimization results are
optimal. If the design fails to meet convergence criteria, the process returns to updating the
design by modifying the CAD geometric parameter model, and the aforementioned steps
are repeated. It is important to note that this optimization method requires re-meshing
after each iteration, and the selection of design variables significantly impacts the resulting
optimization outcomes.

 
Figure 1. Flowchart of geometric parameter-based shape optimization.

2.2. Non-Parametric-Based Shape Optimization Method and Process

Non-parametric shape optimization is a method of optimizing designs that does not
rely on specific geometric parameters to describe the shape. Instead, it offers flexibility
by allowing the shape to be modified freely within the design space. This method is
particularly useful in the finite element analysis (FEA) framework, where mesh deformation
techniques can be employed to alter the mesh geometry.

In non-parametric shape optimization, the shape is typically represented using a set
of control points or a mesh. The position of these control points or nodes can be adjusted
to deform the shape. Mesh deformation techniques, such as the Free-Form Deformation
(FFD) or Radial Basis Function (RBF) [28,29], can be utilized to smoothly modify the shape
while maintaining mesh quality.

128



Metals 2023, 13, 1151

The optimization process involves defining an objective function that quantifies the
desired performance of the design. This function can be based on various criteria, such
as minimizing stress concentration, maximizing stiffness, or optimizing fluid flow char-
acteristics. Additionally, constraints may be included to satisfy design requirements or
limitations.

To optimize the shape, mathematical optimization algorithms, such as gradient-based
or evolutionary algorithms, are employed. These algorithms iteratively adjust the posi-
tions of the control points or nodes to improve the objective function while satisfying
the constraints. The optimization process continues until a satisfactory design solution is
obtained [22].

Using the non-parametric shape optimization method, we can consider a hole-type
structure as an example. In this approach, the coordinates of finite element nodes on the
hole boundary are selected as design variables for optimization. During the optimization
process, each node can be individually moved from its adjacent nodes. A schematic
representation of coordinate movements for the design variable nodes is shown in Figure 2.
Additionally, the nodes near the design variables can be adaptively moved, and to prevent
jagged boundaries in the optimized structure, a mesh-smoothing algorithm is employed to
ensure mesh quality.

Figure 2. Schematic of design node movement for a hole-type structure.

In this study, we illustrated the non-parametric-based shape optimization process,
as depicted in Figure 3. A finite element model of a vent hole was set up using the
commercial FEA tool, ANSYS 19.2(ANSYS Inc., Pittsburgh, PA, USA). The non-parametric
optimization process was performed by Tosca Structure 2020 (Dassault Systèmes, Vélizy-
Villacoublay, France) and the process of minimization of the deviation from a reference
stress value was based on the following hypothesis by Neuber: the optimum form of
a component is achieved when the stresses running along the considered surface zone
is fully constant (stress homogenization). Unlike conventional optimization iterations,
our approach eliminated the need for modifying the CAD parametric model in each
iteration. Instead, we directly adjusted the coordinates of the design variable nodes, thereby
eliminating the time-consuming CAD parametric model modification, and then we repeated
finite element pre-processing and the interpolation process for the temperature field.

Furthermore, after optimization by Tosca Structure’ shape optimization, we obtained
the mesh nodes file of a vent hole, and then the coordinates of the finite element nodes were
obtained by using the user-developing languages of the ANSYS 19.2, namely, the APDL
scripts. Then, we reconstructed the vent hole boundary in CAD software by combining
spline curves with the finite element nodes coordinates from the previous step. In this
process, this integration formed the final outcome of our optimization methodology.
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Figure 3. Flowchart of non-parametric-based shape optimization.

3. Vent Hole of a Gas Turbine Flow Guide Disk

3.1. Introduction of a Vent Hole

In this study, we focused on optimizing a gas turbine flow guide disk vent hole,
which served as a representative example. Figure 4 illustrates the schematic diagram of a
flow guide disk, wherein the vent holes play a crucial role in supplying cooling air to the
turbine rotor. It is important to note that the location and configuration of these vent holes
significantly impact the performance of the air system, as well as the fatigue life of the disk.

Figure 4. Schematic diagram of the gas turbine flow guide disk.
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Considering that the positioning and size of the vent holes often result in considerable
circumferential and radial stresses, the structural designer devised a solution to mitigate
the stress concentration at the hole edges. As depicted in Figure 5, the designer initially
employed a design approach featuring a straight line superimposed on multiple circular
arcs for the hole, effectively reducing the stress concentration. By addressing these design
considerations and optimizing the vent hole configuration, we aimed to enhance the overall
performance and durability of the gas turbine system.

 
Figure 5. Schematic diagram of the vent hole (initial design).

3.2. Strength Evaluation of the Initial Design

The material used for the flow guide disk was the FGH95 Ni-based superalloy, which
is commonly used in aerospace and gas turbine applications, especially for aero engines in
China. Some of the mechanical properties of the FGH95 superalloy are shown in Table 1.

Table 1. Mechanical properties of FGH95.

Temperature
(◦C)

Young’s
Modulus
E (GPa)

Poisson’s
Ratio

μ

Yield
Strength
σ0.2 (MPa)

Ultimate
Strength
σb (MPa)

Density
(kg/m3)

25 214.4 0.305 1200 1600
8270

500 197.2 0.337 1140 1520

The flow guide disk had N holes evenly distributed in the circumferential direction,
and the structure and loads exhibited cyclic symmetry. To optimize the design process
and save on computational time, the calculation model considered a 1/N cyclic symmetric
section, which included a vent hole.

Since the vicinity of a hole was the focus of this study, in the finite element model,
the mesh near the hole edge was refined based on a mesh sensitivity analysis, as shown in
Figure 6. It was observed that the maximum equivalent stress near the hole edge converged
when the mesh size was approximately 0.2 mm. Then, the local mesh size for strength
evaluation around the hole edge was determined to be 0.2 mm, while a mesh size of 2 mm
was used in the remaining regions to reduce the computational analysis time. The finite
element analysis model consisted of a total of 182,490 elements, and 289,011 nodes, as
depicted in Figure 7. In Figure 7, the x-axis represents the radial direction, the y-axis
represents the circumferential direction, and the z-axis represents the axial direction.

The finite element model was subjected to centrifugal and temperature loads. The
centrifugal loads were applied to the model in the form of a rotational speed of 20,868 r/min,
while the temperature loads were applied to the nodes, and the temperature distribution
was as shown in Figure 8. The axial and circumferential displacements of all the nodes
on face A, as well as the axial displacements of all the nodes on face B, were constrained.
Additionally, the cyclic symmetry constraint was applied to both the lower and upper
boundaries.
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Figure 6. Mesh sensitivity analysis of the finite element model.

 

Figure 7. Finite element mesh of the gas turbine flow guide disk.

Figure 8. Temperature distribution of the gas turbine flow guide disk.
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Under the given load conditions, the linear elastic finite element simulation analysis
was performed with a calculation time of approximately 5 min on an Intel Xeon E5-1620
V4 Core 32 G memory computing platform. The equivalent stress distribution of the flow
guide disk was as shown in Figure 9. The maximum equivalent stress was 1513.3 MPa, and
it was located at the R3 circular arc section of the hole edge, as shown in Figure 5. This
indicated that the edge of the vent hole served as a weak point in the fatigue life of the
flow guide disk, and the stress distributions along the upper and lower edges of the hole
were closely symmetric with respect to the middle line of the enlarged position shown in
Figure 9.

 
Figure 9. Equivalent stress distributions in the gas turbine flow guide disk’s initial design.

In order to facilitate the subsequent design optimization, the detailed stress distribu-
tion and composition of the hole’s front edge were extracted according to the normalized
path of 0~0.5~1, as shown in Figure 9. Figure 10 illustrates the stress distribution along the
vent hole edge of the initial design, encompassing both the equivalent stress and normal
stress. An analysis of the figure revealed the following: the maximum circumferential
stress (normal stress on the Y-axis) measured 1392 MPa, while the maximum radial stress
(normal stress on the X-axis) amounted to 791 MPa. The circumferential stress distribution
closely resembled the equivalent stress and surpassed the radial stress, implying that
the circumferential stress served as the predominant stress component. Consequently, to
mitigate the maximum stress value at the hole edge, the overall optimization approach
proposed in this paper focused on reducing the curvature of the curve at the R3 edge
of the hole and employing the “compress the upper and lower edge, stretch the left and
right edge” strategy. This study incorporated methods based on geometric parameters and
non-parametric techniques.

Figure 10. Stress distribution along the vent hole edge in the initial design.
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4. Design and Optimization

4.1. Geometric Parameter-Based Optimization

After conducting the aforementioned strength analysis, the vent hole scheme was
redesigned in this study with the aim of reducing the stress value at the hole edge. As
illustrated in Figure 11, the vent hole was modified to an elliptical shape based on our
engineering experience, with the semi major axis denoted as ‘a’ and the semi minor axis
denoted as ‘b’. The major axis of the ellipse defined the circumferential direction of the
vent hole, while the minor axis determined the radial direction. Since the air system
imposed restrictions on the vent hole cross-sectional area, the cross-sectional area of the
vent hole remained constant at ‘S’. This modification addressed the stress-related concerns
and ensured compliance with the vent hole cross-sectional area requirements.

Figure 11. Schematic diagram of the vent hole based on the geometric parameters for vent holes.

In this study, the mathematical model for geometric parameter-based shape optimiza-
tion can be represented by Equation (1), as follows:

min σeqv,max
f ind a
s.t. S = S0

(1)

In Equation (1), σeqv,max is the maximum equivalent stress at the hole edge, a is the semi-
major axis of the ellipse, and S represents the cross-sectional area of vent hole, which is equal
to a specific value, denoted as ‘S0’, according to the requirements of the air system on the
vent hole. In this case, S0 was equal to 84.198 mm2. The shape optimization method based
on the geometric parameters necessitated adjustments to the relevant geometric model
parameters, CAD model re-meshing, and interpolation of the temperature field during each
iterative sub-step of the optimization process. Because the cross-sectional area remained
basically unchanged, the variations in the vent hole had no significant impacts on the
temperature field, and therefore, the temperature load of the finite element model remained
unchanged during the optimization iterations. Given that the number of design variables
was limited to only one, the NLPQL gradient algorithm [30] was employed in this study
to expedite the optimization calculations. Figure 12 illustrates the comparison between
the initial design scheme and the optimal design scheme achieved through geometric
parameter-based optimization. Furthermore, Figure 13 depicts the distribution of the
equivalent stress in the flow guide disk and the vent hole when employing the optimal
design scheme based on the geometric parameters.
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Figure 12. Comparison of the schemes between the initial design and the geometric parameter-based
optimal design.

Figure 13. Equivalent stress distribution in the geometric parameter-based optimal design.

Table 2 presents a comparison of the optimization results between the initial design and
the design achieved through geometric parameter-based optimization. The optimization
results indicated that the semi-major axis (a) of the ellipse after optimization was 7.3 mm,
corresponding to a semi-minor axis value of 3.67 mm. The area of the vent hole was
84.166 mm2, which was 0.04% smaller than the initial value of 84.198 mm2. This slight
difference was acceptable within the engineering requirements for the design dimensions
of the vent hole, which are typically specified to two decimal places, and it could be
accommodated by the air system. The maximum equivalent stress at the hole edge in the
optimal design based on the geometric parameters was 1207 MPa, reflecting a significant
reduction of 20.2% compared to the initial design, which recorded a maximum equivalent
stress of 1513 MPa. This improvement highlighted the effectiveness of the geometric
parameter-based optimization approach in mitigating stress levels at the hole edge.

Table 2. Comparison of the results between the initial design and the geometric parameter-based
optimal design.

Parameters a/mm S/mm2 σeqv,max/MPa

Initial design - 84.198 1513
Geometric parameter-based optimal design 7.3 84.166 1207

Difference (%) - −0.04% −20.2%
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4.2. Non-Parametric-Based Optimization

For the non-parametric shape optimization of the vent hole, all nodes located along
the hole’s edge were chosen as design variables. To ensure sufficient mesh quality for
the finite element analysis, adaptive mesh technology was employed in Tosca Structure.
This technique enables the cells surrounding a design’s variable nodes to move adaptively
within a specified range, thereby maintaining a high-quality mesh around a vent hole. In
this study, the optimization objective was to minimize the maximum equivalent stress
at the vent hole’s edge in the flow guide disk. The specific mathematical model for this
optimization process can be expressed by Equation (2), as follows:

min σeqv,max
f ind Nodei,x,y (i = 1 . . . j)
s.t. S = S0

(2)

In Equation (2), σeqv,max is the maximum equivalent stress at the hole edge, Nodei,x,y
is the location of node i of the hole edge, and S is the cross-sectional area of the vent hole,
which is expected to be kept the same during the optimization iterations. To meet the air
system’s restriction requirements for the vent hole’s cross-sectional area, the constraints
were transformed to maintain the optimized structure volume equal to the initial design
volume. Due to the manufacturability requirements of the vent hole, it needed to be aligned
with the basic hole scheme in the axial direction. To meet the engineering manufacturing
requirements, constraints were applied to the movement of these design variables. The
nodes located at the same angular positions along the hole edges were selected as a group.
Figure 14 illustrates the configuration of the four node groups (red nodes) established in this
study, totaling 66 groups, ensuring the consistent direction and magnitude of movement
for the nodes within the same groups. If this constraint was not imposed, the direction
and magnitude of movement for each node within the same group would have been
inconsistent, and the hole would not have been smooth along the axil direction. As a result,
the optimization outcome could not have been manufactured.

 
Figure 14. Equivalent stress distribution of the geometric parameter-based optimal design.

The variations in the equivalent (von-Mises) stress during the iteration process is
shown in Figure 15. We can see that after 46 iterations in Tosca Structure, the equivalent
(von-Mises) stress of vent hole converged to 1130 MPa, and we successfully obtained the
optimal results for the vent hole in the flow guide disk.
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Figure 15. The variations in the equivalent (von-Mises) stress during the iterative process.

We generated an optimized 3D model by using a self-developed APDL script and
spline curves. Figure 16 displays a comparison between the initial design scheme and the
optimal design achieved through the non-parametric-based optimization approach. It was
evident that the optimized scheme based on non-parametric optimization closely resembled
the “ellipse-like” scheme derived from the geometric parameter-based optimization. Fur-
thermore, Figure 17 presents the distribution of the equivalent stress in the flow guide disk
and vent hole, highlighting the improvements achieved with the non-parametric-based
optimal design.

 
Figure 16. Comparison of the schemes between the initial design and the non-parametric-based
optimal design.

Table 3 provides a comprehensive comparison of the optimization results between the
initial design and the optimal design achieved through the non-parametric shape optimiza-
tion approach. The maximum equivalent stress at the hole edge in the non-parameter-based
optimal design was reduced by 24.5%, measuring 1142 MPa compared to the initial design’s
stress of 1513 MPa. The non-parametric-based optimal design showcased the successful
reduction in stress concentrations, resulting in a more uniform stress distribution through-
out the vent hole. These improvements highlighted the effectiveness of the non-parametric
approach in achieving stress reductions and enhancing the overall performance of the
design. After optimization, the cross-sectional area of the vent hole was approximately
84.304 mm2, which was approximately 0.13% larger than its initial value of 84.198 mm2.
This discrepancy was attributed to the error introduced by using spline curves to describe
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the optimized vent hole mesh boundary. However, this could be accepted by the air system
requirements.

 
Figure 17. Equivalent stress distribution of the non-parametric-based optimal design.

Table 3. Non-parametric shape optimization-based method before and after the optimization results.

Parameters S/mm2 σeqv,max/MPa

Initial design 84.198 1513
Non-parametric-based optimal design 84.304 1142

Difference (%) + 0.13% −24.5%

5. Discussions

Two optimization methods, namely, geometric parameter-based optimization and
non-parametric optimization, were employed to optimize the vent hole in a gas turbine
flow guide disk. Figure 18 illustrates the design schemes of the initial design and the
optimal designs obtained through the two different optimization methods. The results
demonstrated significant changes in the optimal design schemes compared to the initial
design. Notably, the optimal designs generated by both methods exhibited similarities,
resembling elliptical shapes with slight variations in curvature at certain locations. This
indicated that both optimization methods converged towards a similar optimal design
solution, emphasizing the effectiveness of both approaches in achieving the desired design
modifications.

Tables 2 and 3 present the results obtained using the two different optimization
methods utilized in this study. The following observations could be made:

(1) Both optimization methods resulted in an optimal vent hole design that exhibited
a more uniform stress distribution compared to the initial design.

(2) Both optimal designs effectively reduced stress concentrations. The geometric
parameter-based optimal design achieved a 20.2% reduction in the maximum equivalent
stress, while the non-parametric-based optimal design achieved a greater reduction of 24.5%
compared to the initial design. It was worth noting that the non-parametric-based shape
optimization method proved to be more efficient in optimizing the maximum equivalent
stress at the hole edge.
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Figure 18. Comparison of the schemes between the initial design and two different optimization
methods.

These findings demonstrated the effectiveness of both optimization methods in improv-
ing stress distribution and reducing stress concentration, with the non-parametric-based
method showcasing a higher efficiency in stress optimization.

In order to gain a more detailed understanding of the differences between the two
optimization methods, Figure 19 provides the equivalent stress distribution along the front
edge of the vent hole for the initial design and the two optimal designs, and the following
observations can be made:

(1) In comparison to the elliptical scheme, the non-parametric-based optimization
resulted in a smaller curvature at the location where the maximum equivalent stress
occurred. This led to a more uniform stress distribution and a lower maximum equivalent
stress value.

(2) While the geometric parameter-based design achieved a 20.2% reduction in the
maximum equivalent stress compared to the initial design, it is important to note that the
establishment of the optimized hole shape boundary relied heavily on the engineering
experience of the designer. Different designers may utilize different hole boundaries, which
can result in varying design optimization outcomes.

Figure 19. Comparison of the equivalent stress distribution along the vent hole edge between the
different designs.
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These findings highlighted the advantages of the non-parametric-based optimiza-
tion method as it provided greater flexibility in achieving an optimal stress reduction
and uniform stress distribution while mitigating the dependence on individual designer
experience.

Based on the fundamental knowledge of fatigue theory, it is known that reducing
the maximum equivalent stress and enabling a more balanced stress distribution along
the vent hole edge through optimization is beneficial for improving the fatigue life of a
vent hole. A comparison of fatigue life of the vent holes before and after optimization
is presented in Table 4, and it is based on our institute’s fatigue database for the FGH95
Ni-based superalloy. It can be observed that the geometric parameter-based optimal design
resulted in an increase in fatigue life from 3701 cycles to 11,066 cycles, representing a 199%
improvement, while the non-parametric-based optimal design yielded a fatigue life of
14,486 cycles, indicating a 291% improvement.

Table 4. Comparison of fatigue life between the different designs.

Parameters Initial Design
Geometric

Parameter-Based
Optimal Design

Non-Parametric-
Based Optimal

Design

Nf/cycles 3701 11,066 14,486

6. Conclusions

This study established design optimization models and processes for vent holes using
geometric parameter-based and non-parameter-based designs. Two shape optimization
methods have been presented, and the differences between the two optimal designs have
been studied. The key conclusions from this study are as follows:

(1) The stress concentration in the vent hole was reduced and the stress distribution
became more uniform after optimization compared to the initial design. This optimization
method can be used as a reference for the design optimization of similar engineering
structures.

(2) The geometric parameter-based optimal design achieved a 20.2% reduction in
maximum equivalent stress compared to the initial design, while the non-parameter-based
optimal design achieved a 24.5% reduction.

(3) The non-parametric-based shape optimization method demonstrated better opti-
mization results and effectively avoided the poor design optimization results caused by the
lack of relevant structural and strength design experience among designers.

(4) Through the application of the two optimization methods, the geometric parameter-
based approach resulted in an improvement in the fatigue life of the vent hole from 3701
cycles to 11,066 cycles. Additionally, the non-parametric-based shape optimization yielded
a fatigue life of 14,486 cycles.

In conclusion, this study has successfully established effective design optimization
models and processes for vent holes and has provided valuable insights into the differences
between geometric parameter-based and non-parameter-based optimization methods.
These findings will be useful for future engineering designs.
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Abstract: Aluminium alloy (AA2024-T4) is a material commonly used in the aerospace industry,
where it forms part of the fuselage of aircraft and spacecraft thanks to its good machinability and
strength/weight ratio. These characteristics allowed it to be applied in the construction of the
structure of a pilot plant to produce biological extracts and nano-encapsulated bioproducts for the
phytosanitary control of diseases associated with microorganisms in crops of Theobroma cacao L.
(Cacao). The mechanical design of the bolted support joints for this structure implies knowing the
performance under fatigue conditions of the AA2024-T4 material since the use of bolts entails the
placement of circular stress concentrators in the AA2024-T4 sheet. The geometric correction constant (Y)
is a dimensionless numerical scalar used to correct the stress intensity factor (SIF) at the crack tip
during propagation. This factor allows the stress concentration to be modified as a function of the
specimen dimensions. In this work, four compact tension specimens were modeled in AA2024-T4,
and each one was modified by introducing a second circular stress concentrator varying its size
between 15 mm, 20 mm, 25 mm, and 30 mm, respectively. Applying a cyclic load of 1000N, a load
ratio R=-1 and a computational model with tetrahedral elements, it was determined that the highest
SIF corresponds to the specimen with a 30 mm concentrator with a value close to 460 MPa.mm0.5.
Where the crack propagation had a maximum length of 53 mm. Using these simulation data, it was
possible to process each one and obtain a mathematical model that calculates the geometric correction
constant (Y). The calculated data using the new model was shown to have a direct relationship with
the behavior obtained from the simulation.

Keywords: crack; fatigue; geometric factor; support vector regression; pilot plant

1. Introduction

Theobroma cacao (Cocoa) is considered one of the most important raw materials
in international trade; it is a source of foreign exchange in 58 producing countries,
highlighting that 89% of this production is found in Ivory Coast, Ghana, Indonesia,
Nigeria, Brazil, Ecuador, Malaysia and Cameroon [1]. Cocoa production is sometimes
affected by environmental, physical, and chemical factors and inadequate pest and disease
control [2]. This crop is mainly infected by disease-causing microorganisms, among which
Moniliophthora roreri and Phytophthora spp. stand out, which are the two main risk factors
that directly affect annual cocoa production [3,4]. This is why management alternatives for
these diseases, such as the use of plant extracts and essential oils (EO), should be sought, be-
ing favorable for environmental sustainability and human health [5]. This implies the devel-
opment of an infrastructure capable of producing the raw material used in the production of
bio-based products.
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The study of the phenomenon of fracture has its origin in work proposed by Griffith
(1921, 1924); the researcher Irwin (1957) made an important advance by proposing the
analysis of fracture toughness as a function of stress, the toughness of a material is obtained
from the applied stress and the crack length, but given the different test configurations,
these values are known as a function of the failure modes called Stress Intensity Factor (SIF)
KI (Opening), KII (in-plane shear) and KIII (out-of-plane shear). Estimation of the SIF
in materials with linear elastic behavior (LEFM) is possible by quantifying the nominal
stress and crack size. The use of the finite element method (FEM) allows testing for
various configurations due to the versatility of the method; using the SMART component
integrated into the latest versions of ANSYS finite element software, it is possible to perform
simulations to verify the behavior of the geometric factor accompanying the determination
of the SIF in the different failure modes.

Researchers have worked on this method, Nairn [6] has proposed the analysis of
the geometric factor as a correction factor of the general SIF equation and that it can be
expressed as a function of crack length (a) and width (W), on the other hand, for the author
Mecholsky, the geometric factor (Y) for semi-elliptical cracks in materials of high hardness
and brittleness is used to explain the position and shape of the crack because it is a function
of an angle (θ) between the surface of the crack front and any peripheral point above it [7],
otherwise, authors Taylor, Cornetti and Pugno, cataloged this geometric factor not only
in terms of geometry but also in terms of the crack notch [8], on the other hand, when
analyzing fatigue crack propagation, the geometrical factor is included in an expression
known as the initial value of propagation for short cracks (a0), which according to the
authors B. Atzori, P. Lazzarin and G. Meneghetti, occurs at the point of intersection between
the change in realized stress (Δσ) and the different values of toughness (ΔK), where the
geometrical factor is calculated using a simulation in ANSYS 5.6 software [9].

The authors Smith and Scattergood have analyzed ceramic materials defining tough-
ness as a sum of two different toughnesses: (Kbend), which is defined as a toughness that
is a function of the stress intensity factor and the residual toughness (Kresidual) that results
from the residual stress field due to strain, an equation is obtained to determine the value
of the toughness (Kbend) by an exponential equation, which involves a shape factor and the
crack depth [10]. However, when analyzing materials with a higher degree of ductility, the
empirical approaches of authors J.C. Newman and I.S. Raju obtained an equally accepted
behavior for the determination of toughness [11].

On the other hand, when testing chromium steels, authors Nix and Lindley deter-
mined that the behavior of the shape factor (Cs) was also exponential in nature, where the
basis again was the ratio ( a/c ), where (a) is the crack depth, and (c) is the crack length,
where the values of this ratio were previously calculated by subjecting chromium steel
specimens On the other hand, when testing chromium steels, the authors Nix and Lindley
established that the behavior of the form factor, identifying that for the tests developed,
the fracture toughness equation must involve a factor called (Mf ), which is a crack front
correction factor [12].

These correction factors have been the product of a rigorous algebraic analysis, where
the basis of each of the equations that describe these factors, part of the simulations in
finite element programs, which provide the input values necessary to apply the respective
analysis algorithms, as proposed by the authors Clarke, Griebsch and Simpson, who explain
how it is possible to glimpse different situations of mechanical nature by means of the
Support Vector Regression (SVR), algorithm, this algorithm allows from some input values
in the Cartesian plane, to obtain an equation that adjusts to the distribution of given values,
considering the dispersion (ξ) of the same one, and the margin (ε) between the support
vectors [13]. This algorithm uses the principles of Lagrangian optimization, simultaneously
involving Kernel functions, which can have a polynomial, Gaussian or Sigmoidal nature,
and as explained by researchers Schölkopf and Smola [14], authors Heydari and Choupani,
indicate a correction factor for fracture toughness of a logarithmic nature based on the rate
of energy release [15], authors El-Desouky and El-Wazery, indicated fracture toughness
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for materials with a high degree of brittleness, using a fifth-degree polynomial (F1), whose
variable is the relation ( a/W ), where (a) is the crack length and (W) is the length of the
cross-sectional area [16].

The models for the geometric factor for compact specimens that are currently planned
in the literature are based on specimens that have a single stress concentrator.

Aluminum alloys are widely used in industry to reduce the weight of structural
components in machine design. Their light weight, easy machinability and excellent fatigue
strength make these alloys ideal materials for manufacturing in the modern world. One of
the most recent applications is in the high-speed rail industry, where 5083P-O Aluminium
alloy is involved in the design of train bodies, leading to increased running speed and
improved assembly performance [17].

The goal of the present work is to evaluate the behavior of this parameter when
there are two stress concentrators arranged in the specimen geometry since it has been
visually observed that the crack rupture direction is affected by the size and location of
the concentrator with respect to the propagation plane. In the same way, the study of the
geometrical factor implies a study of the stress intensity factor at the crack tip, which means
that this last parameter must also be analyzed for the geometrical conditions proposed.
The main differentiating feature lies in determining the stress intensity factor by applying
the FEM method and then processing this data by means of the SVR algorithm. Applied
to non-standardized specimens with variable diameter stress concentrators. Allowing
the data obtained by the simulation to be used within the Nadaraya–Watson estimator to
find a mathematical model that explains the behavior under variable tensile loading and
crack propagation.

The importance of the model to be developed consists in its use as an element for
joining bolted joints in structures with diameter variation with the purpose of establishing
life projection parameters useful for design processes.

2. Materials and Methods

2.1. Material and Specimens

In this article, a modified compact tension specimen (MCTE) was used based on
the ASTM-E399 standard, where the value of W was set at 100 mm and its thickness at
10 mm. In the same way, a stop hole of variable diameter was set in; in the same way, a stop
hole of variable diameter was fixed in 4 different specimens; therefore, 4 simulations were
performed for each modified compact specimen. The dimensions are shown in Figure 1. For
the configuration of the SMART method used in ANSYS, it was necessary to characterize the
Aluminium alloy (AA 2024-T4). This is hardened by a thermal aging process and presents
the mechanical properties contained in [18] and presented in Table 1; similarly, the author
Zyad Nawaf Haji [19] characterized the fatigue deformation parameters for AA2024-T4.
These parameters are determined from the Ramberg–Osgood and Coffin–Mason equations
that describe well the cyclic behavior of the material, but they are not physical laws [20].
These parameters are presented in Table 2.

Table 1. Mechanical properties AA2024-T4 [18].

Property Value

Density (Kg/m3) 2770
Coefficient of thermal expansion (1/C) 0.000023

Young’s Modulus (MPa) 71,000
Poisson’s Ratio 0.33

Shear Modulus (MPa) 26,692
Bulk Modulus (MPa) 69,608

The mechanical and fatigue properties of the AA2024-T4 used for the ANSYS simula-
tion are shown below.
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The authors B.M. Faisal, A.T. Abass and A.F. Hammadi [21] subjected to fatigue
tests several specimens of AA2024-T4, determining its characteristic S-N curve, which is
presented in Figure 2. Table 3 shows the values for the C and m constants for AA2024-T4
determined by authors Yang Guang, Gao Zengliang, Xu Feng and Wang Xiaogui [22] by
subjecting eleven specimens to fatigue tests.

  
MTCE-1 MTCE-2 

  
MTCE-3 MTCE-4 

Figure 1. Dimensions of modified compact specimens used.

Table 2. Fatigue Parameters AA2024-T4 [20].

Parameter Value

Strength Coefficient (MPa) 714
Strength Exponent −0.078

Ductility Coefficient 0.166
Ductility Exponent −0.538

Cyclic Strength Coefficient (MPa) 502
Cyclic Strain Hardening Coefficient 0.15

Figure 2. Characteristic fatigue behavior of the material AA 2024-T4 [21].
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Table 3. Paris’ Law Constants [22].

Constant Value

C 5.75 × 10-8

m 3.09

All modified compact tension specimens were subjected to failure mode 1 (opening),
which causes a unidirectional cyclic stress perpendicular to the crack plane; using a force
of 1000 N, using a Stress Ratio (R) = −1, since according to author C.M. Hudson fatigue
cracks in Aluminium alloy AA 2024 propagate at a faster rate with R = −1 than with R = 0
when the same load was applied in both tests. Apparently, the compression portion of the
loading cycle accelerates crack growth in this material [23]. Therefore, we proceeded to
perform the simulation using ANSYS Mechanical ADPL 21R1, from which we calculated
the KI values and the crack extension values (a) in each sub-step of the solution. It was
taken from Equation (1), formulated by R.P. Wei [24] for high-strength aluminum subjected
to cyclic axial loading.

ΔKI max = YΔσ
√

πa (1)

Expressing ΔKI as (KI max − KI min) and Δσ as (σmax − σmin), it is possible to derive
Equation (2) algebraically.

KI max = Yσmax(1 − R)
√

πa (2)

Subtracting for Y gives:

Y =
KI max

σmax(1 − R)
√

πa
(3)

Which is a dimensional expression that, for the purposes of the investigation, will
be compared with the relative crack length, which is expressed by a ratio a/W and is
also dimensionless.

2.2. Computational Model Using SMART Method

To achieve a better analysis of the SIF at the crack tip, the meshing was defined using
a Patch Conforming Method defined by Tetrahedral elements, these elements, according
to the ANSYS usage guide [25], are unique to the SMART method. Tetrahedral elements
are 3-dimensional in nature, have a quadratic displacement behavior and are well suited
for modeling irregular meshes. The element is defined by 10 nodes that have 3 degrees of
freedom in each of the x, y, and z nodal directions see Figure 3.

Figure 3. Tetrahedral elements.

The element has plasticity, hyperelasticity, creep, tensile stiffness, good deflection, and
tension capabilities. It also has mixed formulation capabilities to simulate deformations of
nearly incompressible elastoplastic materials and fully incompressible hyperelastic mate-
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rials [26]. Similarly, the Refinement method was used to perform sectorized refinements
in the crack front and its adjacent areas, as well as in the areas surrounding the circular
stress concentrators (stop holes). The grids, the number of elements and nodes of each
computational model used are shown below.

The Smart Crack Growth component used in the current research does not require
the placement of a pre-crack geometry; however, it does require the involvement of
3 parameters defined within the Fracture-Premesh Crack block that are defined based
on the geometry of the notch placed in the specimen. These parameters must be nodal
surfaces adjacent to the crack front. The first is defined as a function of the nodes located
on the edge of the crack front, which in the present work, we call the front, and interprets
the place at which the crack propagation would start; the second, which we call the top,
interprets the nodes located on the upper adjacent surface to the crack front; the third,
which we call the bottom, interprets the nodes located on the lower adjacent part of the
crack front.

Similarly, Figure 4a illustrates the nodes on the crack front (front), Figure 4b illustrates
the nodes on the top surface adjacent to the crack front (top), Figure 4c illustrates the nodes
on the bottom surface adjacent to the crack front (bottom) and Figure 4d illustrates the
location of the pre-crack conditions with the coordinate axes, inferring that the propagation
will be along the x-axis.

  
(a) (b) 

  
(c) (d) 

Figure 4. (a) illustrates the nodes on the crack front (front), (b) illustrates the nodes on the top surface
adjacent to the crack front (top), (c) illustrates the nodes on the bottom surface adjacent to the crack
front (bottom) and (d) illustrates the location of the pre-crack conditions with the coordinate axes,
inferring that the propagation will be along the x-axis.
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In Figures 5–8, the working specimen is presented, showing the number of ele-
ments and nodes for each of the variations in the size of the diameter of the stress
concentrator elements.

Figure 5. MTCE-1 mesh with 101742 elements and 151424 nodes.

Figure 6. MTCE-2 Mesh with 104899 elements and 156293 nodes.

Figure 7. MTCE-3 Mesh with 107059 elements and 159635 nodes.

The numerical model was defined using the patch-forming method with tetrahedral
elements. A general refinement was applied to the entire geometry of each specimen by
setting the size of each element to 2.5 mm, and then a surface refinement was applied to
each of the concentrators. Within the analysis setup, a time-defined solution was established
with 10 s as the time limit and 0.5 s as the time in each solution step.
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Figure 8. MTCE-4 Mesh with 99726 elements and 149780 nodes.

2.3. Data Processing Using Support Vector Regression (SVR) and Nadaraya-Watson Estimator (NWE)

The SVR algorithm is an algorithm for linear or non-linear regression of points in the
Cartesian plane, whose purpose is to find the equation of the hyper-plane that interpolates
all the points, based on the use of Kernel functions K(x) (see Table 4). Furthermore,
considering the margin between vectors (ε), the dispersion that exists between the margins
and the points furthest from it (ζ) and the arithmetic mean of the data (μ). These are
variables that can be imposed during regressions in this way. The quality of the regressions
performed can be measured in terms of the coefficient of determination (R2), since the
closer this value is to 1, the higher the quality of the regression. The rationale of the SVR
algorithm lies in the quadratic optimization of a Gram matrix, which is maximized subject
to a real domain condition to find the Lagrange multipliers [26].

Table 4. Kernel Equations.

Kernel Equations

Linear K(
→
Xn,

→
X
′
n) =

→
Xn

T
·→X

′
n

Polynomial K(
→
Xn,

→
X
′
n) =

( →
Xn·

→
X
′
n

)d

Gaussian K(
→
Xn,

→
X
′
n) = e−

‖→Xn−
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′
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2

2σ2

Sigmoidal K(
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→
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′
n) = tanh

(( →
Xn·

→
X
′
n

)
+ ϕ

)
Epanechnikov K(

→
Xn,

→
X
′
n) =

3
4

(
1 − (

→
Xn·

→
X
′
n)

2
)

The calculation of the weight values wn that are calculated by means of the Lagrange
multipliers were obtained by means of a code in Python language and from which the
approximation was carried out by means of the Nadaraya-Watson estimator. To determine
which of the Kernel equations shows similar behavior.

According to author Larroca, F., the Nadaraya–Watson estimator is a type of non-
parametric estimator that uses an equation, m̂(x), and a fit parameter, εo, to interpolate
a series of data in the Cartesian plane, this equation, m̂(x), is given as a function of a
weighted average of a Kernel density equation (see Table 4), which is assigned to each of
the points taken [27]. However, the author Cai. Z. [28] proposes that the function m̂(x) is
altered with weight values, wn, to improve its fit, therefore, its general form is given by:

Ypred = m̂(x)± εo (4)
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According to the authors Demir, S. and Toktamis, O. [29], the use of the Kernel within
ENW implies changing the dot product between vectors by the expression xn−x

h , then, the
function m̂(x) is posed as:

m̂(x) =
∑n

i=1wn·K
( xn−x

h
)
yn

∑n
i=1wn·K

( xn−x
h

) (5)

According to the author Fan, J., K symbolizes a Kernel density equation, xn is the
x-axis coordinate of each point in the Cartesian plane, yn is the y-axis coordinate of each
point in the Cartesian plane, n is the number of points in the plane, and h is a param-
eter known as Bandwidth that controls the accuracy of the interpolating equation with
respect to the Cartesian plane data; this last parameter is considered optimal when the
highest accuracy is obtained, that is, the smallest mean square error (MSE). This error is
calculated as [30].

MSE =
1
n

(
Ypred − yn

)2
(6)

Then, the equation interpolating the values is expressed as follows:

Ypred =
∑n

i=1wn·K
( xn−x

h
)
yn

∑n
i=1wn·K

( xn−x
h

) ± εo (7)

The analysis procedure used to process the data obtained by using the finite element
method is illustrated in Figure 9, where it is shown that the desired Kernel equation
and the data obtained from the simulation are used to complete the Gram matrix. This
same data will then be used in the NWE to multiply the vector weights obtained from
the Lagrangian optimization problem. From this multiplication, a mathematical model is
finally obtained. It should be noted that the definition of the dependent and independent
variables is maintained from the beginning of the processing and does not change at the
end of the processing.

Figure 9. Methodology of analysis applied to FEM data.
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3. Results

Figure 10 illustrates the behavior of the SIF in failure mode I with respect to crack
length (a):

 

Figure 10. Mode I SIF with respect to crack length (a) for each specimen tested.

Based on the results illustrated in Figure 11, it is observed that MTCE-1 does not
present a failure in the concentrator as observed in the other specimens. Therefore, the
propagation length was higher in this specimen; this can be explained by the function of a
greater cross-sectional area existing in MTCE-1 since the diameter of its circular concentrator
is 15 mm, which is the smallest among the other specimens; Figure 11 shows the crack
propagation obtained in each specimen.
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Figure 11. Crack propagation obtained in each specimen, (I) illustrates the solution in the
first sub-step of the solution, (II) illustrates the propagation in the middle sub-step of the solution
and (III) illustrates the propagation in the last sub-step of the solution.
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Figure 12 shows the behavior of the geometric correction factor (Y) as a function of
the relative crack length (a/W).

 

Figure 12. Geometric factor compared to the relative crack length.

From these calculated data, a regression was developed by applying the concepts of
the SVR and the Nadaraya-Watson estimator (NWE), applying the Epanechnikov Kernel
since, according to the authors Chu, C. Y., Henderson, D. J., and Parmeter, C. F, this
is the equation that shows the highest efficiency when interpolating data placed in a
Cartesian plane [30].

This model was found using a value for Bandwidth (h) equal to 0.47 and a value for εo
of 0.4, whose associated curve is illustrated in Figure 13.

 

Figure 13. Mathematical model relating the geometric correction factor as a function of relative
crack length.

This model has an MSE of 11.2%, which may be due to the high dispersion presented
when 0.2 ≤ a/W ≤ 0.4 as from this value, in Figure 12. A high dispersion of the data is
observed; this dispersion is caused by the variation in the diameter of the circular stress
concentrator used in each MTCE analyzed, so it is prudent to infer that when the specimens
analyzed present unique geometric characteristics, the mathematical models obtained must
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be similarly unique for each MTCE, since for the specimens that are standardized, there are
already validated models for their geometries.

4. Discussion

With the model found in Figure 13, the design of a bolted joint can be proposed from
Equation (2), where the hole through which the bolt will pass is assumed to be a circular
stress concentrator whose diameter is among those used in each of the MTCE specimens.
Then. Starting from Equation (2), we have that:

KI max = Yσmax(1 − R)
√

πa (8)

By subtracting for σmax, the expression is left as:

σmax =
KI max

Y(1 − R)
√

πa
(9)

Figure 14a illustrates one of the 10 mm diameter holes used in the assembly of the
pilot plant structure, and Figure 14b illustrates the force direction (black) in the hole due to
the estimated weight of the equipment. The load value used is 1000 N, corresponding to
the force exerted on the joint under cyclic loading with R = −1.

(a) (b) 

 

Figure 14. (a) support bolt hole, (b) forces assumed for joint design.

Assuming that the material of the structure will be AA-2024-T4, then the joint dimen-
sions can be calculated by the following expression:

A =

(τAl)

(
−6( a

w )
2
+2.75( a

W )+0.56

−3.39( a
W )

2
+0.012( a

W )+1
+ 0.4

)
(1 − R)

√
πa

KImax
(10)

By performing the calculations using Equation (10), we obtain that the fatigue resis-
tance area of the joint should not be less than 76.2 MPa. Figure 15 illustrates a rendering of
the structure model designed.

It is observed that both the behavior of the SIF and the crack length (a) found in this
research have a similarity with the data found by the authors Alshoaibi, Abdulnaser M. [31],
in this study, the behavior of crack propagation is analyzed in aluminum alloy 7075-T6
specimens, which were subjected to a force of 20 KN and a stress ratio of 0.1, finding crack
lengths of almost 30 mm, and with values for the SIF of about 7000 KPa.mm0.5.

The reason for the difference between this study and the current one lies firstly in
the composition of each of the alloys, the 7075-T6 alloy being stronger, and secondly, the
high magnitude of the applied force with respect to the force proposed in the present
investigation, which was 1KN, however, the behavior of the SIF is like that found in this
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article. Figure 16 illustrates a comparison of the graphs of SIF vs. crack length (a) between
the works of the authors Alshoaibi, Abdulnaser M. (a) and the present one (b).

 

Figure 15. Model of the designed structure.

 
(a) 

 

(b) 

 

Figure 16. SIF data comparison. (a) Illustrates a comparison of the graphs of SIF vs. crack length
between the works of the authors Alshoaibi, Abdulnaser M. and (b) the present one.
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Looking at the scale of the values obtained in Figure 16. It is possible to compare
them with the results found by the authors J. M. D. Rahmatabadi, M. Pahlavani, A. Bayati
and R. Hashemi [32], who, in their work, propose the use of a standardized compact
stress specimen with a size between 23.75 mm × 22.8 mm using a dual phase melt at
770 ◦C of Mg LZ71 and Mg LZ91 alloys subjected to quasi-static loading which var-
ied between 0 N and 900N. In the results, the authors show that for a load of around
900 N a KIC = 18.9 MPa·m1/2 is generated. If we look at Figure 16, we have that for
all the studied MTCEs, the approximate KIC value is 70 MPa·mm1/2, which dimension-
ally equals 2.21 MPa·m1/2. This clear difference between the KIC values could be ex-
plained by the thickness of the plates used, being the thinner plate used by the authors
J. M. D. Rahmatabadi, M. Pahlavani, A. Bayati and R. Hashemi, which is 1.7 mm thicker
than the one with the smallest stress cross-sectional area, while the one used in this work is
10 mm thick, which implies that much less stress will be concentrated on the 10 mm plate.

5. Conclusions

Computational models were generated for each proposed MTCE using a high density
of elements in the meshes, with an average of 103356 elements. Likewise, the use of sectored
refinements in the notch and in the circular stress concentrator facilitated the analysis of
each of the models. Observing the behavior of the SIF in each MTCE, it can be deduced
analytically that the presence of a circular stress concentrator alters the area where the
stress applied to the specimen affects and therefore alters the SIF. This coincides with the
behavior observed in Figure 9 since the presence of a smaller diameter concentrator implies
a larger area of incidence of the cyclic stress; therefore, if there is a larger area of incidence,
the stress along the cross-sectional area is smaller, and therefore, the SIF takes longer to
reach high values, which results in a longer propagation length. When determining the
geometric factor Y, it was observed that it increases as the diameter of the circular stress
concentrator also increases; this is closely related to the behavior of the SIF since this
factor was determined based on the data obtained from the SIF in failure mode I. The
mathematical model found presented an MSE of 11.2%, fitting the geometric factor (Y) with
a function that depends on the relative crack length (a/W).

From the propagation instants in Figure 10, it can be observed that the direction in
which the crack propagates changes as the concentrator hole becomes larger. Based on
this idea, it can be deduced that as the radius of the hole is farther away from the crack
front plane, the propagation angle tends to maintain values close to 0◦, while if the distance
between the hole radius and the midline of the specimen becomes shorter, the propagation
angles tend to be much higher.

It would be important to analyze the behavior of the propagation angle direction
under the same geometrical conditions of the specimens shown in the present work, as
well as to establish a relationship between the size of the second concentrator and the crack
propagation direction.

The behavior of the crack propagation direction is determined by the crack length. If it
is observed in Figure 10 (III) for each of the specimens, the propagation angle with respect
to a horizontal axis becomes tighter as the crack length tends to be smaller. This behavior
could be explained as a function of the reduction of the cross-sectional area because of the
diameter change in the second circular concentrator.

The joint designed using Equation (10) for the bioplant structure proved to be useful at
the time of construction since the structure will be subjected to vibration, which produces
alternating stresses that fall on the bolted joint. The nomenclature used in the manuscript
is shown in Table 5.
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Table 5. Nomenclature.

Nomenclature Greek Symbols

KI Stress Intensity Factor Mode I π Pi number

a Crack length σ Axial stress

W Length measured from the
point of grip to the end εo ENW Setting Parameter

a/W Relative crack length ε Amplitude between support vectors

Y Geometric correction factor ζ External margin between support vectors

h Bandwidth μ Arithmetic mean of data

R Stress ratio Subscripts

K(x) Kernel Equation NWE Nadaraya–Watson Estimator

C Paris law material constant MTCE Modified Tension Compact specimen

m Paris law material constant SIF Stress Intensity Factor

m̂(x) Nadaraya—Watson equation SVR Support Vector Regression

wn Weight value of each vector MSE Mean Square Error
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Abstract: The reliability of planetary equipment determines the economic affordability and service
safety, to a large extent, for a helicopter transmission system. However, with the continuous im-
provement of the progressiveness and large-scale degree of new aviation planetary equipment, the
contradiction between reliability design indexes and R&D economy is also gradually highlighted.
This paper takes the large aviation planetary system as a research object, aims to accurately evaluate
the system reliability level formed in design processes, and deeply excavates the inherent char-
acteristics of the planetary system in functional realization and builds a system fatigue reliability
evaluation model accordingly. An advanced hierarchical finite element technology is used to calculate
dangerous tooth load histories under the influence of system global elastic behavior, and the tooth
probability fatigue strength is obtained through the gear low-cycle fatigue test and life distribution
transformation method, so as to provide economic load and strength input variables, respectively,
for the reliability model. This prediction method can provide targeted structural optimization guid-
ance in the development and design of the large aviation planetary system and significantly reduce
the cost of reliability index realization for this kind of large-scale, high-end equipment in design
iteration processes.

Keywords: planetary transmission; hierarchical analysis; finite element method; reliability modeling;
fatigue test

1. Introduction

The heavy-lift helicopter is military and civilian general-purpose strategic equipment
related to core national interests, as well as an important symbol of the aviation science
and technology levels and even the comprehensive national strength. The high-power
transmission system technology is a core technology field for improving the performance
of the heavy-lift helicopter by reducing its noise and vibration levels and controlling its
life-cycle cost. Both the United States and Russia have listed the reliability and economic
affordability of the high-power transmission system as key technical indicators in their
respective R&D plans for the advanced heavy-lift helicopter, and they have put forward
specific low maintenance design requirements for the transmission system [1]. Among the
largest number of heavy-lift helicopters currently in service, the large aviation planetary
mechanism, as the basis and core of their transmission systems, determines the scientific
and technological levels of the transmission systems to a great extent and is one of the
bottlenecks restricting the development of transmission system technologies in the heavy-
lift helicopter [2].

As a deceleration terminal directly connected with the main rotor, the large aviation
planetary mechanism is a power transmission link with the worst load environment and
highest strength requirements in the heavy-lift helicopter transmission system [3]. With
the continuous improvement of performance standards, such as the power density level
and dry running capacity of the advanced heavy-lift helicopter main reducer in developed
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countries, the speed and bearing limits of the large aviation planetary mechanism continue
to break through, and the structure and power sharing forms become more complex. These
increase the complexity and uncertainty in structural strength design and analysis for the
planetary system and lead to a higher risk of structural failure when the new generation
of heavy aviation planetary equipment is pursuing lightweight [4]. The transmission
system is one of the three key dynamic systems (engine system, transmission system, and
rotor system) in a helicopter. Considering weight or space, a redundancy design for the
transmission system cannot be realized. Therefore, the reliability of its core link will directly
determine the service safety and life-cycle cost of the helicopter [5].

High reliability and long life have become the core technology development direc-
tions for large aviation planetary equipment in the future [4,6]. Compared with small and
medium-sized helicopters, the planetary mechanism in the heavy-lift helicopter has larger
parts and components, higher requirements for structural mechanics indexes, and more
stringent design standards for important geometric elements. If only relying on the design
level and experience parameters of existing related products to develop a larger-sized
isomorphic mechanism, it may directly lead to the failure to guarantee the reliability and
durability for large aviation planetary equipment. In order to meet performance matching
requirements of the new generation heavy-lift helicopter main reducer, a system reliability
index prediction method that adapts to the structure and operation characteristics of the
large-scale aviation planetary equipment is urgently needed. This method will enable devel-
opers to accurately evaluate the reliability level of products in the early stage of design, and
then provide targeted reference data for the structural optimization and reliability improve-
ment of products. This will significantly reduce the cost of expensive large-scale aviation
planetary mechanism products for the realization of reliability indicators in development
iteration processes.

In a gear transmission system, the failure of any gear or tooth will affect the transmis-
sion capacity of the entire system, so it is generally assumed that the gear transmission
system is a series system, with the gear or tooth as basic functional units in the reliability
analysis [7,8]. The loads on different individual gears in the system, or even different teeth
on the same gear, may be different, but they all have a certain mathematical relationship
with the system input power. This load correlation and general load randomness make
the failure behavior of each unit no longer independent, so it is unreasonable to simply
think that the reliability of the series system is equal to the product of each unit’s relia-
bility. Especially for the large aviation planetary gear train with more complex structure,
this “unit independent failure assumption” will even lead to serious errors in the task
of system reliability analysis [9]. In addition, most relevant research works simplify the
gear transmission system into a general series system or series parallel hybrid system,
which completely fails to reflect the special attribute that the functional form of this kind
of system changes with time [10]. Different from the “chain type” series system, in which
each potential failure unit is loaded at the same time, the energy transfer in the gear system
is completed by the alternating loading of each tooth. Therefore, the gear system is not
only a series system in the sense of spatial structure, but also a series system in the time
domain. The structure and motion forms of the large aviation planetary gear train are more
complex, and the teeth meshing timing characteristic will be more prominent. Therefore,
the important influence of this behavior mechanism needs to be fully considered in a strict
and effective reliability evaluation.

Tooth root bending fatigue strength is one of the most important strength check
indexes in high-speed and heavy-duty gear systems. For the planetary mechanism in
heavy-lift helicopters, its extreme load conditions and harsh reliability requirements will
put forward a higher standard for tooth root bending fatigue resistance. Gear researchers
are always trying to find a trade-off solution between obtaining accurate results from gear
stress analyses and high-efficiency computing. For both factors, accuracy on the one hand,
and high-efficiency computing on the other hand, the accuracy and efficiency of tooth root
bending stress calculation determines the validity of fatigue reliability assessment of large
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aviation planetary wheel systems. At present, the main calculation method of tooth root
bending stress is to use general finite element tools [11–13], which are flexible in technical
processing and are not limited by input conditions, such as geometric characteristics and
material properties, and the analysis results are relatively comprehensive (depending on
software post-processing ability). Several studies have investigated how to better analyze
gear stresses using finite element models. A strategy for the mesh refinement of finite
element models of gear drives, based on the application of multi-point constraints, has been
applied. It allows for a considerable reduction of the computational cost in the analysis of
the whole cycle of meshing. In the model, the refined area mesh and the non-refined area
mesh were connected by multi-point constraint (MPC) at the same time, in order to save
time on the FEM solution, on the premise of ensuring the accuracy of model analysis [14–16].
Chen investigated the effects of a gear tooth spalling in a helical gear by finite elements.
The results showed that spalling also caused the rapid increase of tooth root stress in the
spalling meshing area [17]. Franco Concli analyzed early crack propagation in single tooth
bending fatigue by combining finite element analysis with critical plane fatigue criterion.
The results showed that the crack propagation direction at the ρ f p did not follow the plane
of maximum alternating shear stress, but the plane of maximum damage parameter [18].
However, the general finite element method has high computational cost in model setting
and solution operations and is usually only suitable for isolated solutions of gear parts or
several teeth, but it is difficult to perform global operations at the system-level. Moreover, it
is difficult to predict tooth bending conditions or add corresponding boundary conditions
to the model, especially for thin-walled rim gears or gears directly installed on bearings
(such as the planetary gears with rotation and revolution characteristics). In addition,
the mesh density on the tooth surface cannot be refined to the micron level to reflect the
micro-geometric state of the tooth surface, so it is difficult to analyze the influence of tooth
surface modification on tooth root stress by the general finite element method.

This paper takes the large aviation planetary system as a research object, aims to accu-
rately evaluate the system reliability level formed in design processes, and deeply excavates
the inherent characteristics of the planetary system in functional realization and builds
a system fatigue reliability evaluation model accordingly. Advanced hierarchical finite
element technology is used to calculate tooth dangerous load histories under the influence
of system global elastic behavior, and the tooth probability fatigue strength is obtained
through the gear low-cycle fatigue test and life distribution transformation method, so
as to provide economic load and strength input variables, respectively, for the reliability
model. This prediction method can provide targeted structural optimization guidance in
the development and design of the large aviation planetary system and significantly reduce
the cost of reliability index realization for this kind of large-scale, high-end equipment in
the design iteration processes. At the same time, it can provide important reference data
for the first renovation period of relevant finalized products and then provide the technical
support for their economic guarantee in the whole life-cycle.

2. Tooth Root Stress Calculation Based on Hierarchical Finite Element Technology

2.1. Principle Analysis of Hierarchical Finite Element Technology

Most tooth root stress calculation standards are analyzed and processed according
to the geometric characteristics of tooth root, referring to empirical data, and considering
working conditions. The biggest disadvantage of these methods is that they are limited to
the specified geometries, materials, and working conditions. For the unconventional tooth
geometries commonly existing in the aviation field, the calculation results obtained by
these standard methods may not be accurate. In particular, the urgent need for lightweight
components for the new generation of large aviation planetary equipment makes the
components in the system widely adopt lighter and thinner structural design forms. The
introduction of such a large number of flexible features means that the transmission shafts,
support frames, gears, and other critical transmission parts will undergo significant elastic
deformation under heavy loads. The resulting stiffness problem makes it necessary to fully
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consider the nonlinear mechanical behaviors for the whole system, such as elastic deforma-
tion and meshing misalignment, in order to accurately calculate the tooth root stress.

In order to solve the contradiction between the calculation accuracy and calculation
cost of the general finite element method, when facing the mechanical simulation analysis
task for the large complex gear system, an advanced hierarchical finite element method for
root stress analysis of the large aviation planetary mechanism is proposed in this paper.
When calculating the tooth root stress, it is directly based on a detailed tooth 3D finite
element sub-model, so it does not need to rely on empirical data and industry experts.
In the system-level model, the dynamic load line on the tooth surface was obtained by
quasi-static static analysis and tooth surface micro-geometric analysis, and then it was
loaded on the tooth surface of the finite element sub-model as a load boundary condition.
At the same time, system elastic deformation results, including the deformation behavior
of the gear rim and tooth, were extracted and loaded into the finite element sub-model as a
displacement boundary condition. In this way, the calculation results of tooth root stress
could include the influence of the elastic deformation (including deformations, such as
rim distortion and tooth bending and so on), meshing misalignment, and tooth surface
micro-geometry in the whole system.

The analysis and solution for the system-level model took the analytical algorithms in
the international standard as the default calculation basis, and they have a strong auxiliary
calculation ability in the tooth surface micro-geometric analysis. At the same time, the
general finite element method was used as a backup advanced analysis method, and the
introduction of finite element components into the system-level model made the system
elastic deformation results more reliable. In the system-level model, there is no need
to perform detailed root stress calculation, which greatly saves the calculation cost for
system-level analysis. In addition, tooth surface micro-geometric analysis was run in the
system-level model, so it is no longer necessary to include micro-geometric parameters in
the secondary finite element sub-model. In the quasi-static analysis results of the system-
level model, the physical effects, such as rotation, centrifugation, and thermal expansion
of transmission components, were considered, so the boundary conditions imposed on
the secondary sub-model were relatively simple. In the face of advanced simulation and
analysis tasks for a large aviation planetary system, only considering the convenience of
modeling and boundary condition setting, the computational efficiency of the hierarchical
finite element method will be much higher than that of the general finite element method. In
addition, different from the commercial finite element software using a nonlinear equation
solver, the hierarchical finite element method uses an improved simplex solver to ensure
convergence within a set number of iterations. Although the total number of freedom
degrees in the two-level finite element model may be very large, this hierarchical analysis
approach keeps the amount of CPU time and memory required for analytical calculation
within the capabilities of a personal computer.

It can be seen that the hierarchical finite element method is a more accurate, fast, and
easy method for calculating tooth root stress, and it is especially suitable for the strength
checking and analysis tasks of large aviation gear systems. In this paper, a high-fidelity
mechanical simulation model was constructed by the hierarchical finite element method,
based on the structure and material performance parameters of a certain type of large
aviation planetary mechanism products. Based on this, the dangerous tooth root stress
under system quasi-static elastic mechanical behavior was calculated, and the effective
load input variables were provided for the system reliability evaluation model.

2.2. System-Level Elastic Mechanical Behavior Simulation Analysis
2.2.1. Overall Configuration of System Model

A semi-analytical finite element technique was used to construct the system-level elas-
tic mechanical simulation model of the large aviation planetary mechanism and accurately
evaluate the elastic deformation of the large thin-walled parts, the meshing misalignment
between teeth, and the micro-modification on tooth surface, and then provide detailed load
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and displacement boundary conditions for the secondary sub-model of the tooth root stress
analysis. The semi-analytical finite element method was used in the system-level analysis
process. Although fine mesh densities were used for some large structural members, the
effective combination of analytical and finite element calculations resulted in significant
improvements in the computational efficiency at the system-level. The system model of the
planetary mechanism and the structural parameters of the gear train are shown in Figure 1
and Table 1, respectively. The power flow path inside the system starts from the input shaft,
passes through the sun gear and planet gear to a planet carrier, and finally, the planet carrier
transmits the motion and power to a main rotor shaft, after a deceleration of 3.334 times.
In addition, the rated working condition parameters of the planetary mechanism mainly
include an input power of 5000 kW, input speed of 500 rpm, and working temperature of
70 ◦C.

 

Figure 1. System model of planetary mechanism.

Table 1. Geometric parameter of planetary gear train.

Parameters Sun Gear Planet Gear Ring Gear

Module (mm) 5.012 5.012 5.012
Number of teeth 84 56 196
Number of gears 1 7 1
Pressure angle (◦) 20 20 20
Helix angle (◦) 0 0 0
Effective face width (mm) 120 120 120
Base circle diameter (mm) 394.671 263.114 920.899
Base circle pitch (mm) 14.761 14.761 14.761
Root fillet radius (mm) 2.757 2.870 2.657
Tooth surface hardness 60 HRC 60 HRC 60 HRC
Tooth core hardness 35 HRC 35 HRC 35 HRC
Elastic modulus (MPa) 2.07 × 105 2.07 × 105 2.07 × 105

Poisson ratio 0.3 0.3 0.3

2.2.2. Deformable Planet Carrier

An FE model and the geometry of a planet carrier are illustrated in Figure 2, which
shows an example of an FE grid for a seven-planet system, with its supporting conditions
simulated by lumped stiffness elements. Since there are no relative displacements between
the axis of rotation of the planet pins and the planet nodes (planet centers), a fixed interface
component mode synthesis method can be used to reduce the size of the carrier model.
The stiffness of the springs is considered to be significantly higher than that of the bearings
and pins, thus creating a rigid link in the radial directions between the contour nodes and

163



Metals 2022, 12, 1785

planet centers. The classic reduction process of Craig and Bampton [19] was employed, in
which the displacements were expressed, in terms of static and dynamic modes, as[

XPCint
XPCbou

]
=

[
[φ D][φ S]

[0] [I]

]
·
[

qPC
XPCbou

]
(1)

with XPCint as the vector of the internal degrees of freedom, XPCbou as the vector of the
degrees of freedom at the contour nodes, [φ D] as the truncated modal matrix of the fixed-
interface planet-carrier structure, [φ S] as the static mode matrix, [I] as the identity matrix,
[0] as the nil matrix, and qPC as the vector of the planet-carrier modal unknowns.

Figure 2. Example of FE model and geometry of planet carrier.

2.2.3. Planet Bearing Element

This connecting part was composed of seven lumped spring elements across the
planet bore, in order to connect node Oj of planet j to the corresponding three contour
nodes of the planet-carrier substructure (denoted as N1, N2, and N3 in Figure 3). Planets
were modeled as rigid disks with 6 degrees of freedom (DOFs), which are the infinitesimal
generalized displacements superimposed on rigid-body motions and represented by screws
of coordinates. {

τj
}{ uj

(
Oj

)
= vjSj + wjTj + ujZ

ωj = ϕjSj + ψjTj + θjZ

}
(2)

where Sj, Tj, and Z are the unit vectors of the frame fixed to the sun gear/planet j mesh
(Figure 4).

Figure 3. Planet bearing element.
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Figure 4. Geometrical parameter for internal gear modeling.

Considering two points, P and Q, belonging to planet j, their displacements were
expressed, using the shifting property of the moment of screw

{
τj
}

, as

uj(P) = uj(Oj) + POj ×ωj

uj(Q) = uj(Oj) + QOj ×ωj
(3)

Denoting Kv, Kw, and Ku the stiffness in the Sj, Tj, and Z directions between P and N1,
Oj, and N2, and Q and N3, and the strain energy stored in the spring element 1 connecting
node N1 and point P reads

U1 =
1
2

XT
[
KuVu · VT

u + KvVV · VT
V + KWVW · VT

W

]
X =

1
2

XT [K1]X (4)

where XT = (uj, vj, wj, ϕj, ψj, θj, uN1, vN1, wN1) is the vector containing the degrees of
freedom associated with nodes Oj (6 DOFs) and N1 (3 DOFs). The structural vectors Vu, Vv,
and Vw are expressed, in terms of the planet width and its angular position Φj (Figure 4), as

VT
u = 〈1, 0, 0, 0, 0, 0,−1, 0, 0〉

VT
v =

〈
0, cos Φj,− sin Φj,− b

2 sin Φj,− b
2 cos Φj, 0, 0,−1, 0

〉
VT

w =
〈

0, sin Φj, cos Φj, b
2 cos Φj,− b

2 sin Φj, 0, 0, 0,−1
〉 (5)

A similar procedure was used for the other spring elements attached to the same
planet, thus leading to the 15 × 15 stiffness matrix of the planet j bearing element, which
connected the 6 degrees of freedom at the planet center (uj, vj, wj, ϕj, ψj, θj) and those at
nodes N1(uN1, vN1, wN1), N2(uN2, vN2, wN2), and N3(uN3, vN3, wN3).

2.2.4. Deformable Ring Gears

Ring gears and their supports were modeled by using FE analysis, combined with
lumped parameter elements, to account for the ring-gear bearing stiffness and for the
contribution of the teeth modeled as lumped masses. The ring-gear FE model was reduced
using a component mode synthesis method based on the mode shapes of the undamped
isolated structure. After separating the internal displacements, XRGint, and the degrees of
freedom at the boundary nodes, XRGbou, i.e., on the root cylinder and in correspondence
with the planet ring-gear contacts, the following approximation was used:[

XRGint
XGDbou

]
= [ΦN]qRG (6)

with XRGint as the vector of the internal degrees of freedom, XRGbou as the vector of the
degrees of freedom at the contour nodes, [ΦN] as the truncated modal matrix of the
undamped ring-gear structure, and qRG as the vector of the modal unknowns.
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2.2.5. System Support Condition

In this analysis task, it was assumed that the reducer box had an absolutely rigid
body; the input shaft was supported by two tapered roller bearings (TRB) with O-type
layout, and their outer rings were rigidly connected to the box. All planet gears in the
system were evenly distributed on the planet carrier along a circumferential direction. The
double-row tapered roller bearing (DRTRB), with an X-type layout, was assembled inside
each planet gear, and the bearing inner ring was rigidly connected with the planet shaft. A
radial ball bearing (RBB) fixed the planet carrier and made it have a certain floating amount
(its size and direction were controlled by the bearing clearance) to counteract the unequal
load sharing among planet gears, and its outer ring was rigidly connected with the box.
The structural forms and parameters of various main bearings in the system are shown in
Figure 5 and Table 2, respectively.

 

Figure 5. Bearing structure in planetary system.

Table 2. Bearing parameters in planetary system.

Parameters TRB1 TRB2 DRTRB RBB

External diameter (mm) 310 420 240 480
Internal diameter (mm) 200 300 160 360
Width (mm) 70 76 102 56
Number of rollers 31 40 72 24
Roller diameter (mm) 23 26 16 40
Roller length (mm) 50 55 38 -
Contact angle (◦) 15.945 14.931 17.049 0

2.2.6. Finite Element Component Modeling

The solid model creation of standard parts, such as gears and bearings, can be realized
with the help of professional software, such as RomaxDesigner or GearTrax (GearTrax2020,
Camnetics Inc., Oregon, WI, USA). The powerful parametric modeling function for the
standard parts in the software can enable designers to complete this work easily. In addition,
four key finite element components were also included in the planetary mechanism system
model, which are the planet carrier, the ring gear, the planet gear, and the input shaft,
integrated with the sun gear. Based on the advantages of 3D modeling software, such as
NX (UG2020, Siemens PLM Software, Plano, TX, USA) and SolidWorks (SW2021, Dassault
Systemes, Concord, MA, USA), and general finite element software, such as HyperMesh
(HyperMesh2020, Altair Troy, MI, USA) and ANSYS (ANSYS 19.0, ANSYS Corporation,
Pittsburgh, PA, USA), a high-quality parametric modeling function for finite element
components can be realized, and the core technology implementation can refer to the
literature [20,21]. The final modeling results and mesh quality parameters are shown
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in Table 3. It should be emphasized that creating complete teeth features in the gear
finite element models can make the system-level flexibility analysis results cover the
accurate mechanical behavior characteristics, such as the rim distortion and tooth bending
deformations, which can provide more effective displacement boundary conditions for the
secondary sub-model of the tooth root stress calculation. Additionally, it is now possible
to keep CPU requirements down to about 8 s per time step and memory needs down to
128 MB. This has been made possible by accepting programming complexity, in exchange
for an increase in speed.

Table 3. Finite element model and mesh quality parameter.

Finite Element Models Effective Size Minimum Angle

Number of surface mesh node: 31,248 Number of surface mesh elements: 15,589

Number of surface mesh node: 9273 Number of surface mesh elements: 4606

Number of surface mesh node: 16,111 Number of surface mesh elements: 8021

Number of surface mesh node: 23,956 Number of surface mesh elements: 11,942

2.2.7. Setting Node Connection

The above-mentioned solid models, such as the gears and bearings, as well as finite
element models, such as the input shaft and planet carrier, were imported into the Rota-
tionMaster (RM) software platform, respectively. It can seamlessly integrate a variety of

167



Metals 2022, 12, 1785

CAD and CAE software, and it is an advanced simulation platform for the comprehensive
analysis and calculation of large and complex transmission systems. It has been widely
used in related engineering technology fields. The imported solid models and finite ele-
ment models were positioned and assembled in a unified global coordinate system, and
the node connection relationships between the two types of models were established. We
comprehensively adjusted the control parameters, such as the search criteria and selection
modes, and used RM’s tolerance search technology to screen the connection node groups
between the finite element models and the solid models. The analytical schematic diagram
of two search criteria in the technology is shown in Figure 6.

 
(a) (b) 

Figure 6. Node search criteria: (a) shell search; (b) solid search. Where d1 is pitch circle diameter
(PCD), and D and d2 indicate the search range. D = d1 × (1 + 2 × TF), d2 = d1 × (1 – 2 × TF).

The two semicircles in the figure show the geometric dimensions of the cross-sections
of the hollow and solid cylinders, respectively, which will be used to define the search spaces
corresponding to the two search criteria. Within the range of the specified cylinder height,
“shell search” will search for all the nodes between the inner and outer walls of the hollow
cylinder and on the walls. This search criterion is suitable for the node connection setting
between the solid model of a bearing inner ring and the finite element model of a shaft.
“Solid search” will search out all the nodes inside the solid cylinder, including its outer
surface. This search criterion is suitable for establishing the node connection relationship
between finite element teeth and their meshing lines. RM can automatically generate
the pitch circle diameter (PCD), according to the geometric characteristics at the node
connection location. The tolerance factor (TF) was used to adjust the diameter parameters of
the inner and outer walls of the cylinders to optimize the connection attributes, such as the
number of connection nodes and the connection stiffness. In addition, RBE2 element type
(detailed in the NASTRAN help file) can bundle the selected connection nodes into a rigid
node group, which means that all the nodes will have the same displacement parameters, so
it can simplify the model and improve calculation efficiency. RBE3 element type distributes
loads evenly across the selected connection nodes. It reduces the stiffness of the connection
area by increasing the flexibility around the nodes, so that the elastomer deformation
behavior obtained from the analysis will be more accurate, but the calculation cost will also
increase significantly. Table 4 shows the node connection results and corresponding node
parameters between the sun gear teeth on the input shaft and the meshing lines (pitch circle
position), between the planet gear and the outer ring of a tapered roller bearing, between
the mounting holes on the ring gear and the reducer box, and between the pin holes on the
planet carrier and the planet shafts (single side).

2.2.8. System Elastic Behavior Analysis

The finite element models in the system are polycondensed to extract the correspond-
ing mass and stiffness matrices, and the calculation process can be performed on general
finite element software, such as ANSYS or ABAQUS(ABAQUS 2021, Dassault SIMULIA,
Providence, RI, USA) or the RM software platform. At the same time, the deformation
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smoothness was used as an evaluation index, and the performance of each stiffness matrix
was tested by means of the load transfer behavior among polycondensation nodes. Finally,
the loading boundary conditions were applied to the system model, and the global cal-
culation of quasi-static elastic behavior was performed to obtain the node displacement
response of each elastic member under rated working conditions. In the system-level
simulation analysis, the planet gear transferred the power received from the sun gear to
the double-row tapered roller bearing (DRTRB) and the planet shaft, in turn, and finally,
acted on the load on a pin hole of the planet carrier. Figure 7 shows the calculation results
of the planet carrier elastic deformation and the load distribution on each DRTRB. Under
the rated working conditions of the system, the maximum node resultant displacement
(NRD) at the pin hole of the planet carrier exceeded 1000 μm, which will lead to significant
movement position error for the planet shaft in working state, and seriously affect the tooth
root stress response in the planetary gear train.

Table 4. Node connection between finite element model and solid model.

Connection Nodes Connection Objects Node Parameters

Input shaft Meshing lines 

  

Number of connection nodes: 1830
Number of node groups: 7
Node search criterion: solid search
Node selection method: space
Element type: RBE2
PCD = 10 mm, TF = 0.01

Planet gear DRTRB 

  

Number of connection nodes: 520
Number of node groups: 2
Node search criterion: solid search
Node selection method: surface
Element type: RBE3
PCD = 240 mm, TF = 0.01

Ring gear Main reducer box 

  

Number of connection nodes: 930
Number of node groups: 34
Node search criterion: shell search
Node selection method: surface
Element type: RBE2
PCD = 20 mm, TF = 0.01

Planet carrier Planet shafts 

  

Number of connection nodes: 1410
Number of node groups: 7
Node search criterion: solid search
Node selection method: surface
Element type: RBE3
PCD = 140 mm, TF = 0.01
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(a) (b)

Figure 7. Mechanical analysis result: (a) displacement nephogram of planet carrier; (b) roller force
diagram of DRTRB.

In the system-level simulation analysis, it is necessary to obtain the node displacement
response of the planet gear rim and teeth, so as to provide necessary displacement boundary
conditions for the secondary sub-model of tooth root stress calculation. Figure 5 shows the
calculation results of the elastic deformation and stress distribution of a planet gear under
rated working conditions. The structural element integrity of the system model ensures
that the elastic deformation of the planet carrier and planet shaft, as well as the bearing
clearance and other factors, can be taken into account in the results. Comparing the original
contour of the planet gear with its loaded deformation contour (the deformation proportion
has been enlarged), as shown in Figure 8a, it can be seen that the elastic deformation of
the planet gear rim presents an elliptical shape. Figure 8b shows the stress distribution
nephogram of the planet gear after being loaded, which identifies the two teeth meshing
with sun gear and ring gear, respectively. The high stress zone was located at the tooth root
of the loaded side of the two teeth, respectively, and the maximum von Mises stress (vMS)
reached 298 MPa. It can also be found from the figure that the tooth root stress value of the
teeth that were not engaged in meshing was not zero, which is mainly due to the significant
elliptical deformation of the rim structure. The imprecise tooth root stress behavior was
included in the system-level simulation analysis results, and more accurate tooth root stress
calculation results need to be further obtained from the secondary sub-model.

NRD (μm) vMS (MPa)
1522.50 298.38
1268.75 248.65
1015.00 198.92
761.25 149.19
507.50 99.46
253.75 49.73

(a) (b)

Figure 8. Mechanical analysis result of planet gear: (a) displacement nephogram; (b) stress
nephogram.

In the system-level simulation analysis, the node displacement response of the sun
gear rim and teeth are reflected in the displacement nephogram of the input shaft, and
the calculation result is shown in Figure 9a. It can be seen from Figure 9 that the sun
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gear and the ring gear have the same deformation trend, and there are obvious elastic
deformation zones near the teeth meshing with the planet gears. The flexible design of the
sun gear rim structure makes each high deformation zone evenly cover multiple teeth in a
circumferential direction, and the thin-walled rim and cantilever support of the ring gear
make each high deformation zone offset by the same amount in axial direction. These elastic
behavior characteristics will have a significant impact on the tooth root stress distribution
and stress level for the corresponding gears.

 

NRD (μm) 

 

NRD (μm) 

 

1453.9 

 

462.7 
1211.6 385.6 
969.3 308.5 
726.9 231.3 
484.6 154.2 
242.3 77.1 

  

(a) (b) 

Figure 9. Elastic deformation result: (a) displacement nephogram of input shaft; (b) displacement
nephogram of ring carrier.

2.2.9. Calculation of Tooth Surface Load Line

The tooth surface micro-geometric analysis was carried out at the system-level, which
used the boundary conditions of the whole system model. Based on the calculation results
of system elastic deformation and meshing misalignment, and considering tooth surface
micro-geometric information, the dynamic load line on tooth surface was calculated, which
provided the load boundary conditions for the secondary sub-model of tooth root stress
calculation. The micro-geometric analysis modules in the RotationMaster and RomaxDe-
signer software (RomaxDesigner20, Romax Technologies Ltd., Nottingham, UK) can carry
out very accurate mathematical definition for the tooth surface, including micro-geometric
parameters, such as involute shape and tooth surface modification, and the nonlinear
contact model of the tooth surface can be automatically created by accurately evaluating
the geometry and meshing direction on the tooth surface. The tooth surface modification
geometric information in the planetary mechanism is digitally expressed, and the visual-
ized modeling results are shown in Figure 10, which will be used as one of the key input
conditions for the system-level tooth surface micro-geometry analysis. The contour maps of
the modification amount in the figure, respectively, describes the modification state on the
working tooth surface for each gear, which, respectively, cover the micro-modification data,
such as inclination, drum amount, and top trimming, in both directions of tooth direction
and tooth profile.

The tooth surface dynamic load line results of each gear in the system can be obtained
through tooth surface micro-geometric analysis. The results consider the influence of the
elastic deformation and meshing misalignment of the system and record the information,
such as the meshing line movement trajectory on tooth surface and the tooth surface load
distribution under each rotation step. The calculation results of the tooth surface load line
of the sun gear, planet gear, and ring gear are shown in Figure 11, which show the tooth
surface load distribution state, when the load line moved to the center of tooth height.
It can be seen from the figure that the load on each tooth surface was basically evenly
distributed along the direction of tooth width, and a peak load was located in the center
area of tooth width. The load lines (contact spots) in Figure 11c,d were wider, which was
the result of internal meshing forming between the ring gear and planet gear.
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(a) (b)

(c) (d)

Figure 10. Contour map of tooth surface modification: (a) planet gear tooth surface meshed with
sun gear; (b) working tooth surface of sun gear; (c) planet gear tooth surface meshing with ring gear;
(d) working tooth surface of ring gear.

(a) (b)

(c) (d)

Figure 11. Load line on tooth surface: (a) planet gear tooth surface meshed with sun gear; (b) working
tooth surface of sun gear; (c) planet gear tooth surface meshing with ring gear; (d) working tooth
surface of ring gear.

2.3. Secondary Sub-Model Construction and Tooth Root Stress Analysis
2.3.1. Construction of Secondary Sub-Model

In the system-level model, the dynamic load lines on tooth surface were obtained
through quasi-static static analysis and tooth surface micro-geometric analysis (see Figure 11),
which could be loaded on the tooth surface of the secondary sub-model as load bound-
ary conditions. At the same time, the system elastic deformation results, including the
deformation behavior of the gear rim and teeth (see Figures 7–9), could be extracted and
loaded into the sub-model as displacement boundary conditions. In this way, the tooth
root stress analysis results of the sub-model naturally included the elastic deformation of
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the entire system (including rim distortion deformation and tooth bending deformation,
etc.), meshing misalignment, and tooth surface micro-geometry, as well as other factors.
In addition, the dynamic behavior factors, such as the gear rotation and meshing, were
also considered in the system model. When these important factors are fully considered in
the system model, the overall structure of the sub-model can be significantly simplified.
It could only contain a few teeth and the corresponding rim feature; the configuration is
shown in Figure 12, and its modeling and computational costs focused more on the tooth
root geometric details. In terms of model quality, the tooth root geometric elements of
the sub-model were more comprehensive than those of the system model, and its quality
indicators, such as accuracy level and mesh quality were also higher.

 

  

  

    

Figure 12. Evolution process of tooth root stress distribution on sun gear.

The secondary sub-model of the tooth root stress analysis with high-fidelity was
established by a general finite element method. The parametrically defined detailed gear
solid models in the system-level model were auxiliary modeling elements for the 3D
finite element sub-models, which solved the problem of difficult modeling for the general
finite element method, to a certain extent. In addition, in order to further alleviate the
contradiction between calculation accuracy and operation speed, a first-order hexahedron
element was adopted in the finite element sub-model. When the meshes are relatively
coarse, the tooth top may appear “jagged” in appearance, due to shear self-locking or
hourglass effect from the first-order element, but this does not affect the analysis results of
tooth root stress. RM software platform can recommend economical and adaptive mesh
density here, which can accurately capture the steep stress gradient at tooth root and is
enough to make the calculation of the sub-model converge within predetermined number
of iterations. In system-level analysis, the meshing force on teeth is applied through
condensation nodes and finite element nodes, but in a secondary sub-model, the meshing
force is applied by the tooth surface load line obtained from the system-level analysis.

2.3.2. Result Analysis of Tooth Root Stress

If the planetary system is considered an absolutely rigid system, and the misalignment
of the gear mesh will be caused mainly by the clearance between the moving parts. This
will generate phase-wise meshing interference between the planetary gears and, thus, will
significantly increase the stress level in the tooth roots. Introducing the elastic mechanism
into the system model can alleviate the meshing interference behavior between gears, to
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some extent (the more significant the flexible characteristics of the system within a certain
range, the more pronounced this mitigation effect), reducing tooth root stress.

Firstly, the tooth root stress analysis program of the sun gear sub-model was run,
and the maximum principal stress value at the tooth root was calculated according to
the first strength theory. The calculation results of the system deformation and tooth
surface load line are applied to the sub-model as input conditions, and then the model
is solved according to the set rotation steps. According to the coincidence degree of gear
pairs in the system, the meshing in and meshing out processes of a tooth are divided into
16 rotation steps, and the sub-model performed a finite element solution for each rotation
step. Although this made the processes of stiffness decomposition and load vector inverse
substitution relatively complex (involving multiple recursive traversals at the substructure
layer), it was worthwhile to significantly reduce the calculation cost by appropriately
increasing the program complexity.

Figure 13a shows the calculation results of the tooth root stress of the sun gear under
16 rotation steps. The stress results, without considering system elastic deformation, were
11.9%–17.3% higher than those considering this factor, which indicates that ignoring the
flexible behavior characteristics of the large aviation planetary mechanism may directly lead
to an over-conservative design scheme for corresponding structural strength. Figure 12
shows the evolution process of tooth root stress distribution of sun gear teeth during
meshing (corresponding to steps 8~16 in Figure 13a). Load lines successively passed
through three teeth, A, B, and C, in the sub-model, and the figure indicates the specific
value and position of the maximum tooth root stress (the maximum mentioned here refers
to the maximum in position) under each rotation step. As can be seen from the action
of load lines in the first three steps that tooth A gradually disengaged meshing, and its
root stress kept decreasing, while the adjacent tooth B gradually entered meshing, and
its root stress kept increasing. When step 11 was reached, the maximum tooth root stress
position jumped from tooth A to tooth B. When the 12th step was reached, the sun gear
changed from double-tooth meshing to single-tooth meshing, and the root stress at tooth
B increased significantly, then reached a stress peak state at the 14th rotation step. It was
the maximum value state that tooth root stress could reach during the meshing process,
and it was also one of the most dangerous load states that caused the sun gear to suffer
from bending fatigue tooth breakage; then, the gear entered double-tooth meshing again
and continuously circulated the above process. In addition, the stress peak of tooth root
bending fatigue obtained by the calculation model in ISO6336 is also shown in Figure 13 a,
and the calculation model is as follows:

σF =
Ft

b · m
· KA · KV · KFβ · KFα · YF · YS · Yβ · YB · YDT (7)

The simulation result, without considering system elastic deformation, is in good
agreement with this calculation result, which proves the validity of the load boundary
conditions and other model parameters in the simulation analysis process.

Figure 13b shows the calculation results of the tooth root stress of the planet gear
meshing with the sun gear and the ring gear, respectively, in 16 rotation steps, and it also
marks the demarcation line of the tooth root stress grade under single-tooth meshing and
double-tooth meshing. One side tooth surface of the planet gear tooth was meshed with
the sun gear, and the stress peak at the tooth root reached 272 MPa; the other side’s tooth
surface meshed with the ring gear, and the stress peak at the tooth root was 276 MPa. In
addition, the calculation result of the tooth root stress peak of the ring gear was 280 MPa.
These stress results were obtained under system-rated working conditions, and the effects
of the elastic deformation, meshing misalignment, and tooth surface micro-geometry of the
whole system were fully considered.
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(a) (b)

Figure 13. Maximum tooth root stress history: (a) sun gear; (b) planet gear.

2.3.3. Load Input Variable Conversion

Based on the hierarchical finite element method, the system power peak distribution
was transformed into the gear stress peak distribution, which provided direct load input
variables for the system fatigue reliability evaluation model. In a typical service mission,
with a long flight time, the input power history of this kind of planetary system was
collected, as shown in Figure 14a. The power peaks in the load history were extracted
as load statistical characteristic and fitted with normal distribution, and the power peak
distribution result is shown in Figure 14b. Based on the hierarchical finite element method,
a mapping relationship of the same probability quantile from power distribution to stress
distribution was established, and the power peak distribution was transformed into the
tooth root stress peak distribution of each gear in the system. Final calculation results
are shown in Figure 14d, where the PS represents the tooth root stress on the planet gear
tooth (the tooth side meshed with the sun gear), and the other codes in the figure have
similar meanings.

Figure 14. Load input variable conversion: (a) input power history; (b) power peak distribution;
(c) hierarchical finite element simulation; (d) stress peak distribution.

3. Tooth Probability Strength Fitting Based on Gear Fatigue Test

3.1. Gear Bending Fatigue Test

A gear bending fatigue accelerated life test was carried out by a power flow closed
gear rotation testing machine, which provided strength input variables for the fatigue
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reliability prediction model of the large aviation planetary system. The overall layout of the
test platform is shown in Figure 15a, and its working principle and verification standard are
shown in the previous relevant research work [2]. For power flow input inside the testing
machine, a conical friction surface-type mechanical loading device was adopted, as shown
in Figure 15d, which ensured a reliable seal of the power flow under an ultra-high cycle.
A vibration monitoring system (see Figure 15b,e) enabled the testing machine to have the
function of real-time automatic shutdown, in case of sudden fatigue tooth breakage, which
better ensured the consistency of the failure states for all the gear samples. The final shapes
and sizes of each tooth root crack were basically the same, as shown in Figure 15h. At the
same time, tooth root fatigue fracture surface morphology is shown in Figure 15i, and the
macro morphological features, such as fatigue expansion zones and fatigue instantaneous
fracture zones, can be clearly seen. A top-view of test gearbox inside is shown in Figure 15g.
The gear pair adopted an assembly form of full tooth width contact, and the lubrication
and cooling for the gear pair were realized by oil injection during the test. The structural
details and specific parameters of the gear samples are shown in Figure 15f and Table 5,
respectively, and the preparation process strictly followed the principle of “teeth fatigue
strength equivalent”, that is, to make the sample parameters as equal, or similar, to the gear
parameters in the planetary mechanism as possible, in terms of material properties, tooth
geometry, machining, and heat treatment, etc. A reliable guarantee for this similarity level
will help to improve fatigue reliability prediction accuracy for the planetary system. In
addition, all the gear samples came from the same batch production process to minimize
the dispersion of test data.

Figure 15. Gear bending fatigue test: (a) test platform; (b) vibration monitoring; (c) revolution
counter; (d) loading device; (e) acceleration sensor; (f) gear sample; (g) gear installation; (h) root
crack; (i) fracture morphology.

Table 5. Parameter list of test gear.

Items Parameters Items Parameters

Module (mm) 5 ISO quality grade 5
Number of teeth 25 Material brand 1Cr18Ni9Ti
Pressure angle (◦) 20 Carburized depth (mm) 0.8 ± 0.13
Helix angle (◦) 0 Tooth surface hardness 59–63 HRC
Face width (mm) 32 Tooth core hardness 35–48 HRC
Root fillet radius (mm) 2.7 Precision machining Grinding
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3.2. Tooth Probability Strength Fitting

The tooth root stress peak was taken as an evaluation index for the stress grade, and
the bending fatigue performance of the tooth root was tested by the group method under
four stress grades. The selected stress levels and the number of test points under various
stress levels were 649 MPa (17 points), 618 MPa (22 points), 586 MPa (29 points), and
555 MPa (38 points), respectively. During the test, if any tooth on the gear sample failed
first, the testing machine would automatically stop, and the direct data obtained from this
was the gear life, rather than the tooth life. It represents the ability of the individual gear
to maintain excellent transmission function under current stress level, so the gear life was
also the “first broken tooth” life. From the perspective of probability, the more teeth on
a gear, the more potential failure links. Therefore, under the same stress and revolution
conditions, the failure risk of the gear will increase with the increase of the number of
teeth. In the process of this test, a complete rotation of the sample was recorded as one
gear life. In this conventional counting mode, the statistical characteristics of the number of
teeth led to the difference in the probability life between the gear and tooth. In order to
obtain direct strength input variables for the reliability prediction model, a probabilistic
statistical transformation method was proposed to fit the tooth P-S-N curves, based on the
gear life data.

The probability life relationship between the gear and tooth was established based on
the concept of minimum order statistics. The fracture of any tooth on a gear will cause the
gear to lose excellent transmission capacity. For this reason, it can be considered that the
life of a gear depends on the minimum life of its teeth. Suppose X1, X2, . . . , Xn is a set of
samples from a parent X, then Xmin = min(X1, X2, . . . , Xn) is the minimum order statistics
of the parent. This probability model will be applied to the life transformation calculation
under the failure mode of tooth root bending fatigue, and then the gear probability life is
equal to the minimum order statistics of tooth probability life.

Assuming that the cumulative distribution function of random variable X is F(x)
and its probability density function is f (x), then the probability density function of the
minimum order statistics of X can be expressed as

gmin(x) = z · [1 − F(x)]z−1 · f (x) (8)

If the two-parameter Weibull distribution is adopted to express tooth probability life,
then the cumulative distribution function can be expressed as

F(x) = 1 − exp
[
−(x/θ)β

]
(9)

and the probability density function is

f (x) =
(

β · xβ−1/θβ
)

exp
[
−(x/θ)β

]
(10)

where β and θ are, respectively, the shape parameter and scale parameter of the tooth
life distribution.

Equations (9) and (10) are brought into Equation (8) to obtain the following equation

gmin(x) =
[

β · xβ−1/
(

θ/z1/β
)β

]
exp

[
−
(

x · z1/β/θ
)β

]
(11)

If the number of teeth on a gear is z, then gmin(x) directly represents the probability
density function of the gear life distribution. From the expression of this function, it can be
seen that the gear probability life also follows two-parameter Weibull distribution, and the
shape parameter and scale parameter are as follows{

βGear = β

θGear = θ/z1/β (12)
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In the statistical processing for the test data, the two-parameter Weibull distribution
function was adopted to fit the probability distribution of gear life points under each stress
level. The probability life transformation between the gear and tooth was then performed
by model (12). Finally, a least square method was used to linearly fit the same probability
quantiles of the tooth life distribution under each stress level in a single logarithmic
coordinate system, and the results of tooth bending fatigue P-S-N curves obtained are
shown in Figure 16. Under deterministic loading, the dispersion of fatigue life generally
increases as stress level decreases; therefore, in a linear coordinate system, the P-S-N curve
family will appear as an “umbrella” shape with a small upper opening and a large lower
opening. However, due to the single logarithmic coordinate system, the curve family
presents a corresponding inverted shape.

  
(a) (b) 

Figure 16. Statistical transformation of test data: (a) probability life transformation for tooth; (b) P-S-N
curves fitting for tooth.

4. System Reliability Modeling Considering Planetary Transmission Characteristic

4.1. Conditional Probability Expectation Algorithm for Part Fatigue Reliability Calculation

The traditional “load and strength interference” analysis method was extended to es-
tablish a conditional probability expectation algorithm for calculating the fatigue reliability
of the parts, based on the probability distribution of the stress level and the life distribution
under the specified stress level. For the static strength failure of parts under one load, the
reliability can be regarded as a function of stress, and the conditional reliability model
under specified stress is established. That is, under the condition of stress σ, the probability
calculation formula of static strength S greater than the stress is

ζ(σ) =
∫ ∞

σ
f (S)dS (13)

where f (S) is the probability density function of static strength S.
Furthermore, the static strength reliability model of parts that can reflect the effect of

load uncertainty can be expressed as

R =
∫ ∞

0
h(σ) · ζ(σ)dσ (14)
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where h(σ) is the probability density function of stress σ.
If Equation (14) is the traditional “load and strength interference model”, then the

basic meaning is extended from probability perspective. Based on the total probability
calculation principle of continuous random variable, Equation (14) can be interpreted as
the mathematical expectation of random function ζ(σ) in the definition domain of random
variable σ.

For fatigue reliability, because it is difficult to obtain the fatigue strength distribution
under specified life directly, a mathematical expression for calculating the fatigue reliability
of parts directly, based on life distribution, can be constructed, according to above extended
thinking. Assuming that ζ(n, σ) is the conditional fatigue reliability function under the
specified stress level, that is, under the condition of stress level σ, the probability calculation
formula of the life N greater than the number of load cycles n is

ζ(n, σ) =
∫ ∞

n
f (N|σ )dN (15)

where f (N|σ ) is the life probability density function at stress level σ.
Correspondingly, under the action of random stress level σ, the fatigue reliability

model of parts can be expressed as

R(n) =
∫ ∞

0
h(σ) · ζ(n, σ)dσ (16)

The fatigue reliability index of parts under random constant amplitude cyclic load can
be directly calculated by Equation (16).

4.2. Fatigue Reliability Evaluation Model of Series System Considering Failure Dependence

The fracture of any tooth in a planetary system will affect the transmission capacity of
the whole system. Therefore, if each tooth in the system is regarded as a potential failure
unit, then the system is a typical series system. In the service process, the load borne by
each tooth has significant dependence on the system input power, and the load dependence
and general load randomness make the failure of each element not independent of each
other, so the reliability of the series system cannot be simply considered as the reliability
product of each unit.

The fatigue reliability evaluation model of a series system is established based on
conditional probability expectation algorithm and considering the failure dependence
among unit parts. First of all, only under the action of deterministic load, the failure of
each part in the system is independent of each other, so the conditional reliability of the
series system is equal to the conditional reliability product of each part. Then, considering
the load uncertainty effect at the system-level, the probability that r parts in the system will
not fail, that is, the fatigue reliability evaluation model of the series system is

RSYS(n) =
∫ ∞

0
h0(σ)

r

∏
i=1

[∫ ∞

n
fi(N|(siσ + μi) )dN

]
dσ (17)

where h0(σ) is the probability density function of standard normal distribution, and
fi(N|(siσ + μi) ) is the life probability density function of the ith part under stress level
siσ + μi.

The model assumes that the load follows normal distribution and realizes load normal-
ization for each part through the mathematical relationship transformation between normal
distribution and standard normal distribution, so as to consider the load uncertainty effect
at the system-level.

4.3. Structural Optimization of Reliability Model Considering Sequence Characteristic

The kinematic equation of planetary transmission was deduced according to a periodic
operation law in the planetary gear train; at the same time, the single tooth meshing times
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of various gears in the system within the same time interval were obtained, which matched
the sequence characteristic attributes for the system fatigue reliability evaluation model.
Assuming that the absolute angular velocities of the sun gear, planet gear, ring gear, and
planet carrier are ωS, ωP, ωR, and ωC, respectively, then the mathematical relationship
among them can be expressed as:⎧⎪⎪⎨⎪⎪⎩

ωS = iCSR · ωR + iRSC · ωC
ωR = iCRS · ωS + iSRC · ωC
ωC = iRCS · ωS + iSCR · ωR
ωP = iRPC · ωC + iCPR · ωR

(18)

where icab represents the ratio of the relative rotational speed of member a and member b,
respectively, relative to member c, i.e., icab = (ωa − ωc)/(ωb − ωc).

The kinematic equation of the planetary gear train can be derived from Equation (18)⎧⎪⎪⎨⎪⎪⎩
ωS + p · ωR − (1 + p) · ωC = 0
ωR + ωS/p − (1 + p) · ωC/p = 0
ωC − ωS/(1 + p)− p · ωR/(1 + p) = 0
ωP − (1 + p) · ωC/(1 − p) + 2p · ωR/(1 − p) = 0

(19)

where p is the kinematic characteristic parameter of the planetary gear train, which is the
ratio of the number of teeth between ring gear and sun gear, i.e., p = zR/zS.

Through Equation (19), the relative angular velocities of the sun gear, planet gear, and
ring gear, relative to the planet carrier and their single tooth meshing times in the same
time interval, can be obtained, and the kinematic parameters are shown in Table 6, where
the positive and negative signs indicate that the rotation directions are opposite, and kP is
the number of planet gears in the system. System input speed ωS is a known condition,
and nPS(t) is the meshing times between the target single tooth of a planet gear and the sun
gear within a time interval t, and the interpretation for other relevant parameters is similar.

Table 6. Kinematic parameter of planetary gear train.

Components Angular Velocity Relative Angular Velocity Single Tooth Meshing Times

Sun gear ωS p · ωS/(1 + p) nS(t) = p · ωS · t · kP/(1 + p)
Planet gear ωS/(1 − p) 2p · ωS/

(
1 − p2) nPS(t) = nPR(t) = 2p · ωS · t/

(
p2 − 1

)
Ring gear 0 −ωS/(1 + p) nR(t) = ωS · t · kP/(1 + p)

Planet carrier ωS/(1 + p) 0 -

The parameters of the single tooth meshing times in Table 6 were brought into the
model (17), the calculation factors ζi of the tooth element conditional fatigue reliability of
various gears were obtained, and the fatigue reliability evaluation model RSYS(t) for the
planetary system, considering failure dependence and meshing sequence, was as follows⎧⎪⎪⎪⎨⎪⎪⎪⎩

ζS =
∫ ∞

nS(t)
fS(N|(sSσ + μS) )dN

ζPS =
∫ ∞

nPS(t)
fPS(N|(sPSσ + μPS) )dN

ζPR =
∫ ∞

nPR(t)
fPR(N|(sPRσ + μPR) )dN

ζR =
∫ ∞

nR(t)
fR(N|(sRσ + μR) )dN

(20)

RSYS(t) =
∫ ∞

0
h0(σ) · ζ

zS
S · (ζPS · ζPR)

kP·zP · ζzR
R dσ (21)

It is assumed that the manufacturing and assembly process of such large aviation
planetary mechanism products has well-met the accuracy and quality requirements in
the product design. Based on the above model, the fatigue reliability evolution law of
the planetary systems before the first overhaul was predicted, and the result is shown
in Figure 17. The prediction result of the traditional model shows an excessively rapid
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downward trend, and the downward speed will raise with the increase of the number
of units in the system, which is difficult to accept. The curve result, considering failure
dependence (FD), was relatively accurate in overall shape, which could distinguish the
evolution characteristics of product fatigue reliability during an accidental failure period
and a depletion failure period. However, only the prediction result that considers both
failure dependence and meshing sequence (MS) could achieve excellent agreement with
the relevant historical information (based on the statistical processing results from the
historical censored data [22]).

 
Figure 17. Prediction result of reliability model.

5. Reliability-Driven Optimization Design for Key Structural Elements

Based on the above reliability calculation method to redesign the key geometric
features of the large aeronautical planetary mechanism, the reliability-sensitive structural
elements of large thin-walled parts in the system were screened, and multi-objective
dimensional optimization analysis was executed. Taking the rated working conditions
of the system as the load boundary conditions of the simulation model, the uncertainty
effect of the load was ignored in the reliability analysis processes, so the load distribution
function in Equation (15) will be provided in the form of the determined tooth root stress
peak. The simulation analysis shows that the ring gear rim and the planet carrier played a
main supporting role for the planetary gear system, and their core structural parameters
largely determined the meshing quality of the whole planetary gear system. Among them,
insufficient rigidity of the ring gear rim led to excessive bending deformation for the gear
teeth. Insufficient rigidity of the planet carrier baseplate will cause severe deflection for
the planet shaft, and these design defects will increase the risk of fatigue tooth breakage
in the planetary gear system, and the corresponding dimensional schematic is shown
in Figure 18. In turn, both of these dimensional characteristics are core factors in the
lightweight design of large aerospace planetary equipment, and their dimensional growth
contributes significantly to the weight growth for the planetary mechanism. Therefore,
taking the thickness of the rim and base plate as the design variables, based on the reliability
analysis and calculation method proposed in this paper, under complex system elastic
behavior coupling mechanism, the best stiffness matching result of the thickness of the rim
and base plate that jointly meets the requirements of reliability and lightweight indicators
is sought.
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Figure 18. Sensitivity dimensions of system performance indexes: (a) rim thickness of the ring gear
(b) base plate thickness of the planet carrier.

The elastic deformation results of the ring gear and the planet carrier, as well as the
reliability results of the planetary gear system, are shown in Figure 19. A total of 30 data
points are calculated in Figure—six points were taken in the range of 10~35 mm for the
ring gear rim thickness, with 5 mm was taken for the point interval; 5 points were taken
in the range of 12~36 mm for the planet carrier base plate thickness, with 6 mm for the
point interval, and the spline curves were used to fit the data points. It can be found from
Figure 19a that the maximum node resultant displacement almost stopped decreasing
when the rim thickness reached 25.3 mm, indicating that the rigidity reserve of the ring
gear raised by increasing the rim size can no longer be effectively utilized at this limit value.
At the same time, the elastic deformation response of the ring gear is also influenced, to
some extent, by the thickness dimension of the planet carrier base plate. Under the same
rim thickness, the deformation of the ring gear slightly decreases with the increase of the
base plate thickness, which indicates that the improvement of the planetary system stiffness
conditions caused by the thickening of the planet carrier base plate also has a benign effect
on the mechanical environment of the ring gear.

(a) (b) 

Figure 19. Elastic deformation and reliability results: (a) elastic deformation curves of the ring gear.
(b) System reliability growth curves. Notes: BPT is the base plate thickness of the planet carrier.

Figure 19b shows the variation pattern of the fatigue reliability index of the planetary
gear system under the joint influence of rim and base plate sizes. As the thickness of the
ring gear rim increases, the reliability of the system will continue to grow, and when the
value of the rim thickness reaches 22.5 mm, the reliability growth is weak. At the same
time, the reliability of the system also increases with the increase of the thickness of the
planet carrier base plate, and the reliability growth is weak when the thickness reaches
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30.5 mm. The results of the reliability curves in the figure reflect the mechanisms of the
coupling effect of the rim and base plate dimensions on the fatigue reliability of the system.
In the variation range of the rim thickness from 10 to 22.5 mm, the growth rate of each
reliability curve increases with the increase of planet carrier base plate thickness, indicating
that their scale growth in a certain range has a mutual promotion effect in optimizing the
system reliability index. By setting the coordinate point with a reliability growth rate of less
than 0.03% as the optimal design point, and considering the static strength requirements
of the ring gear and the planet carrier, the best matching values of the two key structural
dimensions of the large aero-planetary mechanism can be determined: 22.5 mm thickness
for the ring gear rim and 30.5 mm thickness for the planet carrier base plate.

6. Concluding Remarks

This paper takes the large aviation planetary system as a research object, aims to
accurately evaluate the reliability quality attributes formed in the system design process,
and deeply excavates the inherent behavior characteristics for the planetary system in
function realization. Based on this, a system fatigue reliability evaluation model was
constructed by considering the failure dependence and meshing sequence among the
functional logic units. At the same time, an advanced hierarchical finite element method
was adopted to calculate the tooth dangerous load history under the influence of system
global elastic behavior, and the tooth probability fatigue strength is statistically analyzed
by the gear low-cycle fatigue test and life distribution transformation method. These will
provide economic effective load and strength input variables for the reliability evaluation
model, respectively, and the specific conclusions are as follows.

(1) In the face of advanced simulation and analysis tasks for a large aviation planetary
system, only considering the convenience of modeling and boundary condition set-
ting, the computational efficiency of the hierarchical finite element method will be
much higher than that of the general finite element method. Compared with the
results of the tooth root stress obtained by the international standard method, the
hierarchical finite element method had high calculation accuracy. Moreover, the stress
results, without considering system elastic deformation, were 11.9%~17.3% higher
than those considering this factor, which indicates that ignoring the flexible behavior
characteristics of the large aviation planetary mechanism may directly lead to an
over-conservative design scheme for the corresponding structural strength.

(2) The gear bending fatigue accelerated life test was carried out by a power flow closed
gear rotation testing machine; a total of 106 life data points were tested under four
stress levels by a group method, and the probability life relationship between the gear
and tooth was established based on the concept of minimum order statistics. The
linear correlation of the P-S-N curves obtained by the statistical method in this paper
was more than 96%, which ensures the effectiveness of strength input variables for
the reliability model.

(3) With the increase of the ring gear rim thickness of the large, thin-walled internal gear
ring, its elastic deformation under the rated working condition gradually decreased,
and the maximum node resultant displacement almost stopped decreasing when the
rim thickness reached 25.3 mm, indicating that the rigidity reserve of the ring gear
raised by increasing the rim size can no longer be effectively utilized at this limit
value. At the same time, the elastic deformation response of the ring gear was also
influenced, to some extent, by the thickness dimension of the planet carrier base plate.
Under the same rim thickness, the deformation of the ring gear slightly decreased
with the increase of the base plate thickness, which indicates that the improvement of
the planetary system stiffness conditions caused by the thickening of the planet carrier
base plate also has a benign effect on the mechanical environment of the ring gear.

(4) Within a certain size range, the increase of the ring gear rim thickness and the planet
carrier base plate thickness will improve the stiffness conditions of the planetary
gear system and optimize the gear meshing performance, thus improving the fatigue
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reliability level of the planetary gear system. When the ring gear rim is thin, the
increase in the thickness of the planet carrier base plate will accelerate the change
in the reliability of the system caused by the thickening of the rim, while, when the
ring gear rim is thick, the thickness of the planet carrier base plate will have the
opposite effect. This “thin vs. thick” dimensional range will be determined by the
other structural elements in the planetary mechanism, as well as the level of external
loads. Based on the base plate thickness–rim thickness–reliability curve cluster, the
best matching results for two key structural dimensions in a specified type of large
aviation planetary system to meet the reliability and lightweight requirements were
determined. The results of this study will provide important reference data for the
structural optimization design of a large aviation planetary system.
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Nomenclature

ρ f p Tooth root radius
CPU Central processing unit
FE Finite element
TRB Tapered roller bearings
DRTRB Double-row tapered roller bearing
RBB Radial ball bearing
d1 Pitch circle diameter
PCD Pitch circle diameter
TF Tolerance factor
NRD Node resultant displacement
PS The tooth root stress on the planet gear tooth (the tooth side meshed with the sun gear)
P (kw) The input power history of this kind of planetary system has been collected
Xi A set of samples from a parent X
F(x) The cumulative distribution function of random variable X
f (x) Probability density function
gmin(x) The probability density function of the minimum order statistics of X
β The shape parameter of the tooth life distribution
θ The Scale parameter of the tooth life distribution
z Number of teeth on a gear
σ Condition of stress
ζ(σ) Under the condition of stress σ, the probability calculation formula of static strength S

greater than the stress
f (S) The probability density function of static strength S
h(σ) The probability density function of stress σ

R(n) Under the action of random stress level σ, the fatigue reliability model of parts
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h0(σ) The probability density function of standard normal distribution
ω Represents the angular velocity of the member
icab Represents the ratio of the relative rotational speed of member a and member b

respectively relative to member c
p The kinematic characteristic parameter of the planetary gear train
kP The number of planet gears in the system
nPS(t) The meshing times between the target single tooth of a planet gear

and the sun gear within time interval t
ζi The calculation factors of tooth element conditional fatigue reliability of various gears
FD Failure dependence
MS Meshing sequence
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Abstract: Actual marine atmospheric pre-corrosion behavior and its effect on the fatigue performance
of 7075-T73 aluminum alloy were studied by means of marine atmospheric outdoor exposure testing
and fatigue testing. The surface and cross-sectional microstructures of aluminum alloy specimens
after different numbers of days of exposure were analyzed. Localized pitting, and intergranular
and exfoliation corrosion occurred during the outdoor exposure of aluminum alloy specimens in
a marine atmosphere. The degree of severity of atmospheric corrosion increased with increasing
duration of exposure. The effects of Fe-rich constituent particles (Al23CuFe4) and grain boundary
precipitates (MgZn2) on the marine atmospheric corrosion behavior were discussed. In addition,
when the exposure time was increased from 0 days to 15 days, the average fatigue life of aluminum
alloy specimens decreased dramatically from about 125.16 × 104 cycles to 16.58 × 104 cycles. As the
exposure time was further increased to 180 days, the average fatigue life slowly decreased to about
6.21 × 104 cycles. The fatigue fracture characteristics and the effect mechanism of marine atmospheric
pre-corrosion on the fatigue life of 7075-T73 aluminum alloy were also analyzed.

Keywords: 7075 aluminum alloy; outdoor exposure; actual marine atmosphere; pre-corrosion; fatigue

1. Introduction

The aluminum alloy 7075 has received a great deal of attention because of its outstand-
ing properties, which include low density and high strength; therefore, it has been used
widely as a structural material in the aircraft industry [1–6]. However, when aircraft are
in service, especially in marine atmospheric environments, the aluminum alloy structures
used inevitably suffer atmospheric corrosion damage, which could significantly degrade
the fatigue performance and reduce the service life of those structures [7–9]. Thus, a better
understanding of the effect of marine atmospheric corrosion on the fatigue performance of
7075 aluminum alloy would be vitally important and helpful in furthering research on the
service safety and life cycle of aircraft structures.

To date, many studies have been performed elucidating the effects of pre-corrosion on
the fatigue performance of 7075 aluminum alloy [10–22]. For instance, Sankaran et al. [12]
investigated the effects of pitting pre-corrosion on the fatigue behavior of aluminum alloy
7075-T6 using cyclic fog–dry salt spray tests, and found that the fatigue lives of aluminum
alloys could be dramatically reduced by pitting corrosion. Burns et al. [16] studied the
effect of EXCO solution pre-corrosion on the fatigue cracking of 7075-T6511 aluminum
alloy and reported that the substantial reduction in fatigue life due to pre-corrosion was
nearly independent of pre-corrosion time after an initial sharp degradation. Joshi et al. [19]
used constant stress amplitude fatigue tests to study the small crack growth behavior
of pre-corroded aluminum alloy 7075-T6 and found that small crack initiation life and
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crack growth life under salt water conditions were several times shorter than those under
ambient air. However, the investigations of the impact of pre-corrosion on the fatigue
performance of 7075 aluminum alloy performed so far have mainly employed accelerated
corrosion methods to simulate atmospheric corrosion in the laboratory, seldom employing
marine atmospheric exposure tests, which in practice are more reliable and accurate for
evaluating actual marine atmospheric corrosion. Zhang et al. [23] performed atmospheric
exposure tests of epoxy primer-coated 7075-T6 aluminum alloy in a coastal environment
and found that the epoxy coating and anodic oxide layer had lost their protective ability
after 20 years of exposure.

However, the investigations that have been performed so far have mainly focused on
7075-T6 (peak-aged) aluminum alloy, and have seldom addressed 7075-T73 (over-aged)
aluminum alloy, which may have a lower strength and better corrosion resistance than 7075-
T6 alloy [24]. In fact, to the best of our knowledge, the pre-corrosion fatigue performance
of bare 7075-T73 aluminum alloy exposed outdoors in an actual marine atmosphere for
short durations such as several days remains unclear. In this work, we investigate the
marine atmospheric corrosion behavior of bare 7075-T73 aluminum alloy by means of
outdoor exposure tests in an actual marine atmosphere at the Wanning test site. The
fatigue performance of atmospheric pre-corrosion aluminum alloy specimens with different
durations of outdoor exposure was also analyzed by means of constant amplitude axial
fatigue tests. The corrosion characteristics and fatigue fracture of pre-corrosion aluminum
alloy specimens were observed. In addition, the mechanisms of actual marine atmospheric
corrosion and the effect of pre-corrosion on fatigue life are discussed.

2. Experimental Procedure

The aluminum alloy specimens used in this work were cut from an extruded 7075-T73
aluminum alloy sheet along the extrusion direction, and its chemical composition (wt.%)
is indicated in Table 1. Figure 1 shows the geometry and dimensions of the specimens
exposed to actual marine atmospheric environment. The average value of the yield strength
and tensile strengths of the 7075-T73 aluminum alloy specimens were measured to be about
490 MPa and 562 MPa, respectively.

Table 1. Chemical composition (wt.%) of the 7075-T73 aluminum alloy.

Element Zn Mg Cu Fe Ti Si Cr Mn Al

Weight fraction (%) 5.57 2.58 1.51 0.14 0.024 <0.05 0.20 0.045 Bal.

 
Figure 1. Geometry and dimensions of the 7075-T73 aluminum alloy specimens.

All tests of outdoor exposure in actual marine atmosphere were carried out at Wanning
test site in China, which is close to the South China Sea. The average air temperature,
relative humidity, and Cl− deposition rate at the Wanning test site can reach about 23.9 ◦C,
87.6% and 14.5875 mg/(m2 d), respectively [23], indicating that this marine atmosphere
environment is characterized by high temperature, high humidity, and high salt fog. The
aluminum alloy specimens were installed on the test rack, which was facing south at an
angle of 45◦ and situated 350 m away from the coastline. The selected specimens were
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exposed to the actual marine atmosphere for 15, 30, 90 and 180 days, respectively. After
the outdoor exposure tests, the obtained atmospherically pre-corroded specimens were
withdrawn from the Wanning test site and kept in a desiccator (DZF-6020, Hefei Kejing
Materials Technology Co., Ltd., Hefei, China). Afterwards, fatigue tests were carried out on
the atmospherically pre-corroded specimens that had been exposed for various duration
under constant amplitude axial loading on a QBG-50 fatigue testing machine (Changchun
Qianbang, Changchun, China) in laboratory air at room temperature to determine their
fatigue life. Sine wave load and a maximum cyclic stress (Smax) of 240 MPa were applied in
all the fatigue tests. Moreover, the stress ratio (R) was set as 0.1 and the loading frequency
was about 80 Hz. The fatigue tests were repeated at least five times for each type of marine
atmospherically pre-corroded specimen.

In addition, selected as-received (uncorroded) and atmospherically pre-corroded
aluminum alloy specimens were cross-sectioned, ground, polished and then etched for
microstructural observation using an optical microscope (OM, DMI5000M, Leica, Wetzlar,
Germany) and a scanning electron microscope (SEM, Evo18, Carl Zeiss, Germany) equipped
with energy disperse spectroscopy (EDS). Selected samples were also cut from the as-
received and pre-corroded specimens in order to analyze their surface morphologies and
fatigue fracture characteristics using SEM (secondary electron and backscattered electron)
and EDS. The thin foils were mechanically thinned to a thickness of 100 μm before being
twin-jet electro-polished in a solution consisting of 5% perchloric acid and 95% ethanol
for microstructural analysis of the as-received specimens using a transmission electron
microscope (TEM, JEM-2100, JEOL Ltd., Tokyo, Japan).

3. Results and Discussion

3.1. Microstructures of As-Received 7075 Aluminum Alloy

Figure 2 displays the OM microstructure of as-received 7075 aluminum alloy. As
indicated, the microstructure contains many elongated grains that are parallel to the
extrusion direction of the aluminum alloy. In addition, several second-phase constituent
particles can be observed within the grain or near the grain boundary.

 
Figure 2. OM microstructures of as-received 7075 aluminum alloy. Image (b) shows the magnified
microstructure in the frame area of image (a).

Figure 3 shows the surface morphology of the as-received 7075 aluminum alloy. It
can be seen that the as-received alloy surface is free from corrosion and relatively smooth.
Moreover, some second-phase constituent particles can also be observed on the alloy
surface. According to previous studies [25–27], the constituent particles in 7075 aluminum
alloy might be Fe-rich phase (Al23CuFe4 or Al7Cu2Fe). The EDS results in Figure 3b further
indicate that the chemical composition of these constituent particles was Al23CuFe4.
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Figure 3. Surface morphology of as-received 7075 aluminum alloy: (a) secondary electron image and
(b) backscattered electron image.

Figure 4 shows the TEM microstructure of the 7075-T73 aluminum alloy. It is clear
that a lot of fine second-phase precipitates are distributed homogeneously within the
aluminum alloy matrix. In addition, a continuous chain of precipitates can also be observed
at the grain boundaries. The electron diffraction pattern (Figure 4b) reveals that the grain
boundary precipitates are MgZn2 (η) phase.

 

Figure 4. TEM microstructure of the 7075-T73 aluminum alloy: (a) bright-field image and (b) electron
diffraction pattern of grain boundary precipitates.

3.2. Corrosion Characteristics

Figure 5 shows the surface morphologies of 7075 aluminum alloy specimens exposed
to marine atmosphere for different numbers of days. After 15 days of outdoor exposure,
some pits with various sizes and irregular shape can be observed on the surface of the
aluminum alloy specimen, suggesting that localized pitting corrosion has occurred. The
atmospheric corrosion products in the pitting corrosion regions can be seen as having a
black appearance in the SEM backscattered electron images (Figure 5b,d). The EDS results
show that these atmospheric corrosion products mainly contain the elements O and Al.
According to the ratio of Al to O, it can be deduced that the corrosion products of the
7075 aluminum alloy specimens suffering from marine atmospheric pre-corrosion mainly
consist of Al(OH)3 [23]. Furthermore, as shown in Figure 5c,d, some atmospheric corrosion
products might be washed away by rainwater, and the mud-crack characteristic can be
observed on the surface of the remaining corrosion products. After 30 days of outdoor
exposure, the number and size of the pits increase, and the mud-crack characteristic of
corrosion product surface becomes more obvious, as shown in Figure 5e–h. When the
outdoor exposure time is increased to 90 days, the severity of the localized atmospheric
corrosion on the surface of the aluminum alloy specimens increases. The adjacent pits tend
to interact with each other, and the size of the pits further increases, as shown in Figure 5i–l.
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After 180 days of outdoor exposure, most of the aluminum alloy specimen surface suffers
from atmospheric corrosion. As indicated in Figure 5m–p, the size of the pits increases
significantly, which can be attributed to adjacent pits converging into larger pits. Moreover,
there are some newly formed small pits on the specimen surface. It is worth noting that,
as shown in Figure 5, several corrosion pits are distributed close to the Fe-rich constituent
particles (Al23CuFe4). Accordingly, it can be inferred that the occurrence of localized pitting
corrosion on the surface of 7075-T73 aluminum alloy specimens exposed to the marine
atmosphere is closely associated with the Fe-rich constituent particles, which might have
higher electrochemical potential than the surrounding aluminum alloy matrix [25].

 

Figure 5. SEM secondary electron and backscattered electron images of the surface morphologies
of 7075 aluminum alloy specimens exposed outdoor for different numbers of days: (a–d) 15 days;
(e–h) 30 days; (i–l) 90 days; (m–p) 180 days.

Figure 6 shows the cross-sectional microstructures of 7075 aluminum alloy specimens
subjected to outdoor exposure for different numbers of days. As indicated, there is no
obvious corrosion in the as-received specimen (see Figure 6a). After 15 days of outdoor
exposure, as shown in Figure 6b,f, localized intergranular corrosion can be seen to have
occurred in the aluminum alloy matrix, and lamellar cracks extend along the elongated
grain boundary parallel to the alloy surface. The EDS results presented in Figure 6f show
that the intergranular corrosion products are also mainly Al(OH)3. After 30 days of outdoor
exposure, both the length and depth of the intergranular corrosion have increased (see
Figure 6c). With further increases in the duration of outdoor exposure, the degree of
severity of the intergranular corrosion progressively increases. When the duration of
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outdoor exposure is increased to 180 days, the corrosion layers near the surface of the
aluminum alloy specimens come apart and are even exfoliated (see Figure 6e), indicating
that exfoliation corrosion is occurring.

 

Figure 6. (a–e) OM and (f) backscattered electron images for the cross-sectional microstructures
of 7075 aluminum alloy specimens subjected to outdoor exposure for different numbers of days:
(a) 0 days; (b,f) 15 days; (c) 30 days; (d) 90 days; (e) 180 days.

As mentioned above, pitting, intergranular, and exfoliation corrosion may occur in
the 7075-T73 aluminum alloy specimens exposed to the actual marine atmosphere at the
Wanning test site, which has a high humidity and high chlorine ion (Cl−) concentration.
Under the conditions of the marine atmospheric environment, the oxide film on the surface
of the 7075 aluminum alloy specimen, especially close to the Fe-rich constituent particles,
might be damaged by electrolyte water films containing Cl−, and then the aluminum alloy
matrix is exposed directly to marine atmosphere. Because the electrochemical potential of
the Fe-rich constituent particles is different from that of the aluminum alloy matrix [25],
electrochemical reactions between them may occur. Compared with the Fe-rich constituent
particles, the surrounding aluminum alloy matrix with lower electrochemical potential
acts as an anode, and would be dissolved preferentially, leading to the occurrence of
pitting corrosion.

In addition, intergranular and exfoliation corrosion of the exposed 7075-T73 aluminum
alloy specimens might be related to the precipitates at the grain boundaries. As mentioned
above, in the 7075-T73 aluminum alloy, the precipitates at the grain boundaries were identi-
fied as MgZn2 phase (see Figure 4). Under the action of corrosive media in the actual marine
atmosphere, an electrochemical corrosion system might be formed by the MgZn2 grain
boundary precipitates and the aluminum alloy matrix. It has been reported that MgZn2
phase has a lower electrochemical potential than the aluminum alloy matrix [28]. There-
fore, in the above electrochemical corrosion system, the MgZn2 precipitates at the grain
boundaries act as the anode and are dissolved preferentially, resulting in the occurrence
of intergranular corrosion. As the intergranular corrosion proceeds along the elongated
grain boundaries parallel to the specimen surface, the corrosion products will accumulate
at the grain boundaries. The volume of corrosion products (Al(OH)3) will be larger than
that of the consumed aluminum alloy matrix [29,30]. As a result, wedging force might be
generated at the elongated grain boundaries, which could cause the rupture and exfoliation
of the alloy surface. Accordingly, exfoliation corrosion occurs in the 7075-T73 aluminum
alloy specimen subjected to outdoor exposure for 180 days, as shown in Figure 6e.
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3.3. Fatigue Performance

Figure 7 shows the average fatigue lives of the 7075-T73 aluminum alloy specimens
subjected to outdoor exposure in marine atmosphere for different numbers of days. The
maximum cyclic stress (Smax) was 240 MPa. As indicated, the average fatigue life (Nf) of
the uncorroded aluminum alloy specimens was about 125.16 × 104 cycles. After 15 days
of outdoor exposure, the average Nf of the pre-corroded aluminum alloy specimens had
significantly decreased to about 16.58 × 104 cycles, indicating that low-level marine atmo-
spheric corrosion damage was able to dramatically reduce the fatigue life of the 7075-T73
aluminum alloy specimens. After the initial sharp degradation, with increasing outdoor
exposure duration, the average fatigue life of the aluminum alloy specimens still progres-
sively decreased, but the rate of decrease became much smaller. Thus, the average Nf of
pre-corroded aluminum alloy specimens decreased from about 16.58 × 104 cycles to about
6.21 × 104 cycles when number of days of exposure increased from 15 to 180.

 
Figure 7. Average fatigue life (Nf) of the 7075 aluminum alloy specimens subjected to outdoor
exposure for different numbers of days.

Figure 8 shows the fatigue fracture morphologies of 7075 aluminum alloy specimens
subjected to outdoor exposure for different numbers of days. It can be seen that, in
the absence of pre-corrosion, the fatigue crack initiated at a Fe-rich constituent particle
(Al23CuFe4) near the surface of the aluminum alloy specimen, as shown in Figure 8a–c.
The Fe-rich constituent particles are harder than the aluminum alloy matrix and can give
rise to stress concentration. Thus, they could act as an initiation site for fatigue cracking.
After 15 days of outdoor exposure, the fatigue crack originated from a shallow localized
corrosion region near the corner of the pre-corroded aluminum alloy specimen, as shown
in Figure 8d–f. When the outdoor exposure duration increased to 180 days, the initiation
site of the fatigue crack revealed an irregular deep localized corrosion feature that was also
situated near the corner of the alloy specimen, as shown in Figure 8g–i.

As can be seen from the experimental results, marine atmospheric corrosion can pen-
etrate the surface of aluminum alloy specimens and change the initiation site of fatigue
cracking. The stress concentration caused by the generation of localized atmospheric
corrosion regions during outdoor exposure in the marine atmosphere could significantly
accelerate the initiation of fatigue cracks. Therefore, the fatigue life of atmospherically
pre-corroded 7075-T73 aluminum alloy specimens with 15 days of exposure was dramati-
cally reduced compared with that of the uncorroded specimens (see Figure 7). With the
prolongation of the duration of atmospheric pre-corrosion, the depth of the localized pre-
corroded region increased progressively, as shown in Figure 8d–i, which might further
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increase the severity of stress concentration and thus reduce the initiation time of fatigue
cracking. However, the contribution of the increase in the depth of localized pre-corrosion
region to the decrease in the fatigue life might be weaker than that of the generation of the
localized pre-corrosion region. As a consequence, the fatigue life of the atmospherically
pre-corroded 7075-T73 aluminum alloy specimens decreased slowly when the duration of
outdoor exposure was increased from 15 days to 180 days.

Figure 8. SEM secondary electron and backscattered electron images of fatigue fracture morpholo-
gies of 7075-T73 aluminum alloy specimens exposed outdoor for different days: (a–c) 0 days;
(d–f) 15 days; (g–i) 180 days.

4. Conclusions

(1) When the 7075-T73 aluminum alloy specimen was subject to outdoor exposure in
actual marine atmosphere for a short duration (no more than 15 days), localized pitting and
intergranular corrosion occurred near the alloy surface. The degree of severity of marine
atmospheric corrosion increased with increasing exposure duration. After 180 days of
outdoor exposure, exfoliation corrosion also took place.

(2) The formation of corrosion pits was mainly attributed to the anodic dissolution of
the matrix around the Fe-rich constituent particles (Al23CuFe4). The intergranular corrosion
and exfoliation corrosion were mainly related to the preferential anodic dissolution of
MgZn2 (η) phase precipitates at the elongated grain boundaries of the aluminum alloy.

(3) The fatigue cracking of the as-received (uncorroded) specimens was mainly initi-
ated near the Al23CuFe4 particles, causing stress concentration. With increasing exposure
time, the fatigue life (Nf) of the alloy specimens first decreased dramatically and then
continued to decrease more slowly. The initial sharp decrease in Nf can be attributed to the
generation of a localized pre-corrosion region, inducing more serious stress concentration
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and thus significantly accelerating the initiation of fatigue cracking. The following slow
decrease of Nf might be related to the increasing depth of the localized pre-corrosion region
with the prolongation of exposure time.
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