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Editorial

Editorial for the Special Issue on Magnetic and Spin Devices,
Volume II
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Although the miniaturization of metal–oxide–semiconductor field effect transistors
(MOSFETs)—the main driver behind an outstanding increase in the speed, performance,
density, and complexity of modern integrated circuits—is continuing, numerous outstand-
ing technological challenges in complimentary metal–oxide–semiconductor (CMOS) device
miniaturization are slowly bringing the downscaling to saturation. As the CMOS devices
employed intrinsically rely on electron charge for their operation, to slow down the sat-
uration of CMOS scaling, researchers are looking to an additional property of electrons:
electron spin. Electron spin is attracting increasing attention as a suitable candidate for
complementing or even replacing electron charge in future microelectronic devices [1–3].

Because of the success of the initial Special Issue on Magnetic and Spin Devices [4],
we have decided to continue addressing the ever-advancing progress in spin-driven and
magnetic devices with this second volume. There are 10 research articles published in this
Special Issue, covering recent advances in research aspects ranging from manufacturing
magnetic materials to modeling techniques for highly scaled magnetoresistive devices,
design and optimization approaches, complex magnetic systems, and sensing applications.

Electron spin is characterized by two projections on a given axis. The axis is typically
defined by a magnetic field or by a magnetization direction when the material is a ferro-
magnet. The magnetization in a ferromagnet itself can be used to store information when
the ferromagnet possesses uniaxial magnetic anisotropy: its magnetization can be aligned
along the anisotropy axis in either direction. In Contribution 1, a simple method to grow thin
ferromagnetic films of permalloy (Py), an alloy of 80% Ni and 20% Fe, on a silicon wafer via
electrochemical deposition [5] is explored. The effect of Py thickness on the magnetic prop-
erties of thin films was investigated by using field emission scanning electron microscopy,
energy-dispersive X-ray spectroscopy, atomic force microscopy, ferromagnetic resonance,
anisotropic magnetoresistance, and the magneto-optic Kerr effect. The magnetoresistance
ratios of the deposited Py thin films were around 0.23%, while the damping constant was
1.36 × 10−2; these characteristics are comparable to those of expensive sputtered layers.

At all stages of semiconductor device development, accurate technology computer-
aided design (TCAD) tools are paramount to predict the device functionalities, to optimize
the parameters, and to obtain the best performance. In particular, process and device TCAD
has become indispensable in the design cycle of novel devices and technologies [6]. A
comprehensive simulation approach capable of accurately describing the complex struc-
tures and behaviors of emerging ultra-scaled magnetoresistive random access memory
(MRAM) devices [7] is proposed in Contribution 2. The approach is based on the finite
element method solution of the Landau–Lifshitz–Gilbert equation coupled to the spin and
charge transport through the device, and it allows for predicting the switching behavior
of recently proposed structures with a double reference layer [8] and MRAM cells with
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an elongated and composite free layer [9]. The modeling approach was extended in Con-
tribution 3 to investigate the role of temperature on the switching behavior in a spin-orbit
torque (SOT) MRAM cell. It was demonstrated that the critical voltage for SOT switching
is significantly reduced at elevated temperatures. The critical SOT voltage displayed a
parabolic decrease as a function of the voltage applied across the magnetic tunnel junction
(MTJ) of the SOT-MRAM cell, in agreement with recent experimental data [10].

Magnetic tunnel junctions switch stochastically [11], with their switching probabilities
dependent on the applied current. Contribution 4 proposes the use of electrically controlled
MTJs to mimic Ising spins to build an Ising annealing machine [12]. Simulations with an
Ising annealing system constructed using 64 such spins demonstrated factorization of n-bit
integers up to 264 with a temporal complexity proportional to

√
n.

Heat-assisted magnetic recording (HAMR) technology is a promising alternative to
replace the current perpendicular magnetic recording, further increasing the areal density of
hard disk drives; however, unwanted noise may affect the read-back signal. The transition
jitter noise at ultrahigh areal density in L10-FePt-based [13] HAMR technology was explored
by means of micromagnetic simulations in Contribution 5. The lowest transition jitter was
obtained in an 8 nm track width at a 9 nm bit length, yielding a projected ultrahigh areal
density of 8.9 Tb/in2 for upcoming applications.

Regarding the design and optimization of a complex electromagnetic element, namely,
a solenoid valve used to control the flow velocity and the flow direction in microfluidics [14],
Contribution 6 deals with a numerical determination of the magnetic isolation ring position
in a solenoid valve for optimal dynamic response performance. The proposed model was
verified experimentally, and optimally designed solenoid valves were realized.

In Contribution 7, a novel method for antenna miniaturization based on acoustic
excitations and magnetoelectric coupling [15] is elaborated. A magnetoelectric antenna was
designed and successfully fabricated and tested. The results demonstrate its potential to
overcome the miniaturization limits and impedance mismatch of traditional antennas.

Composite multiferroic materials comprising piezoelectric and magnetostrictive prop-
erties [16] are also suitable for designing novel types of interconnects for efficient magnetic
signal transmission. Internal magnetic signal amplification due to a portion of energy
being transferred from electric to magnetic domains via stress-mediated coupling helps to
efficiently compensate strong signal dumping so that the amplitude of the magnetic signal
remains constant during the propagation. The model introduced in Contribution 8 predicts
the group velocity of a magnetic signal up to 105 m/s with an amazingly small energy
dissipation of less than 10−18 J per bit per 100 nm.

Exploring magnetostrictive materials’ properties has great potential for the develop-
ment of advanced sensors. Magnetorheological elastomers (MREs) are a representative
example of such sensors; these materials’ mechanical properties can be controlled by the
use of magnetic fields with enhanced magnetostriction magnitude and reaction force [17].
In Contribution 9, an approach based on exploring materials with storage modulus above
300 kPa was pursued by investigating various compositions of carbonyl iron particles. It
was demonstrated that increments in both the magnetostriction percentage and normal
force were achieved at a higher concentration of the particles. This behavior confirms the
feasibility of sensor applications of magnetorheological elastomers.

A specially designed magnetic field gradiometer based on a single elliptical planar
Hall effect sensor was fabricated and tested in Contribution 10. The gradiometer measured
magnetic fields at nine different positions within a length scale of a few millimeters. It was
demonstrated that this innovative device is able to detect magnetic field gradients with
equivalent gradient magnetic noises of about 958, 192, 51, and 26 pT/(mm√Hz) at 0.1,
1, 10, and 50 Hz frequencies, respectively. The fabricated low-cost, high-resolution, and
small-footprint gradiometer has great potential for portable and wearable applications, as
well as for body implants [18].

We would like to sincerely thank all the authors for submitting exceptional research
papers to this Special Issue. We would also like to thank all the reviewers who took
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Anisotropic Magnetoresistance Evaluation of Electrodeposited
Ni80Fe20 Thin Film on Silicon

Payam Khosravi 1, Seyyed Ali Seyyed Ebrahimi 1,*, Zahra Lalegani 1 and Bejan Hamawandi 2,*
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University of Tehran, Tehran 111554563, Iran

2 Department of Applied Physics, KTH Royal Institute of Technology, SE-106 91 Stockholm, Sweden
* Correspondence: saseyyed@ut.ac.ir (S.A.S.E.); bejan@kth.se (B.H.)

Abstract: In this study, a simple growth of permalloy NiFe (Py) thin films on a semiconductive
Si substrate using the electrochemical deposition method is presented. The electrodeposition was
performed by applying a direct current of 2 mA/cm2 during different times of 120 and 150 s and
thin films with different thicknesses of 56 and 70 nm were obtained, respectively. The effect of Py
thickness on the magnetic properties of thin films was investigated. Field emission scanning electron
microscopy (FESEM), energy-dispersive X-ray spectroscopy (EDS), atomic force microscopy (AFM),
ferromagnetic resonance (FMR), anisotropic magnetoresistance (AMR), and magneto-optic Kerr effect
(MOKE) analyses were performed to characterize the Py thin films. It was observed that the coercivity
of the Py thin film increases by increasing the thickness of the layer. Microscopic images of the layers
indicated granular growth of the Py thin films with different roughness values leading to different
magnetic properties. The magnetic resonance of the Py thin films was measured to fully describe the
magnetic properties of the layers. The magnetoresistance ratios of deposited Py thin films at times of
120 and 150 s were obtained as 0.226% and 0.235%, respectively. Additionally, the damping constant
for the deposited sample for 120 s was estimated as 1.36 × 10−2, which is comparable to expensive
sputtered layers’ characteristics.

Keywords: electrodeposition; permalloy; magnetoresistance; MOKE; AMR; FMR

1. Introduction

Py thin films have played a very important role in the field of magnetism and spin-
tronics due to their low magnetic anisotropy [1–7]. They have been used extensively in
magneto-resistive devices with high efficiency [8–10]. Additionally, due to their very low
damping parameter, they have been widely used for high-frequency spintronic devices
which have a function based on the ferromagnetic resonance effect [11,12]. As electronic
devices are still very dependent on semiconductor-based technology, coating Py on the
surface of Si is of vital importance for magnetic device developments.

Today, physical methods such as molecular beam epitaxy [13], the ion-beam method [14],
the vacuum evaporation technique [15], and sputtering [16] are commonly used for the
fabrication of thin films. The advantages of these methods are obtaining pure materials,
sharp interfaces, and high control of film growth but they require high vacuum so these
techniques are complicated and expensive. However, electrodeposition is a fabrication
technique that does not require a vacuum and is a relatively simple and inexpensive
method [17,18]. To obtain high-quality deposits, the electrodeposition technique is a
proper method to control the thickness, composition, and stoichiometry of alloys [19–21].
However, the deposition of thin films by electrodeposition requires special care. For
example, contamination and fluctuations of the composition have an undesirable effect on
the magnetic properties of the manufactured film [22].

There are many previous studies that have reported electrodeposited Py films onto
metal substrates [23–27]. However, reports on the electrodeposition of Py on Si are not

Micromachines 2022, 13, 1804. https://doi.org/10.3390/mi13111804 https://www.mdpi.com/journal/micromachines5
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reported often, especially regarding magnetic characteristic investigations [28–30]. Silicon
is an appropriate case as a substrate because it conducts properly well to allow electrode-
position without the need for a seed layer, leading to the fabricating of thin magnetic
films matched with silicon technology [31]. It is significant to optimize the electrochemical
conditions for Py electrodeposition onto semiconductor substrates to get the desired mi-
crostructure. In order to obtain the optimal thickness of Py for better adhesion between
Py and substrate, Py thin films of submicrometer thickness were electrodeposited onto
Si (111) surfaces by Gao et al. [32]. They reported that Py films were able to have proper
adhesion to the Si substrate when the thickness of the initial deposited Py was more than
20 nm. They also determined the coercivity of samples with 150 nm thickness to be about
6.8 Oe. The skewed shape of the hysteresis of the magnetization curve for a thin film of
FexNi1-x electrodeposited on Si (100) was presented by Spada et al. [33]. Additionally, it is
found that using surfactants in the electrodeposition electrolyte can enhance the quality
and adhesion. For example, strong adhesion of Py on Si substrate by electrodeposition
from a solution containing saccharin was observed by Sam et al. [34].

In the present research, Py was electrodeposited directly onto a Si substrate without a
seed layer. Despite not using organic additives such as saccharin in the electrodeposition
solution, it was found that electroplating thin films represented reasonably strong adhesion
to the Si substrates. The properly prepared Py thin films on the Si have the capacity to be
used in technological elements. In particular, in this work, the static and dynamic magnetic
properties of the electrodeposited Py thin films on the Si substrate were investigated. The
main purpose of investigating the magnetic properties of the electrodeposited Py layers
was to observe the anisotropic magnetoresistance (AMR) effect. The AMR signal was
successfully detected. For the first time, a relatively comprehensive study of the magnetic
properties of such a magnetic thin film via magneto transport, magneto-optic, and magneto
resonance measurements were presented.

2. Experimental

2.1. Materials and Instrumentation

N-type silicon wafers (D.M.S Co., Hwaseong, South Korea), nickel (II) sulfate (NiSO4.6H2O,
Merck, Darmstadt, Germany), iron (II) sulfate (FeSO4.7H2O, Merck, Germany), and boric
acid (H3BO3, Merck, Germany) were used as primary materials to make the solution for
electrodeposition.

Atomic force microscopy (AFM, NT-MDT TS150 ENTEGRA) was used to investigate
the surface topography of the samples. The magneto-optic characteristic of prepared
samples was examined by the magneto-optic Kerr effect (MOKE) based on differential
intensity using a He-Ne laser. The light passed through a polarizer, then reflected by the
sample and passed through an analyzer, and was monitored by a detector. Optical lenses
were used to focus and regulate the laser beam before and after reflection, respectively.
The magnetic field was applied parallel to the plane of incident laser light. Ferromagnetic
resonance (FMR) was analyzed using a subminiature version A (SMA) connector. For this
purpose, a radiofrequency (RF) field with a fixed output power of 16 dBm was applied to
a 50 Ω micro-stripe line (200 μm width). The microwave frequency range of the external
DC magnetic field was up to 20 GHz (step of 1 GHz). Anisotropic magnetoresistance
(AMR) measurement was performed using a four-point probe setup (Keithley 2450). The
morphology of the samples was studied by field emission scanning electron microscopy
(FESEM, MIRA3TESCAN-XMU). Additionally, energy-dispersive spectroscopy (EDS) was
used to determine the film composition.

2.2. Sample Preparation
2.2.1. Solution

NiSO4.6H2O (0.4 M) was added to deionized water under stirring. After nickel sulfate
was dissolved in deionized water at room temperature, FeSO4.7H2O (0.004 M) was added
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and stirred until dissolved. Then, H3BO3 (0.4 M) was added to the solution and the solution
remained under stirring until it was homogenized.

It should be noted that before each use of the solution, it was placed in an ultrasound
for 10 min to ensure its homogeneity.

2.2.2. Electrochemical Deposition

The silicon wafer was cut out into 1.5 cm × 1.5 cm slices. In order to remove surface
contamination such as surface oxide, the Si substrate was immersed in hydrofluoric acid
(HF, 10% v/v) solution for 30 s, then washed with ethanol, acetone, and distilled water, re-
spectively. After washing, the Si samples were instantly transferred to the electrodeposition
cell to prevent oxidation of the silicon surface. A two-electrode cell system was utilized
for the deposition of the Py layers with platinum as anode and Si substrate as a cathode.
Two samples were electrodeposited at room temperature: the samples (S1 and S2) were
electrodeposited by applying a direct current of 2 mA/cm2 for 120 s and 150 s, respectively.

3. Result and Discussion

Figure 1 shows the FESEM images and element distribution (EDS) map analysis of
sample S1. As can be seen in Figure 1, the surface of the sample shows the island growth of
Py grains. Additionally, according to Figure 1, the distribution of Ni and Fe in the layer
is uniform, which indicates the homogeneity of the layer and confirms the success of the
coating using the electrochemical method. It should be noted that it is very difficult to
obtain a homogeneous layer in the process of electrochemical deposition because different
parameters such as deposition time, applied voltage, current, and substrate can affect the
process and each of them can cause non-uniformity in the deposited layer. In this study,
the appropriate parameters for the deposition were determined after much trial and error
to obtain a uniform layer.

 

 

Figure 1. Morphology and element distribution map of sample S1.
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Figure 2 shows the EDS analysis of sample S1. According to the EDS measurements,
the Ni and Fe content of the layers were calculated and this shows that the ratio of the Ni
to Fe is about 4:1, close to the composition of Ni80Fe20.

Figure 2. EDS analysis of sample S1.

The cross-sectional FESEM image of sample S1 is shown in Figure 3. According to
Figure 3, the Py layer has an average thickness of about 56 nm, and it appears compact
and fine in the structure. To estimate the thickness of the Py layer in sample S2, Faraday’s
law can be used [35]. According to Faraday’s law, the thickness of coated layer with the
electrochemical method can be determined by the following equation:

T =
α i M t

10−7 F S n ρ
(1)

where T is the thickness of the layer, t is time, i is the operating electric current, M is the
molar mass of the substance, F is Faraday’s constant, S is the area of electrodeposition, n is
the number of electrons involved in an electrode reaction, ρ is the density of the substance,
and α is the return coefficient which is equal to 1.516 here. The thickness of the S2 layer is
estimated to be 70 nm by using Equation (1).

 

Figure 3. Cross-sectional FESEM image of sample S1.
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AFM images analysis to investigate the surface morphologies (2D and 3D) of samples
S1 and S2 are shown in Figure 4. AFM is a powerful technique to study the surface
morphology at the nano- to micro-scale [36–39]. Topographical images from both samples
were recorded over 5 μm × 5 μm scan areas. According to Figure 4, the grain size of
both samples is in the nanometer range. It also shows that a rough surface was obtained
by the electrodeposition method. According to the AFM results, a higher mean surface
roughness (30 nm) is obtained for sample S2 deposited on Si in comparison with the mean
surface roughness of sample S1 (22 nm). The AFM image of sample S1 shows regions
with a typical rough shape and almost uniform grains. There are many sharp vertically
aligned regions appearing in the topographical images of both samples S1 and S2. This
vertical alignment can be the result of granular growth during the electroplating of the
thin film. Electrodeposited samples in general give granular structure because the growth
mode for electrochemical deposition of a metal (M) onto a substrate (S) follows the overall
reaction [40]:

M+
solution + e− Substrate−−−−−→Mlattice (2)

 

Figure 4. The 2D and 3D topographical images of (a) sample S1 and (b) sample S2.

Determinant parameters in this reaction are the interaction energy between the metal
adatoms and the substrate (EM−S), and the interaction energy or binding energy between
the metal adatoms and the native substrate (EM−N). In electrodeposition, EM−S < EM−N
and there is a driving force for the depositing material to segregate on the surface and
deposition occurs according to the Volmer–Weber island growth mechanism [41,42].

The magnetic properties of the prepared samples are measured through MOKE, magne-
toresistance (MR), and FMR measurements. According to the MOKE analysis, by increasing
the Py thickness, coercivity is increased from 1.3 Oe for S1 to 3.9 Oe for S2. This could be
due to alteration of thickness and also surface roughness. Some reports have discussed
the increase of coercivity by increasing the thickness and attributed it to the existence of
the out-of-plane anisotropy component at the thicker samples [43–46]. MOKE analysis
showed that with an increase in Kerr intensity the saturation magnetization (Ms) is changed.
Additionally, an increase in the thickness results in an increase in the interaction of light
with the matter [47,48], hence both Ms and light–matter interaction are important.
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The MR property was measured with two probe modes at room temperature by
measuring the resistance of the samples as a function of the external magnetic field (H).
The MR ratio was defined as [49]:

MR(H) =
Δρ

ρ0
=

ΔR(H)

R0
=

R − R0

R0
(3)

where Δρ is the change in the sample resistivity, ΔR(H) is the change of the sample resistance
due to the magnetic applied field, ρ0 is the zero-field resistivity, R0 is the resistance of the
sample, and R is the resistance in an external magnetic field H. Figure 5a shows the
dependence of magnetoresistance and the angle between the electric field and the magnetic
field. According to Figure 5a, for sample S1 the magnetoresistance increases by changing
the angle between the electric field and magnetic field from 0 to 90. It can be due to the
change in the angle between the magnetic easy-axis direction and the magnetic field [50].
According to Figure 5b, the MR ratios at the angle of 90 degrees are 0.226% and 0.235%
for samples S1 and S2, respectively. According to previous studies [51,52], the magnitude
of MR increases with the increase in thickness. AFM and FESEM studies showed that the
thickness and roughness are larger in the case of sample S2 as compared to S1. A greater
MR value in S2 compared to S1 could be due to the rough surface of S2. However, the
effect of roughness and thickness has led to a negligible difference in the MR ratio. In
comparison to other MR measurements of sputtered Py thin films, the MR ratios in this
study are lower [53,54].

Figure 5. (a) AMR measurements for the S1 sample at different angles 0, 45, and 90o between H and
current; (b) AMR measurements for S1 and S2 samples at the angle 90o.

FMR is a very powerful experimental technique in the study of ferromagnetic thin
films. In the process of resonance, the energy is absorbed from the transverse magnetic
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field, which occurred when the frequency matched the Larmor frequency. The Larmor
frequency depends on the orientation of the material and the strength of the magnetic field.
The dependence of FMR frequency on the external magnetic field for thin films can be
described by the Kittel formula [55]:

fr =
μ0γ

2π

√
(H + Hk + Ms)(H + Hk) (4)

where μ0 is the permeability of the free space, γ is the gyromagnetic ratio, H is the external
magnetic field, Ms is the saturation magnetization, and Hk is the uniaxial anisotropy field,
which is negligible for Py films with a thickness of 56 nm. FMR analysis was performed
on sample S1 (with a thickness of 56 nm). The response of the sample to the FMR test is
shown in Figure 6.

Figure 6. FMR analysis for sample S1.

Figure 7 shows the full width at half maximum (FWHM) of the resonance field peaks
(ΔH) at each frequency. The damping constant can be derived from the FWHM [56].
According to Figure 7, the damping parameter was estimated as 1.36 × 10−2. Several
studies reported the value of the damping constant to be about 0.6 × 10−2 using the
sputtering method for the deposition of thin films [57–59]. Additionally, some studies
reported different damping constants for the deposition of permalloy onto a metal substrate
such as Cu, Ag, and Ta [60]. One of the reasons for the increased damping constant in
this study can be due to spin injection to Si substrate [61], which causes an increase in the
damping constant.

Figure 7. FMR analysis for sample S1 (FWHM vs. frequency).
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4. Conclusions

In this research, the AMR effect was achieved with Py thin films prepared by a simple
and inexpensive method. These layers were applied on inexpensive Si substrates which
gives the layers great potential for use in Si-based electronics. The electrodeposited Py thin
films represented good adhesion and uniformity on the Si surface. AFM and FESEM results
showed that the thickness and morphology of the layers grown by electrodeposition can be
tuned and, in turn, the MOKE, AMR, and FMR response of the layers can be controlled.
The effect of electrodeposition time (120 s and 150 s) on the thickness of Py thin films was
investigated and different thicknesses of 56 and 70 nm were obtained, respectively. The
results showed that the increase in the thickness results in higher roughness, coercivity,
MOKE signal, and AMR. The damping constant for Py thin film with 56 nm thickness
was calculated as 1.36 × 10−2, which is in the order of values achieved by sputtering. The
proper magnetic characteristics along with the low-cost method and materials indicate
that the growth method may be used for making industrial devices at a large scale with
high functionality.
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Abstract: Because of their nonvolatile nature and simple structure, the interest in MRAM devices
has been steadily growing in recent years. Reliable simulation tools, capable of handling complex
geometries composed of multiple materials, provide valuable help in improving the design of MRAM
cells. In this work, we describe a solver based on the finite element implementation of the Landau–
Lifshitz–Gilbert equation coupled to the spin and charge drift-diffusion formalism. The torque acting
in all layers from different contributions is computed from a unified expression. In consequence of
the versatility of the finite element implementation, the solver is applied to switching simulations
of recently proposed structures based on spin-transfer torque, with a double reference layer or an
elongated and composite free layer, and of a structure combining spin-transfer and spin-orbit torques.

Keywords: finite element method; micromagnetics; spin and charge drift-diffusion; MRAM

1. Introduction

As the scaling of conventional CMOS technology shows signs of saturation, due to
the increase in standby power consumption and leakage currents, the employment of
nonvolatile memory components which do not require the memory bits to be refreshed
becomes increasingly appealing [1]. One of the most promising candidates as a nonvolatile
replacement is magnetoresistive random access memory (MRAM). It possesses a simple
structure and is directly compatible with CMOS back-end of line processes. It has shown
to be promising for several applications, for example in stand-alone memories and in the
embedded automotive and Internet of Things fields, and is expected to replace charge-
based devices in frame buffer memory and slow SRAM [2–5]. Moreover, MRAM devices
have shown to be interesting for cryogenic applications, especially for employment in
quantum computing systems [6–8].

The core of an MRAM cell is the magnetic tunnel junction (MTJ), a stack of two
ferromagnetic (FM) layers separated by an oxide layer. The properties of the two FM layers
are such that the magnetization in one of them, the reference layer (RL), is fixed, while in
the other one, the free layer (FL), it can be switched between the two stable parallel (P) and
anti-parallel (AP) states. The resistance of the stack can be employed to store the binary
information, as it is higher in the AP state. The percentage difference between the resistance
of the two stable states is labeled the tunneling magnetoresistance ratio (TMR).

The writing process in modern devices is performed by relying on spin-transfer torque
(STT), spin-orbit torque (SOT), or a combination of both of them. In STT switching, the torque
is generated by a current flowing through the MTJ. The electrons are polarized by the RL and
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transfer their polarization to the FL magnetization, providing the torque [9–11]. Examples
of structures based on STT are reported in Figure 1a–c. In SOT switching, the torque is
generated by passing the current through a heavy metal line (HM) below the FL. The spin
Hall effect (SHE) produces a spin current orthogonal to the charge one, which is absorbed
by the FL magnetization, providing the torque [12,13]. An example of a three-terminal
structure combining STT and SOT is shown in Figure 1d.

The design of modern MRAM cells can be supported by the development of reliable
simulation tools. The magnetization dynamics are described by the Landau–Lifshitz–
Gilbert (LLG) equation, which must be supplied with a term describing the spin torque.
The drift-diffusion formalism offers a way of computing different torque contributions
in all the ferromagnetic layers from a unified expression [14–16]. The finite element (FE)
method, being able to handle structures with several domains of different materials and
complex geometries, represents an optimal choice for computing a numerical solution to
the micromagnetic equations in modern MRAM cells. In this work, we present an FE-based
implementation of the LLG equation coupled with the drift-diffusion formalism, extended
to include the charge and torque properties expected in MTJs. The solver was developed by
employing the open-source C++ FE library MFEM [17,18], and is applied to the simulation
of recently proposed structures based both on STT and SOT switching. The source code is
available as an open-source repository [19].

Figure 1. Four examples of multi-layer MRAM cell design: (a) standard STT-MRAM with single
MTJ; (b) double RL STT-MRAM, where the second RL provides additional torque to reduce the
critical voltage required for switching [20]; (c) ultra-scaled STT-MRAM, where the FM layers are
elongated and additional oxide layers are added to improve scalability and benefit from the shape
anisotropy [21]; (d) SOT-assisted STT-MRAM, where the switching process is kick-started by an initial
current pulse in the HM [22].

2. Micromagnetic Modeling

The LLG equation for the description of the magnetization dynamics was first derived
by Landau and Lifshitz in 1935 [23] and reworked by Gilbert in a more treatable form in
1955 [24]. With the inclusion of the spin torque TS, it takes the form

∂m

∂t
= −|γ|μ0 m × Heff + α m × ∂m

∂t
+

1
MS

TS (1)

where m = M/MS is the unit vector in the direction of the local magnetization, MS is the
saturation magnetization, γ is the gyromagnetic ratio, and μ0 is the vacuum permeability.
Heff is an effective magnetic field including the contributions of an externally applied field,
the exchange coupling, the anisotropy field, and the demagnetizing field. The effects of
temperature, which can be included by an additional effective field contribution describing
thermal fluctuations [25], are not considered for the switching results presented in this
work. The main effect of their inclusion would be to reduce the incubation time necessary
for the switching process, while the behavior would remain qualitatively similar. While the
external field Hext can be simply added as an input parameter, the other contributions are
intrinsic to the ferromagnets and must be computed from material parameters.

The exchange coupling can be modeled through a field which tends to keep the mag-
netization vectors aligned throughout the magnetic domain, described by the expression
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Hexc =
2Aexc

μ0MS
∇2m , (2)

where Aexc is the exchange coefficient.
Modern MRAM cells utilize MTJs with magnetization perpendicular to the stack, by

virtue of both interface and shape anisotropy contributions [21]. While the latter is taken
into account by the demagnetizing field, the former can be included as a uniaxial anisotropy
field with the expression

Hani =
2Kani

μ0MS
(a · m)a , (3)

where a is a unit vector in the direction perpendicular to the stack and Kani is the anisotropy
coefficient, which can be computed from the interface anisotropy Kint as Kani = Kint/dFM,
where dFM is the thickness of the ferromagnetic layer under consideration.

The demagnetizing field can be computed from the scalar magnetic potential um as

Hdemag = −∇um (4)

um is obtained through the solution of the Poisson equation

−∇2um = −MS∇ · m , (5)

with the constraint of um decaying to zero as O(1/|x|2) outside the magnetic domain and
the boundary condition [∇um · n] = −MS m · n, where n is the unit vector normal to the
boundary and [. . .] denotes a discontinuity across the boundary.

In the presence of a single thin FL, the torque acting on the magnetization can be
described by simplified expressions [26–29], derived by Slonczewski [9,11]. A more general
form of the torque term, which allows an arbitrary number of ferromagnetic and non-
magnetic layers to be dealt with, can be obtained by computing the non-equilibrium
spin accumulation in the structure under study through the solution of spin and charge
transport equations.

Spin and Charge Transport

The torque term TS entering (1) can be computed from the spin accumulation through
the following expression [16,30–32]:

TS = −De
m × S

λ2
J

− De
m × (m × S)

λ2
ϕ

(6)

The first term describes the precession around the exchange field and is characterized by
the exchange length λJ , and the second term describes the dephasing process of the spins of
the transiting electrons, and is characterized by the dephasing length λϕ. De is the electron
diffusion coefficient. The spin accumulation S describes the deviation of the polarization of
the conducting electrons from the equilibrium configuration created by a charge current
density JC, in units of the transported magnetic moment (A/m). Thus, by definition, S is
non-zero only when an electric current is flowing through the system [33]. A solution for S

in all non-magnetic and ferromagnetic layers of an MRAM cell can be obtained by means
of the spin and charge drift-diffusion formalism.

Spin and charge drift-diffusion equations in multilayer structures with arbitrary mag-
netization orientation were reported by S. Zhang, P. Levy, and A. Fert [34], with both the
precession and decay of the transverse spin accumulation components governed by the
exchange length λJ. Another possible mechanism for the absorption of the transverse
components is the dephasing process [32,35]. The behavior of the spin accumulation with
both precessional and dephasing terms was described in terms of the Continuous Random
Matrix Theory (CRMT) in [35], and the equivalence of the CMRT and the spin and charge
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drift-diffusion formalism was shown. The resulting equations for spin and charge currents
are [14,16]:

JC = σE +
e

μB
βDDe(∇S)Tm , (7)

J̃S = −μB

e
βσm ⊗ (σE)− De∇S , (8)

where J̃S is the spin current tensor, JC is the charge current density, μB is the Bohr mag-
neton, e is the elementary charge, σ is the conductivity, and ⊗ is the outer product.
βσ =

(
σ↑ − σ↓)/

(
σ↑ + σ↓) and βD =

(
D↑

e − D↓
e

)
/
(

D↑
e + D↓

e

)
are the conductivity and

diffusion polarization parameters, respectively, with σ↑, D↑
e (σ↓, D↓

e ) the conductivity and
diffusion coefficient for the majority (minority) electrons. ∇S is the vector gradient of S,
with components (∇S)ij = ∂Si

/
∂xj , and the term (∇S)Tm is a vector with components(

(∇S)Tm
)

i
= ∑j

(
∂Sj

/
∂xi

)
mj. The spin current can be expressed in terms of the charge

current by inserting (7) into (8):

J̃S = −μB
e

βσm ⊗
(

JC − e
μB

βDDe(∇S)Tm

)
− De∇S (9)

The equation of motion for the spin accumulation is given by

∂S

∂t
= −∇ · J̃S − De

S

λ2
s f

− TS , (10)

where λsf is the spin-flip length and ∇ · J̃S is the divergence of J̃S, with components(∇ · J̃S
)

i = ∑j ∂JS,ij
/

∂xj . As the typical time scale for the magnetization motion is three
orders of magnitude larger than the spin accumulation one [34], it is sufficient to consider
a steady-state expression for the spin accumulation. This assumption was numerically
verified in [36]. With ∂S

/
∂t = 0, the equation describing the spin accumulation becomes

−∇ · J̃S − De
S

λ2
s f

− TS = 0 (11)

3. Finite Element Implementation

The presented set of equations allows the magnetization dynamics of structures con-
taining an arbitrary number of layers of different materials to be described. The FE method,
a numerical approach for the computation of approximate solutions to partial differential
equations, is naturally able to handle meshes with complex geometries and several do-
mains of different materials [37,38], and was therefore employed for the implementation
of a solver capable of handling charge, spin accumulation, and the magnetization dynam-
ics. The implementation was carried out by employing the open-source C++ FE library
MFEM [17,18].

The first schemes for a FE implementation of the LLG equation, which considered
only the contribution of the exchange coupling, were proposed in [39,40]. A new FE
algorithm, referred to as the tangent plane integrator scheme, was introduced in [41] and
later generalized in [42,43] to include the contributions of the demagnetizing and anisotropy
fields. The unconditional convergence of an algorithm coupling the LLG equation with a
FE implementation of the spin and charge drift-diffusion formalism was proven in [44], and
the scheme was later successfully applied to metallic spin valves in [14]. We report here
an extension of the scheme to MTJs, which includes the spin dephasing contribution and
allows both the TMR effect and the expected torque properties to be reproduced [45,46].
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3.1. Charge Current Solution

For the computation of the charge current entering (9), the Laplace equation is solved:

−∇ · (σ∇V) = 0 (12)

JC = −σ∇V (13)

where V is the electric potential. Dirichlet conditions are applied to prescribe the voltage at
the contacts, and the Neumann condition σ∇V · n = 0 is assumed on external boundaries
not containing an electrode, with n the unit vector normal to the boundary. In order to
be able to reproduce the TMR effect, the tunnel barrier is treated as a poor conductor
whose local conductivity depends on the relative magnetization orientation in the RL and
FL [45,46]:

σTB = σ0(1 + PFL PRLmRL · mFL) (14)

where PRL and PFL are the Slonczewski polarization parameters [11,47], σ0 = (σP + σAP)/2
is the angle independent portion of the conductivity, σP(AP) is the conductivity in the
parallel (anti-parallel) state, and mRL(FL) is the magnetization of the RL(FL) close to the
interface. PRL and PFL are related to the TMR by Julliere’s formula [48]:

TMR =
RAP − RP

RP
=

2 PFLPRL

1 − PFLPRL
(15)

where RP(AP) is the resistance in the parallel (anti-parallel) state.
In order to derive an FE representation, the equations must be written in the so-called

weak formulation. For the presented Laplace equation, by using Gauss’s theorem and
applying the Neumann boundary conditions, the weak form reduces to

∫
Ω

σ∇V · ∇v dx = 0 (16)

The test function v and the solution are both assumed to belong to the Sobolev space H1, so
that both they and their weak gradients are L2-integrable [43].

In the FE approximation, in order to obtain a discretized version of (16), the original
domain Ω is divided into smaller regular elements. The discrete solution Vh is defined by
its values on the elements’ nodes:

Vh(x) =
N

∑
i=1

Vi ϕi(x) (17)

where N is the total number of nodes, Vi = Vh(xi) are the values assumed by the approxi-
mate solution at the nodes, and xi is the coordinate vector of node i. ϕi is an affine function
of the nodal basis of the mesh, characterized as

ϕi
(
xj
)
= δij (18)

Figure 2 illustrates an example of the approximation of a function u through linear basis
functions in a one-dimensional scenario.

With the given nodal basis decomposition, the original problem can thus be rewritten
as the following system of linear equations:

AV Vh = 0 (19)

where AV ∈ R
N ×R

N is the matrix representation of the left-hand side (LHS) of (16), and
Vh is a vector in R

N composed of the nodal values of Vh. As only neighboring nodes
have overlapping basis functions, AV is a sparse matrix, with non-zero terms only around
the diagonal.
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2

u2

u

uh

x0 x1 x2 x3 x4 x5 x6 x7 x8

Figure 2. Representation of a continuous function u and its finite element approximation uh in a
one-dimensional setting. The basis functions for all the nodes are reported at the bottom of the graph.
The basis function and solution value associated with the node x2 are labeled ϕ2 and u2, respectively.

The weak formulation of (13) is
∫

Ω
JC · v dx = −

∫
Ω

σ∇V · v dx (20)

By choosing the test function v so that its components belong to H1, noting the space
containing v as H1, this equation allows a projection to be obtained of JC in the H1 function
space [33] so that it can be readily employed for the computation of the spin accumulation.
The resulting system of linear equations is

AJ JC,h = fJ , (21)

where AJ ∈ R
3N × R

3N is the matrix coming from the LHS of (20) and fJ ∈ R
3N is the

vector coming from the right-hand side (RHS).
The solution to both systems of equations is computed through a solver based on the

conjugate gradient method [49], designed for the numerical solution of systems of linear
equations whose matrices are positive definite, provided by the library MFEM.

In the scope of the MFEM library, only the data associated with a local element can be
accessed during the assembly of the system matrices, while the computation of (14) in the
TB requires knowledge of the magnetization vectors in the neighboring FM layers. In order
to obtain access to the magnetization values, the coefficient describing the TB conductivity
is initialized as follows:

• For each point inside the TB where the conductivity needs to be computed, referred to
as an integration point, the solver loops through the integration points of the RL and
FL elements closer to the interfaces.

• The RL and FL points near to or at the interface with coordinates closest to the TB
point are selected.

• The integration point number and element number associated with the nearest RL
and FL points are mapped to the coordinates of the TB points.

In a transient simulation, the search is carried out only during the initialization of
the solver. At every time step, the data necessary for the computation of (14) can be
accessed through the generated maps, without the need to repeat the search procedure.
The computed charge current, consistent with the TMR effect, can then be employed to
obtain a solution to the spin accumulation equation.

3.2. Spin Accumulation Solution

The weak form of Equation (11), with the spin current expressed as (9) and the spin
torque as (6), takes the form
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−De

∫
Ω

(
∇ ·

(
∇S − βσβDm ⊗

(
(∇S)Tm

)))
· v dx+

+De

∫
Ω

(
S

λ2
s f

+
S × m

λ2
J

+
m × (S × m)

λ2
ϕ

)
· v dx =

μB
e

βσ

∫
ω
(∇ · (m ⊗ JC)) · v dx , (22)

where v represents again a test function belonging to H1, S also belongs to H1, and ω
indicates a subdomain composed of only the ferromagnetic layers. By applying Gauss’s
theorem, the first term on the LHS of (22) becomes

De

∫
Ω

(
∇S − βσβDm ⊗

(
(∇S)Tm

))
: ∇v dx+

−
∫

∂Ω
((∇S)n − βσβD(m ⊗ m)((∇S)n)) · v dx , (23)

where ∇a : ∇b = ∑ij
(
∂ai/∂xj

)(
∂bi/∂xj

)
is the Frobenius inner product of two matrices.

By assuming the natural Neumann condition (∇S)n = 0 on all external boundaries of
the whole domain Ω, the integrals on ∂Ω are put to zero. If the contacts are longer than
the spin-flip length, the condition is equivalent to an exponential decay of S towards the
electrodes [14,16].

Gauss’s theorem can also be applied to the RHS term of (22), obtaining

−μB
e

βσ

∫
ω
(m ⊗ JC) : ∇v dx+

μB
e

βσ

∫
∂Ω∩∂ω

((m ⊗ JC)n) · v dx (24)

∂ω indicates the external boundaries of the magnetic subdomains, and ∂Ω ∩ ∂ω indicates
the shared external boundaries of the subdomain ω and the whole domain Ω.

3.2.1. Tunneling Spin Current

The inclusion of appropriate boundary conditions at the TB interface with the RL and
FL, together with the employment of a low diffusion coefficient inside the TB, allows the
expected properties of the torque acting in MTJs to be reproduced [46]. The additional
boundary conditions to be added to the RHS of (22) read

RHSTB = −
∫

RL|TB
JS,TB · v dx +

∫
TB|FL

JS,TB · v dx , (25)

where RL|TB(TB|FL) indicates the interface of the TB with the RL(FL). These internal
boundary conditions prescribe the difference in spin current between the FM layers and
the TB, according to the spin current polarization generated by the tunneling process. The
tunneling spin current JS,TB can be expressed as [47,50]

JS,TB = −μB
e

JC,TB · n

1 + PRL PFL mRL · mFL

(
amx PRL mRL + amx PFL mFL+

+1/2
(

PRL Pη
RL − PFL Pη

FL

)
mRL × mFL

)
, (26)

where Pη
RL and Pη

FL are out-of-plane polarization parameters [47], amx describes the influence
of the interface spin-mixing conductance on the transmitted in-plane spin current [50], JC,TB
is the electric current density at the interface, n is the interface normal, and mRL(FL) is the
local value of the RL(FL) magnetization at the interface.
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3.2.2. Spin Hall Effect

When a charge current flows through an HM layer with strong spin–orbit coupling, it
generates a spin current perpendicular to it, carrying a spin polarization perpendicular to
the direction of both spin and charge currents [12]. This process is known as the spin Hall
effect (SHE). If the FL is deposited right above the HM, this spin current can be employed
to provide the torque necessary for switching.

In order to reproduce the SHE, the following term must be added to the spin current
expression (9) [12,16]:

J̃S,SHE = −θSHA
μB

e
ε JC (27)

where θSHA is the spin Hall angle, and ε is the rank-3 unit antisymmetric tensor [16]. With
the boundary condition

(∇S)n = −θSHA
De

σ

μB

e
(ε JC)n (28)

the weak formulation with the updated spin current expression is the same as (22) with the
addition of the following RHS term:

RHSSHE = −
∫

HM
θSHA

μB

e
( ε JC) : ∇v dx (29)

The integral is performed only over the HM layer.

3.2.3. Complete Weak Formulation

The complete weak formulation of the spin accumulation equation takes the form

De

∫
Ω

(
∇S − βσβDm ⊗

(
(∇S)Tm

))
: ∇v dx+

+De

∫
Ω

(
S

λ2
s f

+
S × m

λ2
J

+
m × (S × m)

λ2
ϕ

)
· v dx =

−μB
e

βσ

∫
ω
(m ⊗ JC) : ∇v dx+

μB
e

βσ

∫
∂Ω∩∂ω

((m ⊗ JC)n) · v dx+

−
∫

RL|TB
JS,TB · v dx +

∫
TB|FL

JS,TB · v −
∫

HM
θSHA

μB

e
(ε JC) : ∇v dx (30)

where S is the spin accumulation, m is the unit magnetization vector, JC is the charge current
density, JS,TB is the tunneling spin current (26), De is the electron diffusion coefficient, βσ

and βD are polarization parameters, λsf is the spin-flip length, λJ is the exchange length,
λϕ is the dephasing length, and θSHA is the spin Hall angle. The system of linear equations
to be solved in the FE implementation of (30) is

AS Sh = fS , (31)

where AS ∈ R
3N × R

3N is the matrix coming from the LHS of (30) and fS ∈ R
3N is the

vector coming from the RHS. The solution of this system of equations is computed through
a solver based on the generalized minimal residual (GMRES) method [51], provided by
the library MFEM. The GMRES method is designed for indefinite non-symmetric systems
of linear equations, as is the case for (31) due to the presence of the cross-product terms
in (30). Material parameters that can change between the different subdomains are treated
as piecewise constant coefficients.

As is the case for (14), the inclusion of the additional boundary conditions (25) in the
MFEM implementation demands special care. The computation of the boundary terms
requires knowledge of the magnetization vector on the opposite interfaces. In order to
obtain access to these values, the coefficient describing the boundary integral is initialized
as follows:

22



Micromachines 2023, 14, 898

• For each integration point on the RL|TB interface requiring the computation of
the tunneling spin current, the solver loops through the integration points of the
TB|FL interface.

• The TB|FL point with coordinates closest to the RL|TB one is selected.
• The integration point number and the element number associated with the found

TB|FL point are mapped to the coordinates of the RL|TB one.
• The mapping procedure is repeated for the TB|FL interface.

In a transient simulation, the search is carried out only during the initialization of the
solver. At every time step, the data necessary for the computation of (26) can be accessed
through the generated maps, without the need to repeat the search procedure.

3.3. Magnetization Dynamics Solution

In the tangent plane scheme, the quantity being solved for is the magnetization
derivative ∂m

/
∂t = v, with the constraint m · v = 0. By cross-multiplying (1) with m,

using the product rule a × (b × c) = (c · a)b − (a · b)c and the constraint |m| = 1, the LLG
equation can be rewritten in a form employed to derive a weak formulation for the tangent
plane scheme:

α
∂m

∂t
+ m × ∂m

∂t
= |γ|μ0 Heff +

De

MSλ2
J

S +
De

MSλ2
ϕ

m × S+

−|γ|μ0(m · Heff)m − De

MSλ2
J
(m · S)m (32)

The magnetization is taken to belong to H1, while the solution v and the test functions w are
restricted to a space of vectors orthogonal to the magnetization, UT =

{
w ∈ H1 |m · w = 0

}
.

The weak formulation of (32) is then
∫

ω
(αv + m × v) · w dx = |γ|μ0

∫
ω

(
Hext + Hexc + Hani + Hdemag

)
· wdx+

+
De

MS

∫
ω

(
S

λ2
J
+

m × S

λ2
ϕ

)
· w dx , (33)

where the last two terms on the RHS of (32) are not present, as their scalar product with the
test functions, belonging to the tangent space UT, is zero. By using Gauss’s theorem, the
weak form of expression (2) for the exchange contribution can be written as

2Aexc

μ0MS

∫
ω
∇2m · w dx = − 2Aexc

μ0MS

∫
ω
∇m : ∇w dx +

2Aexc

μ0MS

∫
∂ω

((∇m)n) · w dx (34)

The natural Neumann condition (∇m)n = 0 is assumed on ∂ω, so that the boundary
integral on the RHS is put to zero.

With the given weak formulation, the time derivative v at a certain time tk is obtained
by setting [33]

mk+1 = mk + θδtv , (35)

where δt indicates the time step and θ is a parameter ranging from 0 to 1. A value of 0 leads
to a fully explicit scheme, while a value of 1 gives a fully implicit one. The value of θ can
differ between each effective field contribution. In the implementation reported here, only
the exchange field contribution is treated implicitly with θ = 1, as this leads to a better
stability of the scheme [52]. The weak formulation employed by the FE solver to compute
the magnetization dynamics is then expressed as

23



Micromachines 2023, 14, 898

∫
ω

(
αv + mk × v

)
· w dx +

2Aexc|γ|
MS

δt
∫

ω
∇v : ∇wdx =

−2Aexc|γ|
MS

∫
ω
∇mk : ∇w dx + γ0

∫
ω

(
Hext + Hani + Hdemag

)
· wdx+

+
De

MS

∫
ω

(
Sk

λ2
J
+

mk × Sk

λ2
ϕ

)
· w dx , (36)

mk+1 =
mk + δt v∣∣mk + δt v

∣∣ , (37)

with the initial condition m(0) = m0. Equation (37) is evaluated nodewise. The additional
tangent plane constraint m · w = 0 leads to the following saddle point problem [53]:(

AM CT
M

CM 0

)(
vh
λ

)
=

(
fM

0

)
(38)

where AM ∈ R
3N × R

3N is the matrix coming from the LHS of (36), fM ∈ R
3N is the

vector coming from its RHS, λ is a scalar field, and CM ∈ R
N × R

3N implements the
constraint. A solution of (38) is computed at each time step through a solver based on the
GMRES method.

3.4. Demagnetizing Field

The demagnetizing field contribution needs to be computed from the magnetic po-
tential as (4), which in turn is obtained from (5). A direct FE implementation of the latter
requires a large computational domain surrounding the magnetic material in order to
ensure the proper decay properties of the computed potential. There have been various
solutions proposed to solve this open-boundary problem [54–57], with the truncation of
the external domain surrounding the magnetic one at a certain distance being the most
straightforward. This approach, however, decreases computational efficiency, as it requires
the inclusion of additional degrees of freedom.

High accuracy and reduced computational costs can be achieved by employing a hy-
brid approach, combining the FE method with the boundary element method (FEM-BEM),
allowing um to be computed only in the magnetic subdomains [58]. The potential is first
split into two parts:

um = um,1 + um,2 (39)

um,1 satisfies (5) inside the magnetic subdomain, with the boundary condition
∇um,1 · n = MS m · n, and is zero outside of it. um,2 satisfies the Laplace equation

∇2um,2 = 0 , (40)

with the boundary conditions [∇um,2 · n] = 0 and [um,2] = um,1, where [. . .] denotes a
discontinuity across the boundary. By having um,2 → 0 for |x| → ∞, potential theory leads
to the following relation between um,1 and um,2 [59]:

um,2 =
∫

∂ω
um,1

∂

∂n

1
|x′ − x| dx′ (41)

The decomposition allows um,1 to be computed by solving (5) only in the disconnected
magnetic layers. The boundary value of um,2 is obtained by solving (41), and is then used as
a Dirichlet condition for (40), which is also computed only inside the magnetized portions
of the structure.
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The weak formulation of (5), after applying Gauss’s theorem and the boundary condi-
tion, results in ∫

ω
∇um,1 · ∇v dx = MS

∫
ω

m · ∇v dx , (42)

while that of (40) is ∫
ω
∇um,2 · ∇v dx = 0 (43)

Both the magnetic potential and the test functions belong to H1. The FE implementation
results in a system of equations analogous to the one employed for the charge potential.

A BEM approach is employed to discretize (41) on the magnetic boundary, resulting
in the following matrix-vector multiplication:

ubdr
m,2 = BM ubdr

m,1 (44)

The matrix BM belongs to R
Nbdr ×R

Nbdr and ubdr
m,1, ubdr

m,2 belong to R
Nbdr , with Nbdr being

the number of boundary nodes of the magnetic subdomains. Even though BM is a dense
matrix, the employment of matrix compression algorithms [60] can significantly reduce
the memory demands [58]. The matrix compression algorithms and BEM functionalities
are implemented by employing the H2Lib library [61]. The demagnetizing field is finally
computed as the gradient of the magnetic potential um by using the same projection
approach employed for the charge current in (20).

An example of the magnetic potential and field computed in a structure with three
disconnected ferromagnetic layers is shown in Figure 3. Without interaction between the
layers, the potential would only vary linearly along the magnetization direction. When
applying the described FEM-BEM approach, the interactions are taken into account and the
magnetic potential in each layer is shifted due to the stray field contributions of the neigh-
boring ferromagnetic segments. The presented implementation allows the demagnetizing
field acting in structures containing multiple ferromagnetic layers, as is typical of modern
MRAM cells, to be readily computed.

Figure 3. Magnetic potential (left) and demagnetizing field (right) computed in a structure with
three disconnected ferromagnetic layers. The magnetization orientation in each layer is indicated by
the arrows. The color coding indicates the value of the magnetic potential.

4. Device Simulation

Recently proposed devices are composed of several layers of ferromagnetic materials,
non-magnetic spacers, and tunnel barriers, in order to reduce switching currents and cell
size. Due to the capability of computing the torque acting in all layers from a unified
expression, the presented FE solver is suitable for the simulation of such structures. The
following sections report the results of switching simulations performed in the structures
of Figure 1. The parameters employed are presented in Table 1. They are consistent with
CoFeB and MgO for the FM layers and TB layers, respectively. The low values of λJ and λϕ

are employed to have complete absorption of the transverse spin accumulation components
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near the TB interface [46]. The results reported in this paper were obtained by employing
tetrahedral elements.

Table 1. Material parameters.

LLG parameters Value

Saturation magnetization (Ms) 0.81 × 106 A/m
Exchange constant (Aexc) 2.0 × 10−11 J/m
Interface anisotropy (Kint) 1.29 × 10−3 J/m2

Gilbert damping constant (α) 0.02

Drift-diffusion parameters Value

Conductivity polarization, βσ 0.52
Diffusion polarization, βD 0.7
FM diffusion coefficient, De,FM 10−3 m2/s
NM diffusion coefficient, De,NM 10−2 m2/s
HM diffusion coefficient, De,HM 1.1 × 10−3 m2/s
TB diffusion coefficient, DS 2.0 × 10−8 m2/s
FM conductivity σFM 4.0 × 106 S/m
NM conductivity σNM 5.0 × 106 S/m
HM conductivity σHM 7.0 × 106 S/m
FM spin-flip length, λs f ,FM 10 nm
NM spin-flip length, λs f ,NM 10 nm
HM spin-flip length, λs f ,HM 1.4 nm
Spin exchange length, λJ 0.8 nm
Spin dephasing length, λϕ 0.4 nm
Spin Hall angle, θSHA 0.19

TB resistance standard and double RL STT-MTJ Value

Resistance parallel (RP) 4.3 × 103 kΩ
Resistance anti-parallel (RAP) 9.1 × 103 kΩ

TB resistance ultra-scaled STT-MTJ Value

Resistance parallel (RP) 4.1 × 105 kΩ
Resistance anti-parallel (RAP) 7.5 × 105 kΩ

TB resistance SOT-assisted STT-MTJ Value

Resistance parallel (RP) 1.4 × 104 kΩ
Resistance anti-parallel (RAP) 4.2 × 104 kΩ

4.1. Double RL STT-MRAM

In order to reduce the critical current required for switching, an additional RL (RL2)
can be deposited on top of the FL [20] (cf. Figure 1b). When RL2 is anti-parallel to the first
RL (RL1), the torque coming from the two becomes additive, and the switching is made
faster [62]. To not compromise the TMR and data read, the second RL is separated from the
FL by a non-magnetic metallic spacer (NMS).

We employed the presented solver to perform an AP to P switching simulation of both
a regular MTJ with single RL (SMTJ) and the double RL MTJ (DSMTJ). The structure used
for the DSMTJ simulation, with a diameter of 40 nm, is reported in Figure 4a. Long NM
contacts were employed to allow the spin accumulation to completely decay inside them.
The total number of nodes in the mesh was 7338. The magnetization reversal of the FL
in both the SMTJ and DSMTJ is reported in Figure 4. A voltage of 1.0 V was applied. We
note that the switching of the DSMTJ, presenting more oscillations in the z-component, is
less smooth than the one of the SMTJ. This is due to the additional torque and stray field
contributions from the second RL, which cause the magnetization to switch less uniformly
and to produce the observed non-smooth trajectory of its average components. The results
show a substantial reduction in switching time for the same applied voltage in the DSMTJ,
in good agreement with the experimental results reported in [20].
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(a) (b)

Figure 4. (a) Structure for an MRAM cell with the addition of a second RL (RL2), separated from the
FL by a non-magnetic metallic spacer (NMS). The RL1, RL2, and TB are 1 nm thick, the FL is 1.7 nm
thick, and the NM contacts are 50 nm thick. (b) Magnetization reversal of the FL from AP to P for an
MRAM cell with a single MTJ (SMTJ, dotted line) and the one with a double RL (DSMTJ, solid line).

4.2. Ultra-Scaled STT-MRAM

The stability of the FL can be increased by adding additional MgO tunneling layers,
because of the perpendicular anisotropy provided by their interfaces with CoFeB. Moreover,
employing elongated layers with small diameters allows additional stability to be gained
from the contribution of the shape anisotropy [21] (cf. Figure 1c). Because of the reduced
FL diameter, the scalability of this kind of device is also improved.

We employed the FE solver to investigate the switching behavior of such ultra-scaled
MRAM cells. The structure used for the simulation is reported in Figure 5a. The cell had
a diameter of 2.3 nm, and the total number of nodes was 9634. The FL was capped by a
second TB, and further split into two sections, FL1 and FL2, by a third TB. The applied
bias voltage was 1.5 V. The magnetization reversal from AP to P computed in this mesh is
reported in Figure 5b, where clear steps in the trajectory can be observed. This is caused by
the fact that while the static magnetic coupling between the two segments increases the
overall stability of the FL and allows them to respond coherently to an applied external
field, during STT switching the torque contributions coming from the different TBs make
the segments switch one at a time. At the beginning of the process, the torques acting
from RL and FL2 on FL1 are additive, causing it to switch first and fast. Then, the torque
acting from FL1 on FL2 makes it switch as well, at a slower pace. The observed behavior
can help explain the reduction in critical switching current observed for a quad-interface
device in [63].

4.3. SOT Assisted STT-MRAM

Including the SHE in the model allows for the proper treatment of SOT. By interfacing
the FL with an HM layer, and running a second current through it, it is possible to assist the
STT switching by bringing the magnetization in-plane with SOTs in the starting phase [64]
(cf. Figure 1d). With SOT, the incubation time needed for the FL to break its colinearity
with the RL is avoided, reducing the overall switching time at the cost of a larger footprint.

We applied the presented solver to the switching simulation of an MRAM cell relying
on both STT and SOT. The structure used for the simulation is reported in Figure 6a. The
diameter of the MTJ is 40 nm, and the total number of nodes is 15,058. A bias voltage of
2.0 V was used for the STT current and one of 0.3 V for the SOT current. The parameters
employed for the HM are consistent with Pt, with a spin Hall angle of 0.19 [65]. The SOT
current is only applied for the first 0.2 ns of the simulation. As expected, the magnetization
is quickly brought in-plane by the SOT contribution. When the SOT current is turned off,
the switching is completed by the STT contribution.
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(a) (b)

Figure 5. (a) Structure for an elongated MRAM cell with FL composed of two sections (FL1 and FL2),
separated by a TB. The RL, FL1, and FL2 are 5 nm thick, all the TBs are 0.9 nm thick, and the NM
contacts are 50 thick. (b) Magnetization reversal of the FL from AP to P for the elongated cell.

(a) (b)

Figure 6. (a) Structure reproducing an SOT + STT-based MRAM cell. The MTJ stack is deposited on
top of a heavy metal line (HM). The RL and TB are 1 nm thick, the FL is 2 nm thick, the top NM contact
is 50 nm thick, and the HM layer is 4 nm thick, 50 nm wide and 100 nm long. (b) Magnetization
reversal of the FL from AP to P for the SOT + STT cell.

5. Conclusions

We presented the derivation of a finite element solution to the weak formulation
of the LLG equation coupled with the spin and charge drift-diffusion formalism. The
treatment of the tunneling layers as poor conductors, whose local conductivity depends
on the relative magnetization orientation in the ferromagnetic layers, and the addition
of appropriate boundary conditions at the tunnel barriers’ interfaces, can account for
the properties of both resistance and torque expected in MTJs. The addition of terms
accounting for the SHE to the spin equation allows us to also reproduce the contribution of
spin-orbit torques. The demagnetizing field is computed by employing a hybrid FEM-BEM
approach. The presented solver was successfully used to perform switching simulations
of recently proposed structures composed of several ferromagnetic, tunneling and non-
magnetic layers, as well as heavy metal lines for the generation of spin-orbit torques,
supporting its employment to help investigate and predict the switching performance of
newly introduced devices.
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Abbreviations

The following abbreviations are used in this manuscript:

MRAM Magnetoresistive random access memory
CMOS Complementary metal-oxide semiconductor
SRAM Static random access memory
MTJ Magnetic tunnel junction
FM Ferromagnetic
NM Non-magnetic
RL Reference layer
FL Free layer
TB Tunnel barrier
NMS Non-magnetic spacer
HM Heavy metal
P Parallel
AP Anti-parallel
TMR Tunneling magnetoresistance ratio
STT Spin-transfer torque
SOT Spin-orbit torque
SHE Spin Hall effect
LLG Landau–Lifshitz–Gilbert
FE Finite element
CRMT Continuous random matrix theory
BEM Boundary element method
LHS Left-hand side
RHS Right-hand side
DSMTJ Double spin torque MTJ

References

1. Hanyu, T.; Endoh, T.; Suzuki, D.; Koike, H.; Ma, Y.; Onizawa, N.; Natsui, M.; Ikeda, S.; Ohno, H. Standby-Power-Free Integrated
Circuits Using MTJ-based VLSI Computing. Proc. IEEE 2016, 104, 1844–1863. [CrossRef]

2. Gallagher, W.J.; Chien, E.; Chiang, T.; Huang, J.; Shih, M.; Wang, C.Y.; Weng, C.; Chen, S.; Bair, C.; Lee, G.; et al. 22nm STT-MRAM
for Reflow and Automotive Uses with High Yield, Reliability, and Magnetic Immunity and with Performance and Shielding
Options. In Proceedings of the 2019 IEEE International Electron Devices Meeting (IEDM), San Francisco, CA, USA, 7–11 December
2019; pp. 2.7.1–2.7.4. [CrossRef]

3. Han, S.H.; Lee, J.M.; Shin, H.M.; Lee, J.H.; Suh, K.S.; Nam, K.T.; Kwon, B.S.; Cho, M.K.; Lee, J.; Jeong, J.H.; et al. 28-nm
0.08 mm2/Mb Embedded MRAM for Frame Buffer Memory. In Proceedings of the IEDM Conference, San Francisco, CA, USA,
12–18 December 2020; pp. 11.2.1–11.2.4. [CrossRef]

4. Shih, Y.C.; Lee, C.F.; Chang, Y.A.; Lee, P.H.; Lin, H.J.; Chen, Y.L.; Lo, C.P.; Lin, K.F.; Chiang, T.W.; Lee, Y.J.; et al. A Reflow-Capable,
Embedded 8Mb STT-MRAM Macro with 9ns Read Access Time in 16nm FinFET Logic CMOS Process. In Proceedings of the
IEDM Conference, San Francisco, CA, USA, 12–18 December 2020; pp. 11.4.1–11.4.4. [CrossRef]

29



Micromachines 2023, 14, 898

5. Naik, V.B.; Yamane, K.; Lee, T.; Kwon, J.; Chao, R.; Lim, J.; Chung, N.; Behin-Aein, B.; Hau, L.; Zeng, D.; et al. JEDEC-
Qualified Highly Reliable 22nm FD-SOI Embedded MRAM For Low-Power Industrial-Grade, and Extended Performance
Towards Automotive-Grade-1 Applications. In Proceedings of the IEDM Conference, San Francisco, CA, USA, 12–18 December
2020; pp. 11.3.1–11.3.4. [CrossRef]

6. Yau, J.B.; Fung, Y.K.K.; Gibson, G.W. Hybrid Cryogenic Memory Cells for Superconducting Computing Applications. In
Proceedings of the ICRC Conference, Washington, DC, USA, 8–9 November 2017; pp. 1–3. [CrossRef]

7. Rowlands, G.E.; Ryan, C.A.; Ye, L.; Rehm, L.; Pinna, D.; Kent, A.D.; Ohki, T.A. A Cryogenic Spin-Torque Memory Element with
Precessional Magnetization Dynamics. Sci. Rep. 2019, 9, 803. [CrossRef]

8. Lang, L.; Jiang, Y.; Lu, F.; Wang, C.; Chen, Y.; Kent, A.D.; Ye, L. A Low Temperature Functioning CoFeB/MgO-Based Perpendicular
Magnetic Tunnel Junction for Cryogenic Nonvolatile Random Access Memory. Appl. Phys. Lett. 2020, 116, 022409. [CrossRef]

9. Slonczewski, J.C. Current-Driven Excitation of Magnetic Multilayers. J. Magn. Magn. Mater. 1996, 159, L1–L7. [CrossRef]
10. Berger, L. Emission of Spin Waves by a Magnetic Multilayer Traversed by a Current. Phys. Rev. B 1996, 54, 9353–9358. [CrossRef]

[PubMed]
11. Slonczewski, J.C. Currents, Torques, and Polarization Factors in Magnetic Tunnel Junctions. Phys. Rev. B 2005, 71, 024411. [CrossRef]
12. Dyakonov, M.I.; Perel, V.I. Current-Induced Spin Orientation of Electrons in Semiconductors. Phys. Lett. A 1971, 35, 459–460.

[CrossRef]
13. Ando, K.; Takahashi, S.; Harii, K.; Sasage, K.; Ieda, J.; Maekawa, S.; Saitoh, E. Electric Manipulation of Spin Relaxation Using the

Spin Hall Effect. Phys. Rev. Lett. 2008, 101, 036601. [CrossRef]
14. Abert, C.; Ruggeri, M.; Bruckner, F.; Vogler, C.; Hrkac, G.; Praetorius, D.; Suess, D. A Three-Dimensional Spin-Diffusion Model

for Micromagnetics. Sci. Rep. 2015, 5, 14855. [CrossRef]
15. Abert, C.; Ruggeri, M.; Bruckner, F.; Vogler, C.; Manchon, A.; Praetorius, D.; Suess, D. A Self-Consistent Spin-Diffusion Model for

Micromagnetics. Sci. Rep. 2016, 6, 16. [CrossRef] [PubMed]
16. Lepadatu, S. Unified Treatment of Spin Torques Using a Coupled Magnetisation Dynamics and Three-Dimensional Spin Current

Solver. Sci. Rep. 2017, 7, 12937. [CrossRef]
17. Anderson, R.; Andrej, J.; Barker, A.; Bramwell, J.; Camier, J.S.; Dobrev, J.C.V.; Dudouit, Y.; Fisher, A.; Kolev, T.; Pazner, W.; et al.

MFEM: A Modular Finite Element Library. Comp. Math. Appl. 2020, 81, 42–74. [CrossRef]
18. MFEM: Modular Finite Element Methods [Software]. Available online: https://mfem.org (accessed on 19 April 2023). [CrossRef]
19. Ender, J.; Fiorentini, S.; de Orio, R.L.; Hadámek, T.; Bendra, M.; Jørstad, N.P.; Loch, W.J. ViennaSpinMag. 2023. Available online:

https://www.iue.tuwien.ac.at/viennaspinmag (accessed on 19 April 2023).
20. Hu, G.; Lauer, G.; Sun, J.Z.; Hashemi, P.; Safranski, C.; Brown, S.L.; Buzi, L.; Edwards, E.R.J.; D’Emic, C.P.; Galligan, E.; et al. 2X

Reduction of STT-MRAM Switching Current Using Double Spin-Torque Magnetic Tunnel Junction. In Proceedings of the IEDM
Conference, San Francisco, CA, USA, 11–16 December 2021; pp. 2.5.1–2.5.4. [CrossRef]

21. Jinnai, B.; Igarashi, J.; Watanabe, K.; Funatsu, T.; Sato, H.; Fukami, S.; Ohno, H. High-Performance Shape-Anisotropy Magnetic
Tunnel Junctions down to 2.3 nm. In Proceedings of the IEDM Conference, San Francisco, CA, USA, 12–18 December 2020;
pp. 24.6.1–24.6.4. [CrossRef]

22. Wang, M.; Cai, W.; Zhu, D.; Wang, Z.; Kan, J.; Zhao, Z.; Cao, K.; Wang, Z.; Zhang, Y.; Zhang, T.; et al. Field-Free Switching of a
Perpendicular Magnetic Tunnel Junction Through the Interplay of Spin–Orbit and Spin-Transfer Torques. Nat. Electron. 2018,
1, 582–588. [CrossRef]

23. Landau, L.D.; Lifshitz, E.M. On the Theory of the Dispersion of Magnetic Permeability in Ferromagnetic Bodies. Phys. Z.
Sowjetunion 1935, 8, 153–164.

24. Gilbert, T.L. A Phenomenological Theory of Damping in Ferromagnetic Materials. IEEE Trans. Magn. 2004, 40, 3443–3449.
[CrossRef]

25. Martinez, E.; Lopez-Diaz, L.; Torres, L.; Garcia-Cervera, C. Micromagnetic Simulations with Thermal Noise: Physical and
Numerical Aspects. J. Magn. Magn. Mater. 2007, 316, 269–272. [CrossRef]

26. Torres, L.; Lopez-Diaz, L.; Martinez, E.; Carpentieri, M.; Finocchio, G. Micromagnetic Computations of Spin Polarized
Current-Driven Magnetization Processes. J. Magn. Magn. Mater. 2005, 286, 381–385. [CrossRef]

27. Xiao, Z.H.; Ma, X.Q.; Wu, P.P.; Zhang, J.X.; Chen, L.Q.; Shi, S.Q. Micromagnetic Simulations of Current-Induced Magnetization
Switching in Co/Cu/Co Nanopillars. J. Appl. Phys. 2007, 102, 093907. [CrossRef]

28. Finocchio, G.; Azzerboni, B.; Fuchs, G.D.; Buhrman, R.A.; Torres, L. Micromagnetic Modeling of Magnetization Switching Driven
by Spin-Polarized Current in Magnetic Tunnel Junctions. J. Appl. Phys. 2007, 101, 063914. [CrossRef]

29. Carpentieri, M.; Finocchio, G.; Torres, L.; Azzerboni, B. Modeling of Fast Switching Processes in Nanoscale Spin Valves. J. Appl.
Phys. 2008, 103, 07B117. [CrossRef]

30. Petitjean, C.; Luc, D.; Waintal, X. Unified Drift-Diffusion Theory for Transverse Spin Currents in Spin Valves, Domain Walls, and
Other Textured Magnets. Phys. Rev. Lett. 2012, 109, 117204. [CrossRef] [PubMed]

31. Graczyk, P.; Krawczyk, M. Nonresonant Amplification of Spin Waves Through Interface Magnetoelectric Effect and Spin-Transfer
Torque. Sci. Rep. 2021, 11, 15692. [CrossRef] [PubMed]

32. Haney, P.; Lee, H.W.; Lee, K.J.; Manchon, A.; Stiles, M. Current Induced Torques and Interfacial Spin-Orbit Coupling: Semiclassical
Modeling. Phys. Rev. B 2013, 87, 174411. [CrossRef]

33. Abert, C. Micromagnetics and Spintronics: Models and Numerical Methods. Eur. Phys. J. B 2019, 92, 120. [CrossRef]

30



Micromachines 2023, 14, 898

34. Zhang, S.; Levy, P.M.; Fert, A. Mechanisms of Spin-Polarized Current-Driven Magnetization Switching. Phys. Rev. Lett. 2002,
88, 236601. [CrossRef]

35. Luc, D. Théorie Unifiée du Transport de Spin, Charge et Chaleur. Ph.D. Thesis, Université Grenoble Alpes, Grenoble, France, 2016.
36. Ruggeri, M.; Abert, C.; Hrkac, G.; Suess, D.; Praetorius, D. Coupling of Dynamical Micromagnetism and a Stationary Spin

Drift-Diffusion Equation: A Step Towards a Fully Self-Consistent Spintronics Framework. Physica B 2016, 486, 88–91. [CrossRef]
37. Braess, D. Finite Elements: Theory, Fast Solvers, and Applications in Solid Mechanics, 3rd ed.; Cambridge University Press: Cambridge,

UK, 2007. [CrossRef]
38. Larson, M.G.; Bengzon, F. The Finite Element Method: Theory, Implementation, and Applications; Springer: Berlin/Heidelberg,

Germany, 2013. [CrossRef]
39. Alouges, F.; Jaisson, P. Convergence of a Finite Element Discretization for the Landau-Lifshitz Equations in Micromagnetism.

Math. Models Methods Appl. Sci. 2006, 16, 299–316. [CrossRef]
40. Bartels, S.; Ko, J.; Prohl, A. Numerical Analysis of an Explicit Approximation Scheme for the Landau-Lifshitz-Gilbert Equation.

Math. Comput. 2008, 77, 773–788. [CrossRef]
41. Alouges, F. A New Finite Element Scheme for Landau-Lifchitz Equations. Discrete Contin. Dyn. Syst. S 2008, 1, 187–196. [CrossRef]
42. Alouges, F.; Kritsikis, E.; Toussaint, J.C. A Convergent Finite Element Approximation for Landau–Lifschitz–Gilbert Equation.

Physica B 2012, 407, 1345–1349. [CrossRef]
43. Bruckner, F.; Suess, D.; Feischl, M.; Führer, T.; Goldenits, P.; Page, M.; Praetorius, D.; Ruggeri, M. Multiscale Modeling in

Micromagnetics: Existence of Solutions and Numerical Integration. Math. Models Methods Appl. Sci. 2014, 24, 2627–2662.
[CrossRef]

44. Abert, C.; Hrkac, G.; Page, M.; Praetorius, D.; Ruggeri, M.; Suess, D. Spin-Polarized Transport in Ferromagnetic Multilayers: An
Unconditionally Convergent FEM Integrator. Comp. Math. Appl. 2014, 68, 639–654. [CrossRef]

45. Fiorentini, S.; Ender, J.; Selberherr, S.; de Orio, R.L.; Goes, W.; Sverdlov, V. Coupled Spin and Charge Drift-Diffusion Approach
Applied to Magnetic Tunnel Junctions. Solid-State Electron. 2021, 186, 108103. [CrossRef]

46. Fiorentini, S.; Bendra, M.; Ender, J.; de Orio, R.L.; Goes, W.; Selberherr, S.; Sverdlov, V. Spin and Charge Drift-Diffusion in
Ultra-Scaled MRAM Cells. Sci. Rep. 2022, 12, 20958. [CrossRef]

47. Chshiev, M.; Manchon, A.; Kalitsov, A.; Ryzhanova, N.; Vedyayev, A.; Strelkov, N.; Butler, W.; Dieny, B. Analytical Description of
Ballistic Spin Currents and Torques in Magnetic Tunnel Junctions. Phys. Rev. B 2015, 92, 104422. [CrossRef]

48. Julliere, M. Tunneling Between Ferromagnetic Films. Phys. Lett. A 1975, 54, 225–226. [CrossRef]
49. Hestenes, M.R.; Stiefel, E. Methods of Conjugate Gradients for Solving Linear Systems. J. Res. Natl. Bur. Stand. 1952, 49, 409–436.

[CrossRef]
50. Camsari, K.Y.; Ganguly, S.; Datta, D.; Datta, S. Physics-Based Factorization of Magnetic Tunnel Junctions for Modeling and

Circuit Simulation. In Proceedings of the IEDM Conference, San Francisco, CA, USA, 15–17 December 2014; pp. 35.6.1–35.6.4.
[CrossRef]

51. Saad, Y.; Schultz, M.H. GMRES: A Generalized Minimal Residual Algorithm for Solving Nonsymmetric Linear Systems. SIAM J.
Sci. Stat. Comput. 1986, 7, 856–869. [CrossRef]

52. Hrkac, G.; Pfeiler, C.M.; Praetorius, D.; Ruggeri, M.; Segatti, A.; Stiftner, B. Convergent Tangent Plane Integrators for the
Simulation of Chiral Magnetic Skyrmion Dynamics. Adv. Comput. Math. 2019, 45, 1329–1368. [CrossRef]

53. Abert, C.; Exl, L.; Bruckner, F.; Drews, A.; Suess, D. magnum.fe: A Micromagnetic Finite-Element Simulation Code Based on
FEniCS. J. Magn. Magn. Mater. 2013, 345, 29–35. [CrossRef]

54. Imhoff, J.; Meunier, G.; Brunotte, X.; Sabonnadiere, J. An Original Solution for Unbounded Electromagnetic 2D- and 3D-Problems
Throughout the Finite Element Method. IEEE Trans. Magn. 1990, 26, 1659–1661. [CrossRef]

55. Brunotte, X.; Meunier, G.; Imhoff, J. Finite Element Modeling of Unbounded Problems Using Transformations: A Rigorous,
Powerful and Easy Solution. IEEE Trans. Magn. 1992, 28, 1663–1666. [CrossRef]

56. Henrotte, F.; Meys, B.; Hedia, H.; Dular, P.; Legros, W. Finite Element Modelling with Transformation Techniques. IEEE Trans.
Magn. 1999, 35, 1434–1437. [CrossRef]

57. Leliaert, J.; Mulkers, J. Tomorrow’s Micromagnetic Simulations. J. Appl. Phys. 2019, 125, 180901. [CrossRef]
58. Ender, J.; Mohamedou, M.; Fiorentini, S.; de Orio, R.L.; Selberherr, S.; Goes, W.; Sverdlov, V. Efficient Demagnetizing Field

Calculation for Disconnected Complex Geometries in STT-MRAM Cells. In Proceedings of the SISPAD Conference, Kobe, Japan,
23 September–6 October 2020; pp. 213–216. [CrossRef]

59. Fredkin, D.; Koehler, T. Hybrid Method for Computing Demagnetizing Fields. IEEE Trans. Magn. 1990, 26, 415–417. [CrossRef]
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Abstract: We employ a fully three-dimensional model coupling magnetization, charge, spin, and
temperature dynamics to study temperature effects in spin-orbit torque (SOT) magnetoresistive
random access memory (MRAM). SOTs are included by considering spin currents generated through
the spin Hall effect. We scale the magnetization parameters with the temperature. Numerical experi-
ments show several time scales for temperature dynamics. The relatively slow temperature increase,
after a rapid initial temperature rise, introduces an incubation time to the switching. Such a behavior
cannot be reproduced with a constant temperature model. Furthermore, the critical SOT switching
voltage is significantly reduced by the increased temperature. We demonstrate this phenomenon for
switching of field-free SOT-MRAM. In addition, with an external-field-assisted switching, the critical
SOT voltage shows a parabolic decrease with respect to the voltage applied across the magnetic
tunnel junction (MTJ) of the SOT-MRAM cell, in agreement with recent experimental data.

Keywords: micromagnetics; spintronics; SOT-MRAM; temperature scaling; temperature effects;
incubation time

1. Introduction

Magnetoresistive random access memory (MRAM) has recently gained strong atten-
tion as a potential replacement for the existing charge-based memories, the static and
dynamic random access memories (SRAM and DRAM). Due to the ultra-scaled transistor
technology, the leakage currents have rapidly increased together with the static power
consumption of the conventional memories. As the information in the MRAM is stored
in a relative orientation of two magnetic layers, separated by a thin oxide tunnel barrier,
the memory is intrinsically nonvolatile. Hence, the static power consumption is strongly
reduced with respect to SRAM and DRAM [1,2]. Moreover, the MRAM is also complemen-
tary metal–oxide–semiconductor (CMOS) compatible. In recent years, the two-terminal
spin-transfer torque MRAM (STT-MRAM), shown in Figure 1a, has become widely avail-
able in the segment of embedded systems. However, due to fairly slow writing times
related to the nature of the STT, the writing speed cannot easily reach the sub-nanosecond
regimes. Higher currents would partly diminish the problem; however, due to a dielectric
breakdown, this would result in faster degradation of the memory cell [3,4].

In order to reach the desired sub-nanosecond switching times and increase the en-
durance of the MRAM cell, new ways of magnetization manipulation had to be found.
In [5], a new method based on the spin Hall effect (SHE) was proposed. Due to the intrinsic
characteristics of SOTs, the three-terminal SOT-MRAM, shown in Figure 1b, can operate in
the sub-ns region. Moreover, the read and write current paths are separated, and therefore,
the endurance is significantly increased. A problem with SOTs for memory application
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is that, due to the symmetry of the SOTs, the free layer (FL) perpendicular magnetization
can only be brought in-plane and another mechanism has to be utilized to complete the
switching. These methods include shape symmetry breaking [6], the use of external mag-
netic fields and built-in magnetic layers [7–9], Cr doping to introduce an intrinsic magnetic
field [10], two-pulse switching [11], magnetization anisotropy tilt [12], the inclusion of
an exchange bias [13], interlayer exchange coupling [14], spin current gradient [15], FL
composition gradient [16–18], lateral spin-orbit torques [19], competing spin currents [20],
out-of-plane spin polarization [21–23], ion implantation [24,25], a combination of STT and
SOT switching [26,27], or combinations of multiple methods [8,28].

During the writing process of the SOT-MRAM, a strong current passes through the
heavy metal (HM). Due to the SHE, a spin accumulation is generated along the sides of the
HM. This results in a spin current that is injected into the FL, affecting its magnetization.
During the process, however, the current passing through the HM and the FL generates
Joule heat and the temperature of the system rises. Consequently, the magnetic properties
of the system change, which affects the whole switching process [8]. In [29], the effects
of temperature on switching in an SOT system with an exchange bias were studied. Ra-
haman et al. [30] presented an investigation of the critical switching current with respect to
the pulse length duration for an in-plane SOT for different wafer temperatures. In [31], a
ferrimagnetic SOT structure is measured and an analysis of the critical switching current
is shown. Arpaci et al. [32] then studied the switching of an antiferromagnetic SOT and
estimated the device temperature during switching. Even though the mentioned articles
discuss temperature and its effects on the switching behavior, none of the articles present
a study of the temperature dynamics and its effects on the switching in the ns-regime.
Moreover, the listed studies work with μm-sized devices that are several orders bigger
than the industry-relevant nm-sized memory cells. In general, the temperature behavior
is expected to be different when the size is reduced due to the reduced times scales of
the system.

In this work, we focus on the modeling of temperature dynamics and its effects on the
switching of the nm-sized SOT-MRAM. We investigate both field-free and field-assisted
switching. In Section 2, the used method, implementation, and simulated structures are
described. In the first subsection of Section 3, the temperature of an SOT-MRAM cell is
analyzed and compared to previous work. The following subsections describe the effects
of the increased temperature on the switching.

FL

RL

MgO

ISTT

(a)

FL

RL

MgO

Heavy Metal

ISOT

ISTT

(b)

Figure 1. (a) A schematic illustration of STT- and (b) SOT-MRAM cells. Two separate current paths
are present for the SOT-MRAM, where an HM layer is placed underneath the magnetic FL.

2. Method

In order to model the switching behavior of an SOT-MRAM cell, we fully couple
magnetization, charge, spin, and temperature dynamics. We employ the Landau–Lifschitz–
Gilbert (LLG) equation to describe the magnetization dynamics.

∂m

∂t
= −γμ0m × Heff + αm × ∂m

∂t
+

1
MS

TS (1)
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where m stands for the normalized magnetization, and γ, μ0, α, and MS are the gyromag-
netic ratio, the vacuum permeability, the Gilbert damping, and the saturation magnetization,
respectively. Heff represents the effective field consisting of several components, namely:
the demagnetization field Hdemag, the anisotropy field Haniso, the exchange field Hexch, and
the external field Hext. Hdemag is solved through a hybrid FEM-BEM method [33]. Haniso is
considered to be uniaxial.

Haniso =
2Ka

μ0 MS
(n · m)n (2)

where Ka is the anisotropy energy density and n is a unit vector coinciding with the axis of
the magnetic tunnel junction (MTJ) cylinder. The exchange field is determined using

Hexch =
2Aexch
μ0 MS

∇2m, (3)

where Aexch is the exchange stiffness. Hext, when considered, points in the SOT current
direction. The spin torque TS represents the torque’s action on the magnetization due to
spin-relevant effects and is determined from the spin accumulation S.

TS = −De

λ2
J

m × S − De

λ2
ϕ

m × (m × S) (4)

where De stands for the electron diffusion constant, and λJ and λϕ are the spin exchange
and dephasing lengths, respectively. Due to the spin dynamics being several orders of
magnitude faster than the magnetization dynamics, S can be treated as a static problem [34,35].

∂S

∂t
= 0 = −∇ · JS − De

(
S

λ2
s f

+
S × m

λ2
J

+
m × (S × m)

λ2
ϕ

)
(5)

JS = −μB
e

βσm ⊗
(

JC − βDDe
e

μB

[
(∇S)Tm

])
− De∇S − θSHA

μB
e

εJC (6)

where λs f is the spin-flip length, and JC stands for the charge current, while μB, e, βσ, and
βD are the atomic magnetic moment, the elementary charge, the conductivity spin polariza-
tion, and the diffusivity spin polarization, respectively. The last term in (6) represents the
spin Hall effect with spin Hall angle θSHA. We consider the transverse spin currents to be
fully absorbed at the FL/HM interface and we implement a boundary condition based on
the real and imaginary part of the mixing conductance G↑↓ [35,36].

JS · n|N = −2De

σ

[
Re(G↑↓)m × (m × S|N) + Im(G↑↓)m × S|N

]
(7)

where σ stands for the electric conductivity and |N indicates the HM side of the interface.
Equation (7) is included as a contribution to the torque in the first layer of elements on
the FM side of the interface. The charge current in (6) is determined from the potential V
solving (8) and (9).

−∇ · (σ∇V) = 0 (8)

JC = −σ∇V (9)

where σ is assumed to be constant in the ferromagnetic and nonmagnetic layers, while in
the tunneling layer, it is assumed to be dependent on the respective angle between the FL
and the reference layer (RL) [37,38].

The dynamics of the temperature T is modeled using the heat transport equation.

cVρm
∂T
∂t

− κΔT = q̇V (10)

where cV , ρm, and K are the heat capacity, the material density, and the thermal conductivity,
respectively. q̇V represents the heat sources, in this case, the Joule heating q̇V = σJ2

C. To
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account for the change in magnetization dynamics, MS, Ka, and Aexch in (1)–(3) are made
temperature-dependent [8,39]. The MS is scaled according to Bloch’s power law.

MS(T) = MS0 mS = MS0

[
1 −

(
T
TC

)β
]

(11)

where MS0 is the saturation magnetization at 0 K, and the factor mS represents the scaling
with respect to the Curie temperature TC and a temperature power parameter β. The
anisotropy constant and the exchange constant also scales with mS; however, with ad-
ditional power coefficients p and q, and Ka0 and Aexch0 , the anisotropy and exchange
constants at 0 K, respectively.

Ka(T) = Ka0 mp
S (12)

Aexch(T) = Aexch0 mq
S (13)

2.1. Implementation

To solve Equations (1)–(13), we use the finite element method. The equations are
transferred into weak formulations and implemented within our MRAM simulation frame-
work [40]. More details about the weak formulation of the equations can be found in [41].

2.2. Simulated Structures

We simulate two different structures. The first one, Structure I, is based on previous
simulation work in [8] and is shown in Figure 1a. It consists of a 200 × 230 nm2 β−W layer
(orange) with a 3.7 nm thickness. On top of the rectangle, an MTJ stack with an 80 nm
diameter is placed, consisting of a 1.2 nm thick FeCoB FL (light blue), a 1 nm MgO (red),
and a 1 nm FeCoB RL (green). A 12 nm Cu layer is placed on top of the MTJ stack. The
whole structure is surrounded by an oxide (half opaque nonhomogeneous gray). Dirichlet
conditions are applied (constant 300 K) to the sides of the oxide “box”, which is large
enough not to affect the temperature simulation results.

Structure II, depicted in Figure 2b, represents a realistic SOT-MRAM cell [8,42]. The
FeCoB FL and the RL (green) are considered to be 1.2 nm and 1.0 nm thick, respectively, the
MgO barrier thickness is 1.0 nm, and the MTJ diameter is 40 nm. The β−W heavy metal
(depicted in orange) is considered to be 3.7 nm thick and 50 nm wide, the total length
is 140 nm. The HM layer is connected through a Cu via to a doped Si substrate (pink).
The other end is connected to a long Cu interconnect. The top 50 nm long Cu region is
connected to another long Cu interconnect. The whole structure is surrounded by SiO (half
opaque nonhomogeneous gray). Both the bottom of the substrate and the ends of the word
and read lines are made sufficiently large so as not to have any significant effects on the
final result. Dirichlet boundary conditions (constant 300 K) are applied at the ends of the
contacts and the bottom of the substrate.

(a) (b)

Figure 2. Simulated SOT-MRAM structures. (a) Simple structure from [8]. (b) Realistic structure with
contacts, current lines, and a Si buffer beneath.
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2.3. Simulation Parameters

The parameters relevant for the magnetization, charge, and spin dynamics are listed
in Tables A1 and A2, given in Appendix A. We choose the temperature-dependent Fe-
CoB properties so that MS(300 K) = 0.81 MAm−1, Ka(300 K) = 539 kJm−3 [43], and
Aexch(300 K) = 20 pJm−1 [44]. TC = 750 K, β = 1.7, p = 3, and q = 1.7 [8,45]. The
temperature-relevant parameters for different materials are listed in Table A3. We consider
the parameters to be constant for the simulated temperature range.

3. Results

3.1. Temperature of the Structure

First, we simulate Structure I (Figure 2a). To analyze the heating of the structure and the
time constants of the system, we consider a constant SOT current density of 1.1 · 1012 Am−2

in the HM layer, in agreement with [8]. The potential at the top of the contact is left floating.
After the current pulse is turned on, the temperature of the structure rises. Figure 3 shows
an FL temperature increase ΔT in time. The black dots indicate data extracted from [8].
Only the average FL temperatures are shown. In order to match the heating curves, the
conductivity of the surrounding oxide layer is varied. The solid blue and orange curves
represent the heating of the structure with the surrounding oxide conductivity of 2.4 and
2.6 Wm−1K−1, respectively. The data are fitted with a triple exponential (single and double
exponentials do not provide a good match) and corresponding time constants τi-s are
extracted and listed in Table 1. The longest time constant τ3 is also plotted in Figure 3, for
illustration.

Table 1. Time constants for different structures.

Structure τ1 (ns) τ2 (ns) τ3 (ns)

Structure I, 2.4 Wm−1K−1 0.073 0.746 5.013
Structure I, 2.6 Wm−1K−1 0.072 0.733 4.896

Structure I, [8] 0.152 1.216 5.796
Structure II 0.035 0.439 2.539

Figure 3. Temperature increase of Structure I [8]. Comparison between the data extracted from [8]
(black dotted) and the presented model with two different conductivity of the surrounding oxide
(solid). The slow exponential temperature increases are extracted (dashed). A constant current density
of 1.1 × 1012 Am−2 in the HM is considered.
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We observe a relatively good match of τ3, whereas τ1 and τ2 show a bigger difference.
We attribute the bigger difference for the fast time constants to the shape of the current
pulse used (heavyside versus slower initial increase), although other differences are likely
to be present due to parameter deviation from the original model (not listed in [8]). We note
that the fast time constants mostly represent the heating of the structure, whereas a slow
temperature increase is present due to a slow temperature increase of the surrounding oxide.

In order to fully understand the switching of the SOT-MRAM cell, we focus on the
more complex Structure II, described in Section 2.2. We first apply only the SOT voltage
USOT between the lower contact and the write line, which results in the SOT current
ISOT through the HM. In Figure 4a, the temperature of the structure at 0.2 ns for 0.4 V
is illustrated. The temperature increases fast around the FL, mainly due to the heating
in the HM. The sides of the HM are cooled down by heat transfer through the via and
the current line. The heat transfer through the MgO layer is not significant and a strong
temperature gradient across the layer exists due to its very low thermal conductivity. The
FL temperature increase for different voltages is shown in Figure 4b. We observe a swift
temperature increase in the beginning and a much slower increase towards the end. As the
used model is linear, the temperature increase is proportional to the heating power in the
system—proportional to the second power of USOT, or ISOT. The linear dependence of the
FL temperature increase ΔT with respect to U2

SOT is shown in the inset of Figure 4b, similar
to [46]. In other words, if only the ISOT is considered throughout the structure, it is sufficient
to scale the temperature with its second power. This result is, however, not applicable if
both ISOT and ISTT are present, as shown in the following subsections. We notice the time
constants of Structure II (last line in Table 1) are shorter than those of Structure I, mainly
due to the structure geometry and different boundary (Structure I unrealistically floats in
the oxide). As previously mentioned, the two short time constants are dominated by the
smaller HM and MTJ sizes, whereas the long time constant is mainly determined by the
heating of the contacts, substrate, and the surrounding oxide.

(a) (b)

Figure 4. (a) Structure temperature at 0.2 ns after a voltage pulse USOT = 0.4 V was applied be-
tween the contacts. In the beginning, the temperature increase is centralized around the MTJ stack.
(b) Maximum temperature increase of the FL for different voltages. The inset shows the maximum
temperature increase with respect to U2

SOT.

3.2. Effect of Temperature on the Initial Switching Dynamics

In this section, we investigate how the increasing temperature affects the initial stage
of the switching of Structure II (Figure 2b). First, we consider ISOT only and no heating of
the structure (no scaling applied). In Figure 5a, the initial dynamics for different USOT is
shown. An average FL magnetization in the z-direction is shown.
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(a) (b)

Figure 5. (a) Simulations of the FL magnetization in-plane flip with SOTs only. Temperature scaling is
not included. (b) Simulations of the FL magnetization in-plane flip with SOTs only, with temperature
scaling included. An incubation time due to the slow temperature rise can be observed. The critical
SOT voltage that flips the FL magnetization in-plane is significantly reduced in comparison to the
constant temperature model.

A sharp transition into a final state can be observed with respect to USOT. For the lower
voltages, the FL magnetization starts to oscillate; however, it falls back close to the negative
z-direction. When the USOT = 0.6 V is applied, the magnetization suddenly flips in-plane
(mz = 0). In order to understand this behavior, we employ a simpler macromagnetic model.
The steady-state solutions of the explicit form of the LLG are shown in Figure 6. The black
dots represent a stable solution, whereas the gray dots show an unstable solution. The colored
markers represent the final magnetization states of the system and the magnitude of the first
oscillation (the strongest one) for different damping and different pulse shapes. The crosses
show a solution when a heavyside function is applied. The final solution falls on the lower
branch, until the first oscillation comes close to the unstable one. When the oscillation is big
enough, the final magnetization solution falls into the plane (mz = 0)), thus causing the abrupt
change in the final state of the system. When the damping is increased, the first oscillation is
reduced and the jump is present for higher current densities. Lastly, if the voltage is changed
slowly (1 ns for the full value), the initial oscillation is almost gone and the solution follows
the lower stable solution, until it disappears for high enough current densities.

Figure 6. Steady-state solutions (gray, black) and real trajectories of the final magnetization state
(orange, red, green). When the first oscillation amplitude (orange, green, pink) reaches the unstable
solution (gray), an instant jump into the in-plane state appears.
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When the full temperature simulation is included, the magnetization dynamics change
significantly (Figure 5b). The sharp in-plane transition is not present anymore. For higher
voltages, the magnetization flips immediately into the plane whereas, for the lower voltages,
an incubation phase can be observed, in agreement with experimental data [8]. We observe
significantly lower voltages required for the magnetization in-plane flip in comparison
to the constant temperature model. For the full temperature model, a voltage of 0.34 V is
able to bring magnetization in-plane versus the 0.6 V required in the constant temperature
model. If one considers the shorter time scales, the reduction is less pronounced; however,
even the 0.42 V means a significant reduction in the critical SOT current. The lower critical
switching voltage is caused by reduced anisotropy energy and saturation magnetization,
which moves the shoulder of the unstable solution lower. The lowered exchange stiffens
then enables easier nucleation of the magnetization reversal and allows for a more domain-
like switching.

Lastly, we compare the reduction in the critical switching voltages to the results of the
highly damped macrospin model [47]. Within the macrospin approximation, the critical
switching current is proportional to MS and Ka in the absence of the external field Hext.

JC =
2e MS tF
h̄ θSHA

(
Haniso

2
− Hext√

2

)
(14)

where tF stands for the thickness of the FL. First, we consider the switching at 0.42 V
when no significant initial oscillation is present. Considering the FL temperature reached
when the FL starts switching (∼355 K), MS and Ka drop to 91 and 76% of the initial value,
respectively, and the critical switching current (voltage) is reduced to 69%. This is in good
agreement with our simulation, with the critical voltage reduced to 0.42/0.6 = 70% of
its initial value. Secondly, we look at the switching at 0.34 V. When the FL switches, the
FL temperature reaches ∼345 K, which results in a critical voltage reduced to about 74%
of its original value. The reduction is significantly lower than the simulated reduction
of 0.34/0.6 = 56%. We attribute this discrepancy to the missing dynamics in the critical
current calculation within the macrospin model. As we have already demonstrated, the
initial oscillation can significantly reduce the critical current, and we conclude that any
further reduction in the critical current is caused by the increase in the amplitude of the FL
magnetization oscillation.

3.3. Field-Free Switching—Combined STT-SOT-MRAM

We now focus on the previously mentioned field-free switching, often referred to as a
combined STT-SOT switching or SOT-assisted STT switching. In the first switching phase,
both the SOT and STT currents are present, whereas in the later switching phase, the SOT
current is turned off. We employ both of the pulses for the first 2 ns and investigate the
difference between the constant temperature and full temperature models again. We vary
USOT, whereas USTT is kept at a constant 0.75 V.

In Figure 7, the switching simulations within the described SOT-STT switching scheme
are shown. We observe that the behavior of both models looks very alike (constant tempera-
ture model shown in Figure 7a, full temperature model in Figure 7b). The initial oscillatory
behavior is present in both systems. We attribute this to the additional STT torque, which
acts on the FL only when nonzero magnetization components mx and my are present. The
STT torque is strongest when the FL magnetization is in-plane. An important difference
between the two models is still the significantly reduced critical voltage, which flips the
FL magnetization in the plane: 0.3 versus 0.5 V for the full 2 ns interval, or 0.4 versus 0.6 V
if a shorter 0.5 ns SOT interval is considered. The reduced critical voltage can clearly be
seen from Figure 8a, which shows the average magnetic parameter change in the FL for
USOT = 0.31 V and USTT = 0.75 V. The anisotropy energy density is significantly reduced
and so is the energy barrier. In Figure 8b, the corresponding temperature increase in the
FL is shown (in black). The maximum and minimum FL temperatures are also indicated
(gray dotted and dashed lines, respectively). We observe a highly nontrivial temperature
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development due to the STT heating and changing resistance of the MTJ. At 2 ns, a fast
temperature decrease is observed due to the ISOT being turned off.

(a) (b)

Figure 7. (a) Simulations of the combined STT-SOT switching at constant 300 K, and (b) with the
full temperature model. The different paths (colors) represent different USOT, USTT = 0.75 V. The
SOT current is only present during the first 2 ns, while the STT is kept for the whole simulation.
Due to the additional presence of the STT field, the initial oscillatory behavior is amplified and
acts as an additional field that amplifies the oscillations. Both of the switching simulations with a
constant temperature and with the full temperature model look similar; however, the oscillations are
modulated for the latter. The critical switching voltage is also significantly reduced.

(a) (b)

Figure 8. (a) Parameter change due to the increased FL temperature, and (b) the corresponding FL
temperature increase.

3.4. Switching with External Fields

In this last subsection, we focus on switching assisted by an external field. Such a
field is of importance as it can represent different scenarios: the real external field, the stray
fields induced by additional hard magnetic layers above [8] or below [7] the MTJ stack, or
doping [10].

First, we simulate Structure II with a 50 mT external field in the ISOT direction. We only
apply the USOT voltage and vary its length. Unlike with SOT only, the magnetization does
not stay in-plane (mz = 0), but due to the presence of the magnetic field, it precesses around
the field, which brings the magnetization closer to the reversed orientation. This can be
understood from the first cross-product term in the LLG (1). The numerical experiment is
as follows: (i) In the beginning, the system is left to relax for 1 ns. (ii) After the relaxation,
USOT is switched on for a short period of time. (iii) USOT is switched off again and the
system relaxes to the final state. We study two different USOT pulse durations, 1.5 and

41



Micromachines 2023, 14, 1581

3.0 ns. The results of such an experiment are shown in Figure 9. For the shorter 1.5 ns pulse,
voltages 0.32 V and below do not switch. For 0.32 V, a short incubation is observed, the
magnetization passes the in-plane configuration but is brought back to the initial state after
the pulse is turned off. For the longer 3.0 ns pulse, both 0.32 V and 0.30 V switch due to the
longer pulse length. We note that for the constant temperature model, voltages up to 0.4 V
do not show any switching, and the switching simulations are therefore not shown.

(a) (b)

Figure 9. Switching simulations with an external field for different USOT and (a) 1.5 ns, (b) 3.0 ns
pulse durations. The external field is 50 mT in the ISOT direction. We let the system relax for 1 ns
before the pulse is applied. The color coding is identical for both plots.

As a last experiment, we simulate SOT switching with an external field of 50 mT
(identical direction to ISOT) and with additional heating due to the STT. Such a system
was reported in [28]. We keep both the USOT and USTT for 4 ns and let the magnetization
relax afterward. We then check the final magnetization state and see if the switching has
been completed, and then we determine the lowest USOT for which the magnetization is
switched, the critical SOT switching voltage USOT. We note that the temperature increase
consists of both the smooth SOT temperature change shown in Figure 4b and the FL
magnetization-dependent STT heating. The total temperature increase is similar to the one
reported in Figure 8b but without the drop due to the SOT being turned off. In Figure 10,
the dependence of USOT on USTT is shown. We observe a parabolic dependence of UC

SOT
with the increasing absolute value of USTT, in agreement with [28]. Note that our system
always kept the same set of parameters. In comparison to [28], where an additional voltage-
controlled magnetic anisotropy (VCMA) was considered, we have a stronger STT torque,
and no VCMA. The qualitatively identical result shows the significance of the additional
STT heating on the UC

SOT. We observe a slight shift of the parabola due to the additional
STT torques, in agreement with [28].

In all the previously presented experiments, the increased temperature, due to Joule
heating, significantly reduces switching currents and/or switching times. In turn, the
writing energy of the SOT-MRAM cell can be reduced if the pulse duration is kept short.
In addition, the reduced switching currents and voltages allow for smaller switching
transistors needed for memory operation, resulting in a reduced device footprint. On the
other hand, all the generated heat is an irreversible energy loss that contributes to the total
switching energy. Moreover, the increased temperatures can lead to a random bit flip just
after the current pulse is turned off before the FL cools down, resulting in an increased
write error rate. Finally, if the temperature increase is too high, the memory device can
be damaged.
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Figure 10. Dependence of the critical SOT switching voltage UC
SOT on the applied STT heating voltage

for the SOT switching with an external field. A parabolic reduction in UC
SOT is observed due to the

increased temperature of the FL. The parabola is shifted due to the additional STT torque.

4. Conclusions

We coupled magnetization, charge, spin, and temperature dynamics to study modern
SOT-MRAM devices. In order to allow for the SOT switching, the spin Hall effect was
added. To account for the elevated temperature, scaling of the magnetization parameters
was implemented. We validated our model by comparing the temperature dynamics to
the previously published data and obtained a good agreement. With the validated model,
we showed that a significant incubation time is present when the SOT-generating current
is applied to the MRAM cell and that such behavior cannot be reproduced by a constant
temperature model. We then demonstrated a field-free switching combining both SOT and
STT. The temperature shows a nontrivial behavior due to the change in MTJ resistance
during switching. Due to the increased temperature, the critical switching voltage is
significantly reduced in comparison to the constant temperature model. We also studied
SOT-MRAM switching with an external field. We changed the SOT voltage duration and
showed that the increasing temperature has significant effects on the switching dynamics.
Finally, we showed that an additional STT voltage pulse reduces the critical SOT switching
voltage due to the extra heating. This dependence is quadratic, in agreement with our
experiments. We conclude that Joule heating significantly affects the switching behavior
of SOT-MRAM cells and can considerably reduce the switching currents and switching
times, resulting in reduced writing energy and total device size. However, special care
should still be taken regarding the maximum temperature to prevent any damage to the
device. In order to fully understand the switching of modern SOT-MRAM devices and to
accurately predict and optimize the intended behavior, the full temperature dynamics have
to be considered.
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Appendix A

The parameters listed in Tables A1–A3 are mostly taken from the Boris Computational
Spintronics material database [48]. The original parameter sources can be found on the
linked website.

Table A1. Magnetization- and charge-relevant parameters.

Parameter Value

MTJ Parameters

Tunnel magnetoresistance ratio (TMR) 200%
Current spin polarization, βσ 0.7

Diffusion spin polarization, βD 1.0
Resistance parallel 1.4 · 104 Ω

Resistance antiparallel 4.2 · 104 Ω

Magnetic Parameters of FeCoB

Gilbert damping, α 0.02
Gyromagnetic ratio, γ 1.76 · 10−11 rad · s−1T−1

Saturation magnetization (300 K), MS 0.81 · 106 Am−1

Exchange stiffness, Aexch 2 · 10−11 Jm−1

Anisotropy energy density, Ka 0.539 · 106 Jm−3

Table A2. Drift diffusion-relevant parameters.

Material↓ / Parameter→ De (10−3m2/s) λsf (nm) λϕ (nm) λJ (nm) θSHA

FeCoB 1 10 0.4 0.8 -
MgO - - - - -
β-W 0.2 2.4 - - −0.3

Contacts, Vias 1.1 1.4 - - -
SiO 0.1 1.4 - - -

Substrate 0.2 1.4 - - -

Table A3. Temperature-relevant parameters.

Material↓ / Parameter→ σ (Ωm) ρm(kg m−3) cV (J kg−1K−1) κ(W m−1K−1)

FeCoB 4·106 8800 612 36
MgO - 3580 877 0.4 [49]
β-W 0.6·106 19,300 134 173

Contacts, Vias 7·106 8800 420 122
SiO 0 2200 730 1.4

Substrate 1·106 2330 710 150
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Abstract: With its unique computer paradigm, the Ising annealing machine has become an emerging
research direction. The Ising annealing system is highly effective at addressing combinatorial
optimization (CO) problems that are difficult for conventional computers to tackle. However, Ising
spins, which comprise the Ising system, are difficult to implement in high-performance physical
circuits. We propose a novel type of Ising spin based on an electrically-controlled magnetic tunnel
junction (MTJ). Electrical operation imparts true randomness, great stability, precise control, compact
size, and easy integration to the MTJ-based spin. In addition, simulations demonstrate that the
frequency of electrically-controlled stochastic Ising spin (E-spin) is 50 times that of the thermal
disturbance MTJ-based spin (p-bit). To develop a large-scale Ising annealing system, up to 64 E-spins
are implemented. Our Ising annealing system demonstrates factorization of integers up to 264 with
a temporal complexity of around O

(√
n
)
. The proposed E-spin shows superiority in constructing

large-scale Ising annealing systems and solving CO problems.

Keywords: spintronics; spin-transfer torque magnetic tunnel junctions (STT-MTJ); Ising annealing
system; combinatorial optimization problem

1. Introduction

Combinatorial optimization problems have long been a tangled mess for conventional
computers. With the scale of the problem increasing, the consumption of time and hardware
resources increases exponentially. Heuristic search techniques, such as the simulated
annealing algorithm, have been utilized to search for a solution within a limited time.
However, their search effectiveness remains unsatisfactory. It is anticipated that quantum
annealing [1,2] would surpass the calculating limit of conventional computers. However,
the quantity of Q-bits, the requisite cryogenic environment, and the decoherence generated
by the environment’s interface severely restrict the system’s scalability.

Ising annealing was offered as an alternative scenario between classical computing and
quantum computing. Ising annealing is a novel non-von Neumann computing architecture
that specializes in CO problems [3–6]. There have been numerous proposals to construct
Ising systems with physical entities, including superconductive qubits [7] and degenerate
optical parametric oscillators (DOPOs) [3,8–11]. However, the above methods are hampered
by their integration complexity and stringent working conditions. Other methods, such as
complementary metal–oxide–semiconductor (CMOS) circuits [12–14] and LC oscillators [5],
are constrained by circuit area. New devices such as insulator-to-metal phase transition
nano oscillators (IMT-NOs) [15] and nano-magnet (p-bit) [16] have been investigated as
Ising spins. When manufactured on a wide scale, discrepancies caused by device instability
and process variation remain a hurdle. Due to the low computer capability, only 10-bit
integer factorization was supported [16]. Therefore, a novel type of Ising spins that are easy
to integrate and an efficient Ising annealing algorithm is urgently required.

Micromachines 2023, 14, 258. https://doi.org/10.3390/mi14020258 https://www.mdpi.com/journal/micromachines47
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This paper proposes an electrically-controlled stochastic-MTJ-based Ising spin (E-spin)
and an E-spin-based probabilistic Ising annealing algorithm (QFactor). The E-spin has good
thermal stability, compact size, true randomness, and high controllability. In addition, the
E-spin significantly achieves a 92.2% smaller area and 2% power consumption reduction
compared to LFSR [17] based digital Ising spins [16]. Based on the electrically-controlled
stochastic MTJ, we introduced a new stochastic Ising annealing algorithm named QFactor.
The QFactor outperforms various stochastic or heuristic techniques, including the simulated
annealing algorithm and the Ising annealing algorithm, when factoring up to 64-bit integers
as a demonstration. The proposed approach is easily extensible to numerous additional
CO problems.

2. Spin-Transfer Torque Magnetic Tunnel Junctions and E-Spin

2.1. Mechanism of the Spin-Transfer Torque Magnetic Tunnel Junctions

The spin-transfer torque magnetic tunnel junctions (STT-MTJs) possess the property
of stochastic switching [18–20], and their switching probability is dependent on the applied
current. According to prior research [21–23], the switching characteristics of STT-MRAM
can be roughly seen as a sigmoidal function of the current magnitude. The schematic
diagram of MTJ’s switching probability is depicted in Figure 1b, and it is written as follows:

psw = 1 − exp

{
− t

τ0
exp

[
−Δ

(
1 − I

Ic0

)2
]}

(1)

where τ0, t, Δ, I, and Ic0 are respectively the attempt time, the duration time of the current
pulse, the thermal stability parameter, the applied current, and the critical switching current
at 0 K. While t and I are variables that can be changed after fabrication, parameter τ0, Δ,
and Ic0 are process-related parameters and cannot be altered. Applying various current
pulses of suitable amplitude and length allows us to change the switching probability [22,24].
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Figure 1. (a) Diagrammatic representation of the Double-MTJ employed in this investigation.
(b) Switching probability of Double-MTJ under various current and pulse duration conditions.
(c) Process of operation. Pulses for reset, excite, and read are applied in that order.

The construction of the Double-MTJ employed in this work is depicted in Figure 1a.
MgO makes up the tunnel barrier and the cap layer, while CoFeB makes up the free layer.
The additional CoFeB/MgO interface raises the energy barrier of STT-MTJ [25].

48



Micromachines 2023, 14, 258

The process of operation is shown in Figure 1c. First, we must perform the “reset”
operation, which involves forcing the MTJ into a low resistance state by applying a strong
reverse pulse. We call this state the ‘initial state’. After that, to set the probability of MTJ
in a high resistance state as the desired probability p, we must deliver the proper pulse
according to (1). This process is called the ‘excite’ operation. A probability sequence with a
p probability of a high voltage level is created by carrying out the reset and excite operations
in order, then reading the resistance of the MTJ after each excite operation. The pulse given
to the MTJ during excite operation determines the probability of a high voltage level in the
probability sequence.

2.2. Schematic Diagram, Operation Paradigm, and Simulation of the E-Spin

The proposed E-spin was constructed based on the stochastic STT-MTJ, shown in
Figure 2a.
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Parameters Value
Technology 40nm
Temperature 300K
Write Voltage 100mV

Write Pulse Width 2ns
Low Resistance Rp 2.75KΩ

High Resistance RAp 7.425KΩ
TMR 170%

WL voltage BL voltage SL voltage current direction
reset(low resistance) 1.1V 0V 1.1V reverse
excite(high resistance) 0~1.1V 1.1V 0V forward
read 0.5V 1.1V 0V forward

Figure 2. (a) Schematic diagram of the E-spin. (b) Operation paradigm of the E-spin. (c) The layout of
the MTJ’s film stack. The technology node of our logic circuit was 40 nm. The MTJ was fabricated
on the top layer of the logic circuit. (d) The applied voltage for the reset, excite, and read operations.
(e) The parameters of MTJ were measured at 300 K. The low resistance was 2.75 KΩ and the high
resistance was 7.425 KΩ. The TMR (Tunnel Magneto Resistance) was 170%. The switch error rate
of the MTJ was correlated with the write voltage and pulse width. The minimum write voltage and
pulse width were 100 mV and 2 ns, respectively. (f) Time-averaged Vout, <Vout>. <Vout> is the function
of the applied input voltage VWL and pulse width. The pulse width is 5 ns in this illustration. The
function is fitted to the sigmoidal function. Each data point shown in this figure was averaged for
300 sampling points. (g) Time snapshots of the MTJ’s resistance after each excite operation for various
input voltage VWL (0.6 V, 0.75 V, and 0.9 V). The MTJ’s resistance was sampled 300 times for each VWL.
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The n-type metal–oxide–semiconductor (NMOS) transistor is a current source that
supplies the electrically-controlled stochastic STT-MTJ with an appropriate amount of
current. Depending on the direction and amount of current passing through it, the
STT-MTJ may change its state (high or low resistance), altering the voltage of INP. As-
suming that the high-resistance MTJ corresponds to VINP = VINP−low and the low-
resistance MTJ corresponds to VINP = VINP−high, then the voltage of reference INN is set to
(VINP−low + VINP−high)/2. The comparator compares the difference between INN and ref-
erence INP and output 1 (0) to distinguish the high (low) resistance state of stochastic MTJ.

The circuit’s current direction is depicted in Figure 2b. The top metal (TM), top via
(TV), top electrode (TE), MTJ, bottom electrode (BE), bottom via (BV), and bottom metal
(BM) are shown in Figure 2c as the stack structure of the MTJ’s arrangement.

Figure 2d shows the operation paradigm applied to the E-spin. In a single cycle,
there are three operational modes: reset, excite, and read. The input of the E-spin (VWL)
is sufficiently large during the reset period to supply enough current to reset the MTJ to
a low resistance state. The direction of the current flowing through the MTJ is reversed
during the excite period. As illustrated in Figure 2e,f, a larger VWL corresponds to a higher
probability of switching to a high resistance state, in accordance with (1). The comparator,
which senses the voltage variation caused by the fluctuation of the MTJ state during the
read period, reads out the probability of E-spin.

The output of the ith stochastic MTJ (mi) is refreshed during the read period accord-
ing to:

mi = ϑ[δ(Ii)− r] (2)

where input Ii and output mi can be represented as:

mi = Vout,i/VDD (3)

Ii = VWL,i/VDD (4)

r is a random number with range [0, 1]. δ(x) is the sigmoidal function, and ϑ(x) is the
unit step function. As a result, the time-averaged output of the E-spin coincides with the
sigmoidal curve, as shown in Figure 2f.

2.3. Advantages of the E-Spin

Table 1 shows the characteristics of three MTJ-based random sources, including the
spin dice, thermal disturbance MTJ-based spin (p-bit) [16], and our E-spin.

Table 1. Characteristics of the three random sources.

Indicators Spin Dice [26] p-bit [16] E-Spin (This Work)

probability Fixed adjustable adjustable

randomness TRNG TRNG TRNG

operation mode electric thermal electric

reliability good poor good

large-scale integration easy hard easy

For the spin dice, Psw was set to the fixed value of 50%, while we used the entire
domain of the sigmoidal function (see Figure 1) in our design, which broadens the range of
its applications.

The temperature, which is determined by the surroundings and operating conditions,
has a direct impact on the switching frequency for thermal disturbance MTJ (p-bit) [16].
However, the E-spin, based on Double-MTJ and having a greater thermal stability fac-
tor Δ [25], could counteract the probability skew brought on by temperature variation.
Because of this, our proposed electrical operation to adjust probability has better stability.
By precisely controlling the current, the dependability and accuracy of the E-spin are
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considerably enhanced. Additionally, Double-MTJ arrays can be incorporated thanks to
the scalability of spin-torque switching, offering significant prospects for novel spintronics-
based large-scale integrated circuits [25].

2.4. Endurance of the E-Spin

According to the spin operation modes mentioned in Figure 2, repetitive reset, excite,
and read operations are required during work. Consequently, the endurance analysis of
the spin is required.

In the existing non-volatile memories, the endurance of MRAM is an obvious ad-
vantage compared to RRAM and PCRAM. The endurance of STT-MTJ with multiple
CoFeB/MgO interfaces could theoretically reach up to 1015 ∼ 1016, which is higher than
traditional MTJ [25]. Constructing spins using such STT-MTJ could reach over three years of
lifetime at the working frequency of 10 MHz~100 MHz, satisfying the needs of most usage
scenarios. Figure 3 shows the lifetime of such an STT-MTJ at various working frequencies.
If the MTJ has an endurance of 1 × 1015, it can operate at the frequency of 10 MHz for
3.17 years. The endurance can be increased even more if the SOT-MRAM is included [27].
Because the current is not passed directly through the MTJ in SOT-MRAM, the MTJ is
clearly protected, increasing the endurance to almost infinite levels.

Figure 3. MTJ’s lifetime at various operating frequencies. Under a clock frequency of 10 MHz, MTJ
with 1 × 1015 endurance can operate for 3.17 years.

3. Large-Scale Ising Annealing System for Solving CO Problems Using E-Spins

3.1. Steps of Ising Annealing System Solving CO Problems

The Ising system is composed of Ising spins and their interconnections. The Hamilto-
nian of the Ising system is:

H = − ∑
〈i,j〉

Jijσiσj − μ ∑
j

hjσj (5)

where spin σi,j ∈ {+1,−1}, and Jij, hj, μ are the coupling parameter between spins i and j,
the magnitude of the external magnetic field, and the Bohr magneton, respectively.

By mapping the task function into the Ising Hamiltonian and mapping the best answer
to the lowest value of the acquired Ising Hamiltonian, the task can be transformed into
searching for the lowest energy state of the Ising system. After the annealing procedure,
the system energy will gradually descend and reach the low energy state. At this point, a
workable solution is discovered.
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3.2. Mapping Integer Factorization Problem to Ising Annealing System

An illustration of the combinatorial optimization problem is the integer factorization
problem. The integer factorization problem, which is still challenging for traditional
computers, is now widely used in the RSA (Rivest–Shamir–Adleman) encryption technique.

According to [28], the Ising Hamiltonian (or system energy, cost function) of the integer
factorization problem is:

H = (X × Y − F)2 (6)

where X, Y, and F are odd integers. X and Y can be represented in binary form as:

X =
P−1

∑
p=0

2pxp (7)

Y =
Q−1

∑
q=0

2qyq (8)

with x0 = y0 = 1. P and Q donate the number of bits needed to represent X and Y. Suppose
F is an N-bit integer. Then we have:

N = P + Q (9)

We use E-spins to represent each bit of X and Y. The LSBs (least significant bits) of X
and Y are fixed to ‘1’; then, only P − 1 and Q − 1 E-spins are needed to represent X and Y,
respectively. Then we have:

X =
P−1

∑
n=1

2nmn + 1 (10)

Y =
N−2

∑
n=P

2n−P+1mn + 1 (11)

Since the two variables X and Y are discrete, H is a discontinuous function. Figure 4
demonstrates an example of the energy distribution of the system H = (X × Y − Fi)

2. Here,
Fi = 45,431. It can be inferred from the picture that there are lots of local minimums along
the hyperbola � : (X × Y − F)2 = 0.

Figure 4. Energy distribution of the system H = (X × Y − 45431)2.

The integer factorization problem differs from other combinational problems in that
the former requires the optimal solution, whilst the latter just requires a good enough
response. In other words, the output answer must meet higher standards because it will
not be legitimate if the product of two factors does not exactly equal the number F.
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3.3. Stochastic Ising Annealing Algorithm Based on E-Spin

Figure 5 demonstrates the flowchart of the proposed QFactor, a stochastic Ising an-
nealing algorithm. The first step is problem mapping. Section 3.2 has shown the procedure
of mapping the integer factorization problem to the problem of finding out the minimum
value of the discrete function H = (X × Y − F)2.

Figure 5. The framework of the proposed Ising annealing algorithm QFactor. H = (X” × Y” − F)2.

Making the non-continuous function into a continuous function is one of the effective
ways to address discrete optimization problems since it speeds up the process of conver-
gence to the local minimum. Therefore, in the second step, the discrete function H was
transformed into its continuous function form H′ = (X′ × Y′ − F)2, where X′ and Y′ are
continuous variables. The problem was converted to obtaining the minimum value of the
continuous function H′.

In the third step, gradient descent was employed to reach the local minimum, as
deep learning algorithms do in neural networks. Variable X′ and Y′ are updated by
X′ = X′ + λ· ∂H′

∂X′ and Y′ = Y′ + λ· ∂H′
∂Y′ , where parameter λ is the stride length.

Fourthly, the continuous variable X′ and Y′ are approximated as integers X′′ and Y′′ .
Lastly, verify that H is equal to 0. H = 0 indicates that we have arrived at the

right answer.
If H �= 0, then we must use the subsequent stages to discover a different solution:

• Map X and Y to the corresponding spin xi and yi using Equations (7) and (8).
• If the calculated xi or yi equals value “1”, the MUX outputs VH to the corresponding Ii.

Then, the E-spin provides a strong likelihood of an output value “1”. The VH is the
parameter that can be adjusted. In this experiment, we set VH to be around 0.95 V and
VL to be 0.55 V. The random flips of E-spin do not frequently occur, so the gradient
descent procedure is dominant in most cases.

• Accordingly, if xi or yi equals ‘0’, the MUX outputs VL to the corresponding E-spin Ii.
Then the E-spin provides a high probability of output value “0”.

Repeat step 2 to step 5 until the correct solution is found.

53



Micromachines 2023, 14, 258

3.4. The Overall Diagram of the Proposed Ising Annealing System

The overall diagram of the proposed Ising annealing system is shown in Figure 6.
The gradient-descent-based Ising annealing algorithm (QFactor) supplies an input signal
for the E-spins through multiplexers (MUXs). If xi (or yi) equals ‘1’, then the input of
E-spin equals VH . Otherwise, if xi (or yi) equals ‘0’, then the input of E-spin equals VL.
Stochastic E-spins generate the sequenced stochastic bit streams according to the MUXs’
output voltage (VH or VL).

Ising annealing
Algorithm using 

gradient 
descent

MUX

VH VL

In−1

MUX
VH

VL

VH VL

E-spin array QFactor MUXs

I0

m0

mn−1

I0

VH

VL

In−1

x 1

y Q−1

x P−1

y 1

Figure 6. The overall diagram of the proposed Ising annealing system (QFactor). It comprises an
E-spin array with 64 E-spins, a digital circuit to implement the QFactor annealing algorithm, and
analog MUXs.

The key to obtaining a better solution for an Ising annealing system is jumping
out of the local optimal solution. Therefore, randomness is required in the annealing
procedure to escape the local minimum. A significant difference between QFactor and
other Ising annealing algorithms is the production of randomness. The QFactor algorithm
fully utilizes the stochastic nature of E-spin, negating the need to use another randomness
as the motivation of the annealing procedure.

In addition, QFactor employs randomness differently than traditional heuristic search
algorithms, such as simulated annealing, which selects a random number of X and Y for the
following annealing cycle. While X and Y are denoted in QFactor as X = ∑P−1

n=1 2nmn + 1
and Y = ∑N−2

n=P 2n−P+1mn + 1, which means that any random flip of xi will deviate X by
the length of 2ixi.

Except for Ising annealing algorithms and heuristic search algorithms, there are other
traditional methods to solve integer factorization problems, such as numerical calculation
algorithms. The General Number Field Sieve (GNFS) method is the most effective numerical
computation algorithm for solving the integer factorization problem at present. However,
because of the operation’s complexity, hardware optimization is challenging. Nevertheless,
GNFS is a specific algorithm for a single purpose. The QFactor algorithm provides an
easy-to-implement way to solve more general discrete optimization problems.
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4. Results

4.1. Integer Factorization Results
4.1.1. Examples of Factoring Integers

Figure 7a,b show the hardware simulation waveform of factoring 24-bit integers
14019841 and 14166761 using Vivado circuit simulator software. The entire system is
simulated using all-digital circuitry for the convenience of larger-scale simulation. The
behavior of the E-spin is simulated by the CMOS-based stochastic Ising spin. The 2-way
digital MUXs, instead of the analog MUXs in Figure 6, select the input of E-spins.

I1~22

m1~22

success

(a)

(b)

success
I1~22

m1~22

Successfully factored

DFF

32

DFF

22

DFF

2

DFF

1
XOR

32-bit LFSR
16

16 mi
+
-Piecewise Linear 

Approximation
Ii

(c)

16-bit 
comparator

MUX

4

4

a

-a

Xi/yi

Ii
Xi/yi AND

a
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Ii

4

4

(d)

4

4

Figure 7. Examples of factoring 24-bit integers 14019841 (a) and 14166761 (b) using Vivado. m10∼1

and m22∼11 represent {x10, . . . , x1} and {y10, . . . , y1}, respectively. The clock period in this front-end
circuit simulation is 500 ns. (c) Schematic view of CMOS-based stochastic Ising spin. It comprises a
32-bit LFSR, a piecewise linear approximation module, and a 16-bit comparator. The behavior of the
CMOS-based stochastic Ising spin is the same as described in Equation (2). (d) Schematic view (left)
and circuitry (right) of a digital MUX.
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The schematic view of the CMOS-based stochastic Ising spin is shown in Figure 7c.
To better simulate the true-randomness property of the E-spin, we use 32-bit LFSR in our
simulation because the 32-bit LFSR counter has a repetition time of up to (232−1) clock
periods. We used the high 16 bits of the 32-bit LFSR, which helps to reduce the overall
hardware complexity and simulation time. The piecewise linear approximation module
approximates the sigmoidal function using 16-segment polylines. The behavior of the
MTJ-based E-spin described in Equation (2) is the same as the CMOS-based stochastic Ising
spin. Figure 7d shows the schematic view and circuitry of 2-way digital MUXs. During the
annealing process, it is proper to reach a balance between gradient descent and random
exploration. Therefore, the value of the 4-bit parameter a in Figure 7d is 4 to 6. Suppose that a
equals 5, the probability that an E-spin changes its state is 1

1+e5 = 0.0067. The probability that

at least one E-spin changes its state in the 22 E-spin system is 1 − (1 − 0.0067)22 = 0.1373,
which indicates that there is a 13.7 percent chance that the E-spins will randomly choose
another solution. The value of λ is the other hyperparameter to determine the appropriate
stride length for X′ and Y′, which is closely related to the bit width n. In this experiment,
λ is roughly 6.5 × 10−16 when n equals 24. a and λ are the only two hyperparameters used
in the QFactor, and there is no need to adjust them when factoring different integers with
the same n.

Since the LSB of the two factors X and Y is 1, only 22 E-spins are needed. Whenever
the system energy H = (X × Y − F)2 equals 0, the ‘success’ signal is high. At this time, a
successful factorization is reached.

4.1.2. Comparations for Simulated Annealing, Trial Division, and Ising
Annealing Algorithm

Figure 8 shows the averaged cycles needed by the simulated annealing algorithm [12],
Ising annealing algorithm [16], trial division [29], and the QFactor to factor integers with
n bit widths. The performance of the simulated annealing algorithm was evaluated by
mapping the factorization optimization problem into the minimum energy state, carrying
out the pseudo-annealing procedure, and selecting the optimal sets of parameters in our
trial. Accordingly, the performance of the Ising annealing algorithm was evaluated through
our recurrence of the code. The trial division algorithm traverses all numbers from 2 to

√
n

until a factor is discovered. The four algorithms were tested using the exact integers. All
values on the graph were tested more than five times.

Figure 8. The required cycles to factor n-bit integers. Nc in the Y axis represents the number of
required cycles. The four algorithms are simulated using MATLAB software.

56



Micromachines 2023, 14, 258

For instance, the averaged number of cycles needed to factor 32-bit integers using the
simulated annealing, Ising annealing, and trial division methods, respectively, is 5 × 105,
5 × 103, and 33 times greater than the QFactor. Additionally, the QFactor further extended
its advantage as the integer bit width increased, remarkably outperforming other stochas-
tic algorithms.

As the integer bit width (n) increases linearly, the size of the search space expands
at the rate of 2n. However, Figure 8 shows that the required cycles of the QFactor only
grow at the rate of 2

√
n, which not only shortens annealing cycles but also remarkably

outperforms other stochastic algorithms. The required cycles of trial division increase at
the rate of 2

√
n as well. The QFactor only employs the multiply operation, in contrast to the

trial division method’s use of divide operations. The hardware complexity of the divide
operation is much higher than the multiply operation, especially as the problem’s size
increases. Therefore, implementing the trial division method in hardware is much more
complicated than implementing the QFactor.

4.2. Analysis Results of the E-Spin

There are several technology roadmaps to implement the stochastic Ising spin. The
CMOS-based stochastic Ising spin uses LFSR to build a pseudo-random-number-generator
(PRNG). The thermal disturbance MTJ-based spin (p-bit) utilizes thermal-controlled unsta-
ble MTJ to realize a true-random-number-generator (TRNG).

Figure 9 shows the layout view of a single CMOS-based stochastic Ising spin and a
single MTJ-based E-spin. The area of the CMOS-based stochastic Ising spin is 3546 μm2.
The CMOS-based stochastic Ising spin’s power is 142.6 μW at the frequency of 333 MHz,
according to the results provided by the Design Compiler.

Figure 9. Layout view of a single CMOS-based stochastic Ising spin (left) and a single MTJ-based
E-spin (right). The layout of the CMOS-based stochastic Ising spin is automatically generated by
EDA (electronic design automation) software DC (Design Compiler) and ICC (IC Compiler). The
layout of the MTJ-based E-spin is a customized design using Virtuoso.

The MTJ is simulated by a Verilog-A model with 7.425 KΩ high resistance and 2.75 KΩ
low resistance. The Verilog-A model is used to simulate the behavior of MTJ under various
voltages, which is shown in Table 2.
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Table 2. The relationship between the voltage drop of the MTJ and the probability of switching from
a low-resistance state to a high-resistance state.

Voltage Drop (mV) 1 Switching Probability

[0,144) 0%
[144,171) 7%
[171,212) 20%
[212,275) 32%
[275,342) 48%
[342,428) 66%
[428,584) 81%
[584,718) 93%
[718,731) 98%

[731,1100] 100%
1 In this table, the voltage pulse widths are 5 ns.

The current-time simulation of the E-spin is shown in Figure 10. The applied WL, BL,
and SL voltages are shown in Figure 2d. In this illustration, VWL,excite = 0.75 V. Reference
voltage VINN is 250 mV. VSS2, VSS3, and VSS1 are the total current under reset, excite, and
read operation modes. The reset, excite, and read operations of the stochastic MTJ last
5 ns, 5 ns, and 10 ns, respectively, with currents of 323.55 μA, 131.60 μA, 51.86 μA. Power
consumption data (see Table 2) are calculated by multiplying the time-averaged current
and VDD (1.1 V).

2.5ns 7.5ns 15ns

VSS1

VSS2

VSS3

INN
INP
out

reset
5ns 5ns

excite
10ns
read

323.55 A

131.60 A

51.86 A

Figure 10. MTJ’s current simulation under reset, excite, and read operation modes.

Table 3 lists the critical indicators of the three stochastic Ising spins.

Table 3. Critical indicators of three stochastic Ising spins.

Indicators
CMOS-Based

Stochastic Ising Spin
Thermal Disturbance

MTJ-Based Spin (p-bit) [16]
E-Spin (This Work)

Area (μm2) 1600 NA 280

Speed (MHz) 333 <1 50

Power (μW) 142.6 20 139.7

Technology node 40 nm NA (discrete) 40 nm

Randomness PRNG TRNG TRNG

The primary shortage of LFSR is that it is not a truly random source. The random
number generated by an n-bit LFSR will loop for a maximum of 2n cycles. That means
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the size of LFSR must be sufficient to simulate the characteristics of a truly random source.
There are some applications that LFSR is incapable of, such as encrypted communication
and Monte Carlo simulation.

The primary defect of thermal disturbance MTJ is the intricate voltage offset operation
requirement for each bit, which restricts the application in large-scale issues.

The proposed E-spin outperforms the p-bits in stability, speed, and large-scale inte-
gration. Firstly, the E-spin adapts the electrical operation, which helps in precise control.
Meanwhile, the p-bit uses the thermal-disturbance-controlled MTJ, the frequency of which
is influenced by the operating temperature. As a result, the frequency of p-bit is unpre-
dictable, which could cause problems if interconnected with other modules. Additionally,
the p-bit is in demand of the voltage offset for each bit. As a result, building an array out of
p-bits is challenging.

Secondly, the electrical operation also permits the E-spin to operate with a high
frequency. The minimum pulse width of the read/write operation is 2 ns. The frequency
of the E-spin could reach higher than 50 MHz. In comparison, the frequency of p-bit is
less than 1 MHz. The working frequency of the E-spin is considerably higher.

Lastly, the E-spin could easily integrate with logic circuits. We demonstrate the
fabrication of 64 E-spins with logic circuits under the 40 nm technology node, which
shows great potential in large-scale integration. Nevertheless, ref [16] only demonstrates
eight p-bits, which are selectively chosen from discrete devices. Additionally, the working
conditions of each p-bit have to be carefully adjusted. The peripheral circuits for adjusting
p-bit working conditions are a considerable expense when manufactured on a large scale.

5. Conclusions

This paper proposes a stochastic Ising spin (E-spin) based on the electrically-controlled
STT-MTJ. The probabilistic Ising annealing algorithm (QFactor) is based on the E-spins.
The E-spin has true randomness, excellent stability, fine control, high frequency, com-
pact size, and is simple to integrate thanks to its electrical operation. Using the gradient
descent algorithm and E-spins to escape the local minimum is a novel approach to solv-
ing optimization problems. The E-spin achieved 50 times the frequency of p-bit. Up to
64 E-spins are implemented to construct a large-scale Ising annealing system. Factoriza-
tion of integers up to 264 is demonstrated using our Ising annealing system, with a time
complexity of roughly O

(√
n
)
. This work shows the enormous application potential of

the electrically-controlled STT-MTJ, which is also instructive for further research on new
computing paradigms.
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Abstract: The areal density of hard disk drives increases every year. Increasing the areal density has
limitations. Therefore, heat-assisted magnetic recording (HAMR) technology has been the candidate
for increasing the areal density. At ultrahigh areal density, the main problem of the magnetic recording
process is noise. Transition jitter is noise that affects the read-back signal. Hence, the performance of
the magnetic recording process depends on the transition jitter. In this paper, the transition jitter of
L10-FePt-based HAMR technology was simulated at the ultrahigh areal density. The micromagnetic
simulation was used in the magnetic recording process. The average grain size was 5.1 nm, and the
standard deviation was 0.08 nm. The recording simulation format was five tracks in a medium. It
was found that a bit length of 9 nm with a track width of 16.5 nm at the areal density of 4.1 Tb/in2

had the lowest transition jitter average of 1.547 nm. In addition, the transition jitter average decreased
when increasing the areal density from 4.1 to 8.9 Tb/in2. It was found that the lowest transition jitter
average was 1.270 nm at an 8 nm track width and a 9 nm bit length, which achieved an ultrahigh
areal density of 8.9 Tb/in2.

Keywords: transition jitter; heat-assisted magnetic recording; magnetic footprints

1. Introduction

The trend of the areal density (AD) in magnetic recording technology increases every
year [1]. It can increase with increased bit density, increased track density, and reduced
grain size [2,3]. However, the effects of reducing grain size decrease the thermal stability,
which causes superparamagnetic effects. The thermal stability can increase by increasing
the magnetocrystalline anisotropy constant, Ku. Magnetic materials are modified to accom-
modate increasing the areal density for the magnetic recording technology. The L10-FePt
medium is currently selected as a candidate because of the suitability of the magnetic
properties [4–8]. The high Ku, the high saturation magnetization, Ms, and the low curie
temperature, Tc, are the magnetic properties of L10-FePt that have been optimized for the
new technology of hard disks, such as MAMR [9] and HAMR [4,10–15].

Heat-assisted magnetic recording (HAMR) technology is chosen to assist magnetic
recording at high AD [8,16,17] due to the high Ku of the magnetic materials. In addition,
one of the main problems that occurs in the magnetic recording process is the noise that
decreases the signal-to-noise ratio (SNR) or increases the error of the read-back signal.
The noise mainly consists of DC noise and jitter noise; consequently, they cause irregular
amplitude and make the read-back signal transition less sharp, respectively. The correlation
of the noise and the transition jitter, σjitter, is strong [18–20]. Therefore, the performance
of the magnetic recording process is indicated by the σjitter. The main causes of the σjitter
are the grain size, grain size distribution, grain shape, read width, heat spot geometry, and
thermal gradient [10–12,19,21,22].

Many publications have simulated magnetic recording to achieve high areal density
and high performance. The transition jitter has been used to indicate the performance of
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the magnetic recording process [12–15,22]. Valcu and Yeh [22] have improved Voronoi-
pattern media for very close to the microtrack model prediction. The transition jitter is
used to indicate the efficiency of Voronoi-pattern media and that the detection positions
are the zero crossings. It was found that the read width is inversely proportional to
the jitter. Niranjan and Victora [12] have shown that these analytical calculations work
well for estimating the jitter when comparisons are made with simulation results under
different recording conditions and media variations. One of the simulations showed
that the grain pitch has a greater effect on the transition jitter than on the read width.
Pituso et al. [13,14] have simulated the magnetic recording process in a two-dimensional
(2-D) format. The simulation demonstrates magnetic footprints of HAMR technology
where heating is based on the relationship of magnetic properties with temperature. The
behavior of magnetic properties with temperature is used to identify the hotspot for the
simulation. Hernandez et al. [15] proposed parameters that can achieve the high areal
density in HAMR technology.

From many studies [10–12,19,21,22], the transition jitter can be obtained by the stan-
dard deviation from a read-back signal at the zero-crossing position. In this paper, the
transition jitter was shown in another form of the transition jitter by indicating the position
of the transition bits in a 2-D format. Since the magnetic footprint simulation was analyzed
for the transition jitter simulation in a 2-D format, this simulation was analyzed to resemble
the magnetic footprint experimental analysis imaging shown in the 2-D format of spin-stand
microscopy. The spin-stand is a machine that can characterize of the magnetic footprints
for analysis, such as transition curvature analysis [23–25]. Therefore, this paper aimed to
maintain a reasonable level of performance from increasing both the linear density and the
track density. We also proposed that the magnetic footprint simulation was simulated for
the transition jitter simulation in a 2-D format. The L10-FePt magnetic material’s properties
depend on the temperature used to identify the hotspot area for the heating simulation in
the Voronoi medium. The micromagnetic modeling is based on the Landau–Lifshitz–Gilbert
(LLG) equation. The lowest transition jitter average simulation was investigated at the
areal density of 4.1 Tb/in2. In addition, the lowest transition jitter average was investigated
at ultrahigh areal densities from 4.1 to 8.9 Tb/in2 in HAMR technology.

2. Materials and Methods

In this work, the micromagnetic simulation was based on the LLG equation, as shown
in Equation (1) [13,26,27]:

d
⇀
M
dt

= −γ
⇀
M × ⇀

He f f − γα

Ms

⇀
M ×

(
⇀
M × ⇀

Heff

)
(1)

where
⇀
M is the magnetization vector, γ is the gyromagnetic ratio, α is the damping constant,

and Ms is the saturation magnetization. The effective field,
⇀
Heff, includes the exchange,

demagnetizing, anisotropy, and Zeeman fields. The simulation was implemented by the
object-oriented micromagnetic framework (OOMMF) software [28].

The magnetic recording simulation process of HAMR technology used the correlation
between the temperature and the properties of the magnetic materials to create the hotspot
area. Therefore, the hotspot area model used the Brillouin function equation, as shown in
Equations (2)–(4) [13,14]:

Ms(T) = Ms(0)
[

2J + 1
2J

coth
(

2J + 1
2J

β

)
− 1

2J
coth

(
β

2J

) ]
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and
Ku(T)
Ku(0)

=

(
Ms(T)
Ms(0)

)n
(3)
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where
β = 3(1 − T

TC
) (4)

where J is the total angular momentum quantum number, n is a medium film series factor,
T is the temperature, TC is the Curie temperature, Hk is the anisotropy field, and Ku is the
magnetocrystalline anisotropy constant.

The shape of the hotspot area was a squircle, the shape of the applied field was
rectangular, and they were the same width. The writing model was five tracks in a
medium of each bit length, and a single-tone sequence was written on a track of 31 bits
and 30 boundaries. The Voronoi grain medium had dimensions of 1000 nm × 1500 nm
and a thickness of 6 nm. The medium model had a resolution of 0.25 pixels per 1 nm
in the x–y plane. The average grain size was 5.1 nm [15] with the standard deviation
of 0.08 nm, and the grain boundary width was about 1–2 nm. The mesh cell size of the
micromagnetic simulation in the x–y plane was 1 nm × 1 nm, and in the Z-axis it was 3 nm.
The magnetic properties at room temperature of the L10-FePt medium were as follows:
Ms (300 K) = 1.100 MA/m and Ku (300 K) = 7 MJ/m3. The T for heating in the HAMR
process was 700 K, and the TC was 710 K. The write head field was 10 kOe along the z-
direction, and J was 0.85 at a medium film series factor, n, of 2.15 for the L10-FePt magnetic
material [14,15]. The intragrain exchange stiffness constant was 12 pJ/m, and the intergrain
exchange stiffness was 0 J/m [13]. MATLAB [29] was used for the Voronoi medium
modeling and the σjitter that could be obtained from the zig-zag boundary procedure flow
chart for the transition jitter simulation, as shown in Figure 1.

Figure 1. The zig-zag boundary procedure flow chart.
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The σjitter was the standard deviation of each zero-crossing position, as shown in
Equation (5) [10–12,19,21,22]:

σjitter =

√
1

N − 1 ∑N
i=1(xi − xm)

2 (5)

where xi is zero-crossing position, xm is an average position, and N is a total number
of transitions.

The transition jitter average, σjitter, was calculated by the summation of σjitter of each
track in a medium divided by the total number of tracks, Nt, as shown in Equation (6).

σjitter =
1

Nt
∑Nt

i=1 σjitteri (6)

2.1. Minimum Transition Jitter at the Areal Density of 4.1 Tb/in2

The simulation parameters were determined under the scope of the AD at 4.1 Tb/in2

for finding the lowest σjitter, as shown in Table 1.

Table 1. Bit length, track width, and hotspot size use in the simulation at the areal density of
4.1 Tb/in2.

Areal Density (Tb/in2) Bit Length (nm) Track Width (nm) Hotspot Size (nm)

4.1 [15]

7 [15] 22.5 [15] 28
7.5 21 26.5

8 [15] 19.5 [15] 25 [15]
8.5 18 23.5
9 16.5 22

9.5 15 20.5
10 13.5 19

2.2. Transition Jitter at Ultrahigh Areal Density of 4.1–8.9 Tb/in2

In Table 2, the bit length of 9 nm was selected to investigate the σjitter at ultrahigh areal
densities from 4.1 to 8.9 Tb/in2 by decreasing the track width.

Table 2. Track width and hotspot size at ultrahigh areal density from 4.1 to 8.9 Tb/in2.

Bit Length (nm) Track Width (nm) Hotspot Size (nm) Areal Density (Tb/in2)

9

16.5 22 4.1
14 19.5 5.1
12 17.5 6.1
10 15.5 7.1
8 13.5 8.9

3. Results and Discussions

3.1. Minimum Transition Jitter at the Areal Density of 4.1 Tb/in2

Figure 2 shows the magnetic footprint simulation result of 31 bits per track (between
the yellow lines) at the areal density of 4.1 Tb/in2 (9 nm bit length and 16.5 nm track width).
The magnetic footprints of each track were analyzed to show the transition boundaries in a
2-D format, as shown in Figure 3.
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Figure 2. Magnetic footprints of 9 nm bit lengths with a track width of 16.5 nm.

Figure 3. The magnetic footprints (upper) at a bit length of 9 nm with a track width of 16.5 nm and
the boundary between bits (lower) of the (a) 1st, (b) 2nd, (c) 3rd, (d) 4th, and (e) 5th tracks.

Figure 4 shows the results of the σjitter at the areal density of 4.1 Tb/in2. It was found
that the σjitter values of bit lengths of 7, 7.5, 8, 8.5, 9, 9.5, and 10 nm were 1.703, 1.635,
1.661, 1.649, 1.547, 1.629, and 1.655 nm, respectively. The lowest σjitter was 1.547 nm at a
bit length of 9 nm and a track width of 16.5 nm. The results in Figure 4 also show that the
fluctuations in the σjitter at bit lengths of 7 to 10 nm are probably from the grain shape or
the grain size distribution. The σjitter of the 7 nm bit length increased when the reducing
bit length approached the grain size because the bit length of 6 nm cannot be simulated.
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The results of the micromagnetic simulations also found that some of the bits did not have
the magnetization switching in the grain because some parts of the grain were not in the
hotspot area. Therefore, the broad zig-zag boundary was the effect of reducing bit length
approaches to the grain size.

Bit Length (nm)
7 7.5 8 8.5 9 9.5 10

1.4

1.45

1.5

1.55

1.6

1.65

1.7

1.75

1.8

Figure 4. Relationship between the σjitter and bit length.

3.2. Transition Jitter at Ultrahigh Areal Densities of 4.1–8.9 Tb/in2

Figure 5 shows the magnetic footprint simulation result that was investigated from
the areal density of 4.1 Tb/in2, and this is the magnetic footprint simulation result of 31 bits
per track (between the yellow lines) at the ultrahigh areal densities from 4.1 to 8.9 Tb/in2.
The magnetic footprints of each track in Figure 5 were analyzed to show the transition
boundaries in a 2-D format, as shown in Figure 6.

Figure 5. Magnetic footprints at AD of 8.9 Tb/in2.

 

 

Figure 6. Cont.
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Figure 6. The magnetic footprints (upper) at a bit length of 9 nm with a track width 8 nm and the
boundary between bits (lower) of the (a) 1st, (b) 2nd, (c) 3rd, (d) 4th, and (e) 5th tracks.

The results in Section 3.1 show that the bit length of 9 nm had the lowest σjitter. In
this section, the track width of the 9 nm bit length was selected to investigate the σjitter

at ultrahigh areal densities from 4.1 to 8.9 Tb/in2, and Figure 7 shows the σjitter for track
width and areal density variation. It was found that the σjitter values of each track width at
9 nm bit lengths of 8, 10, 12, 14, and 16.5 nm were 1.270, 1.490, 1.493, 1.60, and 1.547 nm,
respectively. The lowest σjitter was 1.270 nm at an 8 nm track width. The trend of σjitter

reduced with increases in the areal density from 4.1 to 8.9 Tb/in2 (or decreasing track width
from 16.5 to 8 nm.). The trend of σjitter reduced with decreasing track width. It was likely
due to the zero-crossing position being outside the track area, and this trend is consistent
with those in the literature [12,30].

Track Width nm

Areal Density Tb/in2

8.9 7.1 6.1 5.1 4.1

Figure 7. The σjitter for track width and areal density variation.

4. Conclusions

In this paper, we present the transition jitter simulation in the 2-D format of HAMR
technology at ultrahigh areal densities from 4.1 to 8.9 Tb/in2. The L10-FePt magnetic
material was used as the magnetic medium for future magnetic recording. The OOMMF
was used for recording process simulation, and the MATLAB program was used to simulate
the transition jitter in a 2-D format. The areal density of 4.1 Tb/in2 has the lowest σjitter
of 1.547 nm (9 nm bit length and 16.5 nm track width). The areal densities from 4.1 to
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8.9 Tb/in2 had the lowest σjitter of 1.270 nm (9 nm bit length and 8 nm track width). These
results can be the guidelines for future magnetic recording technology development.
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Abstract: Dynamic response characteristics of solenoid valves directly determined their performances.
Among numerous parameters, the influence of magnetic isolation ring (MIR) on solenoid valve
performance is crucial. Previous optimization studies have not conducted a systematic exploration
and analysis of MIR. In this paper, a model of an AC solenoid valve considering the position of
the MIR is proposed, and the model’s accuracy was verified by simulation and experiments. The
electromagnetic force, response time, and magnetic field distribution at different positions of the
MIR were analyzed, and the effect of the position of MIR on dynamic response characteristics
of the solenoid valve was clarified. The results show that the MIR affects the dynamic response
characteristics of the solenoid valve by changing the magnetic circuit. With the positive translation of
the position of the MIR along the Z-axis, the electromagnetic force first increases and then decreases,
and the response time first decreases and then increases. The position range of MIR with excellent
dynamic response performance was obtained from the comprehensive consideration of response time
and electromagnetic force. Finally, the optimization design for the dynamic response performance of
the solenoid valves is realized.

Keywords: optimization design; magnetic isolation ring; dynamic response characteristics; simulation

1. Introduction

Solenoid valves are electromagnetic control elements used to control the flow, velocity,
and direction of various media. They have many significant advantages, such as simple
structure, low cost, rapid response, and high reliability. Therefore, solenoid valves play
an essential role in aerospace, oil and gas transportation, industrial refrigeration, and
other fields [1–4]. With the development of the industrial level, the requirements of
miniaturization and high performance of solenoid valves in production are more urgent.
Dynamic response characteristics of solenoid valves (i.e., response time, electromagnetic
force, and magnetic induction intensity) are the most direct indicators to measure their
operating performance, and it determines the comprehensive performance of the solenoid
valve [5,6]. In order to obtain better solenoid valve performance, its structure needs to be
optimized. The traditional design method is to determine the performance parameters
of the valve through an empirical formula and analytical calculation. Then, the valve
performance is verified through the prototype test. Finally, the design level is improved
according to the feedback of the experimental results. This technical scheme based on
theoretical calculation and experimental verification have the problems of a longer product
development cycle, higher cost, and lower efficiency, which is gradually tricky to implement
in meeting the needs of industrial development [7,8].
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The finite element simulation technology is widely used in various optimization
design links [9–11]. This technology is also combined with the optimized design of the
solenoid valve. The optimization design method of solenoid valve based on finite element
simulation is formed, which can overcome the limitations of traditional design. In recent
years, researchers have done a great deal of simulation work for the optimization design of
the structural parameters for the solenoid valve. Shukla et al. [12] verified the relationship
between the external magnetic field strength and the movement of the moving iron core
through simulation and experiments. Subic et al. [13] used the simulation method to
explore reducing the solenoid valve’s structural size while maintaining the solenoid valve’s
performance. Hung et al. [14] explored the influence of the solenoid spring stiffness, plunger
mass and other structural parameters on the working characteristics. Grekhov et al. [15]
found that the complete demagnetization of the iron core can achieve a faster response.
Liu et al. [16] analyzed the core structure, coil structure, armature structure, and the effect
of changes in the working air gap and drove current on the electromagnetic force of the
solenoid valve. Hung et al. [17] found that the thickness of the solenoid valve cut-off sleeve,
the cross-sectional shape of the coil, and the relative position of the coil and the plunger in
the fuel injector have a significant influence on the electromagnetic force of the fuel injector.
Yang et al. [18] found that the smaller the number of coils turns in the miniature digital
valve, the more excellent the resistance and the faster the response of the electromagnet.
Zhao et al. [19] studied the effect of eddy current on the dynamic response of high-speed
solenoid valve of common rail injector and found that eddy current always hinders the
change of magnetic field, which makes the dynamic response of high-speed solenoid valve
worse. Slotting the yoke significantly reduces opening response time. Liao et al. [20]
determined that the length of the casing, the length of the valve seat, and the height of
the boss do not have a linear relationship with the electromagnetic force, but there is an
optimal solution, and the study obtained the point with the largest electromagnetic force
through simulation. At present, the research on the dynamic characteristics of solenoid
valves mainly focuses on material optimization, external circuit optimization, and structure
optimization. Among them, the main direction is the research on the coil structure and the
shape of the armature in the structural part.

The concept of high-performance manufacturing is widely recognized and applied in
modern manufacturing [21]. Performance-oriented manufacturing is a top-down reverse
manufacturing process. Among them, performance-oriented design is an important core
of high-performance manufacturing. However, the current research on solenoid valves
does not fully meet the optimization requirements for dynamic response performance. At
the same time, the magnetic isolation ring (MIR) is a critical component that affects the
dynamic response characteristics of the solenoid valve. According to theoretical analysis,
the position of the MIR significantly impacts the solenoid valve’s response time and the
armature’s pull-in force [22]. The research on its influence law is still not systematic and
in-depth.

In the present study, we incorporated the idea of high-performance manufacturing
into the optimized design of solenoid valves and emphasized the optimization design of
AC solenoid valves for dynamic response performances. The position of the MIR, which
was more critical and rarely mentioned in previous studies, was taken as the research object.
A model of an AC solenoid valve considering the position of the MIR was proposed and
established. In order to verify the simulation results, a series of innovative solenoid valve
dynamic response characteristic measurement devices were developed. The influence law
of the position of the MIR on its dynamic response characteristics was deeply explored
and analyzed. The research results can provide important references for developing high-
performance optimization of solenoid valves.

2. Modeling of the AC Solenoid Valve

The experimental research is oriented to the standard AC normally closed solenoid
valve. The structural diagram and optical image of the solenoid valve is shown in Figure 1.
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The size of the solenoid valve is 60.8 mm (length) × 34.0 mm (width) × 53.8 mm (height).
When the solenoid valve is not in operation, the coil is powered off, and the magnetic
induction intensity in the air gap is zero. At this time, the movable iron core is not subjected
to the electromagnetic force and moves downward to close the pilot valve port under
the action of the spring force. The cavity pressure on the diaphragm increases, and the
diaphragm is down under the action of spring force and differential pressure force to close
the main valve port.

Figure 1. (a) Structural diagram and (b) optical image of the solenoid valve; the initial working air
gap of the model is 12.16 mm, and the working stroke of the movable iron core is 5 mm.

In the experiment, the AC solenoid valve with a voltage of 36V was selected as the
simulation object. The voltage input is sinusoidal AC voltage. Because the form of current
excitation will directly determine the magnitude, direction, and variation trend of the
electromagnetic force, the accuracy of the established current excitation model has an
essential impact on the final calculation results. In Maxwell’s default excitation form,
only constant current excitation cannot restore the commutation behavior of sinusoidal
alternating current in the excitation process. Therefore, this experiment uses the external
circuit field to build a bridge rectifier circuit to construct the excitation source to simulate
the actual working state of the solenoid valve more accurately. The mathematical circuit
model of the electromagnetic coil can be expressed as

V(t) = V0 + Va·e−D f (t−Td)· sin[2·π·IFreq·(t − Td)− Phase] (1)

where V0 is the offset voltage in volts, Va is the peak amplitude in volts, IFreq is the signal
frequency, Td is the delay time in seconds, Phase is the signal phase delay, and Df is the
damping factor in 1/seconds.

The material properties of the main structure are defined as Table 1. MIR needs to
be defined as a solid conductor with a voltage source. Definition of properties can be
expressed as �

Ωc

(
σ

dA
dt

+ jt

)
dΩ =

�
ΩC

σ

l
VbdΩ (2)

where Ωc is the width cross-section of the nth conductor, Vb is the known voltage source
between the two conductors, jt is the total current density to be solved for, σ is the conduc-
tivity, l is the thickness of the model, and A is the magnetic vector potential.

The motion domain is set as shown in Figure 2a. The motion direction of the movable
iron core is set to be along the positive Z-axis. Motion types fall within the range of transient
motions. The equation of motion for translational motion can be expressed as

ma + λv = Fem + Fload (3)

where m is the mass of the object, a is the acceleration of the object, v is the velocity, Fem is
the computed electromagnetic force, Fload is the external load force, and λ is the damping.
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Table 1. Part material setting.

Item Setting

Moving iron core Steel-1008
Magnetic isolation tube Polyester

Coil Copper
Magnetic isolation ring Copper

Concentrating flux sleeve Iron
Concentrating flux plate Steel-1008

Solution region Vacuum
Motion domain Vacuum

Figure 2. (a) Solution settings and (b) the meshing length of the magnetic conductive material is set
to 0.5 mm, and the rest are set to 1.5 mm.

The electromagnetic force realizes the opening and closing behavior of the solenoid
valve on the movable iron core overcoming the spring load force. Thus, the accurate
definition of the spring load force directly determines the calculation results of the dynamic
response characteristics of the solenoid valve. Since the spring load force change is not
a monotonic linear relationship, the pwlx function defines the spring load force in this
experiment. The Hooke coefficient is defined as 0.024 N/mm, the initial position is set to
0 mm, and the maximum displacement is set to 5 mm along the positive Z-axis, which is
equal to the working stroke of the movable iron core. The iron core weight is set to 0.005 kg,
and the damping coefficient is 1 × 10−5. The specific value is obtained by experimental
measurement.

The established solenoid valve simulation model is a 2D model. The model is of
solenoids and insulators with rotational symmetry axis. The coordinate system adopts the
cylindrical coordinate system (rϕz), the z-direction is the axial direction, and the r direction
is the radial direction. Since any symmetry plane is the rz plane, there is no displacement
in the ϕ direction. The electric or magnetic field in the calculation results must also be
rotationally symmetric. Because F has a φ-component only, these operators are defined as

∇× F = (
1
r
)[− ∂̂(rFφ)

∂z
r̂ +

∂(rFφ)

∂r
ẑ (4)

where F is a scalar quantity, and F is a vector quantity.
Since the model is axisymmetric, the boundary condition of the solution domain is

set to the balloon boundary. The balloon boundary simulates the outer region as near
infinity. This boundary condition effectively isolates the model from other electrical current
or magnetic fields sources.

The coil is set to add heat form, and the number of turns is set to 2700. A winding is
defined as an external circuit with an initial voltage of 0. The external circuit setting form is
shown in the figure. The internal division based on length is selected as the meshing form.
The movable iron core and the magnetic conductor are our key observation objects for the
magnetic ring. The meshing of the model is shown in Figure 2b. The free meshing method
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is adopted to mesh the solenoid valve. The meshing density of magnetically conductive
material should be larger to improve the simulation accuracy, which is set to 0.5 mm. The
meshing division of other non-magnetic materials, such as the solution domain, can reduce
the accuracy to improve the simulation efficiency, which is set to the system calculation
value of 1.5 mm.

In modeling of magnetic induction intensity, the excitation source, material permeabil-
ity, coercive force of the permanent magnet, and motion parameters of fixed components
in the model are considered core factors. The vectors have only one component in the
Z-direction. The v needs to be set to 0 in the transient solution. Because the moving
components have now been fixed to their own coordinate system, the partial time deriva-
tive becomes the total time derivative of A. The time-dependent magnetic equation is
expressed as

∇× v∇× A = Js − σ
dA
dt

− σ∇V +∇× HC (5)

where Hc is the coercivity of the permanent magnet, v is the velocity of the moving parts, A
is the magnetic vector potential, V is the electric potential, σ is the reluctance, and Js is the
current source density.

Then, the electromagnetic force is solved by using the Maxwell stress tensor, and the
equation is expressed as

Tij ≡ ε0(EiEj − 1
2

δijE2) +
1

μ0
(BiBj − 1

2
δijB2) (6)

where T is the stress tensor, E is the electric field, B is the magnetic field, ε0 is the electric
constant, μ0 is the magnetic constant, and δij is the Kronecker function.

The force density flow is obtained by calculating the inner product of T and ∇. The
equation is expressed as

(∇ · ↔T)j = ε0[(∇ · E)Ej + (E · ∇)Ej − 1
2
∇jE2]+

1
μ0

[(∇ · B)Bj + (B · ∇)Bj − 1
2
∇jB2] (7)

Equation (8) integrates over the full space. The electromagnetic force calculation
equation is expressed as

F =
�

S

↔
Tda (8)

where F is the electromagnetic force on the moving iron core.

3. Design and Development of Measurement Platform

The leading indicators to measure dynamic response characteristics of solenoid valve
include electromagnetic force, response time, and magnetic field strength. There are many
solenoid valves with different functional types and structural dimensions in the industrial
field. It is difficult for the existing detection devices to meet the current requirements for
the universal measurement of solenoid valves. In order to meet the detection requirements
of micro-miniature solenoid valves, a detection platform for the dynamic response charac-
teristics of solenoid valves was designed and developed based on the principle of highly
universal measurements. The platform is shown in Figure 3.

Figure 3a shows the schematic diagram of the electromagnetic force measurement
platform. The electromagnetic force measurement is mainly based on the resistance strain
gauge sensor. The strain effect reflects the electromagnetic force. It has the advantages
of high resolution and tiny errors. It is suitable for static and fast alternating stress mea-
surement. At the same time, the centering adjustment structure of the solenoid valve and
the dynamometer are set to reduce the measurement error, which can realize the center
alignment of the moving iron core and the dynamometer. The connector wire selects high-
performance fibers with low elastic modulus to reduce the influence of the deformation
of the connecting line on the measuring force. The moving iron core is connected with
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the digital display force-measuring instrument through the connector wire in the actual
measurement. The electromagnetic force on the moving iron core is transmitted to the
digital display force-measuring instrument through the thin wire during the pull-in process.
Finally, data collection and processing will be carried out through a special electromagnetic
force acquisition software. The electromagnetic force-measurement device designed can
obtain the force curve of the moving iron core in the whole process of moving, and the
measurement resolution reaches 0.01 N.

Figure 3. Experimental schematic diagram of measurement platform. (a) Electromagnetic force
measurement with a measurement accuracy of 0.01 N, (b) response time measurement with a
resolution of not less than 0.025 μm, and (c) magnetic field strength measurement with a measurement
accuracy of 0.01 mT.

Currently, the measurement methods of response time mainly include the eddy current
method, current-voltage analysis method, and displacement detection method, etc. [19,23].
Nevertheless, there is still a lack of equipment that is easy to implement and reliable
in performance. Using the displacement detection method to realize the measurement
of response time has high reliability by analyzing technically. The laser-based coaxial
displacement sensor has the technical advantages of high sampling frequency and wide
measurement range among the high-speed cameras and displacement sensors currently
used in displacement measurement. Based on the preliminary design analysis and the
design concept of high measurement accuracy and easy operation, the detection platform
is settled to base on the coaxial laser displacement detection scheme. Figure 3b shows the
response time detection platform designed and developed. The platform uses the Keyence
CL-P070 laser color coaxial displacement sensor with good accuracy and an extensive
measurement range. The displacement measurement range is ±10 mm, and the resolution
is not less than 0.025 μm. It is also equipped with a self-aligning structure to reduce errors.
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The response time of the solenoid valve is measured by collecting the displacement-time
curve between the moving iron core and the laser displacement sensor.

The magnetic field strength is mainly measured by using a Gauss meter. In measuring
the magnetic field strength of the solenoid valve, it is difficult for the Gauss meter probe to
accurately approach the measurement position since the pipeline where the moving iron
core is located is relatively narrow, with the aperture usually narrower than 1 cm. For this
reason, a rigid and precise measuring platform must be developed. In order to measure
the magnetic field strength of the solenoid valve, a detection platform for the magnetic
induction strength of the solenoid valve is developed, as shown in Figure 3c. The detection
platform mainly has manual and automatic control functions. The motion accuracy is less
than or equal to 0.05 mm. Furthermore, a C-axis precision turntable and an angle stage are
designed on the worktable, which can flexibly and accurately adjust the position of the
solenoid valve and expand the measurement range of the Gauss meter. The gaussmeter
probe is used to perform fixed-point detection on the solenoid valve in the state of power
in the actual measurement. The magnetic field strength of the measurement position is
output through the measurement software.

4. Results and Discussion

4.1. Simulation Results

In order to better explore the influence of the position of the MIR on the electromagnetic
force curve and response time, a single-term rectifier circuit in the simulation work was
added based on the constant model. The internal circuit resistance was reduced. The
influence law of the MIR’s position on the solenoid valve’s dynamic response characteristics
is revealed more intuitively. As shown in Figure 2b, the red part is the MIR. The position
of the MIR in Figure 2b is set as the zero-point x0 (xz = 0 mm), and the position of the
MIR is adjusted along the direction of the Z-axis. The effects of different MIR positions
on the solenoid valve’s response time t and the electromagnetic force are investigated
by simulation.

The moving distance of the MIR relative to the initial position is defined as xz, the time
from turning on the power supply to the moving iron core reaching the working position is
defined as the response time t, and the electromagnetic force received by the moving iron
core after the suction is defined as f. The relationship between the position of the MIR, the
response time, and the electromagnetic force are shown in Table 2. With the positive change
in the position of the MIR, the response time of the solenoid valves, the electromagnetic
force, and the displacement of the MIR do not have a linear relationship. However, there is
an optimal position interval that takes both into account. With the positive increase of xz,
the electromagnetic force increases and then decreases, and the maximum value is 1.416 N.
The response time gradually increases. The response time decreases first and then increases,
and the minimum value is 13.0 ms.

Table 2. Electromagnetic force and response time at different MIR positions.

xz/mm t/ms f /N

−3.0 14.0 0.503
−2.5 13.6 0.614
−2.0 13.2 0.747
−1.5 13.0 0.925
−1.0 13.6 1.023
−0.5 14.4 1.077

0 15.2 1.115
0.5 16.6 1.293
1.0 18.2 1.368
1.5 21.4 1.416
2.0 24.4 1.294
2.5 28.2 1.292
3.0 32.0 1.203
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When the position of the MIR is within 1.5 mm, the electromagnetic force when the
armature is pulled in reaches the highest level, and then, the magnitude of the electromag-
netic force begins to decrease gradually. When the position of the MIR is within −1.5 mm,
the valve has the shortest response time. The MIR continued to be moved down, increasing
the response time slowly.

4.2. Experimental Verification

In order to verify the accuracy of the simulation model, a model verification study was
carried out using the existing AC solenoid valve models based on the measurement plat-
forms mentioned in Section 3. The AC solenoid valve with the MIR located at 0.5 mm was
measured. The measured resistance value of the solenoid valve coil is 1378 Ω. The circuit
in the experiment uses a simplified circuit without diodes. According to the requirements
of the experimental conditions, an additional simulation of the solenoid valve selected in
the experiment is carried out to verify the validity of the simulation model.

The measurement results show that when the moving iron core stroke reaches the end
position, the electromagnetic force is 0.37 N, and the error compared with the simulation
results is only 14.10%. The simulation results are in good agreement with the experimental
results, and the simulation error is kept within 10%. The experimental results of the
response time are shown in Figure 4. The test results record the displacement process of
the moving iron core from the initial position to the end position as well as the start time
and end time. The calculated response time is 63 ms. Compared with the simulation result
of 59 ms, the error is only 6.35%. The magnetic induction intensity is measured on the
top right corner of the magnetic guide plate, and the measurement result is 1.64 mT. The
simulation results show that the magnetic induction intensity is 1.52 mT, and the simulation
error is only 7.31%.

Figure 4. Measurement results of response time.

The dynamic response performances of the AC solenoid valve were measured by
using the corresponding measurement platforms. The experimental results are in good
agreement with the simulation results. The simulation error is generally stable at about
10%, which verifies the accuracy of the simulation model. On the other hand, the exper-
imental verification further proves that the developed dynamic response characteristic
measurement platforms have the excellent capability.

4.3. Effect of MIR Position on Electromagnetic Force and Response Time

In order to clarify the dynamic response performance of the solenoid valves, it is
necessary to explore the dynamic change process of the electromagnetic force and the
position of the movable iron core during the pull-in process of the movable iron core.
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Therefore, the simulation method is used to analyze the dynamic response process of the
solenoid valves.

Figure 5 shows the electromagnetic force dynamic change curves of the AC solenoid
valve at different MIR positions. The fluctuation of the electromagnetic force comes from
the excitation of the AC power supply. The electromagnetic force’s magnitude and trend
remain stable after 25 ms. The changing trend of the solenoid valve is essentially caused
by the regulation of the magnetic circuit in the air gap by the spacer ring. When the MIR
position xz < 0 mm, a large electromagnetic force response is obtained in the initial stage, but
the average electromagnetic force is low. At xz = −3 mm, the subsequent electromagnetic
force is even significantly lower than the initial response electromagnetic force. Conversely,
the initial response electromagnetic force becomes weaker and weaker as xz increases
positively. Especially at xz = 3 mm, the electromagnetic force basically has no obvious
response in the first 25 ms. It is obvious that xz has better performance in the (−1 mm,
1 mm) interval, the electromagnetic force response is faster, and the value of the force is
also larger.

Figure 5. Electromagnetic force dynamic change curves at different positions of MIR.

Figure 6 shows the dynamic displacement curves of moving iron core at different MIR
positions. When the MIR position xz < 0 mm, the moving iron core displacement curve has
little change, and the response performance is better. The response dynamic process and
time are basically unchanged, and the experimental results can also be confirmed from the
data in Table 2. Subsequently, with the increase of xz, the time required for displacement
becomes larger and larger, and the moving speed of the moving iron core becomes more
slowly. Even at xz = −3 mm, the time required for displacement reaches 32 s, and the
displacement time is higher than two times the shortest. The electromagnetic force mainly
limits the displacement time on the moving iron core.

Figure 6. Dynamic displacement curves of MIR at different positions.
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4.4. Effect of MIR on Magnetic Field Intensity and Distribution of Magnetic Force Lines

In order to explore the effect of MIR’s position on electromagnetic force and response
time, the size and distribution of the magnetic induction intensity of this model were
studied. The simulation results are shown in Figure 7. There is no doubt that the position of
the MIR has a significant effect on the magnetic field distribution inside the solenoid valve.

Figure 7. The distribution of the magnetic induction intensity at (a) without MIR and MIR’s position
at (b) −3 mm, (c) −2 mm, (d) −1 mm, (e) 0 mm, (f) 1 mm, (g) 2 mm, (h) 3 mm.

As the position of the MIR moves from bottom to top, the maximum magnetic induc-
tion intensity area gradually changes from the upper section of the magnetic guide sleeve
to the lower end, and the peak value of the magnetic induction intensity generally shows a
downward trend. The change of the MIR’s position can affect the change of the magnetic
induction intensity in the valve body. It affects the response time of the solenoid valve, and
the electromagnetic force after the moving iron core is attracted.

During the design process, the solenoid force of the solenoid valve is calculated
according to the following Formula (9):

F =
1

2μ0
B2

0S0 × 106 (9)

where F is the electromagnetic force, μ0 is the air permeability, B0 is the magnetic field
intensity in the air gap, and S0 is the gap area. It is evident that under the structure of the
solenoid valve is unchanged, the size of the magnetic force is proportional to the square of
the magnetic induction strength in the air gap. The role of the MIR is mainly manifested in
the change of the magnetic path.

As shown in Figure 7a, in the absence of the MIR, the magnetic field forms a loop in
the conductive sleeve and cannot produce an excellent magnetic field effect in the air gap.
As shown in Figure 7b–h, the magnetic line near the MIR is the strongest. The magnetic
field strength is higher where the magnetic lines are dense. With the positive movement
of the position of the MIR, the dense area of magnetic field lines gradually approaches
the air gap position. The strength of the magnetic field in the air gap increases, and the
electromagnetic force on the moving iron core also increases. However, when the moving
iron core exceeds a specific limit, the effect on the moving iron core is weakened to a certain
extent, and the strength of the air gap magnetic field is relatively weakened. Therefore, it
can be obtained from the simulation results that MIR’s position is affected by changing the
magnetic circuit to affect the dynamic response characteristics of the solenoid valves.
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4.5. Optimized Design for Dynamic Response Performances

As shown in Figure 8, the electromagnetic force is the largest when xz is 1.5 mm.
However, the optimal response time value occurs when xz is −1.5 mm. When xz is greater
than this position, the response time gradually increases, and the rate increases continuously.
Finally, the two gradually tend to be linear. Through analysis, a reasonable selection interval
is obtained. This position interval is (−1.5 mm, 1.5 mm). Within this interval, the two
performance parameters have the same trend with the increase of MIR position. The ability
of the solenoid valve to respond quickly to overcome the electromagnetic force is worse
when the electromagnetic force increases.

Figure 8. Variation curve of electromagnetic force and response time with MIR.

The position of the MIR can affect the magnitude of the electromagnetic force and the
response time of the armature at the same time. The effects on the two aspects are conflicting.
In general, too high an electromagnetic force can seriously inhibit the optimization of
response time. It is always expected to obtain a larger electromagnetic force and a faster
response time in practical production applications. A reasonable trade-off between the
two is required when the two cannot be satisfied simultaneously. In the case where the
application environment of the solenoid valve requires a faster response time, and the
electromagnetic force is not strictly required, the optimization design parameter is where
the MIR position xz is −1.5 mm. The response time can reach 13 ms. In contrast, the
maximum electromagnetic force can be obtained at the MIR position of 1.5 mm; i.e., the
electromagnetic force can be greater than 1.4 N. This method can provide certain theoretical
guiding significance for the optimization of the solenoid valves.

5. Conclusions

In this paper, the optimization design of MIR position in AC solenoid valves for the
dynamic response performance based on a performance-oriented design idea is emphasized.
A model of an AC solenoid valve considering the MIR is proposed and established. A
series of innovative measurement platforms were developed to detect dynamic response
characteristics. The electromagnetic force, response time, and magnetic field strength of
the AC solenoid valve are measured by using the developed platform. The influence law
of the dynamic response characteristics of the AC solenoid valve is explored and clarified.
Finally, the performance-oriented solenoid valve optimization design is realized. The
results obtained are summarized as follows:

(1) Through the experimental verification of the developed detection platform, the er-
ror rate of the proposed AC solenoid valve simulation model is generally stable at
about 10%, which meets the accuracy requirements of the solenoid valve structure
optimization.

(2) The electromagnetic force affected after armature absorption increases first and
then decreases with the increase of xz position and reaches the maximum value
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at xz = 1.5 mm and Fmax = 1.416 N. Response time decreased first and then increased
and reached a minimum at xz = −1.5 mm, with tmin = 13.0 ms.

(3) The position of the magnetic partition ring changes the distribution of the magnetic
path in the solenoid valve and then changes the magnetic flux in the air gap, thus
affecting the dynamic response characteristics.

(4) The solenoid valve used in this study is an example, the optimal interval of the
magnetic ring position is (−1.5 mm, +1.5 mm), in which the solenoid valve has a
relatively balanced dynamic response characteristic.

In the subsequent research work, based on the proposed solenoid valve simulation
model, the multi-objective parameter optimization of the solenoid valve combined with
intelligent algorithms will better realize the high-performance design and manufacture.
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Abstract: The development of antenna miniaturization technology is limited by the principle of
electromagnetic radiation. In this paper, the structure size of the antenna is reduced by nearly two
orders of magnitude by using Acoustic excitation instead of electromagnetic radiation. For this
magnetoelectric (ME) antenna, the design, simulation and experiment were introduced. Firstly, the
basic design theory of magnetoelectric antennas has been refined on a Maxwell’s equations basis,
and the structure of the ME antenna is designed by using the Mason equivalent circuit model. The
influence mechanism of structure on antenna performance is studied by model simulation. In order
to verify the correctness of the proposed design scheme, an antenna sample operating at 2.45 GHz
was fabricated and tested. The gain measured is −15.59 dB, which is better than the latest research
that has been reported so far. Therefore, the ME antenna is expected to provide an effective new
scheme for antenna miniaturization technology.

Keywords: antenna miniaturization; ME antenna; mason equivalent circuit model; finite element
simulation; high gain

1. Introduction

In recent years, with the rapid development of communication equipment miniatur-
ization, most electronic components have achieved miniaturization. However, the size of
an electrically small antenna is still larger than 1/10 of the working wavelength [1–3]. What
is worse, the impedance matching is difficult, and the radiation efficiency is very low. The
core reason is that the traditional small antenna is based on the working principle of the
conduction current. Therefore, the inherent ohmic loss of the conduction current results in
a reduction in the radiation efficiency. It suffers the platform effect when it is close to the
conductive plane, the radiation Q value will increase and the antenna is difficult to match
with the impedance [4,5]. Different from the traditional small antenna, the radiation time-
varying field of the ME antenna is generated by rotating or oscillating an electric/magnetic
dipole moment [6–8]. It not only overcomes the ohmic loss but also has a very high-quality
factor. It converts the magnetic component of an electromagnetic wave into an acoustic
wave and outputs it as a voltage. In turn, the piezoelectric material is voltage-driven to pro-
duce strain, which is then transmitted to the magnetic material, triggering it to magnetize
and oscillate, and eventually radiates electromagnetic waves [9–11]. Based on the working
principle of acoustic excitation, the advantages of the ME antenna are: (1) the size of the ME
antenna can be reduced to 1/10 or even 1/100 of the size of the traditional small antenna,
because the speed of sound waves compared to the speed of electromagnetic waves about
five orders of magnitude slower. (2) It radiates without the conduction of an electric current;
thus, it solves the problem of low radiation efficiency. (3) Its impedance can be adjusted by
changing the sizes of the magnetic and the piezoelectric layers. There is no need to add an
external matching network, which solves the problem of impedance matching.

Research of the ME antenna originated from the thin-film composite ME materials [8,12–16].
Greve used MEMS technology to fabricate a cantilever structure by integrating alnfecosib
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magneto-electromechanical composite thin films onto a silicon substrate and obtained a
ME coupling coefficient of up to 737 V/cm·Oe at a resonant frequency that was 200 times
higher than that under non-resonant conditions [17]. However, the further improvement of
the magnetoelectric coupling coefficient is limited by the influence of air damping, and the
higher the resonant frequency of the antenna, the more significant the damping effect is.
Subsequently, the introduction of acoustic resonators solved this problem. On the one hand,
the dynamic magnetization of magnetic materials can be excited and controlled by elastic
waves based on the magnetoelastic coupling effect. On the other hand, the mechanical
energy can be confined in the piezoelectric layer and the magnetostrictive layer through the
design of acoustic impedance. Surface and bulk acoustic resonators have very high-quality
factors, which creates the basic conditions for improving the magnetoelectric coupling
coefficient and enhancing the practicability of magnetoelectric composites [18,19]. In recent
years, Yao et al. systematically studied the (bulk acoustic wave) BAW ME antenna by
using the finite difference time domain (FDTD) method and, firstly, coupled the Maxwell’s
equation and Newton’s equation by using the constitutive relationship of ME materials
and constructed a complete mathematical model of the energy, average radiated power
and radiated quality factor of the ME antenna [6]. Later, Yao generalized it to the 3D
case but only in a simulation [20,21]. Domann et al. further proposed the concept of
a strain-powered (SP) antenna and established an electrodynamic analytical model to
describe the mechanical coupling of EM radiation of the SP antenna [7]. Nan et al. of
Northeastern University (NEU) proposed a nanoelectromechanical system (NEMS) ME
antenna excited by acoustic waves [8]. There are two structures: a nanoplate resonator
(NPR) and thin-film bulk acoustic resonator (FBAR). However, both of them have the
problems of low gain and a narrow bandwidth. Lin further proposed a ME antenna with
high magnetic field sensitivity and high gain based on Nan [22]. Schneider et al. further
experimentally demonstrated the working principle of near-field multiferroic antennas, and
they mainly studied the near field of ME antennas and were not involved the far field [23].
Zaeimbashi proposed a novel ultra-miniaturized wireless implantable device, Nano Neuro
RFID (Radio Frequency Identification) [24]. The core of this device is a NPR ME antenna
array. They just put forward this design concept and did not really manufacture it, let alone
carry out test experiments. Dong et al. applied ME antenna to VLF (Very Low Frequency,
3–30 KHz) [25], and they conducted the near-field testing, not far-field testing. Niu et al.
studied a miniaturized low-frequency ME receiving antenna with integrated DC bias,
which can achieve a higher performance than existing antennas without a DC bias [26], but
they only studied the reception of the antenna, not the transmission of the antenna. Kevin
used the Landau–Lifshitz–Gilbert (LLG) equation to accurately analyze the magnetoelastic
coupling problem in the ME antenna [27], but they did not consider the spatially dependent
electrodynamics governed by Maxwell’s equation. Ren et al. demonstrated the possibility
of using only one BAW-actuated ME transducer antenna for communication; however, the
simulation method in this work cannot be used for modeling the far field of radiation [28].
Aiming at the problem of low gain and narrow bandwidth of the ME antenna, a new
design scheme of the ME antenna is proposed in this paper based on the above works. In
this paper, we design and test that, similar to the traditional antenna, the receiving and
transmitting processes of the ME antenna are reciprocal. We first reviewed the working
principle of the ME antenna and deduce the radiation power formula. For the structural
design of the ME antenna, the equivalent circuit method was used to design the thickness
of the ME antenna at 2.45 GHz. Based on the coupling of electric field, magnetic field and
stress field, we used the finite element method (FEM) to simulate and obtain the far-field
radiation pattern of the ME antenna. We tested the gain of the ME antenna to be −15.59 dB,
which was better than the gain reported recently.
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2. The Basic Principle of ME Antenna

The basic principle of the ME antenna is the ME coupling effect, which is the product
effect of the piezoelectric effect of piezoelectric materials and the piezomagnetic effect of
magnetostrictive materials [29,30].

The working principle is shown in Figure 1. When the antenna transmits EM waves, it
applies the RF electric field to the upper and lower sides of the piezoelectric layer of the
resonant cavity. The mechanical resonance will generate alternating strain waves, which
will then be transmitted to the magnetostrictive layer above.

Figure 1. The working principle of the ME antenna.

In the case of the ME antenna, the bulk acoustic resonator utilizes the p-wave mode
in the body, and the sound wave propagates along the Z-axis. Therefore, under the one-
dimensional conditions, the piezoelectric constitutive equation can be rewritten as

SE = sETE + dE
εT

D
E = − dE

εT
TE + 1

εT
D

(1)

Accordingly, the piezomagnetic constitutive equation can be written as

SH = sHTH + dH
μT

B

H = − dH
μT

TH + 1
μT

B
(2)

where E and H are the electric and magnetic field intensity vectors, respectively, D and
B are the electric and magnetic flux density vectors, εT and μT are the stress-free permit-
tivity of the piezoelectric layer and stress-free permeability of the magnetostrictive layer,
respectively, sE and sH are the mechanical compliance constants of piezoelectric layer and
magnetostrictive layer, respectively and dE and dH are the strain constants of the piezo-
electric layer and magnetostrictive layer, respectively. SE and SH are the strain field in the
piezoelectric layer and magnetostrictive layer, respectively. TE and TH are the stress field in
the piezoelectric layer and magnetostrictive layer, respectively.

The potential energy in the ME antenna is equal to the sum of the potential energy in
the piezoelectric and the piezomagnetic layers. The potential energy in the piezoelectric
layer mainly includes mechanical energy in the form of mechanical stress and electrical
energy in the form of the electric field:

WPE = 1
2
�

S·Tdv+ 1
2
�

D·Edv
WPM = 1

2
�

S·Tdv+ 1
2
�

B·Hdv
(3)
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Due to the open-circuit excitation of the piezoelectric layer (D = 0) after the initial
current pulse drive and the weak magnetic field condition in the magnetostrictive layer
(H ≈ 0), it can be derived from the second equations in Equations (1) and (2):

E = − dE
εT

TE

B = dHTH
(4)

The electromechanical and magnetomechanical coupling figures of merit are given by:

k2
E =

d2
E

sEεT
, k2

H =
d2

H
sHμT

(5)

The mechanical compliance in the magnetic layer and piezoelectric layer are:

sB = (1 − k2
H)sH

sD = (1 − k2
E)sE

(6)

The total energy in the magnetic layer and piezoelectric layer are simplified according
to the following:

WPM = 1
2
�

SH ·THdv+ 1
2
�

B·Hdv = 1
2
�

sHTH
2dv

WPE = 1
2
�

SE · TEdv + 1
2
�

D · Edv = 1
2
�

sE · TE
2dv

(7)

It is assumed that both materials deform at the same time, the strain is equal and the
stress is different. The stress in the piezoelectric layer is assumed to be T1 and the stress
in the piezoelectric layer to be T2, so the potential energy stored in the antenna can be
expressed as the total potential stored in the form of mechanical stress:

WP = WPE + WPM = 1
2
�
v1

sET2
1 dv + 1

2
�
v2

sHT2
2 dv

= A
2 sE

∫
z1

T2
1 dz + A

2 sH
∫
z2

T2
2 dz

(8)

The stress field in the piezoelectric layer is T1 = nT0 sin
(

2π
λac

z
)

, T2 = T0 sin
(

2π
λac

z
)

,
T0 is the amplitude of the stress field and n is the proportional constant of the stiffness
coefficient of the piezoelectric layer and magnetostrictive layer. The device thickness is
d = λac

2 , and λac is the wavelength of the sound waves.
By introducing the known stress field function into the potential energy formula, the

total potential energy of the stacked structure magnetoelectric antenna can be calculated.
In the process of the ME antenna radiating outward, the piezoelectric layer is the driving
source of the stress, while the piezomagnetic layer is the radiation region of the antenna,
which is mainly responsible for the radiation of the magnetic field coupled by the stress
field. Therefore, the expression of the radiated power of a ME antenna is introduced:

P =
1

2η0

�
E2

0ds (9)

In which E0 is the aperture electric field formed on the surface of the magnetosphere,
and η0 is the free-space wave impedance.

The radiation power formula of the ME antenna is:

P = 1
2η0

�
E2

0ds = ω2h2

2η0

�
B2ds = ω2h2d2

H
2η0

�
T2

2 ds

=
Aω2h2d2

H T0
2η0

sin2
(

2π
λac

z
) (10)
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3. Design and Impedance Analysis of ME Antenna

The main structure of the ME antenna designed in this paper is based on a cavity-
backed FBAR. The substrate is Si, the bottom electrode material is Mo, the piezoelectric
material layer is AlN and the magnetostrictive layer is FeGa (also known as the upper
electrode). There is an AlN seed layer between the substrate and the lower electrode, and
the specific structure and thickness are shown in Figure 2:

Figure 2. The left is the cavity-backed FBAR; the right is the structure and materials of the ME antenna.

In order to determine the resonant frequency and analyze the impedance charac-
teristics of the ME antenna, the Mason equivalent circuit model is used to design the
antenna circuit. At first, the structure size and material properties are equivalent to the
circuit parameters, and the Mason equivalent circuit models of the piezoelectric layer,
magnetostrictive layer and electrode layer are established, respectively, and then, the actual
antenna structure is constructed, as shown in Figure 3.

(a) (b) 

Figure 3. (a) The cascade diagram of the ME antenna, and (b) the ME antenna encapsulation.

The electrical impedance of the antenna can be simulated by the circuit diagram shown
in Figure 4, and the results shown in Figure 4a are the amplitude–frequency characteristic
curve of the antenna, and Figure 4b is the phase–frequency characteristic of the antenna
impedance curve. It can be seen from the simulation results that the ME antenna has
two resonance frequencies—namely, the series resonance frequency is 2.305 GHz, and the
parallel resonance frequency is 2.36 GHz.
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(a) (b) 

Figure 4. Amplitude (a) and phase (b) of the antenna impedance.

4. Finite Element Simulation and Performance Analysis of ME Antenna

In the previous section, the effect of the antenna structure size and material properties
on the electrical characteristics was simulated by using the Mason equivalent circuit model.
In order to further analyze the electromagnetic radiation characteristics of the ME antenna,
it is necessary to establish an accurate finite element model. As shown in Figure 5, the
radius of the resonance region is 100 um, AlN is used as the piezoelectric material and
FeGa is used as the magnetostrictive material.

Figure 5. Antenna model.

Firstly, the static approximation method is used to study the spatial distribution
of stress, strain, displacement and potential, as shown in Figure 6. It can be seen that
the maximum stress and strain occur at the interface between the piezoelectric and the
magnetostrictive layers. It can be found that the antenna is greatly deformed in the thickness
direction, and the maximum displacement can reach 0.25 μm in Figure 6c. From Figure 6d,
it can be found that the voltage amplitude at the boundary is significantly higher than that
at the middle position.
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(a) (b) 

 
(c) (d) 

Figure 6. Distribution of the structure and electrical parameters of the ME antenna under a magnetic
field. (a) Stress, (b) strain, (c) displacement and (d) electric potential.

In order to determine the optimum structural parameters of the antenna, the influence
of the structural parameters on the resonant characteristics is analyzed [31].

1. Influence of substrate

For the cavity-backed FBAR structure, the backing is difficult to etch completely
during practical machining. Therefore, the influence of the residual substrate thickness
on the antenna performance is analyzed. As shown in Figure 7, the resonant frequency of
the antenna decreases with the increase of the substrate thickness, because the increase of
the substrate thickness directly results in the path of sound wave propagation along the
longitudinal direction.

 
Figure 7. Influence of substrate thickness h on the admittance curve.
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When the antenna substrate thickness H1 is increased from 0.1 μM to 0.7 μM, the real
part of the information of admittance is analyzed based on the absolute value of admittance.
It can be found that, with the increase of the substrate, more parasitic resonances are
generated, the performance of the antenna is deteriorated. Therefore the substrate should
be etched as cleanly as possible during actual processing to eliminate the clamping effect of
the substrate.

2. Influence of electrode size

As shown in Figure 8, the electrode width has no effect on the operating frequency of
the ME antenna, while the larger the electrode width is, the larger the admittance value will
be. The increase in area results in an increase in the capacitance of the antenna and reduces
the overall impedance of the antenna. Therefore, impedance matching can be performed
by adjusting the electrode area. In the meantime, increasing the area of the electrode can
reduce the parasitic mode, which can reduce the impact of the energy loss of the acoustic
leakage on the antenna efficiency.

 
Figure 8. Influence of electrode width on the admittance curve.

3. Influence of electrode shape

In addition to longitudinal resonance, the ME antenna also has transverse parasitic
resonance, which can disperse the energy of the main resonance. Therefore, it should be
avoided as much as possible. The influence of the electrode shape on parasitic resonance is
analyzed in this section. Figure 9 shows a square and a pentagonal electrode. Both of them
have the same electrode area, and their admittance curves are shown in Figure 10. It can
be seen that the parasitic resonance of the pentagonal electrode is obviously smaller than
that of the square electrode. Therefore, the electrode shape of this design is optimized as a
pentagonal shape.

Based on the above analysis results, the optimum structural parameters of the magne-
toelectric antenna are determined, and the structural model of the magnetoelectric antenna
is established. The solid mechanics and low-frequency Maxwell equation are used to calcu-
late the inverse ME effect, and the near-field radiation is obtained. The far-field distribution
is shown in Figure 11. In the COMSOL simulation, the input power is set as Pin = 1 W, and
it can be calculated that the real gain Greal = 1.93 × 10−13. Since impedance matching is
not considered in the 3D model, the S11 of the resonance point is −0.0183 dB. Excluding
the mismatch factor, the radiation efficiency can be calculated to be about 2.55 × 10−11.
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(a) (b) 

Figure 9. Three-dimensional models of different electrode shapes: (a) square electrode and (b) pen-
tagonal electrode.

  
(a) (b) 

Figure 10. Absolute values of admittance for different electrode shapes: (a) square electrode and
(b) pentagonal electrode.

Figure 11. Far-field 3D pattern of the antenna.
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5. Fabrication and Testing of Antenna Samples

In order to verify the superiority of the proposed design scheme, a 2.45-GHz antenna
sample is fabricated, and its radiation performance is tested. The processing flow is shown
in Figure 12.

Figure 12. ME antenna preparation process.

The optical image of the ME antenna is shown in Figure 13.

 
Figure 13. Optical image of the ME antenna.

The test platform is shown in Figure 14.
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Figure 14. Testing platform.

The reflection coefficient (S11) of the antenna is measured as shown in Figure 15. It
can be obtained that the resonant frequency of the antenna is about 2.49 GHz, and the peak
return loss is −17.3 dB.

Figure 15. S11 curve of the ME antenna.

Then, the S11 and S21 curves are tested in the anechoic chamber environment, where
S21 indicates that the ME antenna transmits the signal, and the horn antenna receives the
signal. The S11 curve is converted into the Z11 curve and put together with the S21 curve,
as shown in Figure 16. The test results show that the antenna has an obvious radiation
enhancement at the parallel resonance point. It indicates that the ME antenna produces
obvious radiation at the mechanical resonance frequency, which verifies that the radiation
of the ME antenna comes from the ME coupling of the mechanical resonance.

The S12 and S21 parameter curves in Figure 17 are basically the same, indicating that
the ME antenna has reciprocity under the action of the external magnetic field of small
signals. The ME antenna meets the reciprocity principle of traditional antenna.
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Figure 16. Z11 and S21 parameters of the antenna.

Figure 17. S12 and S21 parameters of the ME antenna.

1. Calculation of Antenna Gain

Measured against the antenna in an anechoic chamber at the resonant frequency of
2.49 GHz, the S21,a is −50.42 dB, and the S21,r is −18.03 dB, wherein the gain Gr of the
reference standard horn antenna is 16.8 dB, and S21,a and S21,r represent the S21 peak value
of the ME antenna to be tested and the reference horn antenna test, respectively. According
to the comparison method, the antenna gain is calculated to be −15.59 dB.

2. Antenna pattern

In order to fully analyze the radiation characteristics of the ME antenna, its pattern
is tested. Verified by the literature, the radiation of the ME antenna can be equivalent to
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a model of a magnetic dipole. Using the MATLAB simulation, the radiation pattern of
the equivalent magnetic dipole of the ME antenna can be obtained, as shown in Figure 18.
Further radiation power P is calculated as:2.61 × 10−8W.

 
(a) (b) 

Figure 18. Pattern of the ME antenna: (a) 3D radiation pattern and (b) principal gain (phi = 90) pattern.

6. Conclusions

The proposed ME antenna provided a new method for antenna miniaturization. In
this paper, a ME antenna structure was designed, the finite element simulation was carried
out on it and the sample was prepared and tested. The results showed that the radiation
of the ME antenna originates from the mechanical resonance. It also shows that the ME
antenna has the potential to solve the problems of difficult miniaturization and impedance
matching of traditional antennas. It can be equivalent to a dipole antenna, its radiation
signal comes from the ME coupling and its gain is measured to be −15.59 dB.
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Abstract: The development of magnetic logic devices dictates a need for a novel type of interconnect
for magnetic signal transmission. Fast signal damping is one of the problems which drastically
differs from conventional electric technology. Here, we describe a magnetic interconnect based on
a composite multiferroic comprising piezoelectric and magnetostrictive materials. Internal signal
amplification is the main reason for using multiferroic material, where a portion of energy can
be transferred from electric to magnetic domains via stress-mediated coupling. The utilization of
composite multiferroics consisting of piezoelectric and magnetostrictive materials offers flexibility
for the separate adjustment of electric and magnetic characteristics. The structure of the proposed
interconnect resembles a parallel plate capacitor filled with a piezoelectric, where one of the plates
comprises a magnetoelastic material. An electric field applied across the plates of the capacitor
produces stress, which, in turn, affects the magnetic properties of the magnetostrictive material.
The charging of the capacitor from one edge results in the charge diffusion accompanied by the
magnetization change in the magnetostrictive layer. This enables the amplitude of the magnetic signal
to remain constant during the propagation. The operation of the proposed interconnects is illustrated
by numerical modeling. The model is based on the Landau–Lifshitz–Gilbert equation with the electric
field-dependent anisotropy term included. A variety of magnetic logic devices and architectures
can benefit from the proposed interconnects, as they provide reliable and low-energy-consuming
data transmission. According to the estimates, the group velocity of magnetic signals may be up to
105 m/s with energy dissipation less than 10−18 J per bit per 100 nm. The physical limits and practical
challenges of the proposed approach are also discussed.

Keywords: synthetic multiferroic; interconnects; magnetic logic devices

1. Introduction

The development of novel computational devices is well stimulated by the technologi-
cal challenges and physical limits of the current complimentary metal–oxide–semiconductor
(CMOS) technology [1]. Magnetic logic circuits are among the most promising approaches
offering a significant reduction in consumed power by utilizing the inherent non-volatility
of magnetic elements. In magnetic logic circuitry, logics 0 and 1 are encoded into the
magnetization state of a nano-magnet, which may be kept for a long time without any
power consumption, while the external energy is required only to perform computation
(i.e., switching between the magnetization states). Though magnetic memory became a
widely used commercial product a long time ago, magnetic logic is largely in its infancy.
The development of energetically efficient and reliable magnetic interconnects is one of
the main challenges to be overcome. Similar to electronic transistor-based circuits, where
one transistor drives the next stage transistors by electric signals, magnetic logic circuits
require one magnet to drive the next stage magnets by sending magnetic signals. There is a
variety of possible mechanisms for magnetic signal transmission between the input and
the output magnets (i.e., by making an array of nano-magnets sequentially switched in a
domino fashion [2], by sending a spin-polarized current [3], by sending a spin wave [4], or
by moving a domain wall [5]). There is always a tradeoff between the speed, the energy
per bit, and the reliability of magnetic signal transmission. It takes either a large amount
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of energy for error-prone signal transmission, or the error probability increases with the
distance due to the thermal noise, defects, and signal dispersion. The lack of amplification
is one of the key issues inherent to the above-mentioned approaches. In this work, we
consider composite multiferroics for magnetic interconnects, which may provide magnetic
signal amplification by transferring energy between the electric and magnetic domains.

Composite multiferroics (or two-phase multiferroics) comprise piezoelectric and mag-
netoelastic materials, where an electric field applied across the piezoelectric produces stress,
which, in turn, affects the magnetization of the magnetoelastic material. Although the
study of composite multiferroics started in the 1970s [6], they have been in the shadow
of the single-phase multiferroics (i.e., BiFeO3 and its derivatives [7]) for a long time. Cur-
rently, there is a resurgence of interest in composite multiferroics due to the technological
flexibility in the independent variation of piezoelectric or magnetostrictive layers. The
most important advantage of composite multiferroics over the single-phase ones (e.g.,
BiFeO3) is the larger strength of the electro-magnetic coupling, which can significantly ex-
ceed the limits of their single-phase counterparts [8]. Magnetization rotation in two-phase
multiferroics was observed as a function of the applied voltage in several experimental
works [9,10]. For instance, a reversible and permanent magnetic anisotropy reorienta-
tion was reported in a magnetoelectric polycrystalline Ni thin film and (011)-oriented
[Pb(Mg1/3Nb2/3)O3](1 − x)–[PbTiO3] x (PMN-PT) heterostructure [9]. The application of
a 0.2 MV/m electric field induces 1200 ppm strain, which, in turn, affects the magnetization
of Ni film. According to our preceding work on a similar sample [11], a 0.8 MV/m electric
field produces a linear response with in-plain anisotropic strains of εx = 350 μm/m and
εy = −1200 μm/m. It is also important to note that the changes in magnetization states
are stable without the application of an electric field and can be reversibly switched by an
electric field near a critical value (i.e., 0.6 MV/m for Ni/PMN-PT). An ultra-low energy
consumption required for magnetization rotation is possible because of this relatively small
electric field [12]. The idea of using a stress-mediated mechanism for nano-magnet switch-
ing is currently under extensive study [13,14]. The development of multiferroics provides a
new approach to spin-wave control. For instance, strain reconfigurable spin-wave transport
in the lateral system of magnonic stripes was achieved [15]. It was also observed that the
properties of spin-wave propagation in magnonic crystal in contact with a piezoelectric
layer can be controlled by an external electric field [16]. Recently, spin-wave propagation
and interaction were demonstrated in the double-branched Mach–Zehnder interferometer
scheme. The use of a piezoelectric plate connected to each branch of the interferometer
leads to the tunable interference of the spin-wave signal at the output section [17]. Here, we
propose to utilize multiferroics in magnetic interconnects and exploit the strain-mediated
electro-magnetic coupling for magnetic signal amplification. The rest of the paper is or-
ganized as follows. In Section 2, we describe the material structure and the principle of
operation of the composite multiferroic interconnects. The results of numerical modeling
illustrating signal propagation are presented in Section 3. The Discussion and Conclusions
are given in Sections 4 and 5, respectively.

2. Material Structure and Principle of Operation

The schematics of the proposed interconnect on top of a silicon wafer are shown in
Figure 1A. It consists of the bottom to the top of a conducting layer (e.g., Pt), a layer of
piezoelectric material (e.g., PMN-PT), and a layer of magnetoelastic material (e.g., Ni).
The whole structure represents a parallel plate capacitor filled with a piezoelectric, where
one plane (the bottom) comprises a non-magnetic metal and the top plate comprises a
magnetoelastic metal. The top layer is the medium for magnetic signal propagation between
the nano-magnets to be placed on the top of the layer. For simplicity, we have shown just
two nano-magnets, which are marked as A and B in Figure 1A. The nano-magnet market
A is the input element to send a magnetic signal to the receiver nano-magnet B. The
spins of the nano-magnets are coupled to the spins of the ferromagnetic magnetostrictive
layer via the exchange interaction. The nano-magnets are assumed to be of a special
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shape to ensure the two thermally stable states of magnetization. Hereafter, we assume
the magnetoelastic layer to be polarized along the x-axis, and the nano-magnets to have
two states of magnetization along or opposite the y-axis. Each of the nano-magnets has
an electric contact where a control voltage is applied. The bottom layer, comprising a
nonmagnetic metal, serves as a common ground plate.

Figure 1. (A) Schematics of the synthetic multiferroic interconnect comprising a piezoelectric layer
(PMN-PT) and a magnetostrictive layer (Ni). The structure resembles a parallel plate capacitor.
An application of voltage at point A results in charge diffusion through the plates. In turn, an
electric field applied across the piezoelectric produces stress, which rotates the easy axis of the
magnetoelastic material. (B) The equivalent electric circuit—RC line, which is used in numerical
simulations. (C) Results of numerical simulations showing the distribution of the electric field and
the magnetization along the interconnect. The change of magnetization in the magnetoelastic layer
follows charge diffusion.

The principle of operation is the following. In order to send a signal from A to B, a
control voltage V is applied to the nano-magnet A. The application of voltage starts the
charge diffusion through the conducting plates. The equivalent circuit is shown in Figure 1B.
The charge diffusion through the capacitor plates is well described by the RC model, where
the resistance R and the capacitance C are defined by the geometric size and the material
properties of the conducting plates and the piezoelectric layer. An electric field appears
across the piezoelectric produces stress, which affects the anisotropy of the magnetostrictive
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material by rotating its easy axis. It is assumed that the application of voltage rotates the
easy axis from the x-axis towards the y-axis. The change of the anisotropy field caused
by the applied voltage affects the magnetization of the magnetoelastic layer. There are
two possible trajectories for the magnetization to follow: along or opposite the y-axis. The
particular trajectory is defined by the magnetization state of the sender nano-magnet A
(i.e., the magnetization of the ferromagnetic layer copies the magnetization of the sender
nano-magnet).

In Figure 1C, we present the results of numerical modeling, showing the snapshot of
the distribution of the electric field E(x) and the magnetization component My(x) through
the interconnect. The details of numerical modeling are presented in the next section.
Here, we wish to illustrate the main idea of using composite multiferroics as a magnetic
interconnect: magnetic signals (i.e., the local change of magnetization) can be sent through
large distances without degradation, as the angle of magnetization rotation is controlled
by the applied voltage. The direction of signal propagation (e.g., from A to B, or vice
versa) is also controlled by the applied voltages. The charging of the capacitor eventually
leads to the uniform electric field distribution among the plates and the static distribution
of magnetization through the magnetoelastic layer. There are several possible ways to
switch output nano-magnet B. For example, it can be preset in a metastable state prior to
computation (e.g., magnetization along the z-axis), so the magnetic signal sent by A triggers
the relaxation towards one of the thermally stable states along or opposite to the y-axis.
There may also be possible scenarios where the receiver nano-magnet is connected to two or
more nano-magnets, so the final state is defined by the interplay of several incoming signals
(e.g., MAJ operation). In this work, we focus on the mechanism of signal transmission
only, though the utilization of composite multiferroic interconnects may further evolve the
design of magnetic logic circuits similar to the ones presented in [3,4,18].

3. Numerical Modeling

The model for signal propagation in the composite multiferroic combines electric and
magnetic parts. The electric part aims to find the distribution of an electric field through
the piezoelectric, and the magnetic part describes the change of magnetization in the
magnetoelastic layer. The charge distribution is modeled via the following equation [19]:

RsCs
d2V(x, t)

dx2 =
dV(x, t)

dt
(1)

where Rs and Cs are the resistance and capacitance per unit length, and V(x,t) is the voltage
distribution over the distance. The simulations start with V(0,0) = Vin, and V(x,0) = 0
everywhere else through the plates.

The process of magnetization rotation is modeled via the Landau–Lifshitz equation [20]:

d
→
m

dt
= − γ

1 + η2
→
m × [

→
He f f + η

→
m × →

He f f ] (2)

where
→
m =

→
M/Ms is the unit magnetization vector, Ms is the saturation magnetization, γ

is the gyro-magnetic ratio, and η is the phenomenological Gilbert damping coefficient. The

effective magnetic field
→
He f f is the sum of the following:

→
He f f =

→
Hd +

→
Hex +

→
Ha +

→
Hb (3)

where Hd is the magnetostatic field, Hex is the exchange field, Ha is the anisotropy field
→
Ha = (2K/Ms)(

→
m·→c )→c (K is the uniaxial anisotropy constant, and

→
c is the unit vector
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along the uniaxial direction), and Hb is the external bias magnetic field. The two parts are
connected via the voltage-dependent anisotropy term as follows:

cx = cos(θ), cy = sin(θ), cz = 0 (4)

θ =
π

2

(
V(x)
Vπ

)

where Vπ is the voltage resulting in a 90-degree easy axis rotation in the X-Y plane.
The introduction of the voltage-dependent anisotropy field (Equation (4)) significantly

simplifies simulations, as it presumes an immediate anisotropy response on the applied
electric field without considering the stress-mediated mechanism of the electro-magnetic
coupling. Such a model can be taken as a first-order approximation. Nevertheless, this
model is useful in capturing the general trends of signal propagation and can provide
estimates of the maximum speed of signal propagation and energy losses. In our numerical
simulations, we use the following material parameters: the dielectric constant ε of the piezo-
electric is 2000; the electrical resistivity of the magnetoelastic material is 7.0 × 10−8 Ω·m,
the gyro-magnetic ratio is γ = 2 × 107 rad/s, the saturation magnetization is Ms = 10
kG/4π; 2 K/Ms = 100 Oe, external magnetic field Hb = 100 Oe is along the x-axis, and
the Gilbert damping coefficient is η = 0.1 for the magnetostrictive material. For simplicity,
we also assumed the same resistance for the bottom and the top conducting plates. The
strength of the electro-magnetic coupling (i.e., Vπ) is calculated based on the available
experimental data for PMN-PT/Ni (i.e., 0.6 MV/m for 90-degree rotation [9]). More details
on the simulation procedure can be found in [21].

The results of the numerical simulations shown in Figure 1C are obtained for the
interconnect comprising 40 nm of piezoelectric and 4 nm of magnetoelastic materials.
The two curves in Figure 1C depict the distribution of the electric field E(x) and the
projection of magnetization My(x) along the interconnect after the voltage has been applied
through the nano-magnet A. The curves are plotted in the normalized units E/E0 and
My/Ms, where E0 = Vπ/d, where d is the thickness of the multiferroic layer (40 nm). The
distribution of the electric field was found by solving Equation (1). Then, the anisotropy
field was found via Equation (4), and, finally, magnetization change was simulated via
Equations (2) and (3). The results in Figure 1C show a snapshot taken at 0.4 ns after the
voltage has been applied. In these simulations, we assumed the nano-magnet A to be
polarized along the y-axis, and the magnetization of the interconnect beyond the nano-
magnet My(0) = 0.1Ms due to the exchange coupling with the spins of the nano-magnet.
The spins of the magnetoelastic material tend to rotate in the same direction as the spins
of the sender nano-magnet A. Eventually, the Y-component of the magnetization of the
interconnect saturates along the constant value, which is defined by the interplay of the
anisotropy and the bias magnetic fields.

In Figure 2, we show the results of numerical modeling illustrating the dynamics of
magnetization rotation in the interconnect. The curves in Figure 2 depict the evolution
of local magnetization in the interconnect located 1.5 μm, 1.7 μm, and 2.0 μm away from
the excitation point. The insets in Figure 2 show the initial state of magnetization of
the sender nano-magnet A. In all cases, the magnetization trajectory in the interconnect
repeats the initial magnetization of the nano-magnet A (e.g., the magnetization component
My is positive if nano-magnet A is polarized along the y-axis, and the My is negative if
nano-magnet A is polarized opposite to the y-axis). The absolute value of the final steady
state is the same (about 0.5 Ms) for all six curves. These results illustrate the main idea
of implementing electric field-driven multiferroic interconnects, allowing us to keep the
amplitude of the magnetic signal constant regardless of the propagation distance.
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Figure 2. Results of numerical modeling showing the normalized magnetization MY/MS as a function
of time. The two sets of curves show magnetization trajectories following the initial state of the sender
nano-magnet A (e.g., along or opposite to axis y). The black, red, and blue curves show magnetization
at 1.0 μm, 2.0 μm, and 3.0 μm distance away from the starting point A.

4. Discussion

The ability to pump energy into the magnetic signal during its propagation is the
most appealing property of the described interconnects. The pumping occurs via the
magneto-electric coupling in the multiferroic, where some portion of the electric energy
provided to the capacitor is transferred to the energy of the magnetic signal. The amplitude
of the magnetic signal (i.e., the angle of magnetization rotation) is controlled by the applied
voltage and saturates to a certain value as the electric field across the piezoelectric reaches its
steady-state distribution. This property is critically important for logic circuit construction,
allowing us to minimize the effect of structure imperfections and make logic circuits
immune to thermal noise. It should be also noted that the absolute value of magnetization
change in the interconnect may exceed the initial magnetization state of the sender nano-
magnet. For instance, the Y component of the magnetization of the nano-magnet A may be
0.1 Ms, while the Y magnetization of the magnetic signal in the interconnect may saturate
around 0.5 Ms, as illustrated by numerical modeling in the previous section. In other
words, the proposed interconnects may serve as an amplifier for magnetic signals, similar
to the multiferroic spin-wave amplifier described in [21]. Another important property of
the proposed interconnect is the ability to control the direction of signal propagation by
the applied voltage. Similar to the “All Spin Logic” approach [3], where the direction of
magnetic signal is defined by the direction of spin-polarized current flow, the change of
magnetization in the multiferroic interconnect follows the charge diffusion. This property
resolves the problem of input–output isolation and provides an additional degree of
freedom for logic circuit construction.

Energy dissipation in a two-phase magnetoelastic/piezoelectric multiferroic has
been studied in [14,22,23]. According to the estimates, a single two-phase magnetoe-
lastic/piezoelectric multiferroic single-domain shape-anisotropic nano-magnet can be
switched, consuming as low as 45 kT for a delay of 100 ns at room temperature, where
the main contribution to the dissipated energy comes from the losses during the charg-
ing/discharging (≈CV2) [23]. The capacitance of one-micrometer-long multiferroic inter-
connects comprising 40 nm of PZT and 4 nm of Ni with the width of 40 nm is about 15 fF, and
the control voltage required for 90-degree anisotropy easy-axis change is
0.6 MV/m × 40 nm = 24 mV. Thus, assuming all the electric energy dissipated during
signal propagation, one has 9 aJ per signal per 1 μm transmitted. It is important to note that,
according to the theoretical estimates [23], the energy dissipation increases sub-linearly
with the switching speed. For example, in order to increase the switching speed by a factor
of 10, the dissipation needs to increase by a factor of 1.6.
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The propagation of the magnetization signal involves several physical processes:
charge diffusion, the mechanical response of the piezoelectric to the applied electric field,
change of the anisotropy field caused by the stress, and magnetization relaxation. Thus, the
total delay time τt is the sum of the following:

τt = τe + τmech + τmag (5)

where τe is the time delay due to the charge diffusion τe = RC, τmech is the delay time of
the mechanical response τmech ≈ d/va, where d is the thickness of the piezoelectric layer,
va is the speed of sound in the piezoelectric, and τmag is the time required for the spins
of magnetostrictive material to follow the changing anisotropy field. In the theoretical
model presented in the previous section, we introduced a direct coupling among the electric
field and the anisotropy field (i.e., Equation (4)), presuming an immediate anisotropy field
response on the applied electric field. The latter may be valid for the thin piezoelectric
layers (e.g., taking d = 40 nm, va = 1 × 103 m/s, τmech is about 40 ps). We also introduced a
high damping coefficient η, which minimizes the magnetic relaxation time τmeag < 50 ps.
In this approximation, the speed of signal propagation is mainly defined by the charge
diffusion rate. The smaller RC, the faster the charge diffusion and the lower the energy
losses for interconnect charging/discharging.

In Figure 3, we show the results of numerical modeling on the speed of signal propa-
gation for different thicknesses of the piezoelectric layer. The four curves correspond to the
signal propagation in the interconnects with different PMN-PT thicknesses (e.g., 20 nm,
40 nm, 80 nm, and 200 nm), respectively. The thickness of the nickel layer is 4 nm for all
cases. We also plotted a reference line corresponding to the magnetostatic spin wave with a
typical group velocity of 3.1 × 104 m/s. According to these estimates, one may observe
that the magnetic signal in the multiferroic interconnect may propagate faster than the spin
wave at short distances (<500 nm) and slower than the spin wave at longer distances. The
latter leads to an interesting question of whether or not it is possible to transmit magnetic
signals faster than the spin wave in the magnetoelastic material. Although magnetic cou-
pling does not define the speed of signal propagation, it should determine the trajectory of
spin relaxation. Exceeding the speed of spin wave in ferromagnetic material may lead to a
chaotic magnetic reorientation along the ferromagnetic layer. At the same time, it will limit
the propagation length. Would it be possible to cascade multiferroic interconnects? This is
one of many questions to be answered with further study.

 
Figure 3. Results of numerical modeling illustrating the speed of signal propagation in the synthetic
multiferroic interconnect. Shown are several curves corresponding to different thicknesses of the
PMN-PT layer (20 nm, 40 nm, 80 nm, and 200 nm). The blue line is the reference data for the
Magnetostatic Surface Spin Wave (MSSW) with a group velocity of 3.0 × 104 m/s.
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Finally, we wish to compare the main characteristics of different magnetic interconnects
and discuss their advantages and shortcomings. Moving a domain wall is a reliable
and experimentally proven method for magnetic signal transmission [24]. A domain
wall propagates through a magnetic wire, as long as an electric current or an external
magnetic field is applied, and remains at a constant position if the driving force is absent.
This property is extremely useful for building magnetic memory (e.g., the “racetrack”
memory [25]). The speed of domain motion may exceed hundreds of meters per second if
the driving electric current has a sufficiently large density (e.g., 250 m/s at 1.5 × 108 A/cm2

from [25]). Slow propagation speed and high energy per bit are the main disadvantages of
the logic circuits’ exploding domain wall motion.

The interconnects made from the sequence of nano-magnets are relatively faster and
less power consuming, where the nearest neighbor nano-magnets are coupled via the
dipole–dipole interaction (the so-called Nano-Magnetic Logic (NML) [2]). Experimentally
realized wires formed from a line of anti-ferromagnetically ordered nano-magnets show a
signal propagation speed up to 103 m/s with an internal (without the losses in the magnetic
field generating contours) power dissipation per bit of approximately tens of atto Joules [18].
There is a tradeoff between the speed of signal propagation and the dissipated energy. The
slower the speed of propagation, the lower the energy dissipated within the interconnect.
The main shortcoming of the nano-magnet interconnect is associated with reliability, as the
thermal noise and fabrication-related imperfections can cause errors in signal transmission
and the overall logic functionality of the NML circuits [26].

Interconnects exploiting spin waves may provide signal propagation with the speed
of 104 m/s–105 m/s. At the same time, the amplitude of the spin-wave signal is limited by
the several degrees of magnetization rotation, in contrast to the complete magnetization
reversal provided by the domain wall motion or NML. The amplitude of the spin wave
decreases during propagation (e.g., the attenuation time for magnetostatic surface spin
waves in NiFe is 0.8 ns at room temperature [27]). The unique advantage of the spin-
wave approach is that the interconnects themselves can be used as passive logic elements
exploiting spin-wave interference. The latter offers an additional degree of freedom for
logic gate construction and makes it possible to minimize the number of nano-magnets per
logic circuit [4].

The All-Spin Logic (ASL) proposal suggests the use of spin-polarized currents for
nano-magnet coupling [3]. This approach allows for much greater defect tolerance, as the
variations in the size and position of input/output nano-magnets are of minor importance.
It is also scalable, since shorter distances between the input/output cells would require less
spin-polarized currents for switching. According to theoretical estimates [28],

ASL can potentially reduce the switching energy-delay product. The major constraint
is associated with the need for the spin-coherent channel, where the length of the intercon-
nects exploiting spin-polarized currents is limited by the spin diffusion length.

The described magnetic interconnects based on composite multiferroics combine high
transmission speed (as fast as the spin waves) with the possibility of transmitting large
amplitude signals (up to 90 degrees of the magnetization rotation). As we stated above,
the main appealing property of the proposed interconnect is the ability to keep constant
the amplitude of the magnetization signal. All these advantages are the result of using the
electro-magnetic coupling in multiferroics, allowing us to pump energy from the electric to
the magnetic domain. Based on the presented estimates, the energy per transmitted bit may
be as low as several atto Joules per 100 nm of transmitted distance. From a practical point
of view, the implementation of composite multiferroic interconnects is feasible, as it relies
on the integration of well-known materials (e.g., PMN-PT and Ni) and can be integrated on
a silicon platform. However, the dynamics of the electro-mechanical-magnetic coupling in
composite multiferroics remain mainly unexplored. The expected challenges are associated
with the limited scalability, as the thickness of the piezoelectric should be sufficient to
generate the stress required for anisotropy change. The quality of the interface between the
piezoelectric and magnetostrictive layers is another important factor to be considered. The

105



Micromachines 2022, 13, 1991

inevitable structure imperfections should be below the magnetization reversal threshold
(e.g., as defined by Equation (4)). In Table 1, we have summarized the estimates on the main
characteristics of different magnetic interconnects and outlined their major advantages and
shortcomings.

Table 1. The estimates on the main characteristics of different magnetic.

Domain Wall MCA Spin Wave ASL Multiferroics

Mechanism of coupling Domain wall motion Dipole–dipole coupling Spin waves Spin polarized current Magnetization signal

Speed of propagation 102 m/s 103 m/s 104 m/s–105 m/s * 105 m/s * 105 m/s

Energy dissipated per
bit transmitted

>1000 aJ ** 1 aJ 0.1 aJ N/A 1 aJ

Main advantage
Non-volatile, can be

stopped at any time and
preserve its position

Internal dissipated
energy approaches zero

at the
adiabatic switching

Computation in
wires—additional
functionality via

wave interference

Scalable, defect tolerant Fast signal propagation,
signal amplification

Main disadvantage
Slow and energy

consuming

Effect of thermal noise
increases with the

propagation distance

Propagation distance is
limited due to the

spin-wave damping

Propagation distance is
limited by the spin

diffusion length
Limited scalability

* Signal propagation speed is determined by the charge diffusion and decreases with the distance. ** The estimates
for 103 m/s propagation speed and include only for the energy dissipated inside the magnetic interconnect
(without considering the energy losses in the magnetic field generating contours).

5. Conclusions

In summary, we considered a novel type of magnetic interconnect exploiting electro-
magnetic coupling in two-phase composite multiferroics. According to the presented
estimates, composite multiferroic interconnects combine the advantages of fast signal
propagation (up to 105 m/s) and low power dissipation (less than 1 aJ per 100 nm). The
most appealing property of the multiferroic interconnects is the ability to pump energy
into the magnetic signal and amplify it during propagation. A voltage-driven magnetic
interconnect may be utilized in nano-magnetic logic circuitry and provide an efficient tool
for logic gate construction. The fundamental limits and practical constraints inherent to two-
phase multiferroics are associated with the efficiency of stress-mediated coupling at high
frequencies. There are many questions related to the dynamic of the stress-mediated signal
propagation, which will be clarified with a further theoretical and experimental study.
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Abstract: Magnetorheological elastomer (MRE), which is capable of exhibiting magnetostriction
in the presence of a magnetic field, has a great potential to be used for the development of sensor
devices. Unfortunately, to date, many works focused on studying low modulus of MRE (less
than 100 kPa) which can hamper their potential application in sensors due to short lifespan and
low durability. Thus, in this work, MRE with storage modulus above 300 kPa is to be developed to
enhance magnetostriction magnitude and reaction force (normal force). To achieve this goal, MREs are
prepared with various compositions of carbonyl iron particles (CIPs), in particular, MRE with 60, 70
and 80 wt.% of CIP. It is shown that both the magnetostriction percentage and normal force increment
are achieved as the concentration of CIPs increases. The highest magnetostriction magnitude of
0.075% is obtained with 80 wt.% of CIP, and this increment is higher than that of moderate stiffness
MRE developed in the previous works. Therefore, the midrange range modulus MRE developed in
this work can copiously produce the required magnetostriction value and potentially be implemented
for the design of forefront sensor technology.

Keywords: magnetostriction; magneto-deformation; magnetoactive elastomer; normal force;
hysteresis; magnetorheological elastomer

1. Introduction

In recent years, there is a constant demand for soft sensors which innately possess
desirable features such as high durability and flexibility yet being resilient and robust.
The design and development of these soft sensors will therefore warrant searching for
appropriate smart materials to overcome some of the limitations of the constituent materials
of solid sensors. Among the types of smart materials available to date, magnetorheological
elastomer (MRE) has the potential to be implemented in soft sensors due to its ability to
adapt to multiscale and dynamic deformations, mechanical compliance and the exceptional
magnetostriction phenomenon that is sensitive to the strength of a magnetic field. Magne-
tostriction phenomenon, or commonly denoted in the literature as magnetostriction [1,2]
can be defined as a change in physical dimensions in the presence of a magnetic field.
This alteration in dimensions includes a contraction or an elongation, a process within the
materials which involves converting the electromagnetic energy into mechanical energy.
Both MRE and crystalline ferromagnets display a magnetostriction effect when subjected to
a magnetic field. However, the underlying process of such length-changing behavior defers
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between both materials. In crystalline ferromagnets, the magneto-strain coupling is caused
by the quantum spin–orbit interaction [3]. On the other hand, the basis of such effect in
MRE is the restructuring or rearrangement of the particles embedded within the matrix to
align in the direction of the magnetic field. The degree of elongations and deformations of
MRE is largely depending upon the stiffness characteristics of the elastomeric matrix and
the magnetic properties of the embedded particles.

Taking into account the variation of probable matrix-particles combinations, previous
works on MRE’s composition such as the compliance of the elastomer matrix, volume
fraction and distribution of the particles have been conducted in order to fine-tune its
magnetostriction response. Among all possible material compositions, a combination of
Terfenol-D (TD) particles and Epoxy matrix accounted for the majority of research work
on the magnetostriction effect in MRE [4–8]. Such material combination was reported
to produce a magnetostriction value up to 0.15% [8]. However, this value was lower
than the monolithic form of TD (0.3%) [9]. Other studies have combined polyurethane
(PU) elastomers with TD [10] due to better degradation stability than natural rubber and
obtained a maximum saturation magnetostriction value of 0.0813% at an applied magnetic
field of 0.5 T [11]. Despite the MRE based on TD producing a massive magnetostriction
value, some works have combined Galfenol (Fe–Ga) with epoxy and PU matrix [12–14] due
to lower cost than TD and showed that the value of saturation magnetostriction could reach
above 0.03% [15]. Most recently, a combination of iron, cobalt and vanadium (FeCo–2V) was
used as the particles to fabricate MRE and obtained magnetostriction value of 0.3731% [16].
In addition to the aforementioned MRE composition, some works have crosslinked micron-
sized iron particles with silicone rubbers and produced varying magnetostriction strain.
Iron particles are commonly used for MRE and known for their high permeability [17],
high saturation magnetization [18] and low remanent [19], while silicone rubber possesses
excellent aging properties [20], good thermal and processability [21,22], as well as their
low modulus that manages to facilitate the magneto-mechanical interaction [23]. One
kind of silicone rubber, which has been every so often adopted as the matrix of MREs in
the recent works is polydimethylsiloxane (PDMS). This is due to the excellent adhesive
property with iron and low viscosity of its precursor and thus promoting homogeneous
particles distribution and ease of MRE fabrication, while also avoiding the possibility of
particle agglomeration [24–27].

Research works pertaining to magnetostriction of MRE based on iron particles and
silicone rubber (SRFE) can be found in the literature, and the trend over the year suggests
utilizing low-modulus elastomer in order to augment the magnetostriction magnitude,
while lowering the magnetic field imposed. As far as particle distribution is concerned,
orientation of chain-like structure (anisotropic) produces higher magnetostriction than
random isotropic. Bednarek [28] was the earliest pioneer to study MRE based on SRFE
more than 20 years ago and reported a relative magnetostriction of about 1% in magnetic
fields up to 8 T using silicone rubber with elastic modulus of 0.25 MPa. Afterward, a
similar author [29] incorporated pores in the MRE (foam-like) and obtained the maximum
magnetostriction of 4.81%. In another study, Guan et al. [1] studied the magnetostriction
on isotropic and anisotropic MRE based on SRFE with three different particle volume
fractions (15, 20 and 27 vol%) and observed a maximum magnetostriction of 0.0184% for
the anisotropic MRE and 0.0134% for the isotropic MRE. From this point onwards, many
studies on magnetostriction of MRE seem to employ low stiffness in their samples. This
was demonstrated by Abramchuk et al. [30], at which higher magnetostriction magnitude
(11.6%) was achieved than previous studies in a MRE based on SRFE with storage modulus
of 13.5 kPa. Later on, Diguet et al. [31] also used low storage modulus silicone rubber
(47 kPa) to fabricate an isotropic MRE, and were able to produce a magnetostriction mag-
nitude of 9.2%. The trend of using low stiffness MRE was continued by Saveliev et al. [2],
in which they obtained the largest measured magnetostriction in MRE based on SRFE
(approximately 20%). Such large magnetostriction value is made possible due to the low
modulus of MRE. The MRE, which is made of PDMS matrix along with other additives
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such as plasticizer, has a storage modulus of 30 kPa. They also investigated the effect of
the MRE storage modulus on the magnetostriction by fabricating three samples varying in
modulus (30, 40 and 50 kPa) and concluded that magnetostriction increased with decreas-
ing modulus of MRE, where the particles’ orientation in a chain-like structure influenced
the magnetostriction considerably.

All of the aforementioned works on low-modulus MRE are known to use some form
of additives to reduce the stiffness of the matrix. In fact, the fabricated MRE samples have
disproportionately lower modulus than the bare silicon rubber. As an example, the low
storage modulus of MRE obtained in the work of Saveliev et al. [2] is actually significantly
lower than the bare PDMS. Lötters et al. [32] reported that the storage modulus of PDMS
fabricated with the standardized ratio of 10:1 with its curing agent was 250 kPa. Such
value of storage modulus is expected to increase when magnetic particles are added to
the PDMS to fabricate the MRE without using any form of additives such as plasticizer or
chain extender modifier. Indeed, it has become apparent that the nature of magnetostriction
behavior of MRE is significantly affected based on the constituent materials, particles’
concentrations, distribution and sample shape as well as the elastic modulus of the polymer
matrix. Although the use of the low modulus of MRE can produce higher magnetostriction
value [2], problems such as short lifespan and low durability should arise when integrating
the MRE in some high-performance sensor application [33]. As an example, for a multi-
fingered sensor hand of a robot which is required to dexterously grasp and manipulate an
object, the use of low modulus of elastomer may cause handling problems and be unable to
bear a larger load due to unstable structure, and thus limiting the application to relatively
light and soft objects only [34,35]. Additionally, the majority of works on magnetostriction
of MRE based on SRFE focuses on the study of a low stiffness elastomer. The popularity
of utilizing soft silicon rubber has limited the investigation of MRE with storage modulus
higher than 300 kPa. In fact, reported storage modulus values of MRE based on SRFE in the
literature range from 13.5 kPa [30] to 200 kPa [1,36] while Young’s modulus takes values
from 0.25 [29] to 1100 MPa [7] in magnetostriction studies.

A higher storage modulus indicates that the material can store more energy. As an
example, at very low frequencies, the rate of shear is very low, and hence, the capacity to
retain the original strength of the media is very high. The rate of shear increases as the
frequency and amount of energy input to the polymer matrix chains are increased. Because
the storage modulus determines a polymer matrix’s solid-like character, the higher the
storage modulus, the more difficult it is to break down the polymer matrix and prolong
its durability performance. After removing the applied force, material flow recovery will
be greater than a smaller storage modulus value. Taking these points into consideration,
the magnetostriction of MRE based on SRFE with storage modulus above 300 kPa is
an important matter worthy of investigation. Therefore, this paper presents a set of
experiments to study the magnetostriction of MREs with storage modulus above 300 kPa. In
order to achieve this target, MRE samples are made utilizing polydimethylsiloxane (PDMS)
silicone rubber with different weight fraction of the CIPs, followed by the morphology
investigation to show the microstructure characterization. Then, the field-dependent
magnetostriction and normal force of MRE samples are evaluated and the results are
discussed in the sense sensor applications.

2. Materials and Methods

2.1. Material and Preparation of MRE

The matrix material used to fabricate the MRE samples was polydimethylsiloxane
(PDMS) silicone rubber from SYLGARD™184 (The Dow Chemical Company, Midland, MI,
USA). The base matrix consisted of two parts, a curing agent and a low viscosity of liquid
silicone rubber (base agent) which smoothen its fabrication process and handling. The
density of PMDS-based matrix is 1.1 g/cm3. The particles that used the MRE were carbonyl
iron particles (CIPs) type OM from BASF (Ludwigshafen, Germany). The CIPs had an
average diameter of 5 μm with a spherical shape and were a type of soft magnetic particle.
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The CIPs’ density was approximately 7.874 g/cm3 and the purity of iron in the CIPs
was high (99.9%). This type of CIPs was reported to have high saturation magnetization,
high permeability and low remanent magnetization [37–39]. The experimental procedure
for fabricating the PDMS-based MRE is as follows. Firstly, the base agent and hardener
of PDMS at a weight ratio 10:1 was firstly mixed evenly using a mechanical stirrer at
room temperature for about 10 min. Then, the CIP was added to the mixture and stirred
sufficiently for another 10 min. The final mixture was poured into a mold to ensure a
1 mm thickness of samples. The mold then was placed into a vacuum chamber for 30 min
to eliminate the unwanted bubbles. The curing process was carried out in an oven at
100 ◦C for approximately 35 min without the presence of a magnetic field and the mold
was left to cool down before removing the MRE sheet from the mold. Afterward, the MRE
sheet was cut using a hole puncher into a circular shape with a diameter of 20 mm and
thickness of 1 mm for magnetostriction measurements. In this research, three different
samples varying in CIPs weight concentrations (60, 70 and 80 wt.%) were prepared. The
CIPs concentrations was measured in weight percentages relative to the total weight of the
sample. In an effort to meet the selection criteria (storage modulus of MRE above 300 kPa),
initial tests were performed on the prepared samples to determine the storage modulus.
The range of storage modulus varies from 350 up to 743 kPa depending on the CIP content
in the MRE sample. Table 1 summarizes CIP and PDMS compositions of the fabricated
MREs and their respective storage modulus.

Table 1. Details on the proportions of components and storage modulus of MRE samples.

Samples Particle’s Weight (%) Sylgard 84 (10:1 wt%) Storage Modulus (kPa)

MRE 60 wt.% 60 40 350
MRE 70 wt.% 70 30 680
MRE 80 wt.% 80 20 743

2.2. Microstructure Observation and Magnetostriction Measurements

Field-emission scanning electron microscopy (FESEM) (JEOL JSM 7800F, Tokyo, Japan)
was used to observe the microstructure of PDMS-based MREs. For FESEM, the samples
were sliced into extremely small pieces (5 × 1 mm) and coated with a thin layer of gold
prior to perform the analysis in order to prevent charging of the surface and to provide a
homogeneous surface for analysis and imaging. The cross-section of the samples was exam-
ined at an acceleration voltage of 2 kV under magnifications up to 1200×. Magnetostriction
measurements were conducted using a commercial rheometer (Modal: Physica MCR302,
Anton Paar, Graz, Austria equipped with a MR device (MRD 170/1 T). The intensity of
the magnetic field was controlled by adjusting the current applied to the electromagnetic
coil. The MRE samples were placed between a parallel base plate and the pedestal. The
magnetic field was generated perpendicular to the disk plane and going through the sam-
ples. In order to ensure a homogeneous magnetic field is being applied on the MRE sample,
the two-part metal cover was used to close the magnetic generator (MRD 170 controller).
Figure 1a,b show the schematic of the rheometer (MCR302) and the two-part metal cover
(MRD 170 controller). It is noted that the H vector arrows representing the flow of magnetic
field shown in Figure 1 are an idealized concept of magnetic flow within the rheometer
and do not indicate field concentration areas. This kind of ideal working condition to
illustrate the magnetic flow within the rheometer is normally provided by the rheometer
manufacturing company (Anton Paar in this work). In addition, it is remarked that the
research on the simulation of actual field flow is beyond the scope of this work.

The magnetostriction measurement was carried out as follows. The current (I) was set
using the computer and supplied to the electromagnet coil to generate a uniform magnetic
field, H on the MRE. The current between 0 to 3 A was varied to achieve magnetic field
excitations in the range of 0 to 0.6 T during the tests. Table 2 describes the current magnitude
relative to the magnetic field. The change in length (Δl) of the sample (magnetostriction)
was detected by the parallel base plate and determined from the difference between the
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initial (l) and the final length of the sample as given in Figure 1c. In comparison with the
most commonly used strain gauge method, magnetostriction measurements via rheometer
method are tailored toward samples having extremely thin thickness (approximately 1 mm)
and being small in diameter. In such cases, attachment of a conventional strain gauge to a
soft and small MRE can possibly alter its deformation and magnetostriction measurement.
Conversely, the existing strain gauge method may work well for classical magnetostrictive
materials which are usually relatively rigid (the elastic modulus is in range of 1011 Pa).

Figure 1. Experimental set-up of magnetostriction measurement (a) Schematic illustration of rheome-
ter, (b) the two-part metal cover (MRD 170 controller) and (c) schematic illustration of the MRE under
a magnetic field: H is the magnetic field intensity, l is the length of sample.

Table 2. The current magnitude relative to the magnetic field.

Current (A) Magnetic Field (T)

0 0
1 0.21
2 0.39
3 0.61

3. Results and Discussion

3.1. Morphology Characteristic

Figure 2 shows the cross-section surface imaging for all three microstructures of the
MRE samples. A random distribution of CIPs which forms an isotropic structure was
observed homogenously distributed and well embedded within the elastomer matrix.
However, some voids seemed to appear as well. Figure 2a represents the MRE with 60 wt.%
with a little agglomeration of CIPs, though the level of agglomeration as well as voids
increase with higher CIP concentration. The same observation is noticeable in Figure 2b,c
for samples with 70 and 80 wt.% CIPs, respectively. Furthermore, the higher concentration
of CIPs in MRE, the denser the matrix was occupied with CIPs, indicative of lesser space
and closer distance between CIPs.

3.2. Effects of Particles’ Weight Percentage on Magnetostriction of MRE

In general, a particular feature of the material employed in sensors is the ability to
produce a reaction force in order to interact with the external stimulus and to generate
movement. In this study, when the MRE sample was under the presence of magnetic
field, the CIPs embedded within the matrix rubber become magnetized. Concurrently,
the magnetic moments of the CIPs tended to rearrange themselves to be realigned in the
direction of the applied magnetic field. This resulted in interaction between the CIPs and the
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forming of a chainlike structure, which consequently led to deformation or magnetostriction
of MRE. An induced/reaction force, which is also called a normal force, was generated at
the same time. Thus, to better understand the reaction force of the material, the normal
force was studied alongside the magnetostriction under various strengths of magnetic field
(from 0 to 0.6 T). The graphs of magnetostriction and normal force as functions of magnetic
fields are presented in Figure 3.

(a) (b) (c)

Figure 2. Microstructure of PDMS MREs under magnifications of 1200× with CIPs of (a) 60, (b) 70,
and (c) 80 wt.%.
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Figure 3. The curves of (a) magnetostriction and (b) normal force versus the magnetic field with
various concentrations of CIPs.

The curves of magnetostriction as shown in Figure 3a show that all MRE samples
are experiencing an increase in magnetostriction under the influence of a magnetic field,
indicative of the fact that the samples were elongated. The general behavior of such an
increase in magnetostriction can be divided into three main stages. In the initial state, all
MRE samples have not exhibited magnetostriction when a magnetic field was first imposed
until up to approximately 0.1 T. A similar occurrence has been reported in the past work [2]
and such benign effects may be attributed to the higher constraining force of the elastomer
matrix than the magnetized CIP in MRE, which prevents magnetostriction from occurring
at a low magnetic field. From 0.1 until 0.3 T, there was a slight increase in magnetostriction
for all MRE samples, and at this range of magnetic field, the magnetostriction curves
almost coincided, which was the indication of similar increasing rate. A magnetic field
of 0.3 T marked the onset of diverging curves of magnetostriction, where after that point,
MRE 80 wt.% displayed a steeper increase in magnetostriction than MRE 70 and 60 wt.%.
The magnetostriction curves culminated at a magnetic field of 0.6 T with MRE 80 wt.%
exhibiting the highest magnetostriction value (0.075%), followed by the MRE 70 wt.%
(0.05%) and MRE 60 wt.% (0.04%). By comparison, the magnetostriction value obtained
in this study has shown an improvement of 4.5-fold compared to the previous study [1]
for similar CIPs structure (isotropic) and 3-fold for the aligned CIPs (anisotropic), while
applying 25% less maximum magnetic field.
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On the other hand, Figure 3b shows the change of normal force as a function of a mag-
netic field. Overall, all MRE samples with various CIPs weight concertation demonstrated a
gradual increase in the normal force as the magnetic field was increased. Such an increasing
trend was interestingly analogous to the increase in magnetostriction value as increasing
the magnetic field. The rate of increase, as well as the curves’ steepness of the normal force,
were qualitatively similar to the magnetostriction curves. The MRE with 80 wt.% of CIPs
generated the highest maximum normal force, which was larger than 1.5 N at 0.6 T. Such
force was approximately 40 and 70% higher than the MRE sample with 70 and 60 wt.%,
respectively. In terms of sensitivity of the MRE material, the sample with 60 wt.% CIP
demonstrated a high sensitivity towards the normal force, which was capable of detecting
as low as 0.01 N at 0.072 T and thereby making it suitable for sensor applications, since
high sensitivity is required during usage. Table 3 summarizes the relative magnetic field
required of all samples to detect a normal force of 0.01 N.

Table 3. Summary of the sensitivity of the MRE material to detect 0.01 N.

Samples Magnetic Field (T)

MRE 60 wt.% 0.72
MRE 70 wt.% 0.74
MRE 80 wt.% 0.78

The different rates of increase in magnetostriction and normal force at different in-
tensities of magnetic field could be attributed to the critical value of the magnetic field
strength [40,41]. At the initial state, the elastic interactions of the matrix were more domi-
nant than the magnetic interactions (between the magnetized CIPs) due to the magnetic
field strength being lower than the critical value. This led to restrictive movement of
CIPs. This phenomenon has been observed in [40] and was explained by the fact that
the magnetically-induced CIPs were insufficient to overcome the elastic energy barrier
of the elastomer matrix in order to elongate. At a certain critical value of the magnetic
field strength, the elastic interactions were comparable with magnetic interactions. As the
magnetic field exceeded a particular threshold of magnetic field (higher than the critical
value), the magnetic interaction was prevailing over the elastic interactions, which accel-
erated the movement of CIPs for realignment process. As a result, the rate of increase in
magnetostriction and normal force became faster. Figure 4 presents a comparison of the
magnetostriction magnitude with other previous studies regarding the storage and Young’s
modulus of MRE. To some extent, the difference in the constituent materials, particles’
concentrations, distribution and the imposed magnetic field on the MRE made fair and
direct comparison between results difficult. However, a superficial analysis of the orders
of magnitude of the magnetostriction and the respective modulus of the MRE revealed
appealing results. As shown in Figure 3, the magnetostriction values in the present work
are nearly 0.08% with storage modulus of 743 kPa, which well eclipses the previous results.
Thus, it indicated that the aspect ratio of a sample could affect the magnetostriction of MRE
to a certain degree. Additionally, the range of storage modulus from 300 to 750 kPa was an
ideal range for potential applications in force sensors [42,43] and actuators [44–46], since
moderate stiffness could ensure high durability of the sensor device, while maintaining
sufficient magnetostriction magnitude.

It is remarked here that the distribution of the CIP would affect the magnetostriction.
A couple of the previous works have reported that pre-aligning the CIPs along the direction
of magnetic field would increase the magnetostriction value, whereas pre-aligning the
CIPs in the transverse direction would decrease the magnetostriction value. However,
this phenomenon has not always been the case, since other works demonstrated lower
magnetostriction value compared to random distribution. This is attributed to the increase
in MRE stiffness, which inhibits elongation.
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Figure 4. Comparison of magnetostriction obtained versus the storage/Young’s modulus [1,4–7,36].

3.3. Normal Force under Cyclic Magnetic Loading at Different Strains

The following sets of experiments were designed from the viewpoint of practical sensor
applications. Such experiments could be used to evaluate the reusability and reproducibility of
the generated normal force of the MRE. In order to simulate the material used under real settings,
the MRE was subjected to continuous cyclic increase and decrease in the magnetic field between
the maximum field amplitude (H = 0.6 T) and zero magnitude. The stepwise increase and
decrease in the magnetic field were consecutively repeated several times (10 cycles of stepwise
increase and decrease) at shear strain of 0.01%, 0.1% and 1%. In addition, previous works have
reported that hysteresis phenomena such as storage and loss modulus and magnetostriction
were evident in MRE [40,41,47,48]. Therefore, it should be expected that there would be
hysteresis in the normal force as well. In this section, the MRE of 80 wt% was chosen for a
further hysteresis analysis since it showed the highest normal force value. Figure 5 shows
the change in normal force of MRE with 80 wt.% CIP as function of stepwise magnetic fields
between zero field and 0.6 T. The color transition from light to dark blue of curves denoted
the stages of the cyclic experiment, where the light and the dark colors indicated the initial
and final stage of the magnetic cycle, respectively. In Figure 5a, the relative curve of increase
and decrease in normal force as a result of the imposing and removing of a magnetic field is
evidently nonlinear. The path corresponding to the ascending and descending of normal force as
a function of magnetic field at strain amplitude of 0.01% differs, indicative of hysteresis behavior
in the MRE material. It is observed that the descending branch of normal force was larger than
the ascending branch. Qualitative comparison between the initial and each subsequent cycle
of magnetic field loading showed the curves shifted upward and tended to reach saturation
in the last few cycles. At strain amplitude of 0.1%, the change in normal force as a function of
magnetic load has similar characteristics to the strain of 0.01% as given in Figure 5b. It is seen
that the normal force at strain amplitude of 0.1% increases with the increasing magnetic field
intensity and decreases with decreasing magnetic field intensity. Overall, all curves’ shapes
of ascending and descending of normal force were reproduced very well for the three-shear
strain imposed. A quantitative comparison between every cycle of magnetic field showed little
variations in patterns of ascending and descending of normal force. The maximum normal
force, however, decreases with increment of shear strain, and this was due to the shear stress on
the MRE material. With increasing shear strain, the inter-CIPs distance decreases and under
the influence of a magnetic field, the magnetic moment in every CIP was induced and rotated.
As a result, CIPs tended to align in the direction of the external magnetic field and induced
an attraction force within each CIP. The closer distance between CIPs led to a greater force of
attraction between the CIPs. However, at a larger shear strain, the structure formed between the
magnetized CIPs might break and consequently reduce the elastic energy boundary. Previous
works [49,50] have reported that the elastic modulus of MRE decreases with increasing shear
strain, and this caused the normal force to decrease as well.
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Figure 5. Comparison of normal force at shear strain of (a) 0.01%, (b) 0.1% and (c) 1% versus the
magnetic field.

Similar phenomenon such as the descending branch of normal force above the ascend-
ing branch could also be seen, as well as the upward shift of normal force curves as the
number of loading cycles increases, though the maximum normal force value decreases to
nearly 0.4 N when imposing higher shear strain (0.1%) than previous shear strain amplitude
(0.01%). In addition, increasing the shear strain amplitude to 1% hardly affected the curve
of normal force as given in Figure 5c. Regardless of whether the comparative basis was
the nonlinear shape of the ascending and descending of normal force or the pronounced
upward shift of normal force curves with the increase in loading cycles, the MRE material
nonetheless exhibited hysteresis phenomenon at a strain amplitude of 1%. The increase
in strain amplitude from 0.1% to 1% resulted in lower magnitude of maximum normal
force (slightly above 0.3 N at 1% strain), and while this figure was considered the lowest
maximum normal force among all shear strain amplitudes, the highest maximum normal
force was evidently produced at strain amplitude of 0.01% (slightly above 0.5 N). In order
to quantify the hysteresis phenomenon in MRE, the employment of the changes of the
maximum normal force (λ) during the course of increasing/decreasing in the magnetic
cycles was examined. In particular, the shift, λ, is calculated by subtracting the relative
maximum normal force in the nth (Fn) from the maximum normal force (F1) in the initial
cycle. The total subtraction value (ΔF) is then divided by F1. The constitutive equation to
determine λ is given by:

λ = (Fn − F1)/F1, (1)

Figure 6 shows the curves of parameter λ, which commendably reflects the changes
of the maximum normal force of MRE in the magnetic cycles for the three different strain
amplitudes imposed. For all three data sets, the parameter λ tended to grow with the
continuous increase in number of cycles until a saturation point was reached. At shear
strain of 0.01%, the increases of parameter λ were measured on the order of 18% and
saturated at the 7th cycle. Meanwhile, under the shear strain of 0.1%, the curves of
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parameter λ demonstrated an almost similar growth trend to the strain of 0.01%, though the
former marginally instigated a larger shift of normal force magnitude (about 5% higher).
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Figure 6. Dependence of the parameter λ on the number of cycles loading.

Significant changes could be seen within the first cycle and only moderate changes
(3%) for the following cycles. A linear increase in parameter λ could also be observed
with the corresponding rates of its growth per cycle, which was approximately 3% from
the second cycle up to the saturation point (7th cycle). The hysteresis nature of the MRE
was more prevalent under shear strain of 1%, with parameter λ measuring a larger value
than its counterpart (about 8% higher than 0.1% strain and 14% higher than 0.01% strain).
Furthermore, at 1% shear strain, the parameter λ continued to grow after the 7th cycle
and saturated much later at the 9th cycle. The high magnitude of λ indicated that the
displacement of interfacial slipping between the CIP and the matrix was large enough to
warrant shifting of maximum normal force, and that the relative shift of maximum normal
force accumulated with the increases of cyclic loading. A comparison between the first
cycle and second cycle has a significant increase in parameter λ for all values of shear
strain and such behavior was more predominant with higher shear strain. A considerable
change of λ in between the first cycle and second cycle were congruent with the initial
(increasing/decreasing magnetic field) curve of normal force from the subsequent cycles
as depicted in Figure 6. Similar phenomena have been reported for magnetic hysteresis
behavior [51], dynamic modulus [40], normal force [40,48] and dielectric permittivity [52].
A large change of λ between the first and second cycle implied that principal restructuring
of the CIPs occurred during the first cycle, which resulted in major shift of maximum
normal force, but minor in the subsequent cycle. The underlying reason for the hysteretic
behavior in MRE could be attributed to the dependence of CIPs restructuring/restructuring
on the history of magnetic loading-unloading.

An examination on the CIP’s state of motion might reveal what likely transpires on the
microscale level and possibly explain the working mechanism behind the MRE hysteresis
phenomenon. Theoretically, the MRE hysteresis phenomenon was related to the transition
of phases of the continuous loading cycle. At zero magnetic field, the CIP and matrix of the
MRE were in equilibrium, and when exposed to a magnetic field, the CIP tended to move
along the direction of the magnetic field from its initial position, while being pushed by the
attraction from the nearest neighboring CIP. The distance between the CIP and its origin
position grew, while the distance between CIPs closes and the CIPs interacted. As a result,
the elastomer molecular chain stretched longer, producing a magnetostriction effect in the
MRE sample. Correspondingly, as the magnetic field was gradually decreased to zero from
its maximum value with a constant shear, the CIP was inclined to return back to its initial
position driven by the elastic force of the elastomer matrix. The CIP, however, has not
immediately returned to its initial position, but relocated to a new position, which led to
some remanent appearing. This caused the initial value of normal force to shift as compared
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to the previous cycle. Over the course of continuous cyclic ascending and descending of
the magnetic field, the remanent along with the stretching of the elastomer molecular chain
grew, thus shifting the maximum normal force to a higher value until a state of saturation
was achieved. Additionally, larger shear strain caused larger bond rupture between the
CIP and the polymer matrix, which was an interesting corollary to the increase in distance
between the CIP and its initial positions. Consequently, the displacement of interfacial
slipping between the CIP and the matrix was also increased with larger shear strain, and
hence, a larger shift of maximum normal force taken place.

Table 4 summarized the field-dependent magnetostriction of MRE currently available
in the literature along with the storage modulus value. A direct and shallow comparison
between the studies demonstrates a disproportionately higher magnetostriction magnitude
for the low modulus of MRE than the midrange modulus of MRE. In spite of this, an assess-
ment on other factors such as the costs of the manufacturing of such materials, the durability
performance and the types of sensor application may reveal an interesting outcome.

Figure 7 is a representation of the state-of-the-art robotic gripper utilizing MREs as a
force sensor. The robotic gripper, which has a simple structure, can grasp diverse arbitrary
objects, while the force sensor attached to the end effector of the gripper can measure
the reaction forces. When assigned to repetitive tasks and prolonged use of the robotic
gripper, several issues which are often associated with the durability of MRE such as
elastic stretching, cross-link disengagement, inelastic deformation, structural shift by phase
transformation, microplasticity and microphase separation can arise [53,54]. In particular,
the implementation of low-modulus MRE on the robotic gripper can theoretically accelerate
these processes within a finite interval of time, and consequently, permanent deformation
or a non-reversible change in shape of the MRE may ensue. Such phenomena can be further
explained by the fundamental principle of storing energy performance in MRE. A material
with a higher storage modulus has the potency to store more energy. For example, the rate
of shear is low at very low frequencies, hence, the capability to retain the original strength
of the media is high. As the rate of shear increases with frequency, the amount of energy
stored to the polymer matrix chains also increases. The storage modulus, which primarily
determines the elastomer matrix’s solid-like character, also plays an important role in the
strength and rigidity of the material. A midrange modulus MRE possesses better strength
and is harder to break down its elastomer matrix than the low-modulus MRE. Shape-
retaining and recovering after removing the applied force will be better with a midrange
modulus MRE than that of a low-storage modulus. Therefore, the implementation of a
midrange modulus MRE as a sensor can improve its durability performance and prolong
its life cycle.

Figure 7. The cycle of use of soft robotic gripper with MREs.
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Table 4. Selected studies investigating the magnetostriction of MRE along with the storage modulus value.

Modulus (kPa) Magnetostriction Reference

13.5 11.6% Abramchuk [30]
47 9.2% Diguet [31]
47 20% Saveliev [2]
47 0.0134% Guan [1]

350–743 0.04–0.075% This work

4. Conclusions

The current work presented comprehensive investigation of magnetostriction in MRE
with moderate modulus by imposing the homogeneous magnetic field. Apart from mag-
netostriction, the MRE has the capability to produce a reaction force called the normal
force. The MRE samples with different concentrations of CIPs ranging from 60 to 80 wt%.
were successfully prepared. The highest magnetostriction achieved by the MRE of 80 wt%
CIP was 0.075% and the normal force produced was 1.56 N at 0.6 T. The measured magne-
tostriction was considered as an improvement over the MRE with similar range of modulus
found in the literature. Nevertheless, the magnetostriction improvement is regarded as not
outstanding (approximately 3-fold higher than the previous work [1] for the aligned CIPs
and 4.5-fold for similar CIPs structure). This would certainly depend upon the comparison
of the relevant fabrication and experimental parameters such as the intensity of magnetic
field (25% less maximum magnetic field than [1]), stiffer MRE samples (nearly three-fold
higher storage modulus than [1]) and the structure of the embedded CIPs in MRE. As such,
the trivial enhancement of magnetostriction achieved can still be particularly valuable in
soft sensor design that requires a corresponding increase in the magnitude. Meanwhile,
the results demonstrated that the MRE with 60, 70 and 80 wt% showed a trend of increase
in the magnetostriction percentage and normal force that was parallel with the increased
concentration of CIPs. With regard to the sensitivity of the MRE material, as low as 0.01 N
of normal force can be detected while employing a small amount of magnetic field (0.072 T).
In general, high sensitivity with change in magnetic field is sought after in soft sensor
applications. In particular, a soft robotic gripper with an MRE will be able to have an
infinitesimal deformation upon being triggered by a magnetic field and thus easier to
predict the response of closing patterns accurately upon contact or touch with the object.
Additionally, such a trait is exceptionally useful for selecting grasping patterns according
to the object nature.

On the other hand, the hysteresis analysis showed that the maximum normal force
produced by the MRE with 80 wt% CIP increases with the number of cycle loads of magnetic
field until a saturation point was reached. The change of maximum normal force was
dependent on the shear strain amplitude. In other words, higher amplitude of shear strain
resulted in greater change of maximum normal force. Based on the presented results, the
midrange modulus MRE herein could be considered as a viable candidate for specific sensor
applications, namely, force sensors [42,43], since moderate stiffness could ensure high
durability of the sensor device, while maintaining sufficient magnetostriction magnitude.
Characterization of various temperature effects on the magnetostriction performance will
be a beneficial starting point for future work given that the utilization of MRE in sensor will
not be restricted to a particular scenario, yet able to function even in extreme conditions. It is
finally noted that manufacturing of a specific MRE-based sensor device and its experimental
performances such as accuracy and signal producing remain as future works.
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Abstract: We report a specially designed magnetic field gradiometer based on a single elliptical
planar Hall effect (PHE) sensor, which allows measuring magnetic field at nine different positions
in a 4 mm length scale. The gradiometer detects magnetic field gradients with equivalent gradient
magnetic noises of ∼958, ∼192, ∼51, and ∼26 nT/m

√
Hz (pT/mm

√
Hz) at 0.1, 1, 10, and 50 Hz,

respectively. The performance of the gradiometer is tested in ambient conditions by measuring the
field gradient induced by electric currents driven in a long straight wire. This gradiometer is expected
to be highly useful for the measurement of magnetic field gradients in confined areas for its small
footprint, low noise, scalability, simple design, and low costs.

Keywords: planar hall effect; gradiometer; magnetic sensor

1. Introduction

The detection of magnetic field gradients is important for many applications, including
geomagnetic mapping [1,2], magnetic navigation [3,4], current sensing [5,6], medical
diagnosis [7,8], etc. To perform detections in confined spaces, especially where the compact
form factor is highly important (e.g., any portable [9] or wearable electronic devices [10–12],
body implants [13], etc.), the sensors should have low equivalent magnetic noise and
a small footprint as the minimum baseline (the distance between two sensors) of the
gradiometer is decided by its footprint. Although there are gradiometers that can quantify
the field gradient by measuring the magnetic field only at a single point [14], commonly,
the determination of the magnetic field gradient requires magnetic field measurements at
two or more locations.

Planer Hall effect sensors have the features required for confined space gradiometry:
small footprint and high field resolution. Compared to other magnetoresistive sensors, they
exhibit very low equivalent magnetic noise (EMN or resolution), especially at very low
frequencies [15–17]. Previously, EMNs of ∼5 pT/

√
Hz at 10 Hz and less than 25 pT/

√
Hz at

50 Hz were reported for elliptical PHE sensors with and without magnetic flux concentrators
(MFCs), respectively [16,17]. Here, the area of the magnetic ellipse with a major axis length
of 5 mm (aspect ratio of 1/6) without MFCs is only ∼5 mm2, whereas for high-resolution
sensors such as superconducting quantum interference device (SQUID) magnetometers
[18] or conventional fluxgate magnetometers [19], they have at least a one-order higher
footprint, which makes them unsuitable for many confined space measurements. Moreover,
some of these high-resolution magnetometers are operated at cryogenic temperatures and
require bulky instrumentation. PHE sensors on the other hand are known for their room
temperature operation, low temperature dependence [20], simple design and fabrication,
linearity, and portability. These important characteristics make them ideal for gradiometer
applications in confined spaces.
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Here, we discuss the fabrication and testing of a specially designed elliptical planar
Hall effect gradiometer (EPHEG) with nine sensing positions in a 4 mm length scale
and a footprint less than 5 mm2. Since the excitation current is shared by all sensing
positions, the power consumption is 9 times smaller than the power needed to operate nine
separate sensors. Moreover, the EPHEG can be used in smaller volumes than nine separate
elliptical sensors and has redundancy in case one voltage pair fails during a measurement.
Our EPHEG presents low equivalent gradient magnetic noises of ∼958, ∼192, ∼51, and
∼26 nT/m

√
Hz at 0.1, 1, 10, and 50 Hz. We also demonstrate the gradiometer performance

by measuring the field gradient induced from a current-carrying long straight wire in
ambient (outside the magnetic shield) conditions.

2. Experimental Techniques

Al2O3(60 nm)/Ta(5 nm)/Permalloy (Ni80Fe20, Py)(50 nm)/Ta(5 nm) films are sputter
deposited on Si/SiO2(naturally oxidized) wafers by ion beam sputtering (Intelvac Nanoquest
I, Ontario, Canada). Elliptical shapes with a major axis (a) length of 5 mm and minor axis (b)
length of 0.833 mm are patterned via photo-lithography, ion milling, and wet etch processes.
Gold electrical contact pads of ∼1.5 times the thickness of Py are deposited and patterned
via photo-lithography and lift-off processes in a second stage. Figure 1 shows a schematic
diagram of an EPHEG including the configuration and dimensions of its electrical contacts.
Sensitivity is measured in zero dc field by measuring the PHE signal with an ac magnetic
field (100–200 nT) generated by a home-built, calibrated solenoid kept inside a magnetic
shield (AMUNEAL MFG CORP, Philadelphia, PA, USA). For noise characterization and
sensitivity measurements, the sensor is excited along the magnetic easy axis (long axis of the
ellipse) with an ac current (1210 Hz) of different amplitudes employing a PXI-5421 function
generator. Using an ultra-low noise transformer-matched amplifier (TMA, home built) [21],
the transverse PHE voltage is amplified and digitized using a 24-bit sigma-delta analog
to digital converter model PXIe 4464, from National Instruments. Noise measurements
are performed inside a 3-layer Mu-metal magnetic shield to mitigate the effect of the
ambient field and electromagnetic interferences. Gradient sensitivity and equivalent
gradient magnetic noise are calculated from the measured sensitivity and voltage noise
spectral densities of different voltage pairs, respectively. For testing and demonstration,
the magnetic field from a long thin straight wire (length ∼1.5 m, radius ∼0.1 mm) carrying
an ac current (5 Hz) is measured using the same instruments and electronics used for noise
measurements in an open environment (outside the magnetic shield) and compared to
the theoretical values calculated by Ampere’s law. All measurements are performed at
room temperature.

Figure 1. (left) Schematics of EPHEG geometry (not to scale). The orange regions are gold electrical
contact pads. The long and short axes of the ellipse are labeled as a and b, respectively. The sensor is
excited between Ix1 and Ix2, and the transverse signal is measured across any of the parallel 9 voltage
pairs (marked from 1 to 9). bn is the distance between voltage pairs n. (right) Photograph of a sensor
on a dime as a size reference.
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3. Equivalent Magnetic Noise Characterizations

Our EPHEG consists of nine parallel voltage pairs that are equally spaced along the
x-axis with a separation of 0.5 mm between each pair (Figure 1). To explore the position
dependence of EMN, we measured the sensitivity (Sy) and noise at all voltage pairs.

The Sy of the EPHEG is defined as the ratio between the transverse voltage Vy (voltage
across the parallel voltage pairs 1 to 9 in Figure 1) and the in-plane magnetic field B applied
along the short axis of the ellipse given a current Ix flowing between Ix1 and Ix2 (Figure 1).
For magnetic fields much smaller than the magnetic anisotropy field, Sy in V/T is given
by [22]:

Sy =
Vy

B
= Ix · Δρ

t
· 1

He f f
= Ix · ΔR · 1

He f f
(1)

where Δρ is (ρ‖ − ρ⊥), ρ‖ and ρ⊥ are the resistivities when the magnetization is parallel

and perpendicular to the current, t is the film thickness, ΔR is Δρ
t , and He f f is the effective

anisotropy field, which is the sum of the shape-induced anisotropy and growth-induced
anisotropy [23].

Sy for all the nine parallel voltage pairs is measured for several excitation currents and
is found to be linear with the excitation (FIG. S1 in the supporting information (SI)). Sy for
Ix ∼130 mA (peak) and different voltage pairs is listed in Table 1. We note a systematic
change in Sy; Sy is maximum for the middle voltage pairs, and it decreases towards edge
pairs. Based on Equation (1), Sy depends inversely on He f f . He f f is lowest at the middle
voltage pair (pair 5) and increases gradually towards the edge pairs. The reduction in Sy
(∼21% reduction from the middle to edge pair), however, is mostly due to the reduction in
ΔR rather than the nominal increase in He f f (only ∼ 6%).

Ry (transverse resistance) is at a maximal value at the middle voltage pair and
decreases towards the edges due to the increase in the transverse distance (bn) between
the parallel voltage pairs (see the schematic in Figure 1). Ry, He f f , ΔR, and bn for different
voltage pairs are also tabulated in Table 1. The two-probe longitudinal resistance (Rx) and
AMR ratio of the film are ∼38 Ω and ∼1.9 %, respectively.

Equivalent magnetic noise (EMN or Beq) is defined as follows [21,22]:

Beq( f ) =
eΣ( f )

Sy
(2)

where Sy and eΣ are the sensitivity (given by Equation (1)) and total noise spectral density,
respectively. eΣ has different contributions from 1/ f , Johnson (thermal), and preamplifier
noises and can be expressed as follows [21]:

eΣ( f ) =

√
I2
x R2

x
δH

N.
cVol. f α

+ 4kBTRy + e2
amp (3)

where δH is the Hooge parameter [24]. NC is Permalloy’s free electron density of (1.7 × 1029/m3).
Vol is the sensor’s effective volume, where the electrons contribute to the conduction process in
a homogeneous sample. f is the frequency. α is a constant. kB is the Boltzmann constant. T is
the temperature of the sensor. Ry is the resistance across the voltage terminals, and eamp is the
total noise of the TMA [21]. Beq is obtained by measuring Sy and eΣ separately [22].

Each EMN vs. frequency data between 0.1 and 100 Hz is fitted with Beq( f ) =
√

c2
0 + ( c1

f β )
2

(where c0, c1, and β are fit parameters [17]). From the fit, EMN at a specific frequency
is extracted. EMN for different voltage pairs with an excitation current of ∼ 130 mA is
shown in Figure 2 for four different frequencies. It can be seen that the best EMNs are
in the middle voltage pairs and can be attributed to the observed high sensitivities and
comparatively larger effective volumes (due to larger bn). Similar changes in EMN with
voltage-pair positions are also seen for lower excitation (Table S1 in the SI). The best EMNs
measured are ∼29 pT/

√
Hz, ∼62 pT/

√
Hz, ∼279 pT/

√
Hz, and ∼1322 pT/

√
Hz at 50, 10,
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1, and 0.1 Hz, respectively, for voltage pair number 5. The obtained EMNs closely resemble
those in our previous study with respect to similar thickness (50 nm) elliptical PHE sensors
where we explored the thickness dependence of EMNs [17].

Table 1. Typical values of Ry, He f f , Sy (for Ix = ∼130 mA (peak)), ΔR, and bn for different parallel
voltage-pairs of EPHEG.

V-Pair Ry He f f Sy ΔR bn
No: (Ω) (Oe) (V/T) (Ω) (m)

1 10.05 5.68 17.83 0.0778 4.200 × 10−4

2 11.14 5.44 22.43 0.0938 5.866 × 10−4

3 11.53 5.43 23.06 0.0964 6.837 × 10−4

4 11.57 5.35 23.62 0.0973 7.365 × 10−4

5 11.79 5.35 23.68 0.0975 7.533 × 10−4

6 11.61 5.43 23.39 0.0974 7.365 × 10−4

7 11.49 5.46 23.02 0.0966 6.837 × 10−4

8 11.07 5.52 22.70 0.0966 5.866 × 10−4

9 10.12 5.66 18.01 0.0781 4.200 × 10−4

Figure 2. Plot showing the variation of EMN with the position of the voltage pairs for 50, 10, 1, and
0.1 Hz frequencies and for the highest excitation current of ∼130 mA.

4. Equivalent Gradient Magnetic Noise

Our EPHEG with nine voltage pairs can be treated as an array of nine sensors that
are placed linearly at 0.5 mm separation between each pair. Considering that the noise
measurements are performed in a three-layer magnetically shielded environment, and
by employing extremely low noise TMA, the noise sources of any two voltage pairs
can be approximated to be completely uncorrelated. The equivalent gradient magnetic
noise (gradient resolution, EGMN, or grad_Beq) of two sensors with noise sources that are
uncorrelated can be defined as follows.

grad_Beq =
Total voltage spectral noise density( f )

Gradient sensitivity
(4)

Here, the total voltage spectral noise density (TVSND) can be calculated from individual
voltage spectral noise densities (VSNDs) of the two separate sensors as follows:

TVSND( f ) =
√

VSND1
2( f ) + VSND2

2( f ) (5)
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where VSND1 and VSND2 are the voltage spectral noise densities of sensors 1 and 2,
respectively, in V/

√
Hz. The denominator gradient sensitivity (GS) in Equation (4) is the

sensitivity towards the gradient field and is defined as follows:

GS =
∣∣B1 · Sy1 − B2 · Sy2

gradB
∣∣ (6)

where B1 and B2 are the magnetic field acting on sensors 1 and 2, and Sy1 and Sy2 are their
respective sensitivities in V/T. gradB is the magnetic field gradient in T/m.

Equation (6) can be rewritten as follows:

GS =
∣∣Δd · Sy1 +

B2(Sy1 − Sy2)

gradB
∣∣ (7)

where Δd is the distance between the sensors. Equation (7) shows that GS depends both
on the strength of the magnetic field and the gradient field. GS does not depends on the
field strength only when both sensors have the same sensitivity: Sy1 = Sy2. Selecting a
pair of leads with a larger distance will result in higher gradiometer sensitivity. On the
contrary, as this distance increases, the capability of the gradiometer to reject interferences
generated by other sources of field decreases. This is an important parameter, for example,
in real-world scenarios where many sources of interference are present [25]. The multi-lead
approach applied with this sensor allows the user to select an optimal sensitivity/rejection
configuration that is most applicable to his specific use case. In the case of EPHEG, for
obtaining a better GS, we choose two voltage pairs that are farther apart as possible and
have the same or very similar Sy. From Table 1, it is clear that Sy of voltage pairs that are
relatively at the same positions from the middle of the sensor have similar sensitivities; i.e.,
voltage pairs 1–9, 2–8, 3–7, and 4–6 have similar sensitivities. Out of these 4 voltage pairs,
1–9 are the farthest pairs and are expected to provide the highest GS and subsequently the
best EGMN.

From the Sy of each voltage pair measured for the same excitation, GS is calculated
for two voltage pairs having similar sensitivities for an arbitrary constant ΔB of 1 nT
(ΔB = B1 − B2, B1 and B2 are the magnetic field at positions 1 and 2, respectively). TVSND
is calculated from the respective VSNDs according to Equation (5) and EGMN is calculated.
The calculated frequency dependence of EGMN is fitted with the following:

grad_Beq( f ) =
√

a2
0 + (

a1

f γ
)

2 (8)

where a0, a1, and γ are fit parameters. Figure 3 shows the EGMN vs. frequency for
four different dual voltage pairs. For clarity, data and fit together are shown only for the
1–9 dual voltage pairs, and for all others, only the fit according to Equation (8) is shown.
As expected, the best EGMN is obtained when measurement voltage pairs are the farthest
apart. The EGMN obtained are ∼958, ∼192, ∼51, ∼26, and ∼25 nT/m

√
Hz (pT/mm

√
Hz)

at 0.1, 1, 10, 50, and 100 Hz, respectively, with fit parameters a0, a1, and γ as 3.76 × 10−9,
4.43 × 10−8, and 0.69, respectively.

In comparison with other gradiometers, SQUID-based gradiometers have the best
reported gradient field resolution <100 fT/m

√
Hz followed by atomic magnetometers with

<10 pT/m
√

Hz [26–28]. Fluxgate and magnetoelectric gradiometers reported gradient
resolutions <1 nT/m

√
Hz [29–31]. If we compare the EGMN of a fluxgate gradiometer with

baselines of 100 mm [29] and 600 mm [30], they have 0.52 nT/m/
√

Hz and 0.03 nT/m/
√

Hz
gradient resolutions, respectively, and they are at least two orders higher than our EPHEG’s
EGMN. However, the reported baselines of these sensors are several times higher than that
of our EPHEG sensor, which has a maximum baseline of 4 mm and a minimum baseline of
0.5 mm. The EMN of our EPHEG ‘s middle pair is 29 pT/

√
Hz, which is better than or

within the range of many high-end MEMS fluxgate sensors of smaller size [32,33]. However,
the very small baseline of EPHEG has a negative impact on the overall EGMN.
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To demonstrate the performance of the EPHEG, the field gradient from an ac current
(1 mA, 5 Hz) carrying a long thin straight wire (length ∼1.5 m) is measured in the ambient
conditions (outside the magnetic shield) and compared with the theoretical values. For
measurements, a calibrated EPHEG is placed near the wire such that the field lines from the
wire are in-plane and perpendicular to the long axis of the sensor, as shown schematically
in the inset of Figure 4. Starting from a position very close to the wire, the EPHEG is
moved (in 4 mm steps) radially outwards on a rail that has precision control on the lateral
movements. At each position, the magnetic field is measured by the five different voltage
pairs (five alternate pairs covering a total distance of 4 mm) separately with a bandwidth of
0.1 Hz. After measuring all five pairs at a position, the sensor is moved radially outwards
4 mm to a new position and all five pairs are measured again. This procedure is repeated
to obtain the field vs. distance plot shown in Figure 4. The error bar on each measurement
point represents the standard deviation of ten measurements, and the experimentally
measured magnetic fields agree well with the theoretical field values. The lowest gradient
field calculated from this measurement is ∼100 nT/m at ∼40 mm.

Figure 3. Frequency– dependence of EGMN of 4 voltage pairs 1–9, 2–8, 3–7 and 4–6. Data and fit
according to Equation (8) are shown only for the 1-9 voltage pairs. For clarity, only the fit is shown
for remaining pairs.

The gradient field resolution improves with the increase in the baseline, and in applications
where the gradient field is relatively homogeneous in the sensor’s volume, measurement
errors can be reduced by averaging the output of several sensor pairs [34,35]. To find out the
performance limit of EPHEG, the magnetic field is measured by five different voltage pairs
(averaging 20 measurements at each voltage pair) that are separated 1 mm apart (i.e., alternate
voltage pairs) covering a total length of 4 mm at a distance of ∼ 40 mm from the wire. At this
distance, the magnetic field variation with radial distance from the wire can be approximated
to be linear and the slope will give the field gradient. Figure 5 shows the magnetic field from
a wire carrying 0.2 mA and 0.4 mA measured along with linear fits. We define the limit of
the measurement when the slope of the experimental curve deviates ±10% from the slope of
the theoretical one. Accordingly, the lowest magnetic field gradient measured is ∼20 nT/m
(slope = −0.0254 nT/mm) for 0.2 mA and ∼40 nT/m (slope = −0.045 nT/mm) for 0.4 mA. In
terms of linear fit errors, measuring five pairs has a nominal advantage over measuring two
pairs. These values are higher than the EGMN determined for two voltage pairs inside the
magnetic shield and the difference could be attributed to the harsh measurement environment.
Below 0.2 mA, even though the sensor was able to sense the magnetic field, the gradient field

128



Micromachines 2022, 13, 1898

calculation is erroneous, and for excitations below 0.1 mA, the signal was below the noise
floor. Lower bandwidth measurements utilizing all nine voltage pairs are expected to improve
these results.

A comparison of gradient field detectivity of several different types of gradiometers
by converting a uniform field sensor to a gradiometer of baseline of l cm is reported
by J. Javor et al. [14]. Notably, the detectivity of the EPHEG is within the range of
the microelectromechanical system (MEMS)[14], Hall effect [36], Fluxgate [19,37], and
the majority of magnetoresistive gradiometers [14]. Since our EPHEG can sense the
magnetic field at different positions simultaneously, it can find applications in bio-magnetic
sensing [38,39], drug delivery [40,41], and other fields where the speed and flow rate of the
bio-magnetic particles need to be determined.

Figure 4. The variation of the magnetic field from a current-carrying wire with a distance from the
wire (measured outside the magnetic shield) with an EPHEG along with the calculated magnetic
field. The standard deviation of 10 measurements is presented as the error at each point. The inset
depicts the schematics of the measurement setup. The current-carrying wire is in the z-direction
perpendicular to the plane of the figure.

Figure 5. The magnetic field from a wire carrying 0.2 mA and 0.4 mA measured at a distance of
∼40 mm using five voltage pairs. The error bar shown for each data point represents the standard
deviation of 20 measurements.
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5. Summary

In summary, we report the fabrication and performance of a permalloy-based elliptical
planar Hall effect magnetic field gradiometer with nine field-sensing positions. Using
two field sensing positions with a baseline of 4 mm, it can measure the magnetic field
gradients with equivalent gradient magnetic noises of ∼958, ∼192, ∼51, and ∼26 nT/m

√
Hz

(pT/mm
√

Hz) at 0.1, 1, 10, and 50 Hz, respectively. We demonstrate the performance of the
EPHEG by measuring the field gradient from a current-carrying wire using five voltage
pairs with a minimum detectivity of ∼20 nT/m in ambient conditions outside the magnetic
shield. Our simple, low-cost, high-resolution, and small-footprint gradiometer is expected
to be highly useful in measuring gradient fields in confined spaces.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13111898/s1. Figure S1: Excitation current vs Sensitivity (Sy)
plot for different excitation currents for all the 9-voltage pairs showing linear dependency. For clarity,
only one linear fit is shown (for pair number 9). Table S1: EMNs for 2 different excitation currents for
the 9-voltage pairs for 50, 10, 1 and 0.1 Hz frequencies.
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