
mdpi.com/journal/applsci

Special Issue Reprint

Human and Artificial 
Intelligence

Edited by 

Alessandro Micarelli, Giuseppe Sansonetti and Giuseppe D’Aniello



Human and Artificial Intelligence





Human and Artificial Intelligence

Editors

Alessandro Micarelli

Giuseppe Sansonetti

Giuseppe D’Aniello

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Editors

Alessandro Micarelli

Roma Tre University

Roma, Italy

Giuseppe Sansonetti

Roma Tre University

Roma, Italy

Giuseppe D’Aniello

University of Salerno

Fisciano, Italy

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Applied Sciences (ISSN 2076-3417) (available at: https://www.mdpi.com/journal/applsci/special

issues/Human Artificial Intelligence).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-0365-9873-4 (Hbk)

ISBN 978-3-0365-9874-1 (PDF)

doi.org/10.3390/books978-3-0365-9874-1

© 2024 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.



Contents

Giuseppe Sansonetti, Giuseppe D’Aniello and Alessandro Micarelli

Special Issue on Human and Artificial Intelligence
Reprinted from: Appl. Sci. 2023, 13, 5255, doi:10.3390/app13095255 . . . . . . . . . . . . . . . . . 1

Antoine Falconnet, Constantinos K. Coursaris, Joerg Beringer, Wietske Van Osch,
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Prediction of Eudaimonic and Hedonic Orientation of Movie Watchers
Reprinted from: Appl. Sci. 2022, 12, 9500, doi:10.3390/app12199500 . . . . . . . . . . . . . . . . . 43

Dejian Guan and Wentao Zhao

Adversarial Detection Based on Inner-Class Adjusted Cosine Similarity
Reprinted from: Appl. Sci. 2022, 12, 9406, doi:10.3390/app12199406 . . . . . . . . . . . . . . . . . 61

Hongwei Zhang, Xiaojie Wang, Si Jiang and Xuefeng Li

Multi-Granularity Semantic Collaborative Reasoning Network for Visual Dialog
Reprinted from: Appl. Sci. 2022, 12, 8947, doi:10.3390/app12188947 . . . . . . . . . . . . . . . . . 77

Davide Brunetti, Cristina Gena and Fabiana Vernero

Smart Interactive Technologies in the Human-Centric Factory 5.0: A Survey
Reprinted from: Appl. Sci. 2022, 12, 7965, doi:10.3390/app12167965 . . . . . . . . . . . . . . . . . 95

Jungpil Shin, Md. Maniruzzaman, Yuta Uchida, Md. Al Mehedi Hasan, Akiko Megumi,

Akiko Suzuki and Akira Yasumura

Important Features Selection and Classification of Adult and Child from Handwriting Using
Machine Learning Methods
Reprinted from: Appl. Sci. 2022, 12, 5256, doi:10.3390/app12105256 . . . . . . . . . . . . . . . . . 125

Evangelos Karakolis, Panagiotis Kokkinakos and Dimitrios Askounis

Provider Fairness for Diversity and Coverage in Multi-Stakeholder Recommender Systems
Reprinted from: Appl. Sci. 2022, 12, 4984, doi:10.3390/app12104984 . . . . . . . . . . . . . . . . . 139

Lorenzo Spagnoli, Maria Francesca Morrone, Enrico Giampieri, Giulia Paolani,

Miriam Santoro, Nico Curti, et al.

Outcome Prediction for SARS-CoV-2 Patients Using Machine Learning Modeling of Clinical,
Radiological, and Radiomic Features Derived from Chest CT Images
Reprinted from: Appl. Sci. 2022, 12, 4493, doi:10.3390/app12094493 . . . . . . . . . . . . . . . . . 159
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Although tremendous advances have been made in recent years, many real-world
problems still cannot be solved by machines alone. Hence, the integration between Human
Intelligence and Artificial Intelligence (AI) is needed. However, several challenges make
this integration complex. The aim of this Special Issue (SI) was to provide a large and
varied collection of high-level contributions presenting novel approaches and solutions to
address the above issues.

This Special Issue contains 14 papers (13 research papers and 1 review paper) that
deal with various topics related to human–machine interactions and cooperation. Most of
these works concern different aspects of recommender systems (RSs), which are among the
most widespread decision support systems. The domains covered range from healthcare to
movies and from biometrics to cultural heritage. However, there are also contributions on
vocal assistants and smart interactive technologies. In detail, this Special Issue includes the
following papers:

• Falconnet et al. [1] analyze an aspect relating to RSs not significantly explored to
date; namely, the impact of the recommendation message design generated by the
system on the user’s beliefs and behavior about the system and its advice. Specifically,
the authors propose a model to deeply analyze the effects of different presentation
choices and discuss their possible implications.

• Bobadilla et al. [2] deal with another relevant aspect of RSs. They introduce a neural
model to visually represent the relationships between users and items. This can be
beneficial both to the company behind the RS to increase profit and to end users to
receive explanations on a particular suggestion. The latter represents one of the main
objectives of our Special Issue; namely, to facilitate cooperation and communication
between humans and machines.

• Karakolis et al. [3] address a relevant problem in human–computer interaction; that is,
how to obtain provider fairness in terms of user coverage and diversity in RSs consid-
ering not only the target user but all the stakeholders involved in the recommendation
process. The solution proposed in the literature for this problem is in the form of
an optimization problem under constraints, which in this case becomes an NP-Hard
problem. The authors come up with a heuristic approach for its solution and review
the formulation of the problem as proposed in the literature.

• Motamedi et al. [4] explore a personality aspect related to the users’ motivations
underlying their consumption of multimedia resources. They advance a machine
learning-based model for predicting the eudaimonic or hedonic orientation of the
target user. In the movie domain, this translates into predicting whether the user
is more interested in meaningful topic content or entertainment content. This can
provide a significant contribution to the realization of RSs capable of increasingly
satisfying the interests and preferences of the active user.

• Ferrato et al. [5] propose an approach to gather information on the behavior of mu-
seum visitors. Data are collected using low-cost instrumentation and analyzed using
convolutional neural networks. This information can be exploited by the museum
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curators and staff to optimize the arrangement of the artworks and by the visitors
themselves to receive suggestions of personalized itineraries based on their preferences
and interests.

• Unlike some SI papers describing solutions to specific problems affecting RSs in
general, Braham et al. [6] themselves propose a recommender system. Specifically,
their RS exploits the combination of text-based and ontology-based methods to support
developers in finding the most appropriate user interface design patterns for a given
design problem. The authors also report the results of a user study showing how the
testers appreciated the suggested design patterns. This study is also relevant to our
Special Issue for the choice of the proposed RS domain, as the selection of the most
appropriate user interface is fundamental for successful cooperation between humans
and machines.

• Brunetti et al. [7] present a comprehensive and in-depth survey on the advances and
potential advances in the field of smart interactive technologies. In particular, they
analyze the aspects that characterize the Industry 4.0 and 5.0 visions. With their
contribution, the authors highlight once again the importance of considering the
human factor in the design and realization of intelligent systems, which is also the
main objective of this Special Issue.

• Lu et al. [8] propose a handwriting identification method that exploits both the static
features of traditional pen-and-paper writing and the dynamic features of digital
writing. This method allows for classification and recognition through classic machine
learning models and deep neural networks.

• Guan and Zhao [9] introduce a similarity metric to detect adversarial attacks that can
undermine deep neural networks, thus limiting their application in security-critical
fields. Such attacks are made by adversaries simply by adding imperceptible human
perturbations to normal examples, which may prevent their correct classification and
recognition. The experimental results show how adopting this metric can determine a
higher ability to recognize adversarial attacks with respect to similar state-of-the-art
approaches.

• Zhang et al. [10] deal with a human–computer interaction task known in the literature
as visual dialog, in which an agent is trained to engage in a structured conversation
on an image. They present an approach to collaboratively extract information related
to questions by analyzing the dialog history through coding at different granularities.
The experimental results of this study on public online datasets allow us to develop
increasingly effective AI-based assistants capable, for example, of helping visually
impaired people to understand the content of digital images.

• Carmichael et al. [11] explore another compelling aspect of human–computer inter-
action systems. They analyze the impact of information disclosure nudges on the
behavior of chatbot users. Based on the results of a user study, they also propose ways
to make users more aware of their disclosure behavior while interacting with chatbots.

• Shin et al. [12] introduce a machine learning-based model for classifying individuals
as adults or children based on handwritten text and patterns collected via a pen tablet.
This model first identifies the most predictive features through a sequential forward
floating selection algorithm and then performs the classification process through
random forest and support vector machines. The experimental results reported in the
article demonstrate the reliability of the proposed model.

• Spagnoli et al. [13] propose an approach based on semi-automatic segmentation tools
and machine learning algorithms to predict the severity of SARS-CoV-2 infection
from the analysis of chest computed tomography images. Such a system can support
physicians in identifying patients most at risk, demonstrating how the integration of
Human Intelligence and Artificial Intelligence can improve the prognostic evaluation
and treatment of patients affected by COVID-19 and similar diseases.

• In the context of decision support systems supporting healthcare, it is essential to
retrieve all the relevant information to best assist users with medical information needs.
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Di Nunzio and Faggioli [14] address this problem by proposing an intent-aware gain
metric to be used to identify the most promising query reformulation during a search
session in a Consumer Health Search system. These systems represent one of the most
representative examples in which Human Intelligence and Artificial Intelligence must
combine and complement each other to achieve the final goal.

In summary, each paper included in this Special Issue represents a step towards a
future with human–machine interactions and cooperation. We hope the readers enjoy
reading these articles and may find inspiration for their research activities.
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to express our gratitude to all the staff and people involved in this Special Issue.
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Abstract: Advice-giving systems such as decision support systems and recommender systems (RS)
utilize algorithms to provide users with decision support by generating ‘advice’ ranging from tailored
alerts for situational exception events to product recommendations based on preferences. Related
extant research of user perceptions and behaviors has predominantly taken a system-level view,
whereas limited attention has been given to the impact of message design on recommendation
acceptance and system use intentions. Here, a comprehensive model was developed and tested
to explore the presentation choices (i.e., recommendation message characteristics) that influenced
users’ confidence in—and likely acceptance of—recommendations generated by the RS. Our findings
indicate that the problem and solution-related information specificity of the recommendation increase
both user intention and the actual acceptance of recommendations while decreasing the decision-
making time; a shorter decision-making time was also observed when the recommendation was
structured in a problem-to-solution sequence. Finally, information specificity was correlated with
information sufficiency and transparency, confirming prior research with support for the links
between user beliefs, user attitudes, and behavioral intentions. Implications for theory and practice
are also discussed.

Keywords: human–computer Interaction; user experience; decision making; recommender systems;
use intention; recommendation acceptance; message design; information specificity; information
sufficiency; decision-making time

1. Introduction

With the massive increase in available data in recent years, many techniques and
technologies have emerged to help businesses, workers, and customers process such data
more efficiently. Various recommender systems (RSs) have been developed since the mid-
1990s, and many of these systems have been applied to a variety of tasks [1–3]. RSs are
interactive systems that must be designed according to human-centered principles. Human–
computer interaction (HCI) is the science domain that informs and validates design with
respect to user interaction with such a system. In the particular case of an RS, a key design
objective is to assure users understand and accept its recommendations. A large corpus of
design- and development-focused RS papers exists (c.f. Recommender Systems Handbook by
Ricci, Rokach, and Shapira, 2015 [4]).

Among RSs, we can distinguish two popular types of systems: content-based rec-
ommendation and collaborative recommendation. There is also an increasing number of
hybrid recommender systems that combine different types of RSs. Other systems have
appeared in previous years, such as demographic recommendation, utility-based recom-
mendation, and knowledge-based recommendation, but they are less frequent. Differences
between these RSs include the elicitation techniques (i.e., how to collect data and user

Appl. Sci. 2023, 13, 2706. https://doi.org/10.3390/app13042706 https://www.mdpi.com/journal/applsci
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preferences), the recommendation generation algorithm, and the presentation of the rec-
ommendation (i.e., text message, image, video, sound, or a combination of these four
items). In this study, we focused on an RS that produced recommendations in the form of a
text message.

While RSs have received significant attention in recent years, it is important to
observe that they are just one of several ‘advice-giving systems’. “These include ex-
pert systems, knowledge-based systems, decision support systems, and recommender
systems.” [5] (p. 2). However, given the relative obscurity of the term ‘advice-giving sys-
tems’ and the much more frequently used term of ‘recommender systems’—even for
systems that support user decisions where user preferences are not the core element in
the enabling machine-learning algorithm—we use the latter term of recommender sys-
tems hereafter to represent systems that generate and present recommendation messages
to users.

Due to the considerable opportunities and challenges in many domains (e.g., busi-
ness, government, education, and healthcare), numerous studies have been conducted on
RSs [1–3], especially on the comprehension of their performance [6], their design implica-
tions [7–9], and recommendation techniques [3,10]. Thus, prior research has significantly
addressed design implications at the system level [8,9]; however, researchers and scientists
have mostly disregarded the design of the interface [11]. In the rare instances where the
extant literature has focused on RS interface design, recommendations are produced and
put forth following the collection of a user’s interaction data and subsequently juxtaposed
against the attributes of artifacts stored in large repositories. Yet, to date, the impact of
recommendation message presentation on the user’s perception, attitude, and behavior
towards the recommendation has been significantly understudied.

A system’s design alone will not shape its users’ perceptions of trust and the likelihood
of them accepting a recommendation. The nature of the message content is also likely to
play a significant role in affecting users’ beliefs, attitudes, and behaviors, particularly in the
context of managerial decision making [9]. Therefore, as content elements and interaction
elements (e.g., buttons) jointly comprise the processing of recommendations by the user,
a simultaneous and granular analysis of the effects of both design elements is required.
Hence, this study aims to advance the contemporary understanding of RS designs by
exploring different ways to optimize the information presentation and/or interaction layers
of the user–RS interactions. Related factors influence the adoption of AI in real-life contexts,
which is an important aspect of successfully deploying AI. In this study, we investigated
the understanding and acceptance of system-generated recommendations, which is a
very prominent usage pattern of AI. Specifically, we explored presentation approaches for
recommendation messages to increase the likelihood that RS users would trust and accept
system-generated recommendations with minimal effort required. Specifically, our work
aimed to answer the following research questions:

1. What is the effect of message design (characteristics) on a user’s beliefs about system-
generated recommendations?

2. What is the effect of message design (characteristics) on a user’s beliefs regarding the
ease of use and usefulness of the RS?

3. What is the effect of message design (characteristics) on a user’s attitudes and behav-
ioral intentions toward the RS and its recommendations?

4. What is the effect of message design (characteristics) on a user’s behaviors with respect to
decision-making time and the likelihood of accepting system-generated recommendations?

2. Theorical Background

2.1. Recommender Systems

Extensive research has been performed evaluating RSs in their entirety [8,9,12,13]. RSs
have progressed technologically to include machine learning and multi-modal interaction
elements (e.g., Apple’s Siri, Amazon’s Alexa, etc.). Despite this technological progress
and extensive research on RS user experience as a whole, a fundamental investigation

6



Appl. Sci. 2023, 13, 2706

into the optimal construction of recommendation messages has not yet been compre-
hensively conducted, as summarized in the following conceptual piece on the state of
RS-related research:

“Explanations can vary, for example, with respect to (i) their length; (ii) the adopted
vocabulary if natural language is used; (iii) the presentation format, and so on. When
explanation forms are compared in user studies that are entirely different in these respects,
it is impossible to understand how these details impact the results. Therefore, more studies
are required to investigate the impact of these variables” [5] (p. 425). Hence, to create a more
stable foundation for RS researchers and designers, additional studies on the fine-grained
presentation details of recommendation messages are required [5].

2.2. Message Design in Recommender Systems

A typical recommendation message contains two core components, i.e., a described
problem and a suggested solution, which is a frequent rhetorical pattern used in technical
academic writing [14]. For example, in the message “I noticed that you are running out of
soft drinks. Shall I order more?”, the first sentence is the problem while the second is the
solution. Within the problem and solution construct of recommendation messages, several
elements can vary in form, including information specificity—which can relate to either
the problem and/or the solution—information sequence, message styling, and situational
complexity; these elements are defined below.

Problem specificity and solution specificity are motivated by the functional principle
of conveying information in a clear manner [15] and the notion that people have a pref-
erence for descriptions with a higher level of detail [16]. Moreover, the accuracy of the
recommendation positively affects the decision-making process preceding the uptake of the
recommendation [17], while the diversity of recommendations influences user trust, leading
to an increase in the adoption rate of recommendations [18]. Information sequence—i.e.,
presenting the problem then the solution or the solution then the problem—is motivated by
extant healthcare literature that indicates merit for both sequences in health communication
messages [19].

Situational complexity consists of “simple, technically complicated, socially compli-
cated, and complex situations” [20] and is inversely related to the amount of information
available [21]; that is, situational complexity arises when there is uncertainty about the
available options in the specified context and how the available options intermingle with
cognitive demand due to tensions between contradictory elements [22].

Lastly, the styling of text in recommendation messages (e.g., font-weight properties,
such as boldface) may also affect users’ perceptions, according to an empirical study on
perceived professionalism in scientific question-and-answer forums [23]. Although text
styling was not observed to have an impact in [23], the authors urged for the continued
examination of typographical cues (i.e., boldface, italics, and underline) in other applica-
tions. For RSs, where decision-making time is critical, styling cues, such as bolding text,
could help users focus on the most pertinent information at hand. This study extends prior
research [9] by taking a mixed-methods approach to explore the effects of message design
(characteristics) on user experience with both the presented information and the RS.

2.3. Hypotheses Development

Our hypotheses built on the ResQue (recommender systems’ quality of user experi-
ence) model [9] and were partitioned into the following sets of endogenous variables: user
beliefs regarding the recommendation message (information sufficiency and transparency)
and the system (perceived usefulness and ease of use) as well as user attitudes toward
both the recommendation message and system (see Figure 1) and behavioral outcomes
(see Figure 2). The reason for the distinction between the self-reported model and the
behavioral model is that the former explored the user’s experience with each RS message
design explicitly (via the self-reported measures) while the latter did so implicitly (via the
behavioral measures). Therefore, the two models provided a complementary and more
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holistic view of user experience, offering a stronger foundation for emergent implications
and recommendations on how to design RS messages. In the following sections, we will
present our hypotheses for each set of dependent variables.

Figure 1. Proposed self-reported research model.

Figure 2. Proposed behavioral research model.
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2.3.1. Information Transparency and Information Sufficiency

Information transparency is an aggregate user assessment of three dimensions: clarity,
disclosure, and accuracy [24]. For a recommendation message consisting of two parts
of information, a problem and solution, changes in problem and solution specificity are
likely to yield changes in user perceptions of the clarity, disclosure, and accuracy of the
information in the recommendation message, and by extension perceived information
transparency as a whole. Moreover, researchers recommend that RS designers should
simplify the reading of the message by the user by using navigational efficacy, design
familiarity, and attractiveness [25], which will lead to clarity and transparency [9,25,26].
Indeed, the content and format of the recommendations have significant and varied impacts
on users’ evaluations of RS [27]. Linking the latter to message characteristics, it is plausible
that user perceptions of information transparency will be positively affected by (i) changing
the message (text) styling by bolding key parts of the message (i.e., bolding the object being
discussed); (ii) sequencing the information presentation as problem-then-solution (rather
than the reverse); and (iii) communicating simple rather than complex situations.

Thus, the following effects of a message’s characteristics were hypothesized:

Hypothesis 2 (H2). Problem specificity positively impacts information transparency.

Hypothesis 4 (H4). Solution specificity positively impacts information transparency.

Hypothesis 6 (H6). Text styling positively impacts information transparency, such that styled
(bold) text is associated with greater perceived information transparency than plain text.

Hypothesis 8 (H8). Information sequence affects information sufficiency, such that a problem-to-
solution sequence positively impacts information transparency.

Hypothesis 10 (H10). Situational complexity negatively impacts information transparency.

Information sufficiency refers to whether the amount of content presented to the user
is enough for the user to understand the information, and in some cases to act on it [28].
By changing the degree of information specificity (i.e., problem and/or solution) and situ-
ational complexity, the amount of information available, and the way the information is
conveyed to the user, user perceptions of information are likely to be augmented [20–22].
To ensure that information is clear and easy to access, which will improve information
sufficiency, the information should be structured and adapted to the needs of the re-
ceivers [26,29]. Explanations in a recommendation have an important impact on the user’s
behavior. Indeed, the type of explanation has a direct effect on RS use and should be
different according to the desired effect [30]. For example, persuasive explanation supports
the competence facet of the RS [30], while negative arguments increase the user’s perceived
honesty of the system regarding the recommendation [31]. Moreover, fact-based expla-
nations (i.e., only facts with keywords) and argumentative explanations are preferred by
users over full-sentence explanations [32]. The literature recommends proposing recom-
mendations with only pertinent and cogent information [33] and excluding all information
and knowledge that are not relevant for answering the request [33]. Long and strongly
confident explanations can also be used to increase user acceptance [34]. Thus, choices
regarding message (text) styling and information sequence may make it easier for the user
to understand the presented information, and a change in information sufficiency may also
be observed [25].

Thus, the following effects of a message’s characteristics were hypothesized:

Hypothesis 1 (H1). Problem specificity positively impacts information sufficiency.

Hypothesis 3 (H3). Solution specificity positively impacts information sufficiency.

9



Appl. Sci. 2023, 13, 2706

Hypothesis 5 (H5). Text styling positively impacts information sufficiency, such that styled (bold)
text is associated with greater perceived information sufficiency than plain text.

Hypothesis 7 (H7). Information sequence affects information sufficiency, such that a problem-to-
solution sequence positively impacts information sufficiency.

Hypothesis 9 (H9). Situational complexity negatively impacts information sufficiency.

2.3.2. Perceived Usefulness and Ease of Use

Users’ attitudes are affected by their beliefs regarding a message’s information properties [9].
For example, information sufficiency has been shown to impact the perceived usefulness of
RSs [9,35]. In addition, the sufficiency of the information may depend on its quality [36–39],
where the greater the quality of the information presented, the more useful it is found
to be [40]. Furthermore, knowledgeable explanations significantly increase the perceived
usefulness of an RS [41]. Thus, the following effects of a recommendation message’s
characteristics were hypothesized:

Hypothesis 11 (H11). Text styling positively affects perceived usefulness, such that recommenda-
tion messages with styled (bold) text are associated with a greater perceived usefulness of the RS
than plain text.

Hypothesis 12 (H12). Information sequence affects the perceived ease of use, such that a problem-
to-solution sequence positively impacts the perceived ease of use of the RS.

Hypothesis 13 (H13). Information sufficiency positively impacts the perceived usefulness of
the RS.

Hypothesis 14 (H14). Information transparency positively impacts the perceived ease of use of
the RS.

2.3.3. System and Recommendation Outcomes

For an RS to be successful with respect to its adoption, users should have confidence
in the system-generated recommendations and trust the system [5]. Transparency plays
an important role in users’ confidence in recommendations as it may encourage or deter
users’ trust in a system [42,43], where recommendations perceived as transparent by users
increase their confidence [44]. User perceptions of ease of use and usefulness are positively
related to each other [12,45–47] and to system attitudes, such as those toward the system’s
use and system satisfaction [12,40,46–48]. Moreover, explanations contribute to user trust
in RSs [30,49,50]. Confidence in the system positively influences trust in the system [51]
and the user’s behavioral intentions with the system, including their intention to accept
a system-generated recommendation [40]; in addition, the degree of trust users put in
the system plays an important role in the acceptance of a recommendation [52]. In the
context of I.S. use, trust has been shown to positively affect satisfaction [53], which in turn
has been shown to encourage use of the system [54,55]. Hence, the following hypotheses
were proposed:

Hypothesis 15 (H15). Information transparency positively impacts recommendation confidence.

Hypothesis 16 (H16). RS ease of use positively impacts its usefulness.

Hypothesis 17 (H17). RS ease of use positively impacts user satisfaction.

Hypothesis 18 (H18). RS usefulness positively impacts user satisfaction.
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Hypothesis 19 (H19). RS usefulness positively impacts RS trust.

Hypothesis 20 (H20). RS usefulness positively impacts RS confidence.

Hypothesis 21 (H21). Recommendation confidence positively impacts recommendation acceptance
intentions.

Hypothesis 22 (H22). Recommendation confidence positively impacts RS confidence.

Hypothesis 23 (H23). RS confidence positively impacts RS trust.

Hypothesis 24 (H24). RS confidence positively impacts recommendation acceptance intentions.

Hypothesis 25 (H25). RS trust positively impacts RS satisfaction.

Hypothesis 26 (H26). RS satisfaction positively impacts RS use intentions.

2.3.4. Behavioral Outcomes

Both the content and format of a recommendation may influence users’ beliefs and
attitudes [8,9], and in turn affect behavioral intentions [5,8,9,12] and actual behaviors. Pro-
viding explanations for recommendations may lead to faster decision making by users and
drive them to make better choices [56,57]. In addition, the way messages convey the prob-
lems faced and related information may impact users’ perceptions and decisions [58–60].
Thus, the following hypotheses were proposed:

Hypothesis B1 (HB1). Problem specificity negatively impacts (i.e., decreases) users’ decision-
making time.

Hypothesis B2 (HB2). Solution specificity negatively impacts user’s decision-making time.

Hypothesis B3 (HB3). Text styling affects users’ decision-making time, such that styled (bolded)
text is associated with a shorter decision-making time than plain text.

Hypothesis B4 (HB4). Information sequence affects users’ decision-making time, such that
problem-to-solution sequencing is associated with a greater decrease in time than solution-to-
problem sequencing.

Hypothesis B5 (HB5). Situational complexity positively impacts (i.e., increases) users’ decision-
making time.

Hypothesis B6 (HB6). Problem specificity positively impacts users’ recommendation acceptance rate.

Hypothesis B7 (HB7). Solution specificity positively impacts users’ recommendation acceptance rate.

Hypothesis B8 (HB8). Text styling affects users’ recommendation acceptance, such that styled
(bolded) text is associated with a greater recommendation acceptance rate than plain text.

Hypothesis B9 (HB9). Information sequence affects users’ recommendation acceptance rate, such
that problem-to-solution recommendations are associated with a greater acceptance rate.

Hypothesis B10 (HB10). Situational complexity negatively impacts users’ recommendation
acceptance rate.
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3. Methodology

3.1. Pilot Study

A pilot study [61] was conducted with three aims: (i) to gauge the appropriateness
of the stimuli, (ii) to collect attentional and psychophysiological data to inform the main
experiment, and (iii) to offer preliminary support for the hypothesized relationships. An
experiment utilizing a within-subjects research design involving four factors, each with
two levels (i.e., 2 × 2 × 2 × 2), was conducted. The pilot study involved fewer factors
(4 instead of 5) and by extension fewer conditions (16 vs. 32) and stimuli (48 vs. 96), as well
as fewer participants (n = 6 vs. n = 614) than the study presented below, which also used a
different data collection approach (lab-based pilot vs. Amazon MTurk).

3.2. Experimental Design

A multi-method experiment was conducted employing a counterbalanced mixed (between-
within) subjects design involving five (5) factors (i.e., counterbalanced 2 × 2 × 2 × 2 × 2 for a
total of 32 conditions), tested using three (3) stimuli per condition (i.e., 96 stimuli). The
factors involved (i) information sequence (problem-to-solution vs. solution-to-problem);
information specificity, comprising (ii) problem specificity (vague vs. specific) and (iii) so-
lution specificity (vague vs. specific); (iv) text styling (plain vs. bold); and (v) situation
complexity (low vs. high). For the latter, complexity was varied by manipulating the
product type involved in the situation—soft drinks vs. meat patties—given the follow-
ing ‘complicating’ considerations: cost (low-cost soft drinks vs. high-cost meat patties),
durability (non-perishable soft drinks vs. perishable meat patties), handling (soft drink bot-
tles require no special handling vs. meat patties require special—refrigerated—handling).
Hence, the situations with soft drinks were overall of lower complexity than those pertain-
ing to meat patties. Additionally, we manipulated the product’s availability (available vs.
unavailable with available substitute product). The factor manipulations are illustrated in
the sample recommendation messages in Table 1. Moreover, in order to reduce the time
needed to complete a session, the study was divided into 8 groups, each comprising 4 of the
32 conditions (corresponding to 12 stimuli per participant), which required approximately
15 min to complete.

Table 1. Experimental manipulation of independent variables.

Factor
Respective Levels: Vague/Vague/Plain/Solution-to-

Problem/High Complexity
Respective Levels: Specific/Specific/Bold/Problem-to-

Solution/Low Complexity

Problem Specificity
I noticed that you are running low on soft drinks. I

recommend ordering 20 6-packs of Coca-Cola bottles
today. Shall I proceed with the order?

I noticed that you only have 10 bottles of Coca-Cola in
stock. I recommend ordering 20 6-packs of Coca-Cola

bottles today. Shall I proceed with the order?

Solution Specificity

I noticed that you ordered 10 6-packs of Coca-Cola
bottles, but the product is no longer available from your
supplier. I recommend substituting the missing product.

Shall I proceed with the substitution?

I noticed that you ordered 10 6-packs of Coca-Cola
bottles, but the product is no longer available from your
supplier. I recommend substituting Coca-Cola with Pepsi.

Shall I proceed with the substitution?

Text Styling
I recommend ordering 20 6-packs of Coca-Cola bottles

today because I noticed that you only have 10 bottles of
Coca-Cola left in stock. Shall I proceed with the order?

I recommend ordering 20 6-packs of Coca-Cola bottles
today because I noticed that you only have 10 bottles of
Coca-Cola left in stock. Shall I proceed with the order?

Information Sequence
I recommend ordering 100 ground beef patties today
because I noticed that you only have 10 ground beef
patties left in stock. Shall I proceed with the order?

I noticed that you only have 10 ground beef patties in
stock. I recommend ordering 100 ground beef patties

today. Shall I proceed with the order?

Situation Complexity

I noticed that you ordered 100 ground beef patties, but
the product is no longer available from your supplier. I

recommend substituting ground beef patties with ground
veal patties. Shall I proceed with the recommendation?

I noticed that you only have 10 bottles of Coca-Cola in
stock. I recommend ordering 20 6-packs of Coca-Cola

bottles today. Shall I proceed with the order?
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3.3. Participants

Participants were recruited on the Amazon Mechanical Turk (MTurk) online platform.
To participate in the study, these “Turkers” were screened for a minimum HIT approval
rate of 90% (a human intelligence task, or HIT, is a question that needs an answer); in
addition, they had to be located in the U.S. The participants were only allowed to complete
a single session. Recruiting a minimum of 100 participants for each of the eight groups (i.e.,
per 4 conditions) resulted in a total of 843 people being recruited to our study, of which
614 yielded valid responses that were used for subsequent analysis (with a minimum of
70 responses per group). A total of 229 responses were not used, as these participants either
failed the attention check (n = 207) or were unable to confirm their participation (n = 22).
Participants were compensated USD 1.40 for their time.

3.4. Experimental Procedure, Stimuli, and Measurement

The experiment involved a scenario where participants assumed the role of a restau-
rant manager in charge of inventory and were required to make logistics decisions regarding
inventory replenishment and/or order delivery rerouting based on the recommendations
proposed by the RS. The RS messages themselves varied in their presentation according
to the abovementioned five factors that were manipulated. Successive text-only messages
showing situations (i.e., a problem and an RS-recommended solution) were used as stimuli.
Two buttons (“ACCEPT” and “DETAILS”) corresponding to the two decision options
available to users were shown below each message (see Figure 3). Participants had to either
confirm the recommendation as-is if they felt that the recommendation was appropriate
for the shown situation or request additional details if they felt otherwise. The details
themselves were not shown to the participant (which was indicated to them in the instruc-
tions), as doing so would introduce additional factors to the study beyond the scope of our
research questions. Participants entered their choice using a keyboard and were not able to
navigate backwards.

Figure 3. Example of study stimulus.

This multi-method experiment used the simulated recommendation messages as
stimuli to evoke a reaction from the study participants, which was quantitatively measured
via self-reports (survey questions) and behavioral data. Two behavioral measures were
collected automatically by the experimental platform (described further below) at this point:
(i) the time taken to decide (i.e., the time from stimulus exposure to choice entry) and (ii) the
choice entered. After each choice, the participants were asked three (3) questions regarding
the recommendation message to measure the perceived sufficiency and transparency of
the information and the users’ confidence in the recommendation. Information sufficiency
and information transparency are both related to the quality of the information presented
by the RS. After evaluating three (3) consecutive recommendation messages, seven (7)
questions were asked regarding RS-related perceptions, including ease of use, usefulness,
confidence, and trust, as well as participants’ satisfaction with the RS and their intentions to
use the RS and/or accept RS-generated recommendations (see Figure 4 for an example). The
questionnaire consisted of single-item scales adapted from previously validated scales [9,12]
that were used to quantitatively measure the constructs reflected in the proposed research
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model. Answers were provided along a 7-point Likert scale from extremely disagree (1)
to extremely agree (7). To respond, participants could either click on the scale or enter the
corresponding number using the keyboard. Constructs were measured through the use of
adapted (reduced) single-item constructs [9], a choice that was made given the significant
duration and thus cognitive burden of the experiment, as shown in Table 2.

Figure 4. Example of Likert-scale question.

Table 2. Measurement items (self-reported).

Recommendation Message Recommender System

Sufficiency
The information provided was sufficient for

me to make a decision to accept
the recommendation

Ease of Use The recommender system was
easy to use

Usefulness The system gave me
good recommendations

Transparency I understood why this recommendation was
made to me Confidence

I am convinced of the suggestions
recommended to me by

the system

Confidence I am convinced of the recommendation made
to me Trust The recommender system can

be trusted

Intention to accept
recommendation

I would accept the next recommendation

Satisfaction I am satisfied with the
recommender system

Use intention I would use this recommender
system again

3.5. Apparatus

Three web-based systems were used to conduct this study. The first was CognitionLib
(BeriSoft, Inc., Redwood City, CA, USA), which is a free open-source community for ERTS
Scripts that provides an online editor and is currently used by hundreds of academic
institutions to create cognitive task paradigms and set up cognitive experiments. Using
the ERTS language, we were able to code all the requisite elements for the experiment
(as black-and-white to control for the effect of color), including the stimuli in the form
of text messages, the survey questions, and the response scales. When the scripts were
coded, they were imported into Cognition Lab (BeriSoft, Inc., Redwood City, CA. USA),
a web-based runtime environment that hosts experiments. The third platform used was
Amazon’s MTurk (Amazon Inc., Bellevue, WA, USA), a crowdsourcing marketplace that
connects businesses to individuals who can perform their tasks virtually, from which the
participants were recruited.

4. Analysis and Results

The data were analyzed using methods appropriate for the variable types involved,
as follows:
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(1) For the self-reported model, we used cumulative logistic regression with random
intercept for modeling the probability of having lower values. We used cumulative
logistic regression because we treated the dependent variables as ordinal variables.

(2) For the behavioral model, we used an approach appropriate for the type of dependent
variable as follows:

(a) For decision-making time, we used linear regression with a random intercept
because the distribution of time was roughly normal;

(b) For recommendation acceptance, we used logistic regression with a random in-
tercept because the behavioral decision (to accept or request details) was binary.

In all three cases, we used a random intercept model to account for the repeated-
measures design; more precisely, the model allowed the intercept to vary by participant
to account for the unmeasured participant-specific characteristics that were not correlated
with the independent variable but had an effect on the DV (but were not measured). In the
following sections, the results from the analyses corresponding to each of the study’s three
research questions are presented.

4.1. RQ1. What Is the Effect of Message Design (Characteristics) on a User’s Beliefs about
System-Generated Recommendations?

Information specificity impacted information sufficiency (problem specificity effect
H1: b = 0.3039, p < 0.0001; solution specificity effect H3: b = 0.3714, p < 0.0001) and
information transparency (problem specificity effect H2: b = 0.1814, p < 0.0001; solution
specificity effect H4: b = 0.1499, p < 0.0011). On the other hand, the remaining hypotheses
corresponding to RQ1 were not supported, i.e., those regarding the effect of text styling
on information sufficiency (H5: b = 0.0254, p = 0.8754) and information transparency (H6:
b = 0.1729, p = 0.2697) and the effect of information sequence on information sufficiency
(H7: b = −0.0357, p = 0.6756) and information transparency (H8: b = 0.0608, p = 0.4865); in
addition, situational complexity was not observed to have a significant effect on information
sufficiency (H9: b = 0.0672, p = 0.6804) or information transparency (H10: b = 0.191,
p = 0.2258).

4.2. RQ2. What Is the Effect of Message Design (Characteristics) on a User’s Beliefs Regarding the
Ease of Use and Usefulness of the RS?

The relationship between text styling (bolding) and perceived ease of use was not
supported (H11: b = 0.1327, p = 0.5836), and information sequence was not found to
significantly impact perceived ease of use (H12: b = 0.0486, p = 0.7519). On the other
hand, the effects of information sufficiency on usefulness (H13: b = 1.6193, p < 0.0001)
and information transparency on ease of use (H14: b = 1.3461, p < 0.0001) were shown to
be significant.

4.3. RQ3. What Is the Effect of Message Design (Characteristics) on a User’s Attitudes and
Behavioral Intentions toward the RS and Its Recommendations?

Information transparency positively impacted recommendation confidence (H15:
b = 1.0743, p < 0.0001), which was also affected by RS usefulness (H20: b = 0.9111, p < 0.0001)
and in turn positively influenced intention to accept the recommendation (H21: b = 1.715,
p < 0.0001); in addition, this intention was also affected by RS confidence (H24: b = 1.5625,
p < 0.0001). The ease of use of the system positively impacted both system usefulness (H16:
b = 0.993, p < 0.0001) and system satisfaction (H17: b = 1.2254, p < 0.0001). Usefulness
positively impacted system satisfaction (H18: b = 1.7252, p < 0.0001) and system confi-
dence (H19: b = 1.5487, p < 0.0001). Recommendation confidence had a positive effect on
system confidence (H22: b = 1.8567, p < 0.0001), which positively impacted system trust
(H23: b = 1.402, p < 0.0001) and finally system satisfaction (H25: b = 1.7122, p < 0.0001).
System satisfaction positively impacted the intention to use the recommender system (H26:
b = 1.5809, p < 0.0001). Lastly, all system-level mediating constructs demonstrated a good
explanation of the variance in their respective DVs, including 45.2% for recommendation
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acceptance intention and 49.2% for system use intention, as shown in the validated model
(see Figure 5a and Table 3).

 
(a) 

 
(b) 

Figure 5. (a) Validated research model (self-reported data); (b) Validated research model
(behavioral data).
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Table 3. Summary table of all the hypotheses and their results.

Hypothesis Dependent Variable Independent Variable Result Estimate

H1 Problem specificity Information sufficiency Supported 0.30 ***

H2 Problem specificity Information transparency Supported 0.18 ***

H3 Solution specificity Information sufficiency Supported 0.37 ***

H4 Solution specificity Information transparency Supported 0.14 ***

H5 Text styling Information sufficiency Not supported 0.02

H6 Text styling Information transparency Not supported 0.17

H7 Information sequence Information sufficiency Not supported 0.03

H8 Information sequence Information transparency Not supported 0.06

H9 Situational complexity Information sufficiency Not supported 0.06

H10 Situational complexity Information transparency Not supported 0.19

H11 Text styling Perceived ease of use Not supported 0.13

H12 Information sequence Perceived ease of use Not supported 0.04

H13 Information sufficiency Perceived usefulness Supported 1.61 ***

H14 Information transparency Perceived ease of use Supported 1.34 ***

H15 Information transparency Confidence recommendation Supported 1.07 ***

H16 Perceived ease of use Perceived usefulness Supported 0.99 ***

H17 Perceived ease of use Satisfaction Supported 1.22 ***

H18 Perceived usefulness Satisfaction Supported 1.77 ***

H19 Perceived usefulness Confidence system Supported 1.54 ***

H20 Perceived usefulness Confidence recommendation Supported 0.91 ***

H21 Confidence
recommendation Acceptance intention Supported 1.72 ***

H22 Confidence
recommendation Confidence system Supported 1.86 ***

H23 Confidence system Trust Supported 1.40 ***

H24 Confidence system Acceptance intention Supported 1.56 ***

H25 Trust Satisfaction Supported 1.71 ***

H26 Satisfaction Use intention Supported 1.58 ***

HB1 Problem specificity Decision-making time Supported 0.03 *

HB2 Solution specificity Decision-making time Supported 0.04 **

HB3 Text styling Decision-making time Not supported −0.04

HB4 Information sequence Decision-making time Partially supported −0.04(All); −0.06 *
(Accept); −0.02 (Details)

HB5 Situational complexity Decision-making time Not supported 0.02

HB6 Problem specificity Recommendation acceptance Supported 0.30 ***

HB7 Solution specificity Recommendation acceptance Supported 0.40 ***

HB8 Text styling Recommendation acceptance Not supported 0.14

HB9 Information sequence Recommendation acceptance Not Supported 0.01

HB10 Situational complexity Recommendation acceptance Not supported 0.04

Note: * significant at 0.05 level; ** significant at 0.01 level; *** significant at 0.001 level.
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4.4. RQ4. What Is the Effect of Message DESIGN (characteristics) on a User’s Behaviors
with Respect to Decision-Making Time and the Likelihood of Accepting
System-Generated Recommendations?

Problem specificity had a significant positive effect on decision-making time (HB1:
b = 0.0337, p < 0.05), as did solution specificity (HB2: b = 0.03746, p < 0.01). In contrast,
the use of a problem-to-solution information sequence did not have a significant effect
on decision-making time for all messages (b = −0.03805, p = 0.1667); however, when
looking at the time-to-decision by type of decision, it was found that information se-
quence significantly reduced decision-making time for accepted recommendations (HB4:
b = 0.06418, p < 0.05) but not for those recommendations for which users requested more
details (b = 0.01624, p = 0.7185. On the other hand, text styling and situational complexity
did not impact decision-making time (HB3: b = 0.04046, p = 0.4545 and HB5: b = 0.02226,
p = 0.6831).

In addition to the observed effect of information specificity on decision-making time,
it was also observed that users were significantly more likely to accept the recommendation
if the messages stated specific (rather than vague) problems (HB6: b = 0.3006, p < 0.0001)
and specific (rather than vague) solutions (HB7: b = 0.4073; p < 0.0001). However, no effect
on user behavior with respect to recommendation acceptance was observed for information
sequence (HB8: b = 0.1392, p = 0.2674), text styling (HB8: b = 0.1392, p = 0.2674), and
situational complexity (HB10: b = 0.03508, p = 0.7815).

All behavioral results are shown in Figure 5b and reported in Table 3. Lastly, a post
hoc analysis further reinforced the favorable effect of information specificity: specific
recommendation messages were significantly longer (p < 0.05 all cases) in character count,
for both problem- and solution-specificity, whether counted with spaces or without spaces,
yet the decision-making time on a per character basis was significantly lower (p < 0.001 in
all cases).

5. Discussion and Conclusions

This empirical study investigated the effects of message design on user behaviors with
respect to the likelihood of accepting system-generated recommendations and the time
taken to decide, as well as user attitudes toward the recommendation and the RS. Our
findings provide clear, evidence-based answers to the four research questions that initially
motivated the study. The answers should be of interest to academic researchers, designers
of RSs, and current or potential providers as well as users of RSs; however, they are also
generalizable to other use contexts and domains.

5.1. Contributions to Research

Prior research on RS interface design has focused mostly on the system level. Thus,
the impact of recommendation message design on the user’s interaction with and behavior
toward the recommendation and the RS more broadly has not been studied. This study
attempted to extend the literature by identifying new factors of message design that may
impact the likelihood of users accepting system-generated recommendations as well as
their intention to use the recommender system. Five factors were manipulated including
(i) information sequence (problem-to-solution vs. solution-to-problem); information speci-
ficity, comprising (ii) problem specificity (vague vs. specific) and (iii) solution specificity
(vague vs. specific); (iv) situation complexity (simple vs. complex); and (v) text styling
(plain vs. bold). Our findings revealed that the specificity of the information embedded in
the recommendation message had a positive influence on users’ perceptions of information
sufficiency and information transparency (i.e., information sufficiency and information
transparency were considered to be higher when the information regarding either the
problem and/or the solution was specific rather than vague). Information specificity also
impacted the users’ behaviors. Higher information specificity increased the likelihood that
users would accept the recommendation (from the measured acceptance intention), and
it offered the additional benefit of the user needing less time to make the decision. Our
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findings also revealed that information sequence did not have an impact on either user
perceptions of information transparency or information sufficiency and rather was found to
reduce decision-making time when the information was presented in a problem-to-solution
sequence. Neither text styling nor situation complexity were found to affect information
transparency or information sufficiency. Focusing on the impact of user beliefs (i.e., per-
ceived usefulness and ease of use) and attitudes (i.e., confidence in the recommendation and
the RS, as well as trust and satisfaction with the RS), the study confirmed that users’ beliefs
influence their attitudes, which motivate their intentions to accept the recommendation
and use the RS.

5.2. Contributions to Practice

The results of this study have improved our understanding of the impact of message
design on users’ intention to accept an algorithmically generated recommendation proposed
to them and their intention to use the RS that provided the recommendation. This advances
our contemporary understanding of RS designs more broadly by looking at ways to
optimize the information presentation and/or interaction layers of the user–RS interactions.
For example, e-tailers such as Amazon rely on algorithms to observe patterns and identify
the optimal candidates to recommend for subsequent purchases to each consumer/user;
however, the way that product recommendation is presented will also impact the likelihood
of the consumer/user clicking through the recommended product link and potentially
proceeding with the purchase of an algorithmically generated recommendation. Similarly,
in a decision-support context, a supply chain management (SCM) AI-enabled system
presents exception events to its operators/users; how the emergent problem and the
recommended solution are presented to a user will impact their ability to process the
situational information and to make a decision, thus impacting the efficacy and use of
the system.

The findings of this study can inform RS designers in how to construct (design)
system-generated recommendation messages in order to either minimize the time needed
by the user to make a decision and/or to accept the recommendation or the system at
large, for example, if the RS is used during a demo or trial period. Our results showed
that information sequence helped to reduce decision-making time. Indeed, when the
problem was presented before the solution, i.e., in a situational frame, users experienced
less cognitive load and spent less time making a decision than when they were shown
recommendations consisting of the solution followed by the problem. Hence, a best practice
emerges for RS designers to structure the content of recommendation messages in a manner
progressing from framing the situation (problem) to presenting the supporting information
and concluding with the recommended action (solution).

However, extending from the scenario and focus of this study on new RS users, it
is plausible that as user trust in the system-generated recommendations increases over
time (i.e., during the continued use of the RS), users may eventually prefer to quickly
review the recommendation and approve it without processing the underlying problem
and supporting information. In this special use case, the reverse sequence (i.e., solution-to-
problem) may be preferred by the user; if so, a second recommendation might allow for the
user to specify the recommendation message’s construction. This would be feasible if at the
system level, such recommendations are generated not as event-to-outcome rules, where
recommendations are designed in full a priori for each exception event alert specifically,
but are instead generated by combining message elements that are marked-up or tagged
according to a library identifying each content element by its property (e.g., product name,
product quantity, exception event, delivery mode, etc.) and synthesized according to
the exception event. However, before formally putting forth such a recommendation,
additional research is required to obtain support for this anticipated utility.

Another recommendation emerging from this study’s findings is for RS designers to
focus on explainability by embedding sufficient detail regarding both the problem and
the solution, thereby boosting perceptions of information transparency and information
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sufficiency. Such perceptions contribute to a significantly more frequent acceptance of
system-generated recommendations, thereby saving users time as they would not need to
delve deeper (e.g., by clicking on ‘details’) before making a decision.

The above recommendations when implemented can serve as catalysts for both the
adoption and continued use of systems that generate recommendations algorithmically for
users to consider in their context. By focusing on the design of interfaces that address user
needs, designers can then derive implied user requirements for interactive systems (here,
RSs) and ensure that the system design is satisfactory. Consequently, users are more likely
to perceive them as useful and will therefore be more likely to adopt and use them. This is
especially relevant to systems that are used in corporate settings or mandated by managers,
which is likely to be the case with RSs and decision-support systems.

5.3. Limitations and Opportunities for Future Research

Despite the scenario used in this study and the validation of the two levels of situa-
tional complexity through a manipulation check prior to their use, situational complex-
ity was not found to have any effects on either user beliefs or behaviors. This was an
unexpected finding as the factor and its two levels were tested through two rounds of
manipulation checks involving (i) nine participants prior to the start of this study, who
reported unanimously that the high-complexity situation was indeed more complex than
the low-complexity situation based on the information presented in the recommendation
messages, and (ii) thirty participants responding to the question “How challenging was
the situation you were faced with?” (simple = 1 . . . 5 = complex). It is plausible that while
the high-complexity stimuli were indeed significantly higher in complexity than the low-
complexity stimuli, given the brevity of the messages, the complexity was not sufficiently
high to induce significantly higher levels of cognitive load (and by extension, time needed),
more negative emotions (either valence or arousal), and/or worse beliefs and attitudes.
Another possible explanation for the insignificance of situational complexity could be the
likely lack of domain knowledge on the side of participants. Nuances in complexity of
messages pertaining to product perishability and ease of product storage might require
knowledge that is likely to be unique to those with significant experience in the restaurant
or catering industry. Hence, we have two sets of recommendations for future research.
First, future research could focus on assessing situational complexity where the role of
domain-specific knowledge might be less significant. Second, future research that aims to
inform RS design according to situational complexity should first explore for situational
complexity ‘thresholds’, above which effects are observed in regard to users’ cognition,
emotion, or behavior, and design stimuli accordingly.

While this study undertook an investigation of an extended research model, observing
the variance extracted from the mediating and dependent variables, additional explorations
of the effects of additional factors on message- and system-level outcomes are needed.
Other factors that can be identified in the literature and could be tested in future studies
include message detail, message length, the use of subjective versus objective language,
personification, affective language use, personality, and vague language [16,62–68].

Building upon results from this experiment, future work should also involve trian-
gulated attentional and physiological measurements to gain a richer understanding of
the mechanisms at play. Using eye fixation-related potential [69], future research could
explore the cognitive mechanism involved in user decision making at the moment of the
recommendation’s consideration. Lastly, future research should explore potential inter-
actions between message characteristics, e.g., revisiting situational complexity, such user
perceptions may in fact be the outcomes of interactions with specificity and information
sequence as they are inherently dimensions that add to or reduce message complexity,
revealing that situational complexity may be a second-order construct comprised of various
message characteristics that add to complexity. Finally, an extended study could also be
performed with the three significant factors used here (i.e., problem information specificity,
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solution information specificity, and information sequence) to find the best combination for
the optimal presentation of recommendation messages.
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Featured Application: This study focuses on fusing the static features of traditional pen-and-

paper writing with the dynamic features of digital writing, seeking more understandable features

for precise signature identification.

Abstract: In many fields of social life, such as justice, finance, communication and so on, signatures
are used for identity recognition. The increasingly convenient and extensive application of technology
increases the opportunity for forged signatures. How to effectively identify a forged signature is still
a challenge to be tackled by research. Offline static handwriting has a unique structure and strong
interpretability, while online handwriting contains dynamic information, such as timing and pressure.
Therefore, this paper proposes an authentic signature identification method, integrating dynamic
and static features. The dynamic data and structural style of the signature are extracted by dot matrix
pen technology, the global and local features, time and space features are fused and clearer and
understandable features are applied to signature identification. At the same time, the classification
of a forged signature is more detailed according to the characteristics of signature and a variety
of machine learning models and a deep learning network structure are used for classification and
recognition. When the number of classifications is 5, it is better to identify simple forgery signatures.
When the classification number is 15, the accuracy rate is mostly about 96.7% and the highest accuracy
reaches 100% on CNN. This paper focuses on feature extraction, incorporates the advantages of
dynamic and static features and improves the classification accuracy of signature identification.

Keywords: signature identification; dynamic characteristics; static characteristics

1. Introduction

Biometric recognition is based on human characteristics and signatures are considered
one of the most common biological features [1,2]. The active mode of handwriting is widely
associated with signature identification in biometric user authentication systems [3]. In a
sense, handwriting is a behavioral manifestation of human thought, especially signatures,
which have unique characteristics and strong personal style color [4]. Signature identifica-
tion is required for office approval in corporate units, signing in cell phone business offices
and banks, corroboration in the judicial industry and identification in examination scenar-
ios. With the further development of information technology, the increasing popularity of
handwritten signature acquisition devices and the maturity of digital writing technology
have led to the replacement of pen-and-paper writing in the traditional sense. In the process
of signature verification, dynamic features are the trend and static structure is the basis.
If more comprehensive, simple and accurate methods appear, they will have a profound
impact on various industries. However, as signature verification and identification systems
are often used for forgery and fraud detection [5], the emergence of forged signatures
complicates simple programs and even causes huge losses.
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Currently, there are two types of signature identification: offline and online. Offline
handwriting identification materials use traditional writing tools to write handwriting
information on paper, which is then captured as a picture by a camera or scanner [6]. The
features extracted from offline images can be combined to form a variety of effective features
with uniqueness that cannot be ignored. Online signatures are obtained by signing on touch
screen devices, such as tablets and cell phones, and many features are obtained by using a
special pen and tablet and a scanned signature image [7]. Online handwriting recognition
can be performed by collecting rich information, such as writing speed, angle, strength
used by writers and stroke order online [8]. The online data are very clear, captured on a
digital device, consisting of a discrete number of samples [9] and contain some additional
supporting information [10].

With the popularity of paperless scenarios, online signature verification is widely used
in various fields [11]. Electronic signatures are influenced by writing carriers and writing
tools, resulting in many handwriting feature changes [12]. Handwriting is especially
important from the perspective of handwriting verification but relying on handwriting
signatures alone also loses some important features.

This study uses a dot matrix pen tool to identify handwriting by combining the static
features of traditional pen-and-paper writing with the dynamic features of digitized writing.
The dot matrix digital pen is a writing tool that captures the pen’s motion track of the pen
through the high-speed camera at the front, obtains the pen tip pressure data by a pressure
sensor and transmits the dynamic information of the writing process through coordination
and pressure changes simultaneously. After preprocessing the written dynamic data and
static image information, the easily understood structured static features and fine dynamic
features are extracted and then the training and test sets are divided for each subtask and
different models are used to study the fused features for classification and discrimination.

The paper is organized as follows: Section 2 describes the work related to this study.
Section 3 describes materials and methods. Section 4 shows the results of the study. Section 5
is the discussion. Section 6 provides a summary.

2. Related Works

Handwriting identification is based on human handwriting to determine the identity
of the writer [13]. Offline signature verification is more practical than online signature
verification because it is more popular and its structural information is more intuitive to
reflect the characteristics of the writer. The online signature verification mode is more robust
than the offline signature verification mode because it captures the dynamic information of
the signature in real time and is not easy for impersonators to copy [14].

There are three types of signature forgery: simple, random and skilled. In the case of
simple forgery, the forger knows the name information of the signer, but does not know the
real signature of the signer. In the case of random forgery, the forger knows the name of the
signer or one of the real signatures. In the case of skilled forgery, both the signer’s name
information and real signature information are known to the forger and the forger often
practices imitating the signature of the signer [15].

The features used in the identification method can be divided into global features,
local features, statistical features and dynamic features. For Chinese offline handwriting,
Qingwu Li et al. [16] generated handwriting feature sets to identify handwriting samples by
extracting curvature features of the stroke skeleton in four directions: horizontal, vertical,
apostrophe and down. The samples were divided into reference handwriting and query
handwriting. The similarity measurement method was used to find the writer of the
corresponding handwriting. The handwriting of 10 people was randomly selected for
the query and the number of characters per sample was 30, with an identification rate of
86%. Ding et al. [17] proposed an offline signature identification method based on scale
invariant feature transform (SIFT) for local details of signature images, which detects SIFT
feature points of the signature image and extracts feature descriptors, performs matching
according to the Euclidean distance, filters matching pairs through the ratio of adjacent
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distances and the angle difference of feature points and performs histogram statistics on the
angle difference in the matched feature points to form an ODH feature vector. Finally, the
identification is completed according to the number of matching pairs and the similarity
of ODH feature vectors. 4NsigComp2010 Database has fake signature, including real
signature, fake signature and fake signature. The real signature is a signature written by
the same author as the reference signature, the imitation signature is a signature written
by other authors imitating the reference signature and the fake signature is a signature
written by the same author as the reference signature but deliberately concealing the writing
method. Tested on the local database, the error acceptance rate (EAR) was 5.3%, the error
rejection rate (ERR) was 7%, the equal error rate (EER) was 6.7% and the EER was 20%
on the 4NsigComp2010 Database. GRAPHJ is a forensic tool for handwriting analysis
that implements automatic detection of lines and words in handwritten documents. The
main focus in feature extraction is to measure the number of parts, such as the distance
between text and characters, as well as the height and width of characters. The relative
position of the punctuation on the "i" character is also used as a parameter to infer the
authorship [18,19].

Huang Feiteng et al. [20] conducted a study on recognition of electronic signatures
based on dynamic features, using writing duration, number of strokes and average writing
strength per stroke as feature classification and collected three types of signature samples:
simple, general and complex for classification. The results of discriminant analysis (DA),
K-nearest neighbor (KNN), random forest (RF) and support vector machine (SVM) were
all above 77% or more, which, to some extent, shows the feasibility of machine learning
algorithms for classification of electronic signature handwriting recognition. Bhowal P
et al. [21] designed an online signature verification system to extract three different types
of features from the online signature, namely, physical features, frequency-based features
and statistical features. The first ensemble using the feature classifier strategy combines
the results of the seven classifiers using the sum of the normalized distribution, while the
second ensemble, using the majority voting strategy, uses the decision of the first ensemble
to make the final prediction, which is evaluated on the SVC 2004 and MCYT-100. The
dataset includes real signatures and skilled forged signatures with 98.43% accuracy on the
SVC 2004 dataset and 97.87% accuracy on MCYT-100.

Yelmati et al. [22] obtained a total of 42 feature vectors containing static and dynamic
features, such as average velocity, pen up/down ratio, maximum pressure, pressure range,
x-velocity variance, signature width, signature height, etc. They obtained better accuracy
and faster training time on the SVC2004 Dataset but used fewer static features and weak
interpretability. Kunshuai Wu [23] extracted GLCM and LBP features and fused them. After
extracting texture features, he proposed an extraction method for signature stroke depth
features, taking depth as the dynamic feature of the signature. The rules of using the GPDS
dataset are consistent with the local dataset and are divided into three parts: real signature,
skilled forged signature and random pseudo-signature, collecting 10 real signatures and
10 skilled signatures for a total of 20 groups. The highest overall correct rate of 87.75% for
texture feature identification and 97.378% for depth feature identification was achieved, but
an attempt was not made to combine the two, fusing dynamic and static feature information.
Zhou et al. [6] proposed a handwritten signature verification method based on improved
combined features. Based on the acquisition of offline images and online data, texture
features were extracted using GLCM and HOG and nine geometric features were extracted.
In addition to the horizontal and vertical coordinates and pressure contained in the online
data, four dynamic features, velocity, acceleration, angle and radius of curvature, were also
extracted. Support vector machine (SVM) and dynamic time warping (DTW) were used to
verify the results. The forged signature is obtained by finding 2–3 experimenters to provide
real signatures and forging them after pre-training. A total of 20 authors was collected and
1200 signatures were forged. Thus, 3, 5, 8 and 10 real signatures were selected for training
small samples. The remaining signatures were used as test samples. After feature fusion,
the highest accuracy rate of 10 samples was 97.83% and the false accept rate (FAR) value
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was 1.00%, The value of false reject rate (FRR) was 3.33%, but the characteristics of Chinese
signatures are not well utilized and the task of forging signature is not detailed enough.

3. Materials and Methods

3.1. Sample Collection

Handwritten handwriting identification has become a very active research direction
because of its wide application fields and numerous advantages [24]. The establishment
of handwriting database is the basis of the research. Although the issue of signature
identification has been discussed for many years, with the continuous update of science
and technology, there is no practical database for the dynamic and static combination
of forged signature handwriting database. Therefore, this study design is designed to
establish a practical Chinese signature forged handwriting database for research purposes.

Collect the forged signature handwriting of the writer and establish a Chinese signa-
ture forged handwriting database. The database is a Chinese signature database, including
44 signatures of different signers. The acquisition device used is a dot matrix pen, which
is composed of a high-speed camera and a pressure sensor. It can not only collect the
coordinate information and pressure values of the sampling points during the writing
process, but also collect the offline images for writing signatures. The multi-task design
covers the issues that can be involved more comprehensively from two perspectives: the
complexity of the strokes and the difficulty of the imitation. The signature handwriting is
divided into two types: simple forged signature and skilled forged signature, as shown
in Figure 1. The signature handwriting is collected according to different degrees and
each type of signature is written 10 times under natural conditions in compliance with the
personal habits of the writer to collect as many signature handwriting samples as possible.
The online raw data are X and Y coordinate points, pressure, timestamp and pen up–down
marks. Pen up–down marks refer to when the pen is lifted and the pen is dropped. Simple
forged signature is written when the writer does not know the real signature. According
to the complexity of the signature strokes, the signature is divided into simple signature,
general signature and complex signature. The simple forgery signature task of different
writers is shown in Table 1, where P1, P2 and P3 are different writers (the same below).
Skilled forgery signature is to write and practice imitation when the writer knows the real
signature. The real signature is shown in Table 2. According to the imitation degree of
signature imitation, the signature is divided into simple imitation, general imitation and
complex imitation. The skilled forgery signature tasks of different writers are shown in
Table 3. Task 1 is a simple forgery task and task 2 is a skilled forgery task, containing a total
of 2640 images and the corresponding signature data.

Figure 1. Sample collection tasks.
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Table 1. Simple forgery task.

Simple Signature General Signature Complex Signature

P1

P2

P3

Table 2. Genuine signature.

Simple Genuine Signature General Genuine Signature Complex Genuine Signature

   

Table 3. Skilled forgery task.

Simple Imitation General Imitation Complex Imitation

P1

P2

P3

The X and Y coordinate points, pressure, time and signature images can be obtained
by writing, which are the original data collected by the sample. Figure 2 shows the X and Y
points of the signature data, which are the changes in the X and Y coordinate points with
time during the writing process.

 
(a) (b) 

Figure 2. X and Y sites of signature data. (a) Change in X coordinate point; (b) change in Y
coordinate point.
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3.2. Preprocessing

In the preprocessing stage, the collected handwriting information is processed to
remove irrelevant information, enhance the availability of information and facilitate feature
extraction. The collected handwriting information is mainly divided into online data and
offline images, which are preprocessed, respectively. A flow chart of data preprocessing is
shown in Figure 3. By further processing the original data such as X and Y coordinates and
pressure obtained by online writing, the dynamic information such as speed, acceleration
and dead time is calculated as shown in Table 4, so as to improve the diversity of dynamic
data and enhance the quality of signature data. For offline images, after selecting the
required samples, each signature is trimmed with a fixed size and then de-noising, opening
and closing operations and binarization operations are carried out. Finally, the binary
image is refined using a fast refinement algorithm to extract the skeleton as in Figure 4, as a
way to reduce the interference of the external influencing environment.

Figure 3. Data preprocessing.

Table 4. Online image preprocessing.

Raw Data Processed Data

X StrokeSum
Y HangTime

Pressure StrokeTime
State StrokeLength

StrokeNum Velocity
Timestamp Acceleration

Pressure
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(a) Original image (b) Denoised image 

  

(c) Binarized image (d) Refined image 

Figure 4. Offline image preprocessing.

3.3. Classification Model

After feature selection, a variety of classification methods is used for verification. The
training data are input into the classifier to learn the model and then the model predicts
the label. Finally, the accuracy of model prediction is calculated to achieve the effect of
signature identification.

Machine learning is a way to realize artificial intelligence, including different kinds
of algorithms. It is a method of using data, training models and then using models to
predict. For smaller datasets, classical machine learning algorithms are usually better than
deep learning, which often require a large amount of data. The experiments are mainly
conducted using four traditional algorithms: discriminant analysis, K-nearest neighbor,
random forest and support vector machine.

Convolutional neural network (CNN) is a kind of feedforward neural network with
convolution calculation and deep structure, which has been used to varying degrees in
image processing, natural language processing, etc. [25]. The advantage is that multiple
convolutional filters are used to extract high-level information from low-level information
and the disadvantage is that encapsulation is not conducive to network performance
improvement. The model used in the experiment has 9 layers, including 4 convolution
layers, 4 maximum pooling layers and 1 fully connected layer.

Long short-term memory (LSTM) is a special recurrent neural network (RNN) model,
which solves the short-term memory problem of RNN for solving the gradient disappear-
ance and gradient explosion problems during the training of long sequences [26]. LSTM
is very suitable for dealing with problems highly related to time series, such as machine
translation, conversation generation, encoding and decoding, etc. The model used in the
experiment has 4 layers, including 1 input layer, 2 hidden layers and 1 output layer.

4. Results

4.1. Feature Extraction

Feature selection is a process of removing irrelevant features, retaining relevant fea-
tures and transforming the original data that cannot be recognized by the algorithm into
data features that can be recognized. The selection of features usually follows the principles
of representativeness, stability and comprehensibility. Too much will increase the amount
of calculation and too little will lead to a loss of information. To extract the features of
the preprocessed data, first judge the possible effective features, select the time and space
features, local and global features, construct features according to the style characteristics
of the signature and finally conduct a further screening of all features. The dynamic and
static features of feature extraction are shown in Table 5.
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Table 5. Feature extraction.

Dynamic Feature Static Feature

StrokeSum AspectRatio
AveragePressure Area

HangTime Center of Gravity
StrokeTime SpindleDirection

SpeedMax Quadrilateral defining
Signature structure

SpeedMin ChainCode

4.1.1. Dynamic Feature Extraction

When writing a signature, a series of movement tracks will be left. Each person’s
stroke characteristics, writing strength and speed will be different. Dynamic features are
obtained by further processing the information on attributes, such as speed, time and
pressure, obtained when writing online signatures. It has higher accuracy and can reflect
the writing style of the writer to a certain extent.

In the process of screening dynamic features, the obtained dynamic features are
analyzed by a thermal map. The heat map shows the color shades corresponding to
different correlation coefficients to explore the correlation between the identity of the writer
and each feature; as in Figure 5, the selected features have larger values and lighter colors,
the results indicate that the selected dynamic features are more effective.

(1) Total strokes

Figure 5. Heat map.

As a representative of the extremely strong embodiment of writing style, the number
of strokes can show the connection of the written signature, as shown in Figure 6, which
provides favorable conditions for identification. Especially in the imitation of complex
signatures, the writing habits and psychological states of different signers will have a
certain impact on the number of strokes.

(2) Average pressure
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Figure 6. Total strokes.

Pressure is the force exerted on the paper by the individual through the nib when
writing, as in Figure 7. The behavior of writing a signature is a dynamic process. As a
continuous and hard-to-copy feature, pressure is difficult for forgers to accurately reproduce.
Although there are different degrees of pressure values in continuous strokes, considering
the number of strokes, the average pressure value of the signature is better.

(3) Total hang time

Figure 7. Pressure value.

This refers to the total pause time between each stroke during writing, as shown in
Figure 8. Different authors have different proficiency in signature and personal writing
habits and the pause time during writing is also different.

(4) Total time
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Figure 8. Hang time.

In the case of forged signatures, the time spent writing varies from author to author,
as shown in Figure 9, which is directly related to the author’s original writing speed, the
difficulty of signing and the author’s proficiency in forging signatures.

(5) Maximum velocity

Figure 9. Writing time.

The maximum velocity of the author’s writing is shown in Figure 10. Velocity is a
key feature that cannot be ignored when writing and it can express the natural degree and
accuracy of a signature.

(6) Minimum velocity
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Figure 10. Maximum velocity.

It shows the minimum value of the writer’s speed when writing, as in Figure 11.

Figure 11. Minimum velocity.

4.1.2. Static Feature Extraction

Static features are the features extracted from offline signature images, which are
similar to the results of visual analysis. They mainly distinguish different writers by
analyzing the image structure, including the shape, position and writing style of the
signature. The characteristics of the combined signatures are different through the different
treatment methods of different strokes by the writers and the extracted static characteristics
have a certain relationship with the public’s cognitive judgment, which is easier for the
public to understand.

(1) Aspect ratio

It is the horizontal and vertical span of the signature image, such as Figure 12, which
reflects the habits of the writer when writing the signature, such as flat or rounded. Al-
though this is not a unique key feature, the writing characteristics reflected by the aspect
ratio are less likely to change for different writers.

(2) Area
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(a) (b)  

Figure 12. Aspect ratio. (a) A signature with a certain aspect ratio A; (b) a signature with a certain
aspect ratio B.

The area is the most basic feature to describe the size of the block pattern. The pattern
area in the image can be represented by the number of pixels in the same marked area, as
shown in Figure 13. This refers to the total number of pixels after the binarization image
and the sample area reflect the size of signatures of different people to a certain extent. It is
informative to supplement with the aspect ratio feature.

(3) Center of gravity

 
Figure 13. Area.

The center of gravity of the signature is the center point of the weight for the whole
signature, as shown in Figure 14. The center of gravity is the foundation of writing and a
good grasp of the center of gravity will result in flatter words, which will vary from writer
to writer.

(4) Spindle direction

  
(a)  (b)  

Figure 14. Graphic center of gravity. (a) A signature with a center of gravity A; (b) a signature with a
center of gravity B.

Among the axes that pass through the center of gravity of the graph, the longest axis
is called the principal axis of the graph. The angle between the principal axis and the i-axis
is called the principal axis direction angle θ, as in Figure 15, which can be used to represent
the position of the signature graph.

(5) Quadrilateral defining signature structure
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(a) (b) 

0 
X

Y
 

Figure 15. Spindle direction. (a) Directional angle; (b) signature corresponds to spindle direction.

For the signature, which has obvious personalized features and is not easy to change,
it is possible to find some representative features that make a significant contribution to
distinguishing different signatures. The strokes, such as horizontal, vertical, apostrophe,
down, dot and hook, are all handled differently by different signers and the shape of the
structural quadrilateral formed is also completely different. According to this feature, the
general writing characteristics of the writer can be deduced. We processed the refined
sample image to find the most edge points of the image in the four directions of up, down,
left and right and connected the four edge points, in turn, to get a quadrilateral, as in
Figure 16. When reflecting personal characteristics, we extract the four internal angles of
the quadrilateral of the edge points.

(6) Chain code for signature quadrilateral

(a)  (b) (c) 

Figure 16. Quadrilateral defining signature structure. (a) signature written by P1; (b) signature
written by P2; (c) signature written by P3.

Starting from the construction of a vertex of a quadrilateral, mark the edges in anti-
clockwise order and classify the boundary between each edge and the horizontal direction
into chain codes of 0–7 different numbers, as shown in Figure 17. The chain code is adjusted
on the basis of the direction of the meter character grid. According to the floating offset,
when people write horizontally and vertically, the original direction of the meter character
grid is expanded by 45 degrees to both sides; that is, the angle of each direction has a limit
of 45 degrees, which can well eliminate the error caused by different handwriting. The
chain code complements the internal angle feature and distinguishes signatures with the
same angle but different directions, as shown in Figure 18.

Figure 17. Chain code.

37



Appl. Sci. 2022, 12, 9904

Figure 18. Signature quadrilateral with different chain codes at the same angle. (a) Signature
quadrilateral with chain code 7; (b) signature quadrilateral with chain code 0.

4.2. Classification Results

To verify the feasibility of this method, experiments were conducted on a local dataset.
The extracted dynamic features are fused with static features to obtain the signature feature
set, which consists of 12 features, including 6 dynamic features and 6 static features. The
number of words contained in the signature is small and identification is difficult. The
local dataset contains the signatures of 44 writers. The experiments were conducted
with a sample of 15 writers’ signatures for two major categories of simple forgery and
skilled forgery and the samples were divided into training and test sets, according to 7:3,
which were randomly selected in the original dataset. A variety of typical methods of
machine learning was used for classification and, in addition, RNN and CNN were used
for experiments with this feature, which showed that the method of fusing dynamic and
static features was better in terms of classification accuracy. We found that any classifier
does not work well when trained and tested on dynamic features or static feature sets
alone. This is because we selected features that incorporate a representative part unique to
dynamic and static, both of which complement each other, discarding relatively redundant
parts and highlighting the uniqueness of dynamic and static features, while increasing
interpretability and making it easier for the public to understand.

For the multi-classification experiment of forged signatures, in order to verify the
effectiveness of the selected features in the multi classification, the machine learning
algorithm is used to conduct separate experiments for a different number of writers. The
results are shown in Table 6. The effect is better when the number of writers is 5 or less
and basically 100% can be classified correctly, the effect is above 90% when the number
of writers is 10 and the effect is stable at about 90% when the number of writers is 15.
Table 7 shows the experimental results of forged signature identification when the number
of writers is 15. Overall, simple forged signatures are better than skilled forged signatures
in terms of identification, which is consistent with the characteristics of forged signatures.
Among simple forgeries, complex signatures are best identified with a DA classification
accuracy of 100% and, among skilled forgeries, simple imitations are best identified with a
DA classification accuracy of 93.3%.

When deep learning is used for classification, CNN and LSTM network structures
are mainly used and attention modules are added to the network. Table 8 shows the
experimental results of forged signatures when the number of writers is 15. On the whole,
the classification results of simple forgery are better than those of skilled forgery. The
classification accuracy of complex signatures is better in simple forgery and the classification
accuracy is 96.7%. The classification of complex forgery is better in skilled forgery, the
average classification accuracy was 96.7% and the highest was 100%.
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Table 6. Result of multi-classification experiment.

Number
of Writers

Simple Forged Signature Skilled Forged Signature

Simple
Signature

General
Signature

Complex
Signature

Simple
Imitation

General
Imitation

Complex
Imitation

2 100.0 100.0 100.0 100.0 100.0 100.0
3 100.0 100.0 100.0 100.0 100.0 100.0
4 100.0 100.0 100.0 100.0 100.0 100.0
5 94.3 100.0 100.0 97.1 97.1 100.0
6 90.5 100.0 97.6 97.6 97.6 97.6
7 93.9 98.0 100.0 98.0 98.0 91.8
8 91.1 96.4 98.2 98.2 94.8 91.1
9 92.1 96.8 93.7 96.8 95.2 93.7

10 92.9 94.3 91.4 97.1 95.7 90.0
11 84.4 96.1 94.8 98.7 96.1 92.2
12 84.5 98.8 92.9 95.2 95.2 94.0
13 90.1 96.7 94.5 90.1 94.5 91.2
14 83.7 92.9 91.8 89.8 93.9 85.7
15 86.7 97.1 90.5 88.6 93.3 86.7

Table 7. Result on multiple classifiers.

Simple Forged Signature Skilled Forged Signature

Simple
Signature

General
Signature

Complex
Signature

Simple
Imitation

General
Imitation

Complex
Imitation

KNN 73.3 86.7 95.6 80.0 75.6 82.2
DA 75.6 91.1 100.0 93.3 77.8 93.3
RF 80.0 88.9 95.6 88.9 75.6 84.4

SVM 75.6 77.8 95.6 73.3 75.6 75.6

Table 8. Deep learning network classification results.

Simple Forged Signature Skilled Forged Signature

Simple
Signature

General
Signature

Complex
Signature

Simple
Imitation

General
Imitation

Complex
Imitation

CNN 90.0 90.0 96.7 96.7 83.3 93.0
CNN + Att 96.7 96.7 96.7 93.3 90.0 100.0

LSTM 95.7 96.7 96.7 90.0 90.0 96.7
LSTM + Att 95.7 96.7 96.7 93.3 80.0 96.7
CNN-LSTM 83.3 90.0 86.7 90.0 83.3 93.3

CNN-LSTM + Att 83.3 93.3 93.3 100.0 83.3 96.7

5. Discussion

In this study, the method of combining dynamic and static feature extraction is used
to achieve better results. For the whole signature, dynamic features pay more attention
to fine and clear information and use the value of each sampling point to obtain other
data, while offline images pay more attention to the overall and structural information
and use static features to complete the macro supplement. From the two dimensions, we
can integrate more comprehensive features and complement each other. In the aspect of
dynamic features, the more prominent and special features in the writing process, such
as writing speed and pressure, are selected. In the aspect of static features, the public’s
impression of the signature, such as the aspect ratio (the signature is flat or square) and the
angle of the signature quadrangle (whether the signature is inclined to the left or right as a
whole), is referred to. The features that can best represent the dynamic and static features
are screened out, which can also achieve better results and be more easily recognized by
the public.

At present, there are few studies on dynamic and static signature identification and
it is difficult to find a database for research. At the same time, we made a comparative
analysis of the results of existing studies. Zhou et al. gradually improved the accuracy
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when training with real samples of 3, 5, 8 and 10. The highest classification result was
97.83% when 10 samples were used [6]. In addition to fewer selected features, the others are
basically consistent with the design of the dichotomous experiment in this study. When the
number of writers was two, the accuracy of all tasks was 100%. When Huang et al. studied
the multi-classification recognition of electronic signatures, the multi-classification results of
the machine learning algorithm for 3000 samples from 30 authors were more than 90% [20].
In this study, when the number of writers was 15, the machine learning algorithm was
about 90%, but the effect was good and stable in the deep learning network. The selection
of features by Yelmti et al. is largely consistent with the features we used in the extraction
of dynamic features [22] and, through correlation analysis, we know that the standard
deviation and variance in velocity and other features have relatively low correlation. From
the above discussion, we can see that this study is relatively comprehensive in feature
extraction. When combining dynamic and static features, structural static features are
added. When the amount of multi-classification identification is small, it can reach 100%
and when the number of authors is 15, most of them can reach 96.7%. Under the condition
of high accuracy, it is easier to understand, but the identification of individual tasks still
needs to be improved.

The scope of application of signature verification has spread throughout people’s
daily life and it is essential for the general public to identify reasonably and effectively.
Alice J. et al., for identity recognition, relied on human facial and body expressions from
static and dynamic situations, incorporating different conditions. Experiments have shown
that a fusion of static and dynamic features, which focus on different directions, works
better and achieves perfect performance [27]. Such feature fusion is not only for identity
recognition; for example, the line interruption caused by typhoon can be predicted through
the coordination of static and dynamic data [28] and multi-scale features and hierarchical
features can be extracted for super-resolution image detection [29]. The effectiveness of
feature fusion is fully demonstrated in various fields. A better result can be achieved by
starting from multiple dimensions, looking at things in a comprehensive way, learning
from each other’s strong points to complement each other’s weak points and explaining in
simple terms.

6. Conclusions

This paper proposes a handwriting identification method that incorporates dynamic
and static features and establishes a Chinese signature forgery handwriting database.
By combining the static features of traditional paper-and-pen writing and the dynamic
features of digital writing, the feasibility of the used features for multi-classification forgery
handwriting identification is verified to some extent by experimenting and comparing
different classification number cases using multiple classifiers.

The fusion of dynamic and static features makes the handwriting identification more
interpretable and the effective features obtained are more comprehensive. It can better
identify the forged signature handwriting and obtain better accuracy. Multi-classification
experiments on forged signatures are a new way of thinking for handwriting identification.
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Abstract: Personality accounts for how individuals differ in their enduring emotional, interpersonal,
experiential, attitudinal and motivational styles. Personality, especially in the form of the Five Factor
Model, has shown usefulness in personalized systems, such as recommender systems. In this work,
we focus on a personality model that is targeted at motivations for multimedia consumption. The
model is composed of two dimensions: the (i) eudaimonic orientation of users (EO) and (ii) hedonic
orientation of users (HO). While the former accounts for how much a user is interested in content that
deals with meaningful topics, the latter accounts for how much a user is interested in the entertaining
quality of the content. Our research goal is to devise a model that predicts the EH and HO of users
from interaction data with movies, such as ratings. We collected a dataset of 350 users, 703 movies
and 3499 ratings. We performed a comparison of various predictive algorithms, as both regression
and classification problems. Finally, we demonstrate that our proposed approach is able to predict
the EO and HO of users from traces of interactions with movies substantially better than the baseline
approaches. The outcomes of this work have implications for exploitation in recommender systems.

Keywords: personality prediction; eudaimonic orientation; hedonic orientation; user modeling

1. Introduction

Personality traits have been defined as the most important ways in which individuals differ
in their enduring emotional, interpersonal, experiential, attitudinal and motivational styles [1].
These factors have shown their utility in many online applications, such as recommender
systems [2] and targeted advertising [3]. However, the usage of lengthy questionnaires,
which is the typical method of assessing a user’s personality, is not practical for online
applications because they are intrusive and time-consuming. For this reason, personality
prediction from the digital traces of users emerged about a decade ago using mostly social
media sources to infer users’ personality traits [4–7]. As of today, advanced algorithms [8]
and even off-the-shelf tools (https://applymagicsauce.com/demo (accessed on 15 Septem-
ber 2022), https://www.ibm.com/no-en/cloud/watson-personality-insights (accessed on
15 September 2022)) exist for personality prediction.

The majority of personality prediction approaches focuses on the prediction of per-
sonality in the form of the Five Factor Model (FFM), with the five factors being Openness,
Conscientiousness, Extraversion, Agreeableness and Neuroticism [9]. This is a generic
personality model that covers all areas of human activity. For more specific domains,
other personality models have been devised, such as the Bartle model for gaming [10], the
vocational RIASEC model [11], and the conflict-coping Thomas–Kilman model [12].

In this paper, we focus on a personality model that describes the motivations for
multimedia consumption. The model is composed of two factors—namely, the eudaimonic
and hedonic orientation of users. The first factor, the eudaimonic orientation of users, accounts
for how much a user is looking for meaning in multimedia content, while the the second
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factor, hedonic orientation, accounts for how much a user is looking for entertaining
quality [13]. This model has potential for user modeling and recommender systems in the
entertainment domain, as demonstrated in [14].

In particular, in scenarios, when items are described with their eudaimonic and
hedonic qualities (e.g., the movie Manchester by the Sea has high eudaimonic but low hedonic
quality), a content-based filtering approach can be useful for recommendations [15]. Thus
far, there has been no work on predicting the eudaimonic and hedonic orientation (EHO)
personality model of users from digital traces.

In this paper, we propose a model that takes features generated from traces of inter-
actions with movies to predict EHO. We demonstrate the quality of the predictions on a
dataset of 350 users, 703 movies and 3499 ratings. The results of our analysis are examined
based on the information users provide, the interactions they have with the system, or
both. According to our analysis, our proposed approach predicts the EO and HO of users
substantially better than baseline approaches.

2. Related Work

This work builds upon two bodies of related work: (i) personality research from
psychology and (ii) social media-based predictions using machine-learning models.

2.1. Personality Research from Psychology

As mentioned earlier, psychology research defines personality traits as the most im-
portant ways in which individuals differ in their enduring emotional, interpersonal, experiential,
attitudinal and motivational styles [1]. In order to account for the diversity of users, several
personality models have been devised. Over the past few decades, factor analysis has been
used to reduce personality traits to their underlying factors [16–18].

Several independent researchers have contributed to this research line by introducing
various factors. The most known is the Five Factor Model (FFM), which is composed of the
factors Openness, Conscientiousness, Extraversion, Agreeableness and Neuroticism. The
model is based on the lexical hypothesis, i.e., the things that are important eventually end
up in words we use. Studying the usage of language, the FFM was constructed [1].

The FFM is not the only personality model that has been used by researchers but it
is the most extensively used. There are other alternative models with different numbers
of factors that were introduced to argue for the comprehensibility of FFM. For example,
the HEXACO model is an alternative personality model that includes six factors. The sixth
factor in this model is called Honesty–Humility [19].

Although the FFM is an established model, it does not necessarily fit into specific
domains. For this reason, several domain-specific models have been developed. In the
domain of human resources, the RIASEC model, composed of the types realistic, investiga-
tive, artistic, social, enterprising and conventional is used [11]. These types are correlated
with the FFM factors but account for more fine-grained variance in the job domain and also
offer more explanational power.

For explaining the behavior of users in groups, the Thomas–Kilman model has been
proposed [12]. This model has two factors, assertiveness and cooperativeness, that account
for how people cope in conflict situations. The usage of the Thomas–Kilman model has
been investigated in the domain of group recommender systems [20,21]. As an example, a
recent work done by Abolghasemi et al. [21] proposed a group recommendation approach
that takes the users’ personality into account [21].

They modeled the influence of users on other group members using influence graphs in
which nodes represent users and edges represent users’ influence on other group members.
Their proposed model suggested that a user’s influence on another member would be
stronger if they are more assertive and less cooperative when the other members are less
assertive and more cooperative.
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Further domain-specific models include the Bartle gaming types, which distinguishes
killers, achievers, explorers and socializers [10], and in particular, the eudaimonic and
hedonic orientation (EHO) model, which is the topic of prediction of this paper.

The EHO model has roots in positive psychology [22]. Human experiences have been
modeled using the concepts of eudaimonia and hedonia [23]. The eudaimonic experience
is composed of two factors: (i) deeper reflection, which encompasses relatedness, central
values and personal growth; and (ii) life evaluation, which encompasses the purpose of life,
self-acceptance and autonomy.

The hedonic experience, on the other hand, is about pure pleasure. The two factors
have a low correlation, which indicates their almost-orthogonality. The work of Oliver
and Raney showed that users have different propensities for eudaimonic and hedonic
experiences, which leads to the concept of traits in the EHO model [13]. Furthermore, they
devised an instrument for measuring the EHO factors of users in the domain of movie
consumption [13]. This questionnaire has six questions for the eudaimonic orientation (EO)
and six questions for the hedonic orientation (HO).

2.2. Social-Media-Based Predictions Using Machine-Learning Models

Instruments in the form of questionnaires are time-consuming and obtrusive for
end users in online applications. For example, the widely used Big Five Inventory (BFI)
for measuring the FFM personality factors is composed of 44 items [24]. As personality
accounts for variance in user behavior, including online behavior, unobtrusive models that
use user digital traces have been devised for inferring personality traits. However, the
majority of the personality prediction work has concentrated on predicting the FFM values.

Through meta data analysis, Azucar et al. [8] examined the predictive value of digital
traces on each of the personality factors in FFM. The Pearson correlation values for all
factors ranged from 0.30 to 0.40, indicating that the digital traces of users are a reliable
source of predicting their personality traits. Early work from Quercia et al. [4] used micro
blogs for generating features and achieved a solidly low error. In their seminal work,
Kosinski et al. [6] used Facebook likes and applied singular value decomposition to obtain
a matrix of latent features. The authors predicted FFM factors of users and several other
personal characteristics with high accuracy.

Several other types of digital traces have been used to achieve good FFM predic-
tions. For example, Ferwerda et al. [25] used low-level features from Instagram photos.
In another work, they used drug profiles for predicting FFM factors [26]. A successful
approach was also the usage of eye gaze data for predicting FFM factors, as demonstrated
by Berkovsky et al. [27].

High accuracy was achieved with a hybrid model that uses two social media sources
as feature generators: Instagram and Twitter [7]. The authors used linguistic features as
well as low-level image features to predict FFM factors. In a meta-review of FFM prediction
models, their work demonstrated the highest accuracy [8].

The aforementioned related work shows that personality information is embedded in
our online behavior and the digital traces we leave behind. Given the lack of predictive
models of EHO and the potential of the EHO model for personalized applications, we fill
this gap in knowledge by devising a predictive model of EHO-based on digital traces of user-
movie interactions. More specifically, we address the following research questions (RQs):

• RQ1: How are users clustered based on their EHO values?
• RQ2: How do different machine-learning algorithms perform in predicting the EHO

of users?
• RQ3: How do prediction algorithms perform with different groups of features?

The rest of this paper is organized as follows. In Section 3.1, the data and data
collection method are introduced. In Section 3.2, the machine-learning pipeline is described.
In Section 4, user clustering based on their eudaimonic and hedonic orientation (EHO) is
discussed. Moreover, the results of the EHO prediction as regression and classification
problems followed by discussions are provided. Our conclusions are drawn in Section 6.
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3. Methods and Materials

In order to show predict the EHO of users, we (i) first collected a dataset; then
(ii) trained a predictive model, both as a regression and a classification problem; and finally
(iii) performed the evaluation.

3.1. Data Acquisition

For our study, we decided to collect the following data about the participants:

• EHO of users.
• Personality.
• Genre preferences.
• Film sophistication.

Furthermore, for each participant, we wanted to collect assessments about movies.
We conducted a user study to collect the data required. In total, we had 350 users

providing 3499 assessments of 703 movies. We generated a pool of 1000 popular movies
from the Movielens 25M dataset, from which 55 movies were randomly selected to be
shown to each study participant.

In the first step, we measured the demographics, genre preferences, personality, EHO
and the film sophistication of each participant. The features extracted from these questions
are summarized in Table 1 as U–F. The answers to the demographics questions are referred
to as DEMQ. DEMQ includes questions about gender, education and age. In order to
specify the gender, the user could choose among male, female, other and prefer not to say.

For this study, we considered six educational categories: primary school or lower,
secondary school, university bachelor’s degree, university master’s degree, university PhD
and other professional education degrees. The user was required to input their age, which
was verified to be over 18.

GPREFQ refers to the genre preference answers. Each user was asked to rate different
genres of movies including action, adventure, comedy, drama, fantasy, history, romance,
science fiction and thriller with a score ranging from 1 to 5.

For measuring personality traits, we used the Big Five 44 Item Inventory measure
proposed by John and Srivastava [24] and Ten-Item Personality Inventory (TIPI) measure
proposed by Gosling et al. [28]. Due to the higher correlation value of Extraversion and
Openness traits with EO and HO, we used questions from the Big Five 44 Item Inventory.
For Agreeableness, Conscientiousness and Neuroticism, we used TIPI questions. The answers
to the questions are referred to as BFIQ and range from 1 to 7. Based on these answers, we
calculated the value associated with each factor in the FFM, which we refer to as BFT. Using
the list of FFM questionnaires in the same order provided by John and Srivastava [24], the
Extraversion and Openness traits are calculated as follows:

Ex =
BFIQ1 + (8 − BFIQ6) + (BFIQ26) + (BFIQ36)

4
(1)

Op =
BFIQ5 + BFIQ10 + (8 − BFIQ35) + (8 − BFIQ41)

4
(2)

where Ex and Op stand for the personality traits Extraversion and Openness, respectively.
BFIQn is the n-th question in the BFI questionnaire proposed by John and Srivastava [24].
Using the list of TIPI questionnaires in the same order provided by Gosling et al. [28], the
Agreeableness, Conscientiousness and Neuroticism traits are calculated as follows:

Ag =
(8 − BFIQ2) + BFIQ7

2
(3)

Co =
BFIQ3 + (8 − BFIQ8)

2
(4)

Ne =
(8 − BFIQ4) + BFIQ9

2
(5)
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where Ag, Co and Ne stand for the personality traits Agreeableness, Conscientiousness and
Neuroticism, respectively. BFIQn is the n-th question in the TIPI questionnaire proposed by
Gosling et al. [28].

Oliver and Raney [13] included six statements related to EO and six statements related
to HO. In accordance with the correlation between the questions proposed by Oliver and
Raney [13] and EO/HO values, we selected three statements for measuring each. We asked
users to tell us to which degree they agree with the statements on a scale from 1 to 7.
Assuming the same order of questions as in Oliver and Raney [13], EHOQn refers to the
n-th question. EO and HO are calculated as follows:

EO =
EHOQ1 + EHOQ3 + EHOQ4

3
(6)

HO =
EHOQ7 + EHOQ9 + EHOQ12

3
(7)

Müllensiefen et al. [29] proposed a factor structure of a reduced self-report inventory for
measuring the music sophistication index. Based on this work, the questionnaire of the Gold-
smiths Musical Sophistication Index (Gold MSI) (https://shiny.gold-msi.org/gmsiconfigurator/
(accessed on 15 September 2022)) was designed for the music domain. In order to measure
film sophistication, we adapted the music sophistication index questionnaire to fit the movie
domain. The answers to the film sophistication questionnaire are referred to as SFIQ, which
are on a scale from 1 to 7. From these answers, the following two film sophistication factors
referred to as SFI are calculated: (i) Active Engagement and (ii) Emotions. Assuming the same
order of questions in the Gold MSI questionnaire, SFIQn refers to the n-th question for each
sophistication factor. Active Engagement and Emotions are calculated as follows:

AE =
SFIQ7 + SFIQ9

2
(8)

EM =
SFIQ1 + SFIQ2

2
(9)

where AE and EM stand for the film sophistication factors of Active Engagement and
Emotions, respectively.

In the second step, among 55 movies presented to the participants, they were asked to
select ten. They were instructed to choose movies they have watched or they were familiar
enough to judge in terms of their preferences and feelings while watching them.

FPREFQ is the rating of users on a scale from 1 to 5. The eudaimonic and hedonic
perceptions (EHP) of users from movies were measured with the questionnaire, adapted
from the one proposed by Oliver and Raney [13] (EHPQ). According to the correlation
between the questions proposed by Oliver and Raney [13] and the eudaimonic perception
(EP)/hedonic perception (HP), we selected two statements for measuring each. We asked
users to tell us to which degree they agree with the statements on a scale from 1 to 7.
Assuming the same order of questions as in Oliver and Raney [13], EHPQn refers to the
n-th question. EP and HP are calculated as follows:

EP =
EHPQ1 + EHPQ6

2
(10)

HP =
EHPQ7 + EHOQ9

2
(11)
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Table 1. Feature list. Answers to the question sets provided to users are represented by feature
groups ending in Q. BFT, EHO and SFI were calculated based on user responses. The features that
describe users and interactions are U-F and I-F, respectively.

Feature
Groups

Feature
Subgroups

Description Range of Values

U-F

DEMQ Demographic questions
(ie: gender, education and age)

Age > 18
Others: categorical features

GPREFQ Genre preference questions
(including: action, adventure, comedy, drama,
fantasy, history, romance, science fiction, thriller)

5 likert scale

BFIQ Big five inventory questions 7 likert scale

EHOQ Eudaimonic and hedonic orientation questions 7 likert scale

SFIQ Sophisticaiton index questions 7 likert scale

BFT Big five traits (calculated from BFIQ) rεR : {1 ≤ r ≤ 7}
EHO Eudaimonic and hedonic orientation of users

(calculated from EHOQ)
rεR : {1 ≤ r ≤ 7}

SFI sophistication indexes
including: active engagement, emotion
(calculated from SFIQ)

rεR : {1 ≤ r ≤ 7}

I-F

FPREFQ Film preference questions 5 likert scale

EHPQ Questions related to eudaimonic and hedonic perceptions of users from films 7 likert scale

EHP Eudaimonic and hedonic perceptions of users from films
(calculated from EHPQ)

rεR : {1 ≤ r ≤ 7}

3.2. Machine-Learning Workflow

The machine-learning pipeline was implemented using the Scikit-learn library (https:
//scikit-learn.org/stable/ (accessed on 15 September 2022)) in Python and is depicted in
Figure 1.

PIPELINE

Dataset

Training 
data

Test 
data

Cross 
validation

Parameters

Best 
parameters

Scaling 
numeric data

Encoding 
categorical 

data

Preprocessed 
dataset

Retrained 
model

Final 
Evaluation

Figure 1. The machine-learning pipeline (symbols with dashed line edges illustrate that that step is
not always performed).

The goal of the machine-learning algorithm was to predict two user characteristics,
the eudaimonic orientation and the hedonic orientation values, from features collected in
the user study. We approached this prediction in two ways: (i) as a regression problem and
(ii) as a classification problem, where we used median splitting to label users with high-
and low-eudaimonic orientation and high- and low-hedonic orientation.
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As can be seen in Figure 1, the collected data is fed into the pipeline. In our dataset,
the features are either numerical, including integer and float types, or categorical, including
nominal or ordinal features. There are two categorical features in the dataset: i.e, gender
and education. We assumed gender as a nominal categorical feature and therefore used
OneHotEncoder class from the Scikit-learn library for encoding it, which encodes categorical
features as a one-hot numeric array.

We assumed that education is an ordinal categorical feature, and therefore we encoded
it with OrdinalEncoder from the Scikit-learn library. All the other features in the dataset are
numerical data. Since feature scaling is required only for machine-learning estimators that
consider the distance between observations and not every estimator, this step is not always
performed. The list of machine-learning algorithms that use the scaling step can be seen in
Tables 2 and 3. In the case of performing feature scaling, we used the StandardScale class
from the Scikit-learn.

Table 2. ML models and hyperparameters (regression problem). Except for XGBRegressor, Scikit-
learn was used to implement all models (https://scikit-learn.org/stable/ accessed on 15 September
2022). Python’s xgboost library was used to implement XGBRegressor. (https://xgboost.readthedocs.
io/en/stable/parameter.html accessed on 15 September 2022).

Model Scaled Parameters Tested Values

Ridge � alpha (regularization parameter) 0, 0.0001, 0.001, 0.01, 0.1, 1, 5, 10

Lasso � alpha (regularization parameter) 0, 0.0001, 0.001, 0.01, 0.1, 1, 5, 10

SVR �

Kernel linear, rbf, poly

C 0.001, 0.01, 0.1, 1.0, 10, 100

gamma scale, auto

epsilon 0.001, 0.01, 0.1, 0.2, 0.5, 0.3, 1.0, 2.0, 4.0

KNeighborsRegressor �

n_neighbors 3, 5, 7, 9

weights uniform, distance

algorithm ball_tree, kd_tree, brute

p 1, 2

DecisionTreeRegressor X

criterion mae, mse

splitter best, random

max_depth 1, 3, 5, 7, 9, 11, 12

min_weight_fraction_leaf 0.1, 0.2, 0.3, 0.4, 0.5

max_features auto , log2, sqrt, None

max_leaf_nodes None, 10, 20, 30, 40, 50, 60, 70, 80, 90

RandomForestRegressor X

n_estimators 1, 3, 5, 7, 9, 11, 13, 15, 17, 20

max_features auto, sqrt

max_depth 1, 3, 5, 7, 9, 11, 13, 15, 17, 20

min_samples_split 2, 3, 4, 5, 10

min_samples_leaf 1, 2, 4

bootstrap True, False

XGBRegressor X

max_depth 3, 4, 5, 6, 7, 8, 9, 10, 11

min_child_weight 1, 2, 3, 4, 5, 6, 7

eta 0.001, 0.01, 0.1, 0.2, 0.5, 0.3, 1

subsample 0.7, 0.8, 0.9, 1.0

colsample_bytree 0.7, 0.8, 0.9, 1.0

objective reg:squarederror
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Table 3. ML models and hyperparameters (classification problem). Except for XGBRegressor, Scikit-
learn was used to implement all models (https://scikit-learn.org/stable/, accessed on 15 September
2022). Python’s xgboost library was used to implement XGBRegressor. (https://xgboost.readthedocs.
io/en/stable/parameter.html, accessed on 15 September 2022).

Model Scaled Parameters Tested Values

Ridge � alpha (regularization parameter) 0, 0.0001, 0.001, 0.01, 0.1, 1, 5, 10

SVC �
Kernel linear, rbf, poly

C 0.001, 0.01, 0.1, 1.0, 10, 100

gamma 0.001, 0.01, 0.1, 1

KNeighborsClassifier �

n_neighbors 3, 5, 7, 9

weights uniform, distance

algorithm ball_tree, kd_tree, brute

p 1, 2

DecisionTreeClassifier X

criterion gini, entropy

splitter best, random

max_depth 1, 3, 5, 7, 9, 11, 12

min_weight_fraction_leaf 0.1, 0.2, 0.3, 0.4, 0.5

max_features auto, log2, sqrt, None

max_leaf_nodes None, 10, 20, 30, 40, 50, 60, 70, 80, 90

RandomForestClassifier X

n_estimators 1, 5, 9, 13, 17, 20

max_depth 1, 5, 9, 13, 17, 20

min_samples_split 2, 3, 4, 5, 10

min_samples_leaf 1, 2, 4

bootstrap True, False

XGBClassifier X

max_depth 3, 4, 5, 6, 7, 8, 9, 10, 11

min_child_weight 1, 2, 3, 4, 5, 6, 7

eta 0.001, 0.01, 0.1, 0.2, 0.5, 0.3, 1

subsample 0.7, 0.8, 0.9, 1.0

colsample_bytree 0.7, 0.8, 0.9, 1.0

objective reg:squarederror

For training the model, we used a nested K fold cross-validation approach in which
we could optimize the hyperparameters of the model. Different numbers of folds were
used for outer cross-validation (where we evaluated the dataset) and inner cross-validation
(where we tuned parameters on the evaluation sets). Feature selection was made by both
manual and automatic methods. Manual feature selection was performed in the initial
steps by limiting the features to the list of desired features.

We also performed the automated feature selection by feeding the varied number of
features (k parameter of SelectKBest class) as a hyperparameter in the pipeline (referred to
as automated feature selection in Figure 2). Automatic feature selection was performed
using SelectKBest class from scikit-learn Library, in which mutual information between
individual features and the target variable was used to decide on the final set with k
features. For parameter k of SelectKBest, we used all integer numbers (n) in the range of:

3 ≤ n ≤ max( f eatures)
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Figure 2. The machine-learning pipeline in more details (symbols with dashed line edges illustrate
that that step is not always performed).

We trained seven machine-learning algorithms to predict the EHO values of users:
Lasso, Ridge, SVR, K-nearest neighbors, decision tree, random forest and gradient boosted
trees (XGBoost). We selected these models to investigate a range of models, including
linear and non-linear models. Given the fact that the choice of different hyper parameters
may change the results considerably, we chose a varied range of values for different hyper
parameters [30].

The list of machine-learning algorithms and the corresponding hyper parameters
is provided in Table 2. In this paper, we also define two classification problems. One
for predicting users’ classes based on their eudaimonic orientation: (i) high eudaimonic
oriented, (ii) low eudaimonic oriented; the other for predicting users’ classes based on
their hedonic orientation: (i) high hedonic oriented, (ii) low hedonic oriented. The list of
machine-learning algorithms and the hyper parameters of the classification problem is
provided in Table 3.

4. Results and Discussion

4.1. User Clustering along Eudaimonic and Hedonic Orientation

Figure 3 shows the distribution of users along their eudaimonic and hedonic orienta-
tions. We performed k-means clustering over all the hedonic and eudaimonic variables.
From a visual inspection of Figure 3b, we can see that users can not be easily placed in a
specific number of clusters. We applied two approaches to determine the optimal number
of clusters k: (i) the elbow method and (ii) the silhouette method.

Figure 3. The distribution of users: (a) histogram of hedonic (blue) and eudaimonic (green) values
and (b) eudaimonic vs. hedonic quality.
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We used the elbow method [31] to determine the optimal number of clusters k, using
the KMeans clustering algorithm. Based on the elbow diagram showed in Figure 4, we
decided to investigate k values from 2 to 5. The clustering outcome is depicted in Figure 5.

Figure 4. Elbow diagram. x-axis = Number of clusters; y-axis = Distortion (sum of square errors) of
data points in the clusters. The clustering was performed with KMeans over eudaimonic and hedonic
variables.

Figure 5. Different clusters formed by KMeans over eudaimonic and hedonic variables. (a): k = 2,
(b): k = 3, (c): k = 4 and (d): k = 5. The parameter k of KMeans in scikit-learn library determines the
number of clusters.

For choosing the best number of clusters we also employed the silhouette method. In
this method, the silhouette coefficients are calculated for each data point, which measures
the degree of similarity of a data point to its cluster compared to other clusters. The
silhouette coefficients can be between −1 to 1. The higher the value of the silhouette
coefficient, the more similar the data point is to its cluster than others. A Silhouette
coefficient of 1 indicates that the sample is far from other clusters. If the silhouette coefficient
is 0, then the sample is close to the decision boundary of two neighboring clusters. If the
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silhouette coefficient is −1, the sample most likely belongs to another cluster. Silhouette
plots are shown in Figure 6.

Figure 6. The different number of clusters using the silhouette method over eudaimonic and hedonic
variables. (a): k = 2, (b): k = 3, (c): k = 4 and (d): k = 5. Parameter k determines the number of clusters.
The average value of the Silhouette coefficients is shown with a red dashed line.

Based on Figure 6, the average Silhouette coefficient is between 0.3 and 0.4, regardless
of k’s value. k = 5 and k = 4 are not good choices, as all samples in one of the clusters are
below average Silhouette coefficient. For k = 2, one of the clusters is larger in size than the
other one, which gives this intuition that it can be divided into two subclusters. However,
outliers emerge for k = 3. For k = 2 and k = 3, we can see silhouette plots and cluster
diagrams showing the distribution of clusters in Figure 7. Figure 7 indicates that clusters
are more distinguished based on hedonic orientation if we have two clusters (diagram (a)).
Eudaimonic orientation impacts the final cluster more if there are three clusters compared
to two clusters.

4.2. Eudaimonic and Hedonic Orientation Prediction

The results of EHO prediction are presented as a regression and as a classification problem.

4.2.1. Regression

We evaluated seven machine-learning-regression models. As the baseline, we used
the predictor of the mean value of the target variable. We considered two feature sets in the
manual feature selection step: (i) U-F features, which contain user-related features (except
for EHOQ and EHO variables, which are the target variables) and (ii) I-F features, which
describe the users’ interactions. The detailed list of features is reported in Table 1.

To evaluate the prediction of the various algorithms we used the mean absolute
error (MAE) and the root mean squared error (RMSE), which penalizes large errors
more than MAE [32]. The results are reported in Tables 4–6, for feature sets U-F, I-F
and both, respectively.
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Figure 7. The different number of clusters using silhouette method over eudaimonic and hedonic variables.
(a): number of clusters = 2 and (b): number of clusters = 3. Parameter n_clusters determines the number
of clusters. The average value of the Silhouette coefficients is shown with a red dashed line.

Table 4. EHO prediction results (regression problem) using U-F features. Nested cross-validation with
10 outer and five inner splits. EO (Eudaimonic orientation) and HO (Hedonic orientation). Numbers
are the mean value of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm RMSE (EO) MAE (EO) RMSE (HO) MAE (HO)

Base 1.09 (0.00) 0.85 (0.00) 1.24 (0.00) 0.97 (0.00)

Ridge 0.88 (0.07) 0.48 (0.07) 1.02 (0.07) 0.86 (0.10)

Lasso 0.88 (0.06) 0.48 (0.07) 1.02 (0.07) 0.86 (0.11)

SVR 0.96 (0.10) 0.66 (0.11) 1.10 (0.09) 1.17 (0.17)

KNN 1.07 (0.09) 1.01 (0.15) 1.11 (0.08) 1.14 (0.16)

Decision Tree 1.09 (0.10) 1.06 (0.15) 1.15 (0.08) 1.37 (0.21)

Random Forest 1.07 (0.09) 1.00 (0.17) 1.09 (0.11) 1.09 (0.19)

XGBoost 1.06 (0.15) 0.98 (0.26) 1.08 (0.07) 1.05 (0.13)

In the regression problem, in the case of using U-F features (Table 4), we can see that
Ridge and Lasso performed better compared to the baseline. The SVR also performed
better than the baseline based on the MAE and RMSE value in predicting the eudaimonic
orientation of users. In terms of hedonic orientation prediction by SVR, only the RMSE
value is lower than the baseline. Random Forest and XGBoost provided slightly lower
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values of RMSE than the baseline but higher MAE values. The decision tree algorithm was
only better at predicting hedonic orientation based on the RMSE metric than other methods.

In the regression problem, in the case of using I-F features (Table 5), we can see that
the results are more or less close to the baseline, whereas using both U-F and I-F features
(Table 6) results are better, except for the MAE value for the KNN algorithm, which is not
better but still close to the baseline.

Table 5. EHO prediction results (regression problem) using I-F features. Nested cross-validation with
10 outer and five inner splits. EO (Eudaimonic orientation) and HO (Hedonic orientation). Numbers
are the mean value of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm RMSE (EO) MAE (EO) RMSE (HO) MAE (HO)

Base 1.09 (0.00) 0.85 (0.00) 1.24 (0.00) 0.97 (0.00)

Ridge 1.02 (0.09) 0.87 (0.12) 1.04 (0.08) 0.94 (0.12)

Lasso 1.02 (0.09) 0.86 (0.12) 1.05 (0.07) 0.94 (0.11)

SVR 1.04 (0.09) 0.92 (0.13) 1.07 (0.09) 1.01 (0.15)

KNN 1.05 (0.10) 0.95 (0.14) 1.10 (0.10) 1.16 (0.18)

Decision Tree 1.08 (0.11) 1.06 (0.18) 1.10 (0.08) 1.15 (0.15)

Random Forest 1.06 (0.11) 0.99 (0.15) 1.10 (0.09) 1.15 (0.17)

XGBoost 1.07 (0.12) 1.03 (0.19) 1.09 (0.09) 1.09 (0.16)

Table 6. EHO prediction results (regression problem) using U-F and I-F features. Nested cross-
validation with 10 outer and five inner splits. EO (Eudaimonic orientation) and HO (Hedonic
orientation). Numbers are the mean value of 10 outer splits. Numbers in parenthesis indicate the
standard deviation values.

ML Algorithm RMSE (EO) MAE (EO) RMSE (HO) MAE (HO)

Base 1.09 (0.00) 0.85 (0.00) 1.24 (0.00) 0.97 (0.00)

Ridge 0.88 (0.04) 0.48 (0.05) 1.03 (0.04) 0.87 (0.07)

Lasso 0.87 (0.05) 0.47 (0.05) 1.02 (0.05) 0.86 (0.07)

SVR 0.97 (0.07) 0.69 (0.06) 1.02 (0.05) 0.86 (0.08)

KNN 1.04 (0.08) 0.90 (0.10) 1.05 (0.04) 0.95 (0.08)

Decision Tree 1.01 (0.07) 0.82 (0.08) 1.05 (0.06) 0.93 (0.09)

Random Forest 1.01 (0.06) 0.82 (0.08) 1.04 (0.07) 0.90 (0.11)

XGBoost 0.98 (0.04) 0.74 (0.06) 1.04 (0.07) 0.89 (0.10)

4.2.2. Class Prediction

For the classification problem, the target variables were converted to classes using
median splitting. In order to evaluate the classifiers, we used the accuracy, precision, recall,
F1 score and the area under the curve (AUC) in the receiver operating characteristic (ROC).
Again, we compared U-F and I-F features. As the baseline, we used the majority classifier.
Since we used median splitting, the metrics values should be 0.5; however, due to slight
inequalities caused by data splitting, they are slightly off the 0.5 value.

When using the U-F features (Tables 7 and 8), the Ridge, SVC and Random Forest
algorithms performed better than the baseline. The decision tree and KNN performed close
but still better than the baseline.
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Table 7. EO prediction results (classification problem) using U-F features. Nested cross-validation
with 10 outer and five inner splits. Classification problems on two classes: (a): High_EO (High
Eudaimonic Orientated) and (b): Low_EO (Low Eudaimonic Oriented). Numbers are the mean value
of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.51 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.78 (0.08) 0.75 (0.12) 0.86 (0.12) 0.79 (0.08) 0.89 (0.07)

SVC 0.65 (0.07) 0.66 (0.09) 0.61 (0.12) 0.63 (0.08) 0.71 (0.08)

KNN 0.57 (0.11) 0.57 (0.15) 0.55 (0.15) 0.55 (0.13) 0.60 (0.10)

Decision Tree 0.53 (0.11) 0.53 (0.13) 0.53 (0.13) 0.52 (0.12) 0.52 (0.11)

Random Forest 0.62 (0.08) 0.62 (0.09) 0.58 (0.09) 0.60 (0.07) 0.68 (0.08)

Table 8. HO prediction results (classification problem) using U-F features. Nested cross-validation
with 10 outer and five inner splits. Classification problems on two classes: (a): High_HO (High
Hedonic Orientated) and (b): Low_HO (Low Hedonic Oriented). Numbers are the mean value of 10
outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.56 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.66 (0.07) 0.63 (0.10) 0.63 (0.11) 0.62 (0.05) 0.72 (0.07)

SVC 0.65 (0.07) 0.60 (0.13) 0.61 (0.15) 0.60 (0.12) 0.69 (0.10)

KNN 0.59 (0.08) 0.55 (0.15) 0.48 (0.08) 0.51 (0.10) 0.60 (0.09)

Decision Tree 0.53 (0.11) 0.53 (0.13) 0.53 (0.13) 0.52 (0.12) 0.52 (0.11)

Random Forest 0.63 (0.06) 0.63 (0.15) 0.52 (0.12) 0.54 (0.10) 0.65 (0.06)

In the classification problem of predicting EO and HO classes using I-F features
(Tables 9 and 10), the Ridge, SVC and Random Forest algorithms performed better than the
baseline. The KNN performed close but still better than the baseline. We can see that the
decision tree performed better in predicting HO classes than in predicting EO classes.

Table 9. EO prediction results (classification problem) using I-F features. Nested cross-validation
with 10 outer and five inner splits. Classification problems on two classes: (a): High_EO (High
Eudaimonic Orientated) and (b): Low_EO (Low Eudaimonic Oriented). Numbers are the mean value
of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.51 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.56 (0.02) 0.56 (0.04) 0.54 (0.04) 0.55 (0.01) 0.59 (0.02)

SVC 0.60 (0.03) 0.60 (0.03) 0.58 (0.05) 0.59 (0.02) 0.63 (0.03)

KNN 0.57 (0.04) 0.57 (0.04) 0.55 (0.05) 0.56 (0.04) 0.60 (0.04)

Decision Tree 0.62 (0.04) 0.61 (0.05) 0.61 (0.06) 0.61 (0.05) 0.64 (0.06)

Random Forest 0.61 (0.06) 0.60 (0.06) 0.61 (0.06) 0.60 (0.05) 0.66 (0.07)
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Table 10. HO prediction results (classification problem) using I-F features. Nested cross-validation
with 10 outer and five inner splits. Classification problems on two classes: (a): High_HO (High
Hedonic Orientated) and (b): Low_HO (Low Hedonic Oriented). Numbers are the mean value of 10
outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.56 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.61 (0.03) 0.56 (0.04) 0.54 (0.05) 0.55 (0.03) 0.65 (0.03)

SVC 0.63 (0.02) 0.60 (0.04) 0.53 (0.04) 0.56 (0.03) 0.69 (0.02)

KNN 0.63 (0.03) 0.59 (0.07) 0.53 (0.04) 0.56 (0.04) 0.67 (0.04)

Decision Tree 0.66 (0.04) 0.63 (0.06) 0.59 (0.10) 0.60 (0.06) 0.72 (0.06)

Random Forest 0.65 (0.06) 0.62 (0.07) 0.56 (0.07) 0.59 (0.07) 0.70 (0.06)

For most machine-learning algorithms, the results of classification problems using I-F
features or U-F features are better than those using the baseline in both cases. When I-F
features are used, the decision tree provides better results. With other machine-learning
algorithms, the results are close or better than the baseline, regardless of whether I-F or U-F
features are used. The baseline performed better in terms of accuracy only when using the
decision tree model to predict HO classes using U-F features. For both EO and HO class
prediction (Tables 11 and 12), the Ridge as well as Random Forest algorithms outperformed
the baseline significantly.

Table 11. EO prediction results (classification problem) using I-F and U-F features. Nested cross-
validation with 10 outer and five inner splits. Classification problems on two classes: (a): High_EO
(High Eudaimonic Orientated) and (b): Low_EO (Low Eudaimonic Oriented). Numbers are the mean
value of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.51 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.77 (0.08) 0.73 (0.08) 0.83 (0.13) 0.77 (0.09) 0.85 (0.08)

SVC 0.55 (0.09) 0.54 (0.16) 0.46 (0.17) 0.49 (0.15) 0.58 (0.12)

KNN 0.50 (0.07) 0.50 (0.09) 0.47 (0.09) 0.48 (0.08) 0.51 (0.07)

Decision Tree 0.55 (0.09) 0.54 (0.14) 0.58 (0.11) 0.55 (0.11) 0.55 (0.10)

Random Forest 0.64 (0.06) 0.63 (0.10) 0.64 (0.10) 0.63 (0.08) 0.70 (0.08)

Table 12. HO prediction results (classification problem) using I-F and U-F features. Nested cross-
validation with 10 outer and five inner splits. Classification problems on two classes: (a): High_HO
(High Hedonic Orientated) and (b): Low_HO (Low Hedonic Oriented). Numbers are the mean value
of 10 outer splits. Numbers in parenthesis indicate the standard deviation values.

ML Algorithm Accuracy Precision Recall F1 Score ROC AUC

Base 0.56 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.50 (0.00)

Ridge 0.65 (0.06) 0.62 (0.14) 0.60 (0.09) 0.59 (0.07) 0.70 (0.07)

SVC 0.55 (0.07) 0.50 (0.15) 0.46 (0.08) 0.47 (0.09) 0.56 (0.08)

KNN 0.54 (0.09) 0.49 (0.16) 0.49 (0.14) 0.48 (0.13) 0.54 (0.10)

Decision Tree 0.61 (0.06) 0.58 (0.16) 0.59 (0.11) 0.56 (0.07) 0.62 (0.07)

Random Forest 0.64 (0.07) 0.61 (0.18) 0.53 (0.11) 0.56 (0.12) 0.68 (0.06)
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5. Discussion

A visual inspection of Figure 3 indicates that the users who participated in our user
study were mostly users with a high value of eudaimonic characteristics. We are missing
norms of the distributions of the EO and HO for the general population to compare our
sample with. Such norms do exist for instruments that have been available for a longer
time, such as the BFI [33]. We speculate that the participants who decided to take part
in our data collection were more film-savvy and hence had high EO. In future work, we
would need to collect data with a more representative sample of participants.

We clustered the participants in the space of EO and HO. Based on the elbow method,
three to four clusters appear to be a reasonable choice. However, upon inspecting the
clusters in the EHO space, three clusters seems better as the users are nicely separated
according to their orientations. In fact, looking at Figure 5b, we can see that cluster 0 is
formed of people with low eudaimonic orientation but high hedonic orientation (pleasure
seekers). Cluster 1 is characterized by low HO and high EU (meaning seekers). Finally, the
users in cluster 2 exhibit both high EO and high HO, which is a novel cluster compared to
our previous work [14].

In terms of which ML algorithm is the best for the task at hand, the ridge and lasso
regressors and the ridge classifier appears to yield the best results across different setups.
There are differences in the performance due to various feature sets but these algorithms
constantly outperform others independently on the feature sets, the target variable and
the metric.

Generally, the U-F set yields better prediction performance than the I-F set of features.
However, the results show that the metric used accounts for how much the features improve
over the baseline. When using the U-F features only, there is a substantial improvement
both in the RMSE and MAE in both target variables compared to the baseline. When using
the I-F features, however, the difference is smaller. Furthermore, in terms of the MAE, the
difference is almost negligible, while in terms of the RMSE there is a stronger improvement
of prediction over the baseline.

In the classification problem, the different metrics used (accuracy, precision, recall, F-
score and area under curve) show different aspects of the classifier performance. However,
in our case, accuracy and precision are the most important. Although, here, the U-F features
again perform better than the I-F features, the difference is not as pronounced as in the
regression case. It is clear that both sets of features account for a substantial amount of
variance in HO and EO of users.

6. Conclusions

In this paper, we presented the experimental results of a machine-learning model
that predicts the eudaimonic and hedonic orientation of users in the domain of movies.
We proposed an approach where features are extracted from user preferences for movies
and demographic characteristics, which is a typical set of information present in movie
recommender systems. We evaluated the proposed approach on a moderate-sized dataset
of 350 users and 703 movies and showed that understanding the hedonic and eudaimonic
characteristics of movies and user preferences are good indicators of the eudaimonic and
hedonic orientations of users.

Based on the research questions, we showed that (i) There were no distinct clusters
of users in the EO-HO space. However, the elbow method indicated that three clusters
appears to be a reasonable interpretation: (a) users with high HO and EO, (b) users with
high HO and low EO and (c) users with low HO and high HO. Furthermore, we showed
that, on our dataset, (ii) the ridge and lasso regressors and the ridge classifier performed
the best across a range of different feature sets and metrics. Finally, we showed that (iii) I-F
features improved the prediction over the baseline, both in regression and classification;
however, the major boost was given by the U-F features.

Future work should address the issue of the potentially non-representative sample.
Furthermore, other domains than movies should be explored—for example, music and books.
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We also plan to examine the performance of predicting the eudaimonic/hedonic qualities of
movies from their subtitles using state-of-the-art algorithms, such as support vector machines,
convolution neural networks, recurrent neural networks and Bert [34]. Finally, the proposed
approach should be integrated into a recommender system pipeline to evaluate how much
the proposed approach helps in improving the quality of recommendations.
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Abbreviations

The following abbreviations are used in this manuscript:

BFI Big Five Inventory
EHO eudaimonic and hedonic orientation of users
EO eudaimonic orientation of users
HO hedonic orientation of users
EHP eudaimonic and hoedonic perception of users
EP eudaimonic perception of users
HP hedonic perception of users
FFM Five Factor Model
MSI Musical Sophistication Index
TIPI Ten-Item Personality Inventory
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Abstract: Deep neural networks (DNNs) have attracted extensive attention because of their excellent
performance in many areas; however, DNNs are vulnerable to adversarial examples. In this paper,
we propose a similarity metric called inner-class adjusted cosine similarity (IACS) and apply it to
detect adversarial examples. Motivated by the fast gradient sign method (FGSM), we propose to
utilize an adjusted cosine similarity which takes both the feature angle and scale information into
consideration and therefore is able to effectively discriminate subtle differences. Given the predicted
label, the proposed IACS is measured between the features of the test sample and those of the normal
samples with the same label. Unlike other detection methods, we can extend our method to extract
disentangled features with different deep network models but are not limited to the target model (the
adversarial attack model). Furthermore, the proposed method is able to detect adversarial examples
crossing attacks, that is, a detector learned with one type of attack can effectively detect other types.
Extensive experimental results show that the proposed IACS features can well distinguish adversarial
examples and normal examples and achieve state-of-the-art performance.

Keywords: adversarial detection; inner-class adjusted cosine similarity; adversarial examples;
deep learning

1. Introduction

In recent years, deep neural networks (DNNs) have attracted extensive attention
and provided excellent performance in many fields. However, researchers discovered
that DNNs were vulnerable to adversarial examples [1,2]. Szegedy et al. [1] first demon-
strated that by adding human imperceptible perturbations on normal examples, adversaries
could confuse the judgment of DNNs. This property of DNNs significantly hinders their
application in security-critical areas.

There are works trying to explain the reason why there are adversarial examples in
DNNs. Szegedy et al. [1] offered a simple explanation that the set of adversarial examples
was of extremely low probability, and never or barely appeared in the training and test
set. Later, Goodfellow et al. [3] pointed out that the linearity of DNN models is enough to
form adversarial examples and they argued that adversarial examples can be explained
as a property of high-dimensional dot products; they also highlighted that the direction
of perturbation, rather than the specific point in space, mattered most. Tanay et al. [4]
argued that the existence of adversarial examples was closely related to model classification
boundary and introduced the “boundary tilting” perspective that adversarial examples
existed when the classification boundary lay close to the submanifold of normal examples.

The discovery of the fragility of DNNs to adversarial examples triggered a range
of research interests in adversarial attacks and defenses. A growing number of methods
have been proposed to generate adversarial examples including L-BFGS [1], FGSM [3],
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and so on. In order to defend against these attacks, researchers also introduced a range of
defense methods to counter attacks by enhancing the robustness model [3,5–9], preprocess-
ing input data [10–12], or attempting to differentiate adversarial examples from normal
examples [13–17].

As an intuitive defense means, adversarial detecting has attracted a lot of attention.
These methods can be divided into two categories: collecting disentangled features in the
input space [18–20] or the activation space of target models [13,17,21]. Furthermore, most
detection methods rely too much on target models to extract disentangled features. If we
cannot get the target model, the methods may not work.

In this work, we propose a novel adversarial example detection method that is inde-
pendent of whether we can get the target model or not. Our method utilizes the natural
adaptation characteristics of the cosine distance to high-dimensional data and introduces
predicted label information to measure the similarity between test data and normal data.
In Figure 1, we outline our detection method. The extracted feature map from DNNs
and the predicted label information are used to estimate the IACS values and the IACS
estimates serve as features to train a linear regression classifier to classify the test data. The
contribution of this paper is mainly threefold:

• We propose a similarity metric called the inner-class adjusted cosine similarity (IACS)
and apply it to detect adversarial examples.

• Our detection method is independent of whether we can get the target model or
not, and the extracted IACS values are stable enough to detect adversarial examples
crossing attacks.

• Extensive experiments have been conducted and confirm that our method has ex-
cellent advantages in detecting adversarial examples compared with other detection
methods. Moreover, our method further confirms that the direction of the adversarial
perturbation matters most.

Figure 1. An overview of our detection method based on inner-class adjusted cosine similarity
(IACS): We first extract the features of each layer and flatten them into one dimension. Then,
the extracted features and predicted label information are used to calculate the IACS and further
train the linear regression classifier to discriminate the IACS values of adversarial examples from
those of normal examples.

2. Related Works

In this section, we discuss related works which include two parts: adversarial attack
and adversarial defense.

2.1. Adversarial Attack

Adversarial attacks try to force deep neural networks(DNNs) to make mistakes by
crafting adversarial examples with human imperceptible perturbations. We denote x as the
input of DNN, Cx as the label of input x, and f (·) as the well-trained DNNs. Given x and
network f (·), we can obtain the label of input x through forward propagation; in general,
we can call x an adversarial example if f (x) �= Cx. Here, we introduce five mainstream
attack methods including FGSM, PGD, DeepFool, JSMA, and CW. They are all typical
attack methods ranging from L0, L2, to L∞ norms.
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• FGSM: The fast gradient sign method(FGSM) was proposed by Goodfellow et al.
[3] and is a single-step attack method. The elements of the imperceptibly small
perturbation are equal to the sign of the elements of the gradient of the loss function
with respect to the input; therefore, it is a typical l∞-norm attack method. The discovery
of the FGSM also proved that the direction of the perturbation, rather than the specific
point in space, mattered most.

• PGD: The projected gradient descent (PGD) was proposed by Madry et al. [7] and
is a multistep attack method. As in the FGSM [3], it also utilizes the gradient of the
loss function with regard to the input to guide the generation of adversarial examples.
However, the method introduces random perturbations and replaces one big step with
several small steps; therefore, it can generate more accurate adversarial examples but
it also requires a higher computation complexity.

• JSMA: The Jacobian based saliency map attack(JSMA) [22] was proposed by Paper-
not et al. and is a typical l0-norm method. It aims to change as few pixels as possible
by perturbing the most significant pixels to mislead the model. In this process, the ap-
proach updates a saliency map to guide the choice of the most significant pixel at each
iteration. The saliency map can be calculated by:

S(X, t)[i] =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, i f
∂Ft(X)

∂Xi
> 0 or ∑

j �=t

∂Fj(X)

∂Xi
< 0,

(
∂Ft(X)

∂Xi
)| ∑

j �=t

∂Fj(X)

∂Xi
| , otherwise

(1)

where i is a pixel index of the input.
• DeepFool: This algorithm was proposed by Dezfooli et al. [23] and is a nontarget

attack method. It aims to find minimal perturbations. The method views the model
as a linear function around the original sample and adopts an iterative procedure to
estimate the minimal perturbation from the sample to its nearest decision boundary.
By moving vertically to the nearest decision boundary at each iteration, it reaches the
other side of the classification boundary. Since the DeepFool algorithm can calculate
the minimal perturbations, therefore, it can reliably quantify the robustness of DNNs.

• CW: This refers to a series of attack methods for the L0, L2, and L∞ distance metrics
proposed by Carlini and Wagner [24]. In order to generate strong attacks, they intro-
duced confidence to strengthen the attack performance, and to ensure the modification
yielded a valid image, they introduced a change of variables to deal with the “box con-
straint” problem. As a typical optimization-based method, the overall optimization
function can be defined as follows:

minimizeD(x, x + δ) + c ∗ f (x + δ), (2)

where c is the confidence, D is the distance function, and f (·) is the cost function. We
adopted the l2-norm attack in the following experiments.

Furthermore, there are black-box adversarial attack methods. Compared with white-
box adversarial attacks, they are harder to work or need more perturbations, therefore are
easier to be detected. In this paper, we focus on white-box attacks to test detectors.

2.2. Adversarial Defense

In general, adversarial defense can be roughly categorized into three classes: (i)
improving the robustness of the network, (ii) input modification, and (iii) detecting-only
and then rejecting adversarial examples.

The methods aimed to build robust models try to classify the adversarial example as
the right label. As an intuitive method, adversarial training has been extended to many
versions from its original version [3] to fitting on large-scale datasets [25] and to ensemble
adversarial training [6]. Currently it is still a strong defense method. Although adversarial
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training is useful, it is computationally expensive. Papernot et al. [8] proposed a defen-
sive distillation to conceal the information of the gradient to defend against adversarial
examples. Later, Ross et al. [26] refuted that the defensive distillation could make the
models more vulnerable to attacks than an undefended model under certain conditions,
and proposed to enhance the model with an input gradient regularization.

The second line of research is input modification, which modifies the input data to filter
or counteract the adversarial perturbations. Data compression as a defense method has
attracted a lot of attention. Dziugaite et al. [11] studied the effects of JPG compression and
observed that JPG compression could actually reverse the drop in classification accuracy of
adversarial images to a large extent. Das et al. [12] proposed an ensemble JPEG compression
method to counteract the perturbations. Although data compression methods achieve
a resistance effect to a certain extent, compression also results in a loss of the original
information. In the article [10], the authors proposed a thermometer encoding to defend
against adversarial attacks which could ensure no loss of the original information.

Detection-only defense is the other way to defend against adversarial attacks. We
divided these methods into two categories: (i) detecting adversarial examples in the input
space with raw data and (ii) using latent features of the models to extract disentangled fea-
tures. For the first category of methods, Kheerchouche et al. [18] proposed to collect natural
scene statistics (NSS) from input space to detect adversarial examples. Grosse et al. [19]
proposed to train a new N + 1 class for adversarial examples classification. Gong et al. [20]
constructed a similar method to train a new binary classifier with normal examples and
adversarial examples.

The second category of adversarial detection methods uses the target model to extract
disentangled features to discriminate adversarial examples. Yang et al.[17] observed that
the feature attribution map of an adversarial example near the decision boundary was
always different from the corresponding original example. They proposed to calculate the
feature attributions from the target model and use the leave-one-out method to measure
the differences in feature attributions between adversarial examples and normal examples
and further detect adversarial examples. feinman et al. [21] proposed to detect the adver-
sarial examples by kernel density estimates in the hidden layer of a DNN. They trained
kernel density estimates (KD) on normal examples according to different classes, and the
probability density values of adversarial examples should be less than that of those normal
examples, by which they formed an adversarial detector. Schwinn et al. [27] analyzed
the geometry of the loss landscape of neural networks based on the saliency maps of the
input and proposed a geometric gradient analysis (GGA) to identify the out-of-distribution
(OOD) and adversarial examples.

Most related to our work, Ma et al. [13] proposed to use the local intrinsic dimension-
ality (LID) to detect adversarial examples; the estimator of the LID of x was defined as
follows:

ˆLID(x) = −
(

1
k

k

∑
i=1

log
ri(x)
rk(x)

)−1

, (3)

where ri(x) denotes the distance between x and its ith nearest neighbor in the activation
space and the rk(x) is the largest distance among the k-nearest neighbors. They calculated
the LID value of samples in each layer and trained a linear regression classifier to discrimi-
nate the adversarial examples from normal examples. Our method used the same intuition,
that is, we compared the test data with normal data, but we introduced the concept of
inner class to limit the comparison scope within the same class label and unlike the LID
calculating a Euclidean distance, we used a different basic similarity metric, the cosine
similarity.

3. Method

In this section, we introduce our method in detail. Our method stems from the core
idea of the fast gradient sign method (FGSM) [3] where the authors pointed out that the
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direction of the perturbation mattered most. In other words, the adversarial perturbation
was sensitive to angles or direction. As a result, we intuitively attempted to use the
cosine similarity as the basic metric to discriminate the adversarial examples from normal
examples. We studied the cosine similarity and its variant the adjusted cosine similarity [28],
which introduces the normalization on the basis of cosine similarity. Furthermore, in order
to fit the anomaly detection task, we introduced the predicted label information to extract
the disentangled feature between normal examples and adversarial examples. The code is
available at https://github.com/lingKok/adversarial-detection-based-on-IACS.

3.1. Basic Metric and Inner-Class Metric

On the basis of a basic metric, we introduce the idea of inner class and propose the
inner-class cosine similarity (ICS) and inner-class adjusted cosine similarity (IACS). In this
section, we introduce the basic metrics, the cosine similarity (CS) and adjusted cosine
similarity (ACS), and the inner-class metrics, the ICS and IACS.

3.1.1. Cosine Similarity

The cosine similarity (CS) is a classical similarity measurement method that measures
the similarity between two vectors. With the increase of dimensionality, similarities based
on the Euclidean distance face the curse of dimensionality and their characterization ability
cannot be guaranteed. Unlike the Euclidean distance, the cosine similarity can effectively
measure the relationship between high-dimensional data. The cosine similarity (CS) can be
formulated as follows:

CS(x, y) =
x · y

‖x‖‖y‖ , (4)

where (·) denotes the dot-product of two vectors.

3.1.2. Adjusted Cosine Similarity

The adjusted cosine similarity (ACS) is a variant of the cosine similarity. Although the
cosine similarity can deal with the curse of dimensionality, it is more concerned with the
relationship between the angles of vectors and is not sensitive to the absolute value of
specific data such as size and length. Therefore, Sarvar et al. [28] proposed the concept
of an adjusted cosine similarity. The adjusted cosine similarity offsets the shortcoming
by subtracting the corresponding feature mean value. The adjusted cosine similarity of a
sample xi and sample xj is given by :

ACS(xi, xj) =
(xi − x̄) · (xj − x̄)
‖xi − x̄‖‖xj − x̄‖ , (5)

where x̄ denotes the mean value of samples.

3.1.3. Inner-class Cosine Similarity

The inner-class cosine similarity introduces the concept of inner class on the basis of
cosine similarity, which computes the cosine similarity limited to the same predicted class.
Given the category of x, the ICS of x is calculated by:

ICS(x) =
1

|C(x)| ∑
xj∈C(x)

CS(x, xj), (6)

where C(x) denotes the set of samples with the same class as x, and |C(x)| denotes the
number of elements in set C(x).

65



Appl. Sci. 2022, 12, 9406

3.1.4. Inner-class Adjusted Cosine Similarity

Similar to ICS, the inner-class adjusted cosine similarity (IACS) computes the adjusted
cosine similarity limited to the same predicted class. Given the category of x, the IACS of x
is calculated by:

IACS(x) =
1

|C(x)| ∑
xj∈C(x)

ACS(x, xj). (7)

3.2. Adversarial Detection Based on Inner-Class Cosine Similarity

In this section, we describe the implementation of the detection method in detail.

3.2.1. Notation and Terminology

Given a well-trained deep neural network classifier f (·), we denote the mixture data as
xi ∈ Dmix (including normal and adversarial examples), the baseline data as xj ∈ Dbsd (only
including normal data), fk(·) as the output of the kth layer of the classifier (0 <= k <= n),
and Lk(·) as the flattened feature of the fk(·).
3.2.2. Detector Training

In the training phase, we first collect the flattened features of each classifier layer.
The flattening operation of sample x can be formulated as follows:

Lk(x) = flatten( fk(x)), (8)

where the flatten(·) denotes the flattening operation, which flattens the multidimensional
data into one dimension.

Then, we calculate the adjusted cosine similarity of the mixture data xi ∈ Dmix with
xj ∈ Dbsd, which can be formulated as follows:

ACS(Lk(xi), Lk(xj)) =
(Lk(xi)− ¯Lk(xi)) · (Lk(xj)− ¯Lk(xj))

‖(Lk(xi)− ¯Lk(xi))‖‖(Lk(xj)− ¯Lk(xj))‖
, (9)

where ¯Lk(xi) denotes the average of the lth layer output features of the mixture examples,
and ¯Lk(xj) denotes the average of the lth layer output features of the baseline examples
(normal examples). This means we calculate the ACS values between the mixture data and
normal data.

In order to better fit the anomaly detection task, we propose the inner-class adjusted
cosine similarity (IACS) metric to detect adversarial examples. Given some label infor-
mation predicted by classifier f (·), the adjusted cosine similarity (ACS) with the same
predicted label as the x’s label is selected to calculate the mean value, which is used as the
IACS value of the sample x at the kth layer, as shown in Equation (10).

IACSk(x) =
1

|Ck(x)| ∑
Lk(xj)∈Ck(x)

ACS(Lk(x), Lk(xj)), (10)

where Ck(x) denotes the set of the kth layer output features of normal samples with the
same label as sample x.

We next describe how the inner-class adjusted cosine similarity (IACS) estimates can
serve as features to train a detector to discriminate adversarial examples from normal
examples. Just as Algorithm 1 shows, the IACS values associated with each mixture sample
are estimated with the baseline samples by Equations (9) and (10). Then, we use the
IACS values (one value for one layer) to train a linear regression classifier, in which the
IACS values from adversarial examples are labeled as 1 and the IACS values from normal
examples are labeled as 0 in the experiment.
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Algorithm 1 Adversarial detection algorithm based on IACS.

Require:
f (·): A target classifier trained well by normal examples.
Dmix: Mixture dataset Dmix, xi ∈ Dmix.
Dbsd: Baseline dataset Dbsd, xj ∈ Dbsd.

Ensure: Linear regression classifier LR.
1: Extract the output of f (·)’s layer: { fk(x)}n

1 .
2: Flatten the output and get:{Lk(x)}n

1 .
3: for k=1:n (number of layer) do
4: Calculate the mean value of Lk(xi) and Lk(xj) in a minibatch, xi ∈ M, xj ∈ N.
5: Calculate the adjusted cosine similarity by Equation (9) and get ACS(Lk(xi), Lk(xj)).
6: Calculate the IACS by Equation (10) and get IACSk(xi).
7: end for
8: Set the feature IACS(xi) as 1 i f xi is from adversarial example else 0;

IACS(xi) = [IACS1, IACS2, ..., IACSn]T

9: Train a linear regression classifier LR on (IACSpos, IACSneg).

In addition, note that there is no need to choose a very big baseline dataset (normal
examples) to calculate the IACS values, provided that the baseline data is chosen relatively
randomly and there are enough samples in the same category to fully maintain its inner-
class characteristics. This can significantly reduce the computation load. In the experiment,
we found that the detecting performance could be efficiently ensured even for a size of
baseline data as small as 100, that is, 10 normal samples per class.

3.2.3. Detector Assessment

In the detecting phase, the test data can be classified by its IACS values. In fact,
the trained linear regression classifier (LR) is a binary classifier, therefore, we used the AUC
score to measure the performance of the LR. The AUC score denotes the area under the
receive operating characteristic which can efficiently avoid the difference caused by manual
selection thresholds. The closer the AUC score is to 1, the better the performance is and the
closer it is to 0.5, the worse the performance of the LR is.

In experiments, we divided the mixture dataset into a training set and the test set with
the ratio of 7:3. That is, we used the IACS values of the training set to train the LR and
calculated the AUC score to measure the performance of the LR.

4. Experiments and Results

In this section, we evaluated the discrimination ability of IACS values between ad-
versarial examples and normal examples and tested these features on the MNIST, SVHN,
and CIFAR10 datasets. We conducted a comparison with the state-of-art methods including
kernel density estimates (KD)-based method [21], local intrinsic dimensionality (LID)-based
method [13] and natural scene statistics (NSS)-based method [18].

4.1. Experiment Settings

Hardware setup: All our experiments were conducted on a computer that was
equipped with an Intel(R) Core(TM) i9-10920X CPU and an RTX 3080 GPU.

Model: The pretrained DNN model structure used for MNIST and SVHN was the
same, that is, a Convnet with 3 × 3 × 16, 3 × 3 × 32, and 3 × 3 × 64 convolutional layers fol-
lowed by 2 × 2 max pooling layers and two 200-unit fully connected layers. They achieved
an accuracy of 99.34% and 87.39% on MNIST and SVHN, respectively. For CIFAR10, we
trained a fine-tuned Resnet20 with an additional linear layer. This model reported an
accuracy of 87.09%. Refer to Table 1 for the detailed training parameters.
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Table 1. Parameters set for training the classifier.

Parameter MNIST SVHN CIFAR

Optimization Method SGD SGD Adam
Learning Rate 0.05 0.05 0.001
Momentum 0.9 0.9 -
Batch Size 200 100 100
Epoch 20 40 200

Adversarial examples: We implemented five attacks based on an open uniform plat-
form for security analysis [29], including: fast gradient sign method (FGSM) [3], projected
gradient descent (PGD) [7], Jacobian based saliency map attack (JSMA) [22], DeepFool [23],
and CW2 [24].

• FGSM: We set the perturbation amplitude ε. For MNIST, we set the amplitude ε as
0.3. For SVHN and CIFAR10, we set it as 0.1.

• PGD: There were two parameters to set: the number of iterations it and the perturba-
tion amplitude ε. In the experiment, we set it as 1000 for the three datasets and we set
ε as 0.3 for MNIST and 0.1 for both SVHN and CIFAR10.

• JSMA: The perturbation coefficient θ was set to 1 and the modified pixel number was
limited by the parameter γ, which was set to 0.2 for the three datasets.

• DeepFool: We set the number of iterations it as 50 and the overshoot coefficient as
0.02 for all datasets.

• CW2: There were four parameters that could affect the adversarial examples: the
number of iterations it, the confidence coefficient c, the number of search step ns, and
the learning rate lr. We set c = 0, it = 1000, ns = 10, and lr = 0.002 for all datasets.

For each attack, we chose 1000 candidate samples from the test dataset (which were
classified correctly by the target classifier) and generated the adversarial examples. We also
chose an equal number of test samples as baseline data.

4.2. Evaluation of the Discrimination Ability of IACS

In this section, we evaluated the differences between adversarial examples and normal
examples based on IACS values. Figure 2 shows the IACS values (from the penultimate
layer of Resnet for CIFAR10) of 100 randomly selected adversarial examples (green) gen-
erated by CW2 [24] and those of 100 random normal examples (red) from the CIFAR10
test dataset. We found that the IACS values for the normal examples were significantly
larger than the IACS values for the adversarial examples. This met our expectation that the
similarity between a normal example and a normal example was greater than that between
an adversarial example and a normal example.

We also studied the cosine similarity as a basic metric. We evaluated the AUC score
with just a single layer detector with IACS values and ICS values.

In Figure 3, we show the AUC score of each layer from the start layer to the end layer.
We found that the overall performance of the IACS was better than that of the ICS. Notice
that we only output one IACS or ICS value for each Resnet block for convenience.

4.3. Comparison with Other Methods

We conducted comparative experiments with other three state-of-the-art methods:
kernel density estimates (KD)-based method [21], local intrinsic dimensionality (LID)-based
method [13], and natural scene statistic (NSS)-based method [18], which are all supervised
methods, as is our method. As Tables 2 and 3 show, we report the AUC score of different
detection methods on different datasets with different attacks. We found our method
achieved good results in almost all datasets and attacks. Especially on CW2 [24], JSMA [22],
DeepFool [23] attacks, our method had obvious advantages.
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Figure 2. IACS comparison between normal and adversarial examples. The red points denote the
normal examples’ IACS values, and the green points denote the adversarial examples’ IACS values.

Figure 3. Single layer detector’s AUC score with IACS and ICS.
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Table 2. The AUC score of different detection methods including the KD-based method, the LID-
based method, the NSS-based method, and the IACS-based (our method) method on MNIST and
SVHN datasets. The best results are highlighted in bold.

MNIST SVHN

KD LID NSS IACS KD LID NSS IACS

FGSM 0.9284 0.9907 1.0000 1.0000 0.6787 0.996 1.0000 0.9987
PGD 0.8938 0.8929 1.0000 1.0000 0.7926 0.9735 1.0000 0.9982

DeepFool 0.9597 0.9844 1.0000 1.0000 0.5494 0.8048 0.5102 0.9996
JSMA 0.9711 0.983 1.0000 1.0000 0.6801 0.9225 0.9961 1.0000
CW2 0.9847 0.9872 1.0000 1.0000 0.5163 0.7709 0.6250 1.0000

Table 3. The AUC score of different detection methods including the KD-based method, the LID-
based method, the NSS-based method, and the IACS-based (our method) method on the CIFAR10
dataset. The best results are highlighted in bold.

CIFAR

KD LID NSS IACS

FGSM 0.7355 0.9950 0.9999 0.9832
PGD 0.9774 0.9950 0.9995 0.9898

DeepFool 0.6434 0.9109 0.5214 0.9837
JSMA 0.5847 0.7575 0.5248 0.9869
CW2 0.716 0.9292 0.5239 0.9842

Crossing Attack Study: As an intuitive thought, we hoped the detector trained with
one type of attack could be used to detect other types. Therefore, we studied the property
of the detector’s crossing attacks. We conducted the experiments on the CIFAR10 dataset
and compared our method with the LID-based method [13], KD-based method [21], and
NSS-based method [18] on different attacks. From Figure 4, we can observe that our method
obtained better performance against crossing attacks than the other methods, which meant
our method had the ability to detect unknown attacks. We speculated that it was because
the IACS value was relatively stable on different attacks. To confirm our conjecture, we
presented the IACS values at the penultimate layer on different attacks. As Figure 5 shows,
the IACS values of normal examples distributed around about 0.85, and the adversarial
examples around about 0.5. The results supported our conjecture.

Crossing Model Study: To further evaluate our method, we used a different model
(ConvNet) with 3 × 3 × 32 and 3 × 3 × 64 convolutional layers on the CIFAR10 dataset to
extract the features (it reported an accuracy of 84% on the test dataset). In other words,
we detected adversarial examples generated by the different models. Table 4 reports the
accuracy of the adversarial examples on different models and shows that the adversarial
examples generated by DeepFool, JSMA, and CW2 basically have no attack ability on
Convnet. Then, we compared our method with the LID-based method [13] and the KD-
based method [21], which rely on the target model to extract features. In Figure 6, we see
that the performance did not change much and was even better on our method, while
the performance of the other methods decreased significantly, especially the KD-based
method [21]. We conjectured that the adjusted cosine similarity could better seize the
intrinsic differences between adversarial examples and normal examples even though the
adversarial examples had no attack effect.
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Figure 4. Crossing attacks performance: The horizontal axis represents the training set, and the verti-
cal axis represents the test set. The closer the color is to yellow, the better the detector’s performance
is (DP refers to DeepFool).

Figure 5. The IACS value with different attacks. Green denotes normal examples’ box plots, and black
denotes adversarial examples’ box plots.

Table 4. The accuracy of different adversarial examples in Resnet (target model) and Convnet.

Model Resnet Convnet

FGSM 0.10 0.28
PGD 0.00 0.16
DeepFool 0.00 0.85
JSMA 0.09 0.81
CW2 0.01 0.83

71



Appl. Sci. 2022, 12, 9406

Figure 6. Crossing model performance: the green bars denote the AUC scores of the detector which
extracts disentangled features from Resnet (target model), and the red bars denote the AUC scores of
the detector based on Convnet.

5. Discussions

In order to figure out the reason why our method worked well, we further discuss the
following problems.

Inner class: We performed an ablation study to analyze the contributions of the inner-
class property. For comparison, we introduced the property of locality as a comparison
with the property of inner class and leveraged K-nearest neighbors to capture the property
of locality of the samples. We conducted comparative experiments on three datasets and
five attacks with the local adjusted cosine similarity (LACS)-based method and the adjusted
cosine similarity (ACS)-based method. For the LACS-based method, which is similar to
our preliminary work [30], we averaged the adjusted cosine similarity in the k-nearest
neighbors, but not within other normal samples with the same class as the sample. In
the ACS-based method, we averaged the adjusted cosine similarity in a minibatch but
the k-nearest neighbors or having the same label was not considered. As Table 5 shows,
we found that without the inner-class property, the AUC score of the ACS-based method
decreased significantly, and replacing the inner class with locality, the LACS-based method
was not very efficient, especially for JSMA, DeepFool, and CW2. These results meant that
the label information played an important role. We speculated that this was because the
label information predicted by the classifier limited the scope of comparison in the “same”
class. As for why the ACS-based method had a low performance, we conjectured it was
because the adjusted cosine similarity of adversarial examples was relatively low but the
adjusted cosine similarity of normal examples with different classes’ samples was also low.
Therefore, the averages of the adjusted cosine similarity were close.
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Table 5. A comparison of discrimination power (AUC score of a logistic regression classifier) among
IACS, LACS, and ACS methods on the different datasets and with different attacks. The best results
are highlighted in bold.

MNIST SVHN CIFAR

IACS LACS ACS IACS LACS ACS IACS LACS ACS

FGSM 1.0000 0.9968 0.5938 0.9987 0.9920 0.6683 0.9832 0.9485 0.5838
PGD 1.0000 0.8075 0.5532 0.9982 0.9328 0.7188 0.9898 0.9903 0.6985

DeepFool 1.0000 0.9485 0.5864 0.9996 0.7690 0.5730 0.9837 0.8758 0.8652
JSMA 1.0000 0.9539 0.5165 1.0000 0.8854 0.6695 0.9869 0.6764 0.5385
CW2 1.0000 0.9787 0.5910 1.0000 0.8689 0.5816 0.9842 0.9161 0.5680

Basic metric choice: In order to evaluate the contribution of the basic metric, the cosine
similarity, we introduced the Euclidean distance as the basic metric, and we proposed the
inner-class Euclidean distance (IED)-based method in which we averaged the Euclidean
distance within the scope of the same predicted label. As Table 6 shows, the IACS had
obvious advantages, especially for more complicated datasets. This further confirmed the
advantages of the cosine similarity for high-dimensional data and that the direction of the
adversarial perturbation mattered most.

Table 6. A comparison of discrimination power between IACS and IED method on the different
datasets and with different attacks. The best results are highlighted in bold.

MNIST SVHN CIFAR

IACS IED IACS IED IACS IED

FGSM 1.0000 1.0000 0.9987 0.9920 0.9832 0.9958
PGD 1.0000 0.9541 0.9982 0.9328 0.9898 0.9546

DeepFool 1.0000 0.9878 0.9996 0.8690 0.9837 0.8759
JSMA 1.0000 0.9539 1.0000 0.7954 0.9869 0.7879
CW2 1.0000 0.9614 1.0000 0.8689 0.9842 0.8125

6. Conclusions

In this paper, we proposed an adversarial examples detection method based on the
inner-class adjusted cosine similarity. By introducing the predicted label information and
leveraging the natural advantages of the cosine distance on high-dimensional data, it
greatly improved the detection ability on adversarial examples. Extensive experiments
were conducted and showed that our method could achieve a greater performance gain
compared with other detection methods. Most importantly, our method could be extended
to extract the disentangled features with different models other than the target model (the
adversarial attack model) and could also detect adversarial examples from crossing attacks.
Therefore, our method had a wider scope of application. Moreover, our method further
confirmed that the direction of the adversarial perturbation mattered most. For future
research, it would be meaningful to explore more datasets, especially more complicated
datasets, such as ImageNet, and other fields such as video outlier detection.
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Abstract: A visual dialog task entails an agent engaging in a multiple round conversation about an
image. Notably, one of the main issues is capturing the semantic associations of multiple inputs,
such as the questions, dialog history, and image features. Many of the techniques use a token or a
sentence granularity semantic representation of the question and dialog history to model semantic
associations; however, they do not perform collaborative modeling, which limits their efficacy. To
overcome this limitation, we propose a multi-granularity semantic collaborative reasoning network
to properly support a visual dialog. It employs different granularity semantic representations of
the question and dialog history to collaboratively identify the relevant information from multiple
inputs based on attention mechanisms. Specifically, the proposed method collaboratively reasons the
question-related information from the dialog history based on its granular semantic representations.
Then, it collaboratively locates the question-related visual objects in the image by leveraging refined
question representations. The experimental results conducted on the VisDial v.1.0 dataset verify the
effectiveness of the proposed method, showing the improvements of the best normalized discounted
cumulative gain score from 59.37 to 60.98 with a single model, from 60.92 to 62.25 with ensemble
models, and from 63.15 to 64.13 with performing multitask learning.

Keywords: attention mechanisms; collaborative reasoning; multi-granularity; visual dialog

1. Introduction

With the many advances gleaned from the intersection of vision and language do-
mains, several vision–language tasks (e.g., image captioning [1], visual question answering
(VQA) [2], referring expression comprehension [3], and visual dialog [4]) have been intro-
duced, attracting massive attention from the computer-vision community. Specifically, a
visual dialog [4] is used to train an artificial intelligence (AI) agent to answer questions
based on an image and its dialog history. This method offers practical benefits to society,
such as in aiding visually impaired users to enjoy and appreciate electronic imagery.

To answer a question correctly and accurately, the AI agent first browses the dialog
history to identify passages related to the question. Then, it locates the specific visual objects
that match the explicit semantic intent of the question. Figure 1 shows an example of the
visual dialog task, to predict the correct answer for the current question Q3, “Is it next to the
apple and orange?”, the agent traces the dialog history to obtain clues about the meaning
of “it”. In this case, “it” refers to a “bag”, as mentioned in the Q2–A2 pairing. The agent
must also determine if there are any mentions of the words “apple” and “orange”. Then,
it grounds these entities in the image. For this to work, the agent must comprehensively
understand the current question and the past question–answer pairs. In this case, the agent
learns that the spatial relationship should be correctly inferred between “it” and the apple
and orange fruits pictured.
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Figure 1. An example of visual dialog task. Based on an image and the dialog history, an agent needs
to answer a series of questions by ranking a list of 100 candidate answers. Here, we only show top5
ranked answers.

To endow an AI agent with these capabilities, most methods use attention mechanisms
to acquire clues from the dialog history and select the specific visual objects that are relevant
to the question. Dual attention networks (DAN) [5] uses sentence-granularity semantic rep-
resentations of the question and dialog history to compute the weight distributions of all of
the question–answer rounds. Visual object identification then requires multi-head attention
mechanisms. ReDAN [6] and dual-channel multi-hop reasoning model (DMRM) [7] use
sentence-granularity semantic representations to iteratively capture information from the
dialog history and the image via multiple reasoning steps. Using multi-head attention
mechanisms, lightweight transformer for many inputs (LTMI) [8] and transformer-based
modular co-attention (MCA) [9] apply token-granularity semantic representations to exca-
vate token-to-token/visual object interactions and assign weight distributions. However,
these methods only use single-granularity semantic representations of the question and
dialog history to manage the multi-model intersections, which is intuitively insufficient to
accurately answer the question. For example, when answering Q3 in Figure 1, the agent
may infer incorrect answers if it only understands the semantic token information from the
question while not understanding the question’s semantic information. To compensate for
this deficiency, the multi-view attention network (MVAN) [10] aggregates question-relevant
historical information to facilitate visual object grounding by considering both token- and
sentence-granularity semantic representations. MVAN overcomes the single-granularity
modeling limitations, but it fails to explicitly and collaboratively explore the impact of
different granularity semantic representations to locate the target visual objects.

Nevertheless, most of the approaches above are of single-granularity approaches,
which exhibit limited reasoning skills and ignore latent information about relationships
among the question, the dialog history, and the image. To this end, we propose a novel
multi-granularity semantic collaborative reasoning network (MGSCRN) for visual dialog
tasks. The model collaboratively extracts question-related information from the dialog
history and original visual objects via multi-granularity encoding. Figure 2 shows a
diagram for the proposed method. We first encode the question and dialog history into
token- and sentence-granularity semantic representations. Then, we collaboratively assess
the question-related information from the dialog history by considering the granular
semantic representations of the question and dialog history. In this process, refined question
representations with different granularities are obtained. Next, we perform collaborative
reasoning to form an accurate alignment between visual objects and these two refined
question representations. Finally, the target visual object representation-fused question
features are delivered to the decoder for predicting answers.
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Figure 2. A diagram for proposed method MGSCRN.

The major contributions of this work are summarized as follows. First, the joint use of
the multi-granularity semantic representations of the new question and the image’s dialog
history allows MGSCRN to successfully complete a visual dialog task. The collaborative
reasoning of the coreference relations among multiple inputs capitalizes on the heteroge-
neous informative relationships (i.e., token- and sentence-granularity semantic information)
in the history, including those of the various objects in the image. Second, our experiments
with the VisDial v1.0 dataset demonstrate outstanding performance results that are superior
to other state-of-the-art methods. Third, our qualitative analysis shows that MGSCRN
infers both historical and visual question-related information more accurately than the
other methods, which notably utilize single semantically granular representations.

This paper is structured in the following manner. The related works are shown in
Section 2. Section 3 describes our proposed MGSCRN’s model. In Section 4, we introduce
our experimental setup and the visual dialog task measures. In Section 5, we empirically
evaluate our proposed model using VisDial v1.0, VisPro, and VisDialConv datasets. Then,
we report our experimental results and analyze the findings. This paper is concluded in
Section 6.

2. Related Work

Visual Dialog

With the advancement of computing sciences and artificial intelligence, many re-
searchers seek solutions to achieve truly intelligent artificial systems for complex real-life
applications. Various machine learning techniques have been developed to tackle challeng-
ing real-world problems, such as unstructured data classification in social networks [11],
sentiment analysis of Chinese short financial texts [12], and even energy conservation in
communications [13].

Recently, many works have paid attention to handle multimodal cognitive problems
by analyzing vision and language from real life. Compared to the majority of vision–
language tasks, such as image captioning [1] and VQA [2], visual dialog [4], which involves
multi-turn visual-grounded conversations, is more engaging and challenging. Two separate
teams of researchers simultaneously published two types of visual dialog datasets. One is
the Guess-what dataset that De Vries et al. [14] gathered. It is a goal-driven visual dialog.
The questioner must correctly predict the visual target by asking a series of questions. The
Oracle provides yes/no/n.a. answers. The other is a large-scale free-form visual dialog
dataset called VisDial [4], where the questioner asks open-ended questions based on the
image captions and dialog history to assist itself to better comprehend the visual contents;
the answerer responds depending on the image and dialog history. In this paper, the second
setting was used.

Various technical vantage points were used to study visual dialog tasks. Three base-
lines were initially proposed to go with the VisDial dataset: the hierarchical recurrent
encoder (HRE) [4] included a dialog-RNN sitting on top of a recurrent block, which was
capable of selecting relevant history from previous rounds; the late fusion (LF) [4] directly
concatenated individual representations of the image, dialog history, and question followed
by a linear transformation; and the memory network (MN) [4] treated each prior question–
answer pair as a fact and used a SoftMax to obtain probabilities over the stored facts.
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Most of the later techniques utilized various attention mechanisms. In each step of
the reasoning process, ReDAN [6] calculated attention maps to the dialog history and
visual objects. To manage the visual and textual information in a parallel and adaptive
way, heterogeneous excitation-and-squeeze network (HESNet) [15] excavated multi-modal
attention. Recursive visual attention (RvA) [16] updated visual attention while recursively
browsing the dialog history to tackle the problem of visual reference resolution. In order
to use the historical information in a balanced way, the reciprocal question representa-
tion learning network (RQRLN) [17] utilized transformer-based attention to reciprocally
learn a new question representation through the intersections of two types of question
representations with and without dialog history.

Other approaches concentrated on combining neural networks with graphical struc-
tural representation to capture the semantic dependence between cross-modal information.
A visual graph was built by aligning vision–language for graph inference (AVLGI) [18]. It
was used to enhance visual features guided by textual features, and a scene graph was then
created to incorporate external knowledge. To discover the partially relevant contexts, a
context-aware graph (CAG) [19] constructed a dynamic graph structure, which could be
iteratively updated by applying an adaptive top-K message transmission mechanism.

Pretrained models were used in recent studies, and they performed admirably.
Wang et al. [20] initialized the encoder with BERT to fuse of dialog history and visual con-
tents in order to better leverage the pretrained language representations. Murahari et al. [21]
utilized two-stream vision-language pretrained models (i.e., ViLBERT) for this task to im-
prove the interactions between vision and language.

The aforementioned techniques address the problem of visual dialog from several
angles. However, these extant methods employ a token or a sentence semantic granularity
representation of multiple inputs, so the output still suffers from poor accuracy. In this
study, we employ collaborative reasoning for the visual dialog task to gather more pertinent
information from the semantic representation of each granularity.

3. Methodology

3.1. Problem Definition

The problem is stated as follows. Given image I, dialog history Ht = {C, h1, . . . , ht−1},
and current question Qt, where C is the caption describing the image, and hi =

(
Qi, Agt

i

)
is

the ith question–answer pair after concatenating question Qi and the ground-truth answer
Agt

i . The goal of the dialog agent is to infer the best answer to Qt by discriminatively
ranking a list of answer candidates: At =

{
At

1, . . . , At
100

}
.

3.2. MGSCRN

In this section, we formally describe our proposed method. Figure 3 illustrates the over-
all structure of MGSCRN. It consists of three main modules. First, in the multi-granularity
textual representation (MGTR) module, initial token- and sentence-granularity semantic
representations are obtained by adopting self-attention mechanisms of transformers and
convolutional neural networks (CNNs), respectively. Second, the question-aware attention-
refer (QAAR) module leverages the transformer-based cross-attention. It aims to build
intersections between the question and dialog history encoded using the same granular se-
mantic representations, which are obtained by the MGTR module. In this process, two types
of dialog history distributions are learned: one representing the attention weights of all of
the tokens in the dialog history, and another representing the attention weights of all of the
question–answer rounds. To more accurately identify the historical information associated
with the question, one distribution is modified by the other during training. Consequently,
even if one distribution deviates from the truth, the degree of deviation will be reduced via
the corrections offered by the other distribution. Thus, the QAAR module collaboratively
reasons the question-related information from the dialog history by leveraging different
semantically granular representations of the current question and historical dialog. Third,
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the visual-aware attention alignment (VAAA) module learns the semantic alignments be-
tween the visual features and each representation of the question-fused history obtained
from the previous module; hence, two types of distributions over visual objects are learned
simultaneously. In the same way as the QAAR module, the VAAA module allows these
two distributions to collaboratively assess the question-related visual objects. The following
subsections discuss each module in detail.

Figure 3. Model architecture of the multi-granularity semantic collaborative reasoning network
(MGSCRN) for visual dialog task. CNN = Convolutional neural network; LSTM = Long short-term
memory; MGTR = Multi-granularity textual representation; QAAR = Question-aware attention refer;
VAAA = Visual-aware attention alignment.

3.2.1. MGTR

To collaboratively reason through the question and dialog history representations
with different levels of granularity, the MGTR module adopts transformer-based attention
mechanisms [22] and convolutional neural networks (CNN) to obtain the initial token- and
sentence-granularity semantic representations. We first embed each token in the current
question, Qt, as QG

t =
[
qG

t,1, qG
t,2, . . . , qG

t,nQ

]
, using a pretrained GloVe-embedding layer [23],

where nQ denotes the number of tokens in Qt. We then use a long short-term memory

(LSTM) to encode QG
t into a token sequence, Qlstm

t =
[
qlstm

t,1 , qlstm
t,2 , . . . , qlstm

t,nQ

]
. Next, we

feed Qlstm
t into a standard transformer attentive module (i.e., AM(·)), which is carried out

by a multi-head attention layer (i.e., MutiHead(·)) and a position-wise fully connected
feed-forward layer (i.e., FFN(·)). Taking query matrix Q, key matrix K, and value matrix V
as input, AM(·) is defined as follows:

AM(Q, K, V) = FFN(MultiHead(Q, K, V)), (1)

MultiHead(Q, K, V) = Concat
(
head1, head2, . . . , headNhead

)
WC, (2)

headk = So f tmax

(
QWQ

k
(
KWK

k
)T

√
d

)
VWV

k , (3)
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where WC and W∗
k are learned parameter matrices. By setting inputs Q, K, and V as

Qlstm
t in AM(·), we obtain the token-granularity semantic representation of the question,

Qsel f ,token
t =

[
qsel f

t,1 , qsel f
t,2 , . . . , qsel f

t,nQ

]
, after stacking L transformer blocks:

Qsel f ,token
t = AM

(
Qlstm

t , Qlstm
t , Qlstm

t

)
. (4)

To more accurately obtain a sentence-granularity semantic representation of Qsel f ,s
t ,

we employ a CNN instead of average pooling the transformer or bidirectional encoder rep-
resentations from transformers (BERT) token-embedding outputs, following the approach
of [24]. We denote Qsel f ,s

t as follows:

Qsel f ,s
t = CNN

(
Qsel f ,token

t

)
. (5)

Similarly, for the dialog history, Ht, we first concatenate the image caption and t − 1
question–answer pairs, and then initialize them with the same embedding layer as in the
question. Next, we utilize another LSTM and AM(·) to acquire a token-granularity semantic
representation of the dialog history, Hsel f ,token

t =
[

hsel f
0,1 , . . . , hsel f

0,nH
, hsel f

1,1 , . . . , hsel f
1,nH

, . . . , hsel f
t−1,1,

. . . , hsel f
t−1,nH

]
, where nH denotes the number of tokens in each turn of the dialog history, Ht.

Likewise, the sentence-granularity semantic representation of the dialog history, Hsel f ,s
t =[

hsel f ,s
0 , hsel f ,s

1 , . . . , hsel f ,s
t−1

]
, is obtained by utilizing Equation (5).

3.2.2. QAAR

Differing from most of the extant works [4,6,17,19] that rely only on single-granularity
representations to construct relationships between the question and dialog history, QAAR
uses multi-granularity representations to collaboratively capture relevant historical in-
formation. To achieve this goal, the question guides the dialog history using sentence-
and token-granularity semantic representations to fetch the history features relevant to
the question. Two attention-weight distributions over the dialog history are computed
simultaneously: all tokens and all rounds. Then, the distributions correct each other to
accurately align the features of the question and dialog history items. To this end, we
formally describe the QAAR module, which adopts AM(·) to learn the correlated history
features while considering multi-granularity information. The equations are as follows:

Qhis,s
t = AM

(
Qsel f ,s

t , Hsel f ,s
t , Hsel f ,s

t

)
, (6)

Qhis,token
t = AM

(
Qsel f ,token

t , Hsel f ,token
t , Hsel f ,token

t

)
, (7)

where Qhis,s
t and Qhis,token

t , respectively, represent the question with fused sentence- and
token-granularity. When learning the representations of Qhis,s

t and Qhis,token
t , the Soft-

Max function existing in AM(·) (i.e., Equations (6) and (7)) produce two types of dis-
tributions over the dialog history. Here, we take these out and denote them as Ps

his =[
ps

0, ps
1, . . . , ps

t−1
] ∈ Rt and Ptoken

his =
{[

pi,token
0,1 , . . . , pi,token

0,nH
, pi,token

1,1 , . . . , pi,token
1,nH

, . . . , pi,token
t−1,1 , . . . ,

pi,token
t−1,nH

]}nQ

i=1
∈ RnQ×(t×nH), respectively:

Ps
his = So f tmax

⎛
⎜⎝Qsel f ,s

t WQs

k

(
Hsel f ,s

t WHs

k

)T

√
d

⎞
⎟⎠, (8)
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Ptoken
his = So f tmax

⎛
⎜⎝Qhis,token

t WQtoken

k

(
Hsel f ,token

t WHtoken

k

)T

√
d

⎞
⎟⎠, (9)

where Ps
his represents the attention weights on t rounds of dialog history, and the ith row of

Ptoken
his represents the attention weights on all of the tokens that possibly have dependencies

to the ith token in the question.
To better explore the question-related tokens and sentences in the dialog history,

we dynamically modify and update Ps
his and Ptoken

his under their mutual guidance during
training. To make the deterministic distribution, Ps

his, more accurate, we first deal with the
ith row of Ptoken

his by separately adding the weight values of tokens in the different rounds of
the dialog history, which is defined as:

pi,token
his =

{
nH

∑
k=1

pi,token
j,k

}t−1

j=0

∈ Rt, (10)

where pi,token
his represents the different contributions of t rounds of dialog history to the ith to-

ken in the question. Thus, PQ,token
his =

[
p1,token

his , p2,token
his , . . . , p

nQ ,token
his

]T ∈ RnQ×t indicates the
different contributions of t rounds of dialog history to each token in the question. Then, we
add the weight values of each column of PQ,token

his to obtain PQ
his, followed by normalization:

PQ
his = Norm

( nQ

∑
k=1

PQ,token
his,k

)
∈ Rt, (11)

where PQ
his represents the contribution of t rounds of dialog history to the whole question

from the perspective of aggregating token-granularity semantic information. Next, as
shown in Equation (12), we modify Ps

his with the help of PQ
his:

Ps = Norm
(

Ps
his � PQ

his

)
∈ Rt (12)

where � denotes the elementwise product. To assist Ptoken
his in accurately assigning attention

weights over all tokens from the dialog history, we also modify Ptoken
his under the constraint

of Ps
his, which is calculated as follows:

Ptoken =

{
Norm

[
Ps

his,r·Pi,token
rnH :(r+1)nH

]t−1

r=0

}nQ

i=1
∈ RnQ×(t×nH), (13)

where [·] denotes the scalar multiplication of vectors, and Pi,token
rnH :(r+1)nH

is the subset of the

ith row of Ptoken
his , which represents the attention weights assigned by the ith token of the

question to the all tokens in the rth round of the dialog history.
Finally, during collaborative reasoning, Ps

his and Ptoken
his are replaced with Ps and Ptoken,

respectively, to obtain Qhis,s
t and Qhis,token

t via the interactive transmitting of information
(i.e., Ps

his and Ptoken
his ) in Equations (12) and (13). After stacking L transformer blocks as with

the MGTR module, we obtain two types of question representations: Qhis,s
t and Qhis,token

t ,
which are obtained by leveraging multi-granularity representations of the question and
dialog history to collaboratively select question-aware historical information.

3.2.3. VAAA

Given the output representations of the QAAR module, Qhis,s
t and Qhis,token

t , the VAAA
module collaboratively aligns them with the visual features. Here, the initial features are
extracted by employing the Faster-CNN [25], pretrained using Visual Genome [26], denoted
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as V0 ∈ Rm×dv , where m and dv represent the overall number of visual objects in image I
and the dimension size of each visual object, respectively. We use a linear projection to map
the dimensions of the object embeddings to those of the token. Then, the visual features
are denoted as V ∈ Rm×d. We first establish the latent connections among visual objects in
image I via the AM(·):

Vsel f = AM(V, V, V) ∈ Rm×d. (14)

Then, we apply the visual-aware attention mechanism to align visual objects with
the visually related tokens from the question. The visual representation, Vsel f , queries the
token-granularity semantic representation, Qhis,token

t , to obtain a new visual representation,
VQ,token, that fuses the attentive token-granularity question features. We utilize cross-
attention to compute VQ,token as follows:

VQ,token = AM
(

Vsel f , Qhis,token
t , Qhis,token

t

)
∈ Rm×d. (15)

However, the visual features, VQ,token, are obtained by attending to the most relevant
question-token features, which are not target visual features for adequately answering Qt,
then, an object-difference attention mechanism is used to locate the question-relevant visual
objects in the corresponding image, formulated as:

Pg,token
V = So f tmax

([
VQ,token �

(
VQ,token − Vsel f

)]
Wtoken

V

)T ∈ Rg×m, (16)

where VQ,token �
(

VQ,token − Vsel f
)
∈ Rm×d is the difference between VQ,token and Vsel f

representations as guided by VQ,token. Wtoken
V ∈ Rd×g is the parameter matrix to be learned

with g glimpses. The SoftMax function transforms g glimpse results into an attention
weight over all visual objects. The final distribution on all of the visual objects is Ptoken

V =

1/g ∑
g
i=1Pg,token

V .
Ptoken

V is obtained by finding clues from question tokens and comparing visual object
differences. Note that it may inaccurately identify relevant visual objects, depending on
the token semantically granular representation of the question. Therefore, we also use the
sentence-granularity semantic representation of Qhis,s

t to align it with VQ,token, which is
implemented by the question-aware attention:

Ps
V = So f tmax

⎛
⎜⎝Qhis,s

t WQhis,s

k

(
VQ,tokenWV

k

)T

√
d

⎞
⎟⎠. (17)

The obtained Ptoken
V and Ps

V jointly decide an appropriate distribution, Ptoken+s
V , over

the visual objects as follows:

Ptoken+s
V = Norm

(
Ptoken

V + Ps
V

)
. (18)

Based on distribution Ptoken+s
V , the weighted visual object representation is formulated

as follows:

vQ,token =
m

∑
i=1

Ptoken+s
V,i VQ,token

i . (19)

Finally, we fuse the filtered visual feature, vQ,token, with Qhis,s
t (expressing the complete

semantic intent of the question) as the final multimodal fused representation:

Ct = tanh
(

Wf

[
vQ,token; Qhis,s

t

])
, (20)
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where [; ] denotes the concatenation, yielding context representation Ct, which is then fed
to the discriminative decoder to predict the answer to the current question, Qt.

3.3. Discriminative Decoder

We encode the candidate answers in the same way as the questions and the dialog
history. Here, we utilize the last hidden states of the LSTMs as candidate answer repre-
sentations, At = {us

t}100
s=1 ∈ R100×d. The discriminative decoder ranks these candidates

using the dot product operations on At and the context representation, Ct. A probability
distribution over the candidates is then obtained using the SoftMax function, denoted as:

PDis
t = So f tmax

(
Ct(At)

T
)

. (21)

Multi-class cross-entropy loss is employed as the discriminative objective function,
which is formulated as follows:

LDis =
100

∑
i=1

yiPDis
t,i , (22)

where yi is the one-hot encoded label vector of the ground-truth answer.

4. Experimental Setup and Metrics

4.1. Datasets

We conducted experiments on the VisDial v1.0 dataset [4] to verify our proposed
model. The train, validation, and test splits contained 1.23 M, 20 K, and 44 K dialog
rounds, respectively. For the train and validation splits, each image had a 10-round dialog,
whereas in the test split, a random set of question–answer pairs and a current question
were presented alongside each image. The train split included 123K images taken from the
MS-COCO dataset [27], and 2 K and 8 K images from Flickr were used for the validation
and test splits, respectively. Additionally, each question followed a list of 100 candidate
answer options, one of which was the ground truth.

4.2. Evaluation Metrics

To evaluate our model, we used a number of retrieval metrics in the manner of
Das et al. [4]. Specifically, Recall@k (k ∈ {1, 5, 10}) was used to determine where the
ground-truth answer was located among the top k ranked responses. The mean rank
(Mean) was the average rank of the ground-truth answer. It is defined as:

Mean =
1
|Q| ∑ |Q|

i=1Ranki, (23)

where Q was the set of all the questions, and Ranki was the rank of the ground-truth answer.
The mean reciprocal rank (MRR) was the reciprocal rank of the ground-truth answer,

which was computed as follows:

MRR =
1
|Q| ∑ |Q|

i=1
1

Ranki
. (24)

The normalized discounted cumulative gain (NDCG) was introduced to penalize
lower-ranked answers with high relevance. It should be note that the NDCG accepts many
answers that are comparable as right, whereas other metrics only take the rank of a single
answer. NDCG was defined as:

NDCG@k =
DCG@k
IDCG@k

, (25)
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where DCG@k = ∑ k
i=1

rel(i)
log(2+i) represents the submitted ranking, IDCG@k = ∑ k

i=1
2rel(i)−1
log(2+i)

represents the ideal ranking, the value k is the number of candidate answers with a relevance
score greater than 0, and rel(i) is the relevance score of ith candidate answer.

4.3. Training Details

The open-source code from Das et al. [4] was used to implement our model via
PyTorch. The words that appeared at least five times in the training split were added to
the vocabulary that we created. The question and dialog history were truncated to 20 and
40, respectively, or were padded. GloVe word vectors were used to initialize these words,
and all LSTMs were set with a single layer and 512-dimensional hidden units. For the
transformer blocks, we set the number of heads to eight, the hidden size to 512 dimensions,
and the number of transformer layers to six by stacking the transformer blocks. On one
single Titan RTX GPU, our model was trained using the Adam optimizer. The learning rate
was increased from 1 × 10−4 to 5 × 10−4 during the first epoch, and then decreased by 0.2
at epochs 8 and 10. The batch size was set to 16.

5. Experimental Results and Analysis

5.1. Comparison with State-of-the-Art Methods
5.1.1. Results on Test-Standard v1.0 Split

Under the discriminative decoder setting using VisDial v1.0, we initially contrasted our
proposed model with those of previously published results, such as LF [4], HRE [4], MN [4],
co-reference neural module network (CorefNMN) [28], graph neural network (GNN) [29],
factor graph attention (FGA) [30], dual visual attention network (DVAN) [31], RVA [16],
dual encoding visual dialog (DualVD) [32], history-aware co-attention (HACAN) [33],
synergistic network [34], DAN [5], textual-visual reference aware attention network (RAA-
Net) [35], HESNet [15], CAG [19], LTMI-LG [36], VD-BERT [20], and MVAN [10].

Our MGSCRN model outperformed various techniques according to the NDCG metric,
as shown in Table 1. Specifically, when compared with VD-BERT, our model improved the
NDCG from 59.96 to 60.98 (+1.02) and achieved results that were competitive with most
non-NDCG metrics. Note that VD-BERT employs pretrained BERT language models and
unified discriminative and generative training settings to improve performance. We also
noticed that the MGSCRN model performed better than MVAN across various metrics (e.g.,
NDCG from 59.37 to 60.98 (+1.61) and MRR from 64.84 to 65.40 (+0.56)).

To compare the MGSCRN to more sophisticated works, we provided our ensem-
ble model’s performance on the blind test-standard split of the VisDial v1.0 dataset in
Table 2. For comparison, we chose the Synergistic [34], DAN [5], consensus dropout fu-
sion (CDF) [37], and MVAN [10] models, because their ensemble performance results are
available in the literature. For our ensemble model, we averaged the results (PDis

t ) of the
discriminative decoders after training six independent models with random initial seeds.
Overall, our ensemble model outperformed all of the others (e.g., 62.25 NDCG compared
to MVAN’s 60.92, and 67.42 MRR compared to MVAN’s 66.38). This further validates the
effectiveness of our MGSCRN model as it focuses not only on predicting ground-truth
answers (e.g., indicated by MRR) but also on selecting more plausible answers as correct
ones (e.g., indicated by NDCG).

To improve task performance even more, we added multitask learning that combined
the discriminative and generative decoders during training. For a fair comparison, we
conducted multitask learning experiments (see Table 3). Following the visual dialog
task [4], the generative decoder generates the next token, depending on the current one
from the ground-truth answer, and utilizes log-likelihood scores to determine the rank
of the candidates. We averaged the ranking outputs of the discriminative and generative
decoders for evaluation. As shown in Table 3, our proposed model was effective in a
multitask setting, achieving the best results on all metrics. Note that ReDAN [6] and
MVAN [10] adopt the same method as ours, but the LTMI [8] uses only the discriminative
decoder output for evaluation.
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Table 1. Performance comparison on the test-standard dataset of VisDial v1.0 under the discriminative
decoder setting. Better performance is indicated by “↑” when the value is higher and by “↓” when
the value is lower. The best results are shown in bold.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
LF 45.31 55.42 40.95 72.45 82.83 5.95
HRE 45.46 54.16 39.93 70.45 81.50 6.41
MN 47.50 55.49 40.98 72.30 83.30 5.92
CorefNMN 54.70 61.50 47.55 78.10 88.80 4.40
GNN 52.82 61.37 47.33 77.98 87.83 4.57
FGA 52.10 63.70 49.58 80.97 88.55 4.51
DVAN 54.70 62.58 48.90 79.35 89.03 4.36
RVA 55.59 63.03 49.03 80.40 89.83 4.18
DualVD 56.32 63.23 49.25 80.23 89.70 4.11
HACAN 57.17 64.22 50.88 80.63 89.45 4.20
Synergistic 57.32 62.20 47.90 80.43 89.95 4.17
DAN 57.59 63.20 49.63 79.75 89.35 4.30
RAA-Net 55.42 62.86 49.05 79.65 88.85 4.35
HESNet 57.13 63.21 49.70 80.63 89.65 4.19
CAG 56.64 63.49 49.85 80.63 90.15 4.11
LTMI-LG 58.55 64.00 50.63 80.58 90.20 4.12
VD-BERT 59.96 65.44 51.63 82.23 90.68 3.90
MVAN 59.37 64.84 51.45 81.82 90.65 3.97

MGSCRN 60.98 65.40 51.92 81.94 90.89 3.88

Table 2. Performance comparison of different methods of performing ensemble models on the test-
standard dataset of VisDial v1.0. Better performance is indicated by “↑” when the value is higher and
by “↓” when the value is lower. The best results are shown in bold.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
Synergistic 57.88 63.42 49.30 80.77 90.68 3.97
DAN 59.36 64.40 59.90 81.18 90.40 3.99
CDF 59.49 64.40 50.90 81.18 90.40 3.99
MVAN 60.92 66.38 53.20 82.45 91.85 3.68

MGSCRN 62.25 67.42 53.99 82.96 92.14 3.60

Table 3. Performance comparison of different methods of performing multitask learning on the
test-standard dataset of VisDial v1.0. Better performance is indicated by “↑” when the value is higher
and by “↓” when the value is lower. The best results are shown in bold.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
LTMI 60.92 60.65 47.00 77.03 87.75 4.90
ReDAN 61.86 53.13 41.38 66.07 74.50 8.91
MVAN 63.15 63.02 49.43 79.48 89.40 4.38

MGSCRN 64.13 63.87 50.28 80.26 90.02 4.11

5.1.2. Results on VisPro and VisDialConv Datasets

To examine our model’s performance even further, we report the performance results
of our model on those of VisPro and VisDialConv datasets [9], in which humans must
browse the dialog history to predict the answers for the current question. We contrasted our
model’s outcomes with those of MCA-I-HGuidedQ, MCA-I-VGH, and MCA-I-H from the
work of Agarwal et al. [9], who incorporated the dialog history in various ways using VisPro
and VisDialConv datasets. Table 4 shows that our model continues to yield much better
results over all of the metrics and that it has powerful generalization and prediction abilities
owing to the collaborative intersection of semantic information with different granularity.
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Table 4. Results comparison on VisPro and VisDialConv datasets. Better performance is indicated by
“↑” when the value is higher and by “↓” when the value is lower. The best results are shown in bold.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
VisPro dataset
MCA-I-HGuidedQ 61.35 60.13 47.11 75.26 86.18 5.23
MCA-I-VGH 61.68 59.33 46.18 75.35 86.17 5.07
MCA-I-H 61.72 59.62 45.92 77.11 86.45 4.85

MGSCRN 62.57 61.56 48.73 78.06 88.11 4.70

VisDialConv dataset
MCA-I-HGuidedQ 53.18 62.29 48.35 80.10 88.76 4.42
MCA-I-VGH 55.48 58.45 44.54 74.95 86.19 5.18
MCA-I-H 53.01 61.24 47.63 79.07 87.94 4.77

MGSCRN 57.13 61.87 48.84 80.44 88.98 4.22

However, the series of MCA methods mentioned above only modelled interactions at
the token level of information granularity based on the question and dialog history, which
may lead to yield lower scores in most metrics.

5.2. Ablation Study

To evaluate the influence of our model’s key components, we performed an ablation
study using the VisDial v1.0 validation split and the same discriminative decoder for
all variations:

• Sentence-granularity semantic representations (SgSR): This model used only sentence-
granularity semantic representations of the question and dialog history to acquire
clues via the attentive module and CNN (Equations (4)–(6)). Then, it located question-
related visual objects from Vsel f using the question-aware attention (Equation (17));

• Token-granularity semantic representations (TgSR): This model used only token-
granularity semantic representations of the question and dialog history to acquire
clues via the attentive module (Equations (4) and (7)). Then, it located question-related
visual objects from VQ,token: we first use the object-difference attention mechanism
(Equation (16)) to obtain distribution on all of the visual objects, Ptoken

V ; second, the final

question-relevant visual representation is computed by vQ,token =
m
∑

i=1
Ptoken

V,i VQ,token
i .

The vQ,token-fused question features is fed to the discriminative decoder to predict an-
swers;

• TgSR without object-difference attention (TgSR w/o OdA): In this model, we per-
formed self-attention instead of object-difference attention on VQ,token to locate question-
related visual objects. The other settings matched those of TgSR;

• SgSR+TgSR: This model further combined SgSR and TgSR. Specifically, in the discrim-
inative decoder, two probability distributions over answer candidates from SgSR and
TgSR were added after normalization to produce the final distribution. It notably did
not include collaborative reasoning historical information (CRHI) and collaborative
reasoning visual object (CRVO) operations;

• MGSCRN: This is our full semantic model, which combined SgSR and TgSR with
CRHI and CRVO operations.

Table 5 shows that both SgSR and TgSR considered only single-granularity semantic
representations of the question and dialog history to reason the relational information
among the question, dialog history, and visual objects. They achieved lower performance
on all of the evaluation metrics compared with SgSR+TgSR. This illustrates the effectiveness
of the joint decision-making that uses multi-granularity semantic information. Due to the
introduction of CRHI and CRVO operations, MGSCRN bridged the multi-granularity
semantic information to collaboratively reason the important information from the dialog
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history and visual objects, and it performed best on all of the metrics. This validates the
method’s provision of more accurate clues by leveraging a collaborative interaction strategy
with multi-granularity semantic information. TgSR gained an extra boost over TgSR w/o
OdA, which demonstrates the advantage of explicitly comparing different representations
of the same visual object to identify those most related to the question.

Table 5. Ablation study of MGSCRN using the VisDial v1.0 validation split. Better performance is
indicated by “↑” when the value is higher and by “↓” when the value is lower. The best results are
shown in bold.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
SgSR 59.85 63.65 50.88 80.76 89.20 4.37
TgSR 60.49 64.22 51.59 81.46 90.01 4.19
TgSR w/o OdA 59.58 63.45 50.93 80.80 89.38 4.32
SgSR+TgSR 61.25 64.98 52.68 81.92 90.46 4.01

MGSCRN 62.28 66.44 53.42 82.80 91.21 3.83

5.3. Qualitative Analysis

To further demonstrate the good interpretability of our model, we visualized the
attention weights generated by QAAR and VAAA modules through the examples illus-
trated in Figure 4. For the QAAR module, two types of attention weights were shown.
The first was attention weights Ps for t rounds of dialog history, obtained by modifying
Ps

his with the assistance of PQ
his (as in Equation (12)). Doing so revealed the relevance of

different dialog history rounds. The second was Ptoken
i,j over all tokens in the jth (selected

by Ps) round of dialog history based on their relationship to the current question, where
Ptoken

i,j = Norm
(

Ptoken[i, jnH : (j + 1)nH ]
)

. That is, Ptoken
i,j reveals the relevance of different

tokens in the jth round of dialog history to the ith token in the current question. Impor-
tantly, for both types of attention, we fetched the average attention weight over all heads
computed by the topmost stacked transformer block. For the VAAA module, we first
visualized the object-difference attention (Ptoken

V in Equation (16)) and question-aware atten-
tion (Ps

V in Equation (17)), and visualized the collaborative reasoning attention (Ptoken+s
V in

Equation (18)) computed by CRVO. Here, we display the top three ranked visual objects
for each attention in the rightmost column of Figure 4.

Two QAAR visualization examples are presented, for which our model accurately
captured question-aware historical information at both sentence- and token-granularities.
In the top example, when answering the current question, “Is he wearing shorts?”, to
determine what “he” refers to, the model assigned a maximum weight to the “H1” round
of dialog history (i.e., “Is the young boy a toddler? No.”), in which the token, “boy”, gained
a relatively large weight by visualizing the weight of each token in “H1”, given by the
token “he” in the question. This observation validates that our model accurately obtains
clues from historical information, thus clarifying the semantics of the question.

In the VAAA module’s visualization, we observed that the question-related visual
objects were located more accurately, benefiting from collaboratively reasoning the distri-
bution over all of the visual objects using multi-granularity semantic representations of the
question. For instance, when answering “Is there anything around the laptop?”, the object-
difference attention of the VAAA module grounded “cat,” “screen”, and “pens” as the top
three target objects. However, “cat” and “screen” should not have been considered based
on the complete semantics of the question. However, VAAA’s question-aware attention
located all of the visual objects around the laptop, including “table lamp”, “keyboard”, and
“pens.” Although the OdA did not produce an accurate distribution over the visual objects,
the CRVO method that combined OdA and QaA determined a suitable distribution that
still ranked “table lamp”, “keyboard”, and “pens” as the top three target objects. Similar
phenomena were verified in the top example.
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Figure 4. Example results on the VisDial v1.0 validation set. In the question-aware attention refer
(QAAR) module, two types of attention weights are displayed. One is Ps on t rounds of dialog history,
the other is Ptoken

i,j over all tokens in the jth round of dialog history, which may have dependencies

on the ith token in the question, Qt. A darker blue square indicates a higher attention weight, and
a lighter blue square indicates a lower attention weight. In the visual-aware attention alignment
(VAAA) module, we visualized three types of attention: Object difference attention (OdA), question-
aware attention (QaA), and collaborative reasoning visual object (CRVO), where top three visual
objects for each attention are displayed. Visual objects in the red dotted box are the target objects for
answering the question, Qt.

To verify the effectiveness of the proposed model compared with the single granularity
model, Figure 5 shows two example results on three models: SgSR model, TgSR model,
and MGSCRN model. As observed in Figure 5, the MGSCRN model had a larger number
of relevant answers on its list when compared to the top 10 ranking lists of the SgSR model.
In the SgSR model, there were four and five relevant answers for each of the two cases. In
contrast, our approach boosted the number to six and seven, respectively, which resulted
in a higher NDCG score. Note that our model also outperformed the TgSR model in terms
of NDCG. Additionally, in both cases, the ground-truth (GT) answer is ranked first by
our proposed model. Through the above analysis, compared with a single granularity
semantic representation model (SgSR/ TgSR), we validated our model performed better
on the visual dialog task due to collaborative reasoning, using two different granularity
semantic representations.
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Figure 5. Example results from the validation set of VisDial v1.0 using the SgSR, TgSR, and MGSCRN
models. The scores of the top 10 ranked answers are shown in brackets indicating the degree of
relevance of the candidate answer options (out of 100) to the question. Here, RGT denotes the rank of
GT answer, NDCG is a score ranking of all relevant answers for the question, and Nrel is the number
of candidate answer options with non-zero relevance.

5.4. Error Case Analysis

In this section, we illustrated some of the zero-scoring examples in terms of the R@10
metric. These can be categorized into three groups based on the reasons for the errors. The
first is common-sense reasoning. That is, when faced with the question, “What material
is the table?” or “How tall is the man?” (Figure 6a,b), common-sense reasoning is needed.
However, our model was confused even after accurately locating the target visual objects.
The second was related to the image not containing the target visual objects. Because
“traffic lights” did not exist in the corresponding image (Figure 6c), our model picked the
best candidate, which led to incorrect answers. The third type relates to keyword matching.
When modeling the intersections between the question and dialog history, our model
memorized the keywords from the dialog history (e.g., “eyes”), thus ranking answers with
keywords at the top. For example, “No, his eyes are open” and “No, it’s eyes are open”
(Figure 6d). However, these answers are sometimes inaccurate.
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Figure 6. Examples of error cases from the VisDial v1.0 validation set. The visual objects in the
red box are selected by the proposed model. The errors can be categorized into three groups based
on the reasons: (1) common-sense reasoning, (2) the image not containing the target visual objects,
and (3) keyword matching. (a,b) belong to the first group, (c) belong to second, and (d) belong to
third, respectively.

6. Conclusions

In this paper, we proposed the MGSCRN visual dialog system. The QAAR module
performs collaborative reasoning while leveraging a variety of granular semantic represen-
tations of a new question and an image’s dialog history to capture and analyze historical
information. The VAAA module performs collaborative reasoning to facilitate visual ob-
jects’ grounding. We empirically validated our novel method on VisDial v1.0, VisPro, and
VisDialConv datasets, achieving outstanding prediction accuracy and task efficacy.

In terms of applications, the proposed model is a magnificent implementation of AI-
supported knowledge management and plays a crucial role in human–machine interaction,
such as dealing with robotics applications and AI assistants. In terms of the limitations of
the proposed method, our method fed the entire dialog history into the model, disregarding
the dialog history’s temporal relationship and discussed topic changes, when modeling
the interactions between the current question and dialog history. By memorizing the
topic changes, the model may capture the historical information more accurately as the
conversation moves forward. Note that some of the questions can be answered by simply
seeing the image without access to the history information. The proposed model may be
unable to correctly answer these questions due to excessive memory of irrelevant history
information. In addition, the accuracy of locating target objects may be decreased because
our model does not consider the positional relationships between visual objects.

In the future, we will consider the temporal relationship between many rounds of the
dialog history to determine how the discussed topic changes, so that the model can more
precisely capture the background knowledge relevant to the current question. To answer
questions that are unrelated to dialog history, how to use dialog history in a balanced
manner is another challenge. Additionally, we expect to incorporate spatial relationships
between visual objects by understanding the prior dialog history.
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Abstract: In this survey paper, we focus on smart interactive technologies and providing a picture
of the current state of the art, exploring the way new discoveries and recent technologies changed
workers’ operations and activities on the factory floor. We focus in particular on the Industry 4.0
and 5.0 visions, wherein smart interactive technologies can bring benefits to the intelligent behavior
machines can expose in a human-centric AI perspective. We consider smart technologies wherein the
intelligence may be in and/or behind the user interfaces, and for both groups we try to highlight
the importance of designing them with a human-centric approach, framed in the smart factory
context. We review relevant work in the field with the aim of highlighting the pros and cons of each
technology and its adoption in the industry. Furthermore, we try to collect guidelines for the human-
centric integration of smart interactive technologies in the smart factory. In this wa y, we hope to
provide the future designers and adopters of such technologies with concrete help in choosing among
different options and implementing them in a user-centric manner. To this aim, surveyed works
have been also classified based on the supported task(s) and production process phases/activities:
access to knowledge, logistics, maintenance, planning, production, security, workers’ wellbeing, and
warehousing.

Keywords: user-centered AI; smart factory; smart interactive technologies

1. Introduction

In 2015, the introduction of emerging technologies such as wireless sensor networks,
big data, cloud computing, embedded systems, and mobile Internet into the manufacturing
environment determined the conditions for factories to enter the era of the fourth industrial
revolution [1]. As a reaction to the massive installation of such technologies on modern
factory floors, the strategic initiative called “Industry 4.0” was proposed and adopted as
part of the “High-Tech Strategy 2020 Action Plan” of the German government [1]. Other
main industrial countries followed, proposing strategies that were compliant with the
idea of the just-born Industry 4.0. The Industry 4.0 concept describes production-oriented
cyber-physical systems (CPS) which integrate production facilities, warehousing systems,
logistics, and even social requirements to establish global value creation networks [2].

Various changes have been introduced by the smart factory vision in the ways produc-
tion is conceived and workers operate on factory floors. Such changes involve different
levels of the production process, introducing a number of disruptive technologies which
enable the digitalization of the manufacturing sector, enclosed in different areas of expertise:

• Data, computational power, and connectivity;
• Analytic and artificial intelligence;
• Human–machine interaction;
• Digital-to-physical conversion.

In January 2021, the European Commission published a report called “Industry 5.0.
Towards a sustainable, human-centric and resilient European industry” [3], presenting
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the need to speed up the transformation already underway, which uses digital and green
technologies to heal the environment and the economy. Industry appears to be the pivot of
this important transition, representing the only means to achieve wellbeing from a human-
and a production-related point of view but also respecting the environment. Industry 5.0,
which is intended to complement and extend the features of Industry 4.0, aims to make the
industry sector more sustainable and resilient.

The report describes the main building blocks of the Industry 5.0 approach [3]:

• The industry must now become the accelerator and enabler of change and innovation;
• Digital technologies such as artificial intelligence (AI) and robotics can optimize

human–machine interactions, underlining the added value human workers bring to
the factory floor;

• By developing innovative technologies in a human-centric way, Industry 5.0 can
support and empower, rather than replace, workers;

• Greening the economy will be successful with European industry taking a strong
leadership role;

• Industry 5.0 will also have a transformative impact on society, especially for industry
workers, who may see their role changed, requiring new skills.

In the Industry 5.0 vision, technologies can optimize both workplaces and worker’s
performances, favoring the interaction between human and machine, rather than replacing
one with the other. The main difference between the fourth and fifth industry visions is
that humans are envisioned to collaborate with robots and innovative technologies, which
have to be designed in a human-centric way.

Industry 5.0 identifies the following six enabling technologies [4]:

1. Individualized human–machine interaction technologies that interconnect and com-
bine the strengths of humans and machines.

2. Bio-inspired technologies and smart materials that allow materials to have embedded
sensors and enhanced features while being recyclable.

3. Digital twins and simulations to model entire systems.
4. Data transmission, storage, and analysis technologies that are able to handle data and

foster system interoperability.
5. Artificial intelligence to detect, for example, causalities in complex, dynamic systems,

leading to actionable intelligence.
6. Technologies for energy efficiency, renewables, storage, and autonomy.

According to Xu et al. [5], Industry 5.0 is not a technology-driven revolution but
a value-driven initiative that promotes technological transformation with a particular
purpose, generating value by putting together economy (profitability, scalability, and
business models), ecology (CO2 reduction and circular economy), and society (societal
challenges and human-centricity).

In this paper, keeping the context of the smart industry, we focus in particular on
the dimension of smart interactive technologies, a term that can be traced back to that of
intelligent user interfaces (IUIs), which aim at improving the symbiosis between humans
and computers by merging artificial intelligence (AI) and human–computer interaction
(HCI), including intelligent capabilities in the interface in order to improve performance,
usability, and experience in critical ways (for more details, see [6]). This may also involve
designing an interface that effectively leverages human skills and capabilities so that human
performance with application improves. In addition, human-centered artificial intelligence
(HCAI) has recently become a very popular term with a similar purpose and focuses on
the need of bringing the human into the center of the AI design, thus creating systems that
provide smart computations that are beneficial to humans, supporting them to achieve
their objectives, “focusing on enhancing human performance, making systems reliable, safe, and
trustworthy” [7]. Previously, researchers and developers directed their attention towards
developing AI algorithms and systems with an emphasis on the machines’ autonomy.
Conversely, HCAI focuses on user experience design, putting human users at the center
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of design thinking. Researchers and developers of HCAI systems measure their success
with human performance and satisfaction metrics [8]. Indeed, compared with traditional
technologies, AI-based technologies elicit different expectations from a user’s perspective.
Besides the established principles of human-centered design, there are further important
aspects that are peculiar to this type of system and that need to be considered during design,
such as transparency, explainability, interpretability, user control vs. system autonomy,
fairness, etc. [9].

In the following, we discuss some of the most relevant smart interactive technologies
which will characterize the Industry 5.0 scenario. According to Sonntag [6], what defines
an intelligent user interface, which is a term embracing smart interactive technologies as
explained above, is the fact that the intelligence can be found:

• In the user interface(s) of the system, with the purpose of enabling an effective, natural,
or otherwise appropriate interaction of users with the system. Examples are human-
like communication methods such as speech or gesture [10], multimodal interfaces
and smart environments (including IoT- and smart-object-based environments) [11,12],
systems that personalize the modality of interaction to individual users taking into
account her/his previous choices and preferences [13], etc.

• Behind the user interface, as, for instance, in personalized and not personalized rec-
ommender systems [14,15], i.e., systems that employ intelligent technology to support
information retrieval; intelligent learning environments [16]; interface agents/robots
that perform complex or repetitive tasks with some guidance from the user [17]; and
situated assistance systems that monitor and support a user’s daily activities [18], as,
for instance, in IoT-based industrial environments [19], etc.

In Section 2, we propose examples that can be classified either in the first group, as
large displays proposing touch and touchless interaction, virtual and augmented reality,
and wearable, tangible user interfaces, or in the second group, as collaborative robots,
or in both, as is the case for IoT and smart environments. In particular, we focus on the
interactive part of such technologies, thus excluding from our discussion those cases where
intelligence has a relatively limited impact on the type and modality of interaction.

2. Smart Interactive Technologies in the Human-Centric Smart Factory

The model of the smart industry, both in the 4.0 and 5.0 visions, is enabled by advanced
digitalization and the spread of the Internet of Things (IoT), cyber-physical systems, and
smart technologies on the factory floor, and it is destined to radically change the approach to
work in today’s industry. A significant increase in the demand for workforce is awaited at all
levels, in order to manage complexity, abstraction, and problem solving processes. From the
point of view of industrial workers, the introduction of opportunities and improvements in
the quality of work are expected: a more stimulating work environment, greater autonomy,
and opportunities for personal development. As a consequence, workers will be led to
act on their own individual initiatives, acquiring excellent interaction and communication
skills and organizing their workflows [20]. In this new vision, the term human-centred
factory aims to define new social sustainable workplaces where the human dimension is a
key cornerstone, highlighting the requirements for shifting from a traditional task-centric
production to a worker-centric production [21]. Therefore, it becomes of fundamental
importance to improve the interaction and collaboration between humans and intelligent
machines, as with, for instance, cobots.

In Section 2.1, we present a set of relevant smart interactive technologies for the present
and future of the Industry 5.0. For each of the presented technologies, we propose a brief
definition and we summarize the main related work, and then we give examples in the
smart factory. The reader should notice that the term smart factory includes in its definition
what is understood as Industry 4.0 and 5.0, and we use it interchangeably We conclude the
subsection with a brief summary of challenges and a set of guidelines.
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2.1. Research Methodology

This article surveyed almost 100 papers and technical reports describing projects and
visions related to a human-centered perspective in the smart factory, starting from 2018.
At that time (2018–2021), we were involved in two national smart factory projects, HU-
MANS (human-centered manufacturing systems) (https://dmd.it/humans/en/humans/,
accessed on 29 July 2022) and HOME (hierarchical open manufacturing Europe) (https:
//www.home-opensystem.org/index.php/en/home-3/, accessed on 29 July 2022) with
the goal of leading research tasks focused on the interface and the interaction between man
and machine through intelligent applications, as in wearable technologies, touchless inter-
action, interactive (production line) data visualization, etc. With regard to these aspects, we
provided our industrial partners with requirements, guidelines, and specifications for the
interaction between man and machine in the smart industry, as well as simulation demos
on data visualization [22], gestural interaction [23,24], and wearable technologies.

Thus, we started collecting material on the basis of the requirements we had for the
aforementioned projects. We reviewed the main survey papers ([25–33]) and company
technical reports ([31,34,35]) in the field. Staring from the work referred to in the above-
mentioned surveys, we extended our research using Researchgate as a platform and search
keywords based on the main technologies we explored (collaborative robots, tangibles,
wearables, large displays, IoT, gestural interaction, large displays, etc.), contextualized to
the smart factory.

A fundamental inspiration for the technologies to consider and review, under a smart
interaction perspective, came from the work by Romero, Stahre et al. [36], who developed
the concept of Operator 4.0, which aims at expanding the capabilities of the industry
worker with innovative technological means, rather than replacing the worker with robots.
Operator 4.0 includes eight future projections of extended operators: the super-strength
operator (operator + exoskeleton), the augmented operator (operator + augmented reality),
the virtual operator (operator + virtual reality), the healthy operator (operator + wearable
tracker), the smarter operator (operator + intelligent personal assistant), the collaborative
operator (operator + collaborative robot), the social operator (operator + social networks),
and the analytical operator (operator + big data analytics).

We decided to present the results of our analysis following a systematic frame, struc-
tured in such a way as to provide a set of guidelines for each chapter so that, in addition to
reviewing the available technologies, we could offer a useful tool for understanding how to
best implement them. The guidelines were derived from the works found for each chapter.

We believe that the analysis presented in this survey could provide hints for the design
and development of new human-centered solutions in the factory of the future. According
to our knowledge, no other comprehensive surveys have yet been published on smart
technologies for Industry 5.0 that focus on their design in a human-centric way.

2.2. Large Displays

Large displays first appeared in the early 1960s, but they only began to be used in real
installations at beginning of the new millennium. One of their advantages is their ability
to bring users to collaborate and socialize, both in business and in entertainment contexts.
While only touch interaction was supported at first, interaction through touchless gestures
has become possible nowadays, due to the technological evolution. According to [37], large
displays are characterized by five attributes or dimensions:

• Orientation (vertical, horizontal, diagonal, or at ground level);
• Display technology (monitor, front projection, or rear projection);
• Purpose (gaming, entertainment, productivity, social interactions, or advertising);
• Interaction methods (touch, touchless, tangible interfaces, or via an external device);
• Location (office/workplace, museums, universities, shops, or on the street).

In their study, the authors of [37] examined a number of scientific papers relating to
large displays and observed that most displays are positioned vertically and are actually
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monitors, not simple screens with front- or rear-projected images. Such displays can be
used at the workplace, where they can foster cooperation between staff members.

2.2.1. Touch and Touchless Interaction

Touch and touchless interaction modes can affect the type of applications to be used
on large displays and have different pros and cons [37].

Touch interaction. Sambrooks and Wilkinson [38] carried out a study where they
asked participants to perform a series of tasks where they had to select one or more
elements through different interaction modes. Touch interaction was very precise and had
a low margin of error. This positive result is probably partly due to the familiarity users
have with touch interaction, albeit to a lesser extent than with mouse-based interaction,
which proved to guarantee the highest level of precision. This primacy may depend on
various factors, such as the size of the screen with which one interacts, the size of the icons
or objects to be selected, or the problem of “fat fingers”, whereby users with large fingers
may encounter difficulty in using small screens.

It should be emphasized how touch interaction has evolved over time, passing from
the simple touch of a single hand to multitouch, which allows the use of multiple fingers
for actions such as zoom-in and zoom-out and moving elements on the screen and gives
the possibility of using the human touch in combination with other interactive tools.

However, touch interaction can be uncomfortable in some occasions, especially in
the business and industrial sectors and in cases where users need to wear gloves [23], or
when there are other disturbing elements. Touchless interaction, where users do not have
to touch any interface, can be used as an alternative to touch interaction on such occasions.

Touchless interaction. Different interaction styles can be classified under the “touch-
less” umbrella term, ranging from hand-based gestures recognized by a tracking device to
the detection of the posture, position, or presence of the user’s body to gaze tracking and
facial expression recognition. The best known examples of touchless interaction are often
associated with the gaming and entertainment domain, where both the tracking of body
movements (e.g., using Kinect (https://developer.microsoft.com/en-us/windows/kinect/,
accessed on 29 July 2022)) and the detection of gestures executed via an external, dedicated
device (e.g., PlayStation Move) are used. Other dedicated devices, such as the Myo bracelet,
can be worn by users. Touchless interaction exploits the natural language of the body,
which is why it could significantly reduce the distance between the user and the interface,
especially if used in the business context. However, it is essential to design the interface
and user experience (UX) so that they are as fluid and engaging as possible, in order to
accompany the user in the interactive process and not cause frustration. In this regard, the
UX design will also have to take into account the effort that repeating actions with gestural
interfaces can determine, much higher than when approaching a touch- or mouse-based
interface. In addition, designers will have to make sure that the interface layout allows a
precise execution of actions, also considering the fact that many potential users are not very
familiar with this type of interaction. For this reason, it is also necessary to ensure that the
interface returns clear feedback and makes any error reversible, including those caused by
involuntary body movements and incorrectly detected gestures (immersion syndrome).

2.2.2. The Smart Factory Context

Smart factories are proving increasingly capable of absorbing and proposing solutions
from a wide range of disciplines. The introduction of gestural interfaces and the widespread
use of large screens is a case in point. Gestural interfaces, similarly to other technologies
and approaches in the HCI field, are part of the physical layer in [39]’s classification of
technologies for the smart factory.

Applications: 3D object manipulation and task browsing. Ref. [40] investigated the
interaction between people and 3D objects shown on public displays in an urban planning
scenario. Participants were asked to perform tasks through spontaneously produced hand-
gestures and phone-gestures. The process led to the definition of two sets of user-defined
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gestures. Although the proposed study limited its investigations to the area of urban
planning, similar studies which identify sets of user-defined gestures can be conducted in
various fields, including the industry sector.

For example, Ref. [24] proposed the use of large displays in combination with touchless
gestural interaction on the shop floor (Figure 1). In the context of a smart industry project,
the project consortium developed a smart armband which allows us to detect gestures
from movement and muscle biosignals, while a machine learning library allows us to
calibrate and recognize task-specific gestures (Figure 2). The definition of an appropriate
set of gestures underwent several steps, including a guessability study [23]. The proposed
application was tested in small industry specialized in sheet metal fabrication, where
welders frequently switch between their workbench and a nearby desktop computer to
browse the tasks they have been assigned and visualize 3D models of the final product.
Results were generally positive and the participants were favorable to our solution and
willing to use it in their everyday work activities.

Figure 1. User interacting with a large display via a touchless gestural interface [23,24].

Figure 2. User testing a smart armband for gestural interaction on the shop floor [23,24].

Tackling usability issues. An interesting solution, specifically focusing on the con-
text of smart factories and combining gesture recognition with augmented reality (see
Section 2.4) to address usability issues, was given by [41]. To overcome the hard and
time-taking learning curves in switching from an industrial device to another, Ref. [41]
investigated the development of a universal interaction device, capable of communicating
with various field devices and plant modules of an industrial facility via common wireless
communication standards. Their aim is the creation of a platform that has one user interface
for all purposes, is nonproprietary, and can be designed individually dependent on its
owner’s requirements. Merging together gestures recognition with augmented reality,
they offer intuitive interactions, freeing the operator from the constraints of manipulating
hand-held objects.
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2.2.3. Challenges and Guidelines for Touch and Touchless Interaction with Large Displays
in the Smart Factory

Based on our analysis of the relevant literature, it is apparent that free-form gestural
interaction is useful in contexts where touch-based interaction is not possible (e.g., because
users wear gloves) or not advisable (e.g., because of hygiene policies). On the other hand,
performing gestures might be physically demanding and, especially in the case of touchless
interaction, some specific issues may emerge, such as:

• Unintentional gestures might be misinterpreted by the system as intentional gestures.
• Carrying out tasks that require precision through free-form gestures might be problematic.

More specifically, Garzotto and Valoriani [42] proposed the following guidelines for
the design of gestural interaction, based on previous work by [10,43,44].

• Guideline 1: Semantic intuitiveness. Gestures should have a clear cognitive associa-
tion with the semantic functions they perform and the effects they achieve.

• Guideline 2: Minimize fatigue. Gestural communication involves more muscles
than keyboard interaction or speech. Gestural commands must therefore be concise
and quick and minimize the user’s effort and physical stress.

• Guideline 3: Learnability. It must be easy for the user to learn how to perform and
remember gestures, minimizing the mental load of recalling movement trajectories
and associated actions. The gestures that are most natural and easy to learn and are
immediately assimilated by the user are those that belong to everyday life or involve
the least physical effort. These gestures should be associated with the most frequent
interactions.

• Guideline 4: Intentionality (immersion syndrome). Users can perform unintended
gestures, i.e., movements that are not meant to communicate with the system they
are interacting with. These are usually evoked when the user is communicating
simultaneously with other devices or people, or just resting his or her body. Immersion
syndrome occurs if every movement is interpreted by the system, whether or not it
was intended, which may determine interaction effects against the user’s will. The
designer must identify well-defined means to detect the intention of the gestures, as
distinguishing useful movements from unintentional ones is not easy.

• Guideline 5: Precision. Tasks that require precise interaction, e.g., the fine selection
of a specific value in a large set of alternatives presented on the screen, may be
problematic: when operating at a distance, we cannot obtain a good resolution because
of the intrinsic instability of movements in free space. Touchless gestural input or
control should be carefully designed with a special attention to precision.

• Guideline 6: Feedback. Appropriate feedback indicating the effects and correctness
of the gesture performed is necessary for successful interaction, to improve users’ con-
fidence in the system, to allow users to learn the appropriate manner of performance,
and to help users understand what was wrong with their actions.

• Guideline 7: Provide reversible actions. Commands must be easy to undo to easily
cancel any unintended action, and “backward navigation” must be supported, to
allow user return to previously seen objects or revise previous choices.

2.3. Virtual Reality

Virtual reality (VR) implies a complete immersion in a digitally built world. VR
first appeared in the late 1980s, but it took another thirty years before it became actually
available [45]. Only in the last few years affordable devices such as virtual reality cases
for smartphones appeared on the market (Figure 3), providing potential enhancements in
the field of manufacturing also for smaller businesses. Similarly to augmented reality (see
Section 2.4), VR is often combined with gestural interfaces. Since VR creates immersive
experiences, meaningful interactions with the virtual environment enabling users to touch,
move, and interact with virtual objects via standardized gestures must be supported. Thus,
studies and enhancements in the field of gestural interfaces do have an impact also in this
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area, determining significant advancements in the perceived naturalness of the virtual
environment.

Figure 3. Virtual reality visor with smartphone case.

On the other hand, one cannot ignore the effects that technologies such as VR have on
users in terms of the modification of their consciousness and perception. Ref. [46] pointed
out how web or mobile interfaces can potentially, in specific cases, disconnect users from
the physical world, increasing the risk of user alienation and lowering the user experience.
It is thus trivial to think how such risks grow exponentially with the adoption of systems
that provide a full immersion in a digitally built world. Ref. [47] explored the effects
of virtual reality on the modification of the consciousness of users and the pathological
implications that arise in such systems. It highlighted the risks and pointed out the need
for serious scientific study in the field in order to gain the best from the adoption of such
technologies in environments such as the smart factories’ shop floors, limiting potential
side effects.

2.3.1. The Smart Factory Context

VR can be adopted at many stages of the production process.
Applications: (remote) factory layout planning. Factory layout planning, for exam-

ple, is a long standing area in production engineering that could potentially benefit from
VR integration to allow workers and equipment to be more productive. Facility layout tech-
niques and, particularly, factory layout planning, apply to the case where several physical
means have to be located in a certain area, aiming at developing an efficient and effective
plant layout for all the available resources [48]. Ref. [49] proposed a modeling approach
for VR-supported layout planning (VLP) tasks. The authors identified three methods for
modeling the virtual environment:

1. Using cameras or scanners along with algorithms to automatically convert image and
video data into spatial data.

2. Modeling facilities entirely using computer-aided-design software (CAD) or virtual
reality modeling languages (VRML).

3. Combining the previous two as a hybrid approach.

Collaboration between users situated in different locations could also be supported
by immersive virtual reality user interfaces (VRUIs). Ref. [50] described a VR-based
approach to factory planning, aimed to allow the simultaneous visualization, investigation,
and analysis of data by multiple connected users. The authors classified interactions
into human–human interactions and human–machine interactions, to analyze and assign
them, taking into account the needs of factory planning in a virtual environment. They
structured the whole factory planning process into three fields: target planning, conceptual
planning, and realization planning. Moreover, they explained how to speed up actions
within the planning process by implementing collaborative factory planning tools realized
by interconnected but spatially distributed VR systems.

Applications: virtual commissioning and digital twins. Related to VR factory plan-
ning is virtual commissioning (VC), namely, evaluating a production line in a virtual
environment before the physical production line is constructed [51]. According to Lee and
Park [52], a virtual manufacturing system (namely, virtual commissioning) is a computer-
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based environment that simulates individual manufacturing processes in an efficient way.
Indeed, virtual commissioning enables the full verification of a manufacturing system by
performing a simulation involving a virtual plant and a real controller. This requires the
virtual plant model to be fully described at the level of sensors and actuators. Although
virtual commissioning can significantly reduce the time and effort required at the real com-
missioning stage, there are obstacles to the implementation of virtual commissioning. Since
a virtual plant needs to communicate with a real controller, the virtual devices should be
modeled at the level of sensors and actuators, which is not easy for control engineers who
do not have in-depth knowledge on modeling and simulation [52]. Closely related to VC is
the emerging digital twin (DT) technology, commonly referred to as one of the key enabling
technologies of Industry 5.0. A DT can be defined as an evolving digital profile of the his-
torical and current behavior of a physical object or process that helps optimize business per-
formance (https://www2.deloitte.com/content/dam/Deloitte/kr/Documents/insights/
deloitte-newsletter/2017/26_201706/kr_insights_deloitte-newsletter-26_report_02_en.pdf,
accessed on 29 July 2022). As VC can be defined as the validation of automated industrial
production systems before any physical commissioning is made, a DT could be intended as
a virtual model of a physical industrial production system being constantly updated and
updating the physical object through a real-time and bidirectional data exchange (a DT
usually includes data streams in both directions between the physical and virtual objects).
According to Lidell et al. [52], the increased use of VC and DTs is important for many
reasons, such as “increasing safety for operators through minimising harmful situations and
correctly validating safety systems, as well as allowing improved working conditions, as described
in the second interview. Furthermore, increased use of VC and DTs should also make the process
of designing and developing production systems more cost-effective. More use of VC and DTs
could also minimize wastes, such as ordering wrong components and machines, and to optimize the
resource and energy usage through simulations and using DTs”.

Tools for the creation of VR environments. Finally, Ref. [45] investigated the problem
of teaching how to create industry-themed virtual reality environments to mechanical
engineers and faced the absence of tools that would fulfill the purpose without requiring
complicated coding. The authors created their own framework, using a game engine called
a source engine and enriching it with a library of textures, models, and scripts called
DigiTov, later adapted also for Unity3D.

2.3.2. Challenges and Guidelines for Virtual Reality Interfaces in the Smart Factory

Our review shows that VR technologies can prove useful in a smart factory context,
especially when it comes to planning and enhancing collaboration. On the other hand, there
may be negative physical side effects such as nausea, seizures, or eye soreness; in addition,
users’ consciousness may be affected, bringing a loss of spatial awareness, dizziness, and
disorientation (https://www.classvr.com/health-and-safety/, accessed on 29 July 2022).

Ref. [53] reviewed the relevant literature and identified the following guidelines to
support the development of VR applications:

• Guideline 1: The degree of freedom should be minimal;
• Guideline 2: Avoid sickness related to brightness, acceleration, and the unnecessary

use of images;
• Guideline 3: Create the sense of a 3D environment by using depth cues;
• Guideline 4: The correct use of user interface (UI) elements;
• Guideline 5: A user guide that helps to start the 3D environment;
• Guideline 6: Use a minimum number of controls, which helps the user to remember

the controls;
• Guideline 7: Virtual objects should be made from real-world objects;
• Guideline 8: Try to use Gestalt principles such as similarity, proximity, and hierarchy;
• Guideline 9: Try to give feedback to the user when they interact with any virtual

object;

103



Appl. Sci. 2022, 12, 7965

• Guideline 10: Use audio to help the user experience the real world in a virtual
environment.

2.4. Augmented and Mixed Reality

Augmented reality (AR) allows the user to interact with a real-world environment
where objects are enhanced by computer-generated virtual projections of data and informa-
tion, sometimes making use of multiple sensory modalities such as visual, auditory, haptic,
somatosensory, and olfactory.

Widely adopted in combination with gestural interfaces to obtain immersive experi-
ences, augmented reality requires that some device is used to display the aforementioned
projections and therefore allow users to interact with them. Apart from large displays
(see Section 2.2), many augmented reality applications take advantage of mobile phones
and tablets. A more specific solution is represented by smart glasses and head-mounted
displays. The latter in particular are already used in the military and engineering fields
and consist of devices that allow the display to be positioned in front of the user’s eyes
using a helmet or headbands, allowing total freedom of movement. Such a display can
be monocular (i.e., for one eye only), biocular (i.e., two displays are used, showing the
same image), or binocular (i.e., for stereoscopic images). Designing an augmented reality
experience requires that several factors are taken into account, such as the device chosen for
the projections, which can influence their effectiveness, and the surrounding environment,
which may have unsuitable surfaces (too bright, reflective, or transparent) for displaying
augmented data and may not be suitable for performing certain gestures for safety reasons.

Largely discussed in the literature, a standard definition of mixed reality is yet to be
established. Rather than presenting a radically different paradigm, the concept of mixed
reality refers to the different levels of the distortion of the real environment, from pure
augmented reality to fully virtual reality. Ref. [54] defined a model with two extrema:
a fully real environment, the real world, and a fully virtual environment. Each level in
between represents the different levels of what the author calls mixed reality.

Ref. [55] reported on a literature survey of 68 papers as well as interviews with
AR/VR experts, aimed at understanding the state of the art of mixed reality technologies
and related theories. The feature which distinguishes mixed reality from augmented reality
is the creation of fully explorable, 3D images in a real-world environment. As described in
Section 2.4, in fact, augmented reality only enriches the real environment with 2D elements
such as markers, information panels, etc.

2.4.1. The Smart Factory Context

Applications: assembly and maintenance. Augmented reality is applied to guide
and help workers in processes such as the assembly and maintenance of complex objects
and quality checking, thus decreasing users’ cognitive load and improving efficiency [56,57].
More specifically, workers can interact with three-dimensional projections of the objects
they are going to assemble and have the possibility of making any necessary checks before
starting to build objects in the physical world.

Applications: access to technical data. Another possibility regards the provisioning
of technical data, such as manuals, component availability, and maintenance history [57]:
augmented reality can improve efficiency in providing relevant information in time as
well as geo-located at the appropriate place. In this respect, Ref. [58] identified a series of
principles to improve user experience:

• Interoperability, i.e., the use of the same standards for texts and visual elements, so as
to facilitate human–machine interaction through documentation;

• Virtualization, i.e., paper documents are virtually copied on the machine, which can
thus monitor user actions;

• Decentralization, i.e., documents are divided into sections, so that the machine can
show users only the part they need at a certain time;
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• Real-time functionality, i.e., the system must be able to analyze the collected data in
real time in order to detect any errors. Similarly, technical documentation must be
updated in real time, if necessary;

• Service orientation, i.e., carrying out each procedure as if it were a service (e.g., remote
maintenance operations);

• Modularity, i.e., the adoption of a modular structure which allows greater flexibility,
for example, when new technical procedures must be included within the existing
documentation.

An example of real-time technical data delivery is given by [59], who developed an
app aimed to provide the operators on the shop floor with technical manuals, operating
diagrams, maintenance history, and components availability in the warehouse, connected
to the smart manufacturing software.

Available devices and technologies. As far as specific devices and technologies are
concerned, augmented reality smart glasses (ARSG) are widely used in the context of smart
factories [60]. However, they are prone to give rise to privacy-related issues, in that the use
of cameras and other sensors could affect users’ behavior and decision making. According
to [61], in fact, privacy concerns are one of the factors influencing consumers’ decisions to
adopt ARSGs.

Regarding mixed reality, the first commercial solution was Microsoft HoloLens,
developed due to a collaboration between NASA and Microsoft. Devised at first for
gaming purposes, Microsoft HoloLens were then widely applied on the shop floors
of smart factories. A real-world application scenario was provided by Fifthingenium
(https://fifthingenium.com/, accessed on 29 July 2022), a company specialized in hybrid
reality solutions for the industry sector: the Holo Prototype Viewer allows workers to
interact with 3D models in their physical environments, creating a mixed reality experience.

2.4.2. Challenges and Guidelines for Augmented and Mixed Reality Interfaces in the
Industry 4.0 Context

Our review shows that augmented and mixed reality applications can be helpful when
it comes to dynamically providing information to operators on production lines, as well
as interactive manuals to be used in the assembly and maintenance areas. However, in
addition to privacy-related issues, implementation can be difficult:

• The smooth motions of augmented contents can be hard to obtain with ordinary
mobile devices or tablet gyroscopes.

• Depending on the projection surface texture and location, limitations may arise which
may hinder an accurate understanding of the surface itself.

To sum up these observations and inspire augmented and mixed reality implementa-
tion in the smart factory, we report the following guidelines, based on the work of [60]:

• Guideline 1: Selection. An accurate choice of the device that will support the im-
plementation of AR on the shop floor can affect its effectiveness on the production
process and must be perpetrated through a step-by-step evaluation of the market.

• Guideline 2: Compliance. Privacy policies must be examined and choices on the tech-
nologies to be adopted must follow such requirements in order to avoid inapplicable
decisions.

Further attention points, which mainly take an implementation-oriented perspective,
are included in Google Augmented Reality Design Guidelines (https://designguidelines.
withgoogle.com/ar-design/augmented-reality-design-guidelines/introduction.html, ac-
cessed on 29 July 2022):

• Guideline 3: Environment. Surfaces where augmented reality contents will appear
must have correct light exposure and adequate textures. Dim lighting, extremely bright
environments, and transparent or reflective surfaces can compromise an accurate
understanding of surfaces.
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• Guideline 4: Movements. When designing the AR experience, exploit the interac-
tion possibilities given by the 360-degree virtual world and encourage users to use
movements to dynamically explore the environment

• Guideline 5: Safety. The immersive experience provided by the AR must not di-
vert the operator’s consciousness from the real world around. Movements must be
designed accordingly, to prevent them from unconsciously performing dangerous
actions.

2.5. Internet of Things

While the concept of a network of smart devices was discussed as early as 1982,
it is only in the last two decades that the increasing possibility of embedding sensors
and Internet connectivity into physical devices has led to the definition of an entirely
new interaction paradigm, the Internet of Things, which has rapidly brought radical
enhancements to fields as diverse as home automation and industry.

A full Internet of Things definition dates back to what Ashton wrote in 2009 [62]: if we
had computers that knew everything there was to know about things, using the data they
collected without our help, we could track and count everything and significantly reduce
waste, losses, and costs. We would know when products needed to be replaced, repaired,
or recalled from store warehouses and what the percentage of their wear and tear was.
We must enable computers to use their own means of collecting information so that they
can see, hear, and feel the world’s trends in all their beauty. RFID and sensor technologies
enable computers to observe, detect, and understand the world without the constraints of
human input.

A further complete definition was given by Rand Europe (https://www.rand.org/
randeurope/research/projects/internet-of-things.html, accessed on 29 July 2022), a non-
profit research institute: The “Internet of Things comes from today’s Internet, by creating a
pervasive and self-organizing network of interconnected, identifiable, and addressable physical
entities to enable application development across key vertical industries through embedded chips,
sensors, actuators, and inexpensive miniaturization”. Finally, Ref. [63] defined the Internet of
Things as follows: “The Internet of Things (IoT) is an emerging concept quickly gaining ground in
the modern wireless telecommunications landscape. The underlying idea of this paradigm lies in the
ever-present around us of a multitude of things or objects, for example, radio frequency identification
tags (RFID), sensors, actuators, smartphones, etc., capable of mutually interact and cooperate with
one another to pursue shared objectives through common addressing patterns.”

According to Skobelev and Borovik [64], the implementation of IoT technologies as-
sumes a transfer of computation to the virtual world (cloud) where each virtual twin of
objects in the real world acts according to the selected algorithm and rules. For communi-
cation in the real and virtual worlds, intelligent agents may be used. They can perceive
information from the real world, make decisions, and coordinate them with other objects
or users in real time. At the same time, real objects can work independently or be parts of
more complex objects (household things, flexible production lines, groups of drones, etc.).

Moving to a real-world example, modern automobiles, where sensor-gathered data
are used to enhance the driving experience, are a case in point: for example, sensors can
monitor tire pressure to prevent wheels from locking up or collect information on specific
parts of the engine. While in this example data are kept within the system itself, when
technologies such as the GPS come into play, a whole new set of possibilities is presented,
where information can travel from the vehicle to other external systems. The vehicle
therefore becomes smart, exploiting internal data to communicate with other entities and
enhance its potential.

Similarly to what has happened in the world of augmented reality with the intro-
duction of ARSGs (Section 2.4), the Internet of Things has also caused the occurrence of
privacy issues. In fact, as the Internet of Things is evolving into a decentralized system of
cooperating smart objects, such decentralization has a great impact on the way personal
information generated and consumed by smart objects should be protected [65]. To address
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this issue, Ref. [65] proposed a framework which allows users to specify privacy prefer-
ences based on a three-level taxonomy of object “smartness”, i.e., the object capability of
sensing and processing individual data. Starting from the idea that, due to the complexity
of data flows among different devices, it is easy for users to lose control of the way their
data are distributed and processed, the model implements privacy preferences which allow
users not only to pose conditions on which portion of their data can be collected, for what
purpose, for how long, and by whom but also to limit the way data can be elaborated to
derive new information.

2.5.1. The Smart Factory Context

The Internet of Things is expected to have a huge impact on smart and connected
factories.

Applications: access to sensor-gathered data. Almost any existing object or device
can be linked to back-end services and become capable to gather and analyze data, elaborate
them, and display additional information obtained through physical analytics, possibly
leveraging on augmented reality techniques [66]. For example, in a production plant,
IoT devices can be used to monitor parameters such as temperature and pressure and to
consequently switch different production processes on and off. They can also be employed
to monitor hazards such as harmful gas leaks and activate countermeasures such as the
ringing alarms meant to alert human operators [67]. Beyond its application on the shop
floor, the Internet of Things has already brought changes to the whole product lifecycle:
in fact, sensor-gathered data can not only be used to show additional information to the
user but also to foster research and therefore enhance the services provided. Likewise, IoT
technologies can be exploited, in combination with machine learning models which run on
sensor-collected data, to test product quality, thus reducing the time and cost of testing [68].
Furthermore, the Internet of Things can help enhance the supply chain infrastructure so as
to improve internal and external connectivity with suppliers and customers. Among other
things, IoT devices can be used to track storage conditions throughout the supply chain
and to facilitate product traceability [69].

Applications: energy efficiency. In the context of a smart factory project, Ref. [22]
proposed the pervasive installation of sensors on production lines to solve consumption
management issues. To perform efficient data monitoring with the aim to manage con-
sumption within the context of the smart factory and thus promote a more sustainable
approach, all of the ever-changing fields that bring innovation to the fourth industrial
revolution were involved in the projects. Technological advancements in information
visualization techniques allowed fluent interactions between end-users and big amounts of
data; enhancements in machine learning (see [70] for more details) and artificial intelligence
engineering made the extraction of valuable information easier to perform on retrieved
data; the distance between the digital and physical worlds has been shortened by the
pervasive installation of sensors on the production lines and by a participatory approach
to the design of the overall cyber-physical system. In a similar vein, Ref. [71] suggested
to exploit an IoT layer to make industrial systems more energy-efficient. Loads with such
variations that can compromise power quality and increase energy usage are monitored
in real time using a sensor-area network, and a central processing server is in charge of
deciding which actions to take in order to optimize power consumption.

Enabling technologies. Indoor positioning systems are systems which use wireless
communication networks (short- to long-range) [72] and can be easily adapted to address
challenges in asset management, people tracking, security, or warehouses [73], thus having
direct implications in the developments of the smart factory. Many are the technologies
adopted to implement localization systems, from optical sensors to sound waves sensors
to electromagnetic field sensors. Among them, radio-frequency-based systems represent
a key enabler technology. To this purpose, Ref. [74] provided a state-of-the-art review on
one particular type of radio frequency system, the radio frequency identification system
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commonly known as RFID that represents one of the most suitable choices due to its
cost-effectiveness and energy efficiency.

2.5.2. Challenges and Guidelines for Internet of Things in the Industry 4.0 Context

The Internet of Things solutions can have several benefits in the smart factory, such as:

• Large amounts of data can be gathered through connected objects.
• The automation of the network can be enhanced.
• Machine-to-machine communication, as well as human–machine interaction, can be

improved.

Such enhancements, however, come at a price. As the amount of data gathered grows,
so does the risk of cyber-attacks, making security issues of foremost importance [68]. In
addition, the wide use of Internet of Things technologies may negatively impact energy
consumption costs.

Cicibaş and Demir [75] proposed a series of guidelines which address both technical
and social issues for manufacturing companies. We report here an extract of the guide-
lines tackling social issues which specifically focus on IoT acceptance and stakeholder
involvement and were formulated based on previous work [76,77]:

• Guideline 1: User acceptance. Seek ways to achieve user acceptance. Pay special
attention to conferences, trainings, and other types of information-sharing activities.

• Guideline 2: Privacy and ethics. Inform users and let them adjust privacy settings
for private data collections using IoT devices.

• Guideline 3: Education and training. Develop and conduct an effective training
program for the users.

• Guideline 4: Stakeholder management. Identify all stakeholders and pay attention
to stakeholder management.

Other guidelines which also clearly embrace a human perspective are more commercial
in their nature, such as those which can be drawn from https://www.uxmatters.com/mt/
archives/2022/05/designing-for-the-internet-of-things-iot.php, accessed on 29 July 2022:

• Guideline 5: The importance of UX research. During the initial phases of design, it
is always a good idea to think about what value an IoT device would offer to the users
and must deliver to the business.

• Guideline 6: Taking a holistic view. Ideally, IoT solutions consist of multiple devices
that have various capabilities—both digitally and physically. One must take a holistic
approach to designing an IoT device, looking across the whole system, which needs to
work seamlessly together to create a meaningful experience for users.

• Guideline 7: Safety and security. IoT solutions are not purely digital. Once the IoT
is placed into a real-world context, the consequences can be severe when something
goes wrong.

Other guidelines are proposed by https://www.iotforall.com/designing-user-
experience-iot-products, accessed on 29 July 2022:

• Guideline 8: Simplified onboarding. The first step of introducing a new system
to users can also be the hardest. In the case of multidevice interaction, it often
implies repeated authentications, gateway processes that differ from device to de-
vice, and switching to additional services, such as email, for verification. Simplified
onboarding—secure but effortless authentication with code verification instead of
passwords—is a promising beginning.

• Guideline 9: Smooth cross-device design and interaction. The key to a consistent
user experience across multiple IoT products is in the cloud. Cloud-based apps and
connected devices allow us to keep all the parts of the system constantly up-to-date.
As a result, it provides users with seamless transitions between system elements with
minimum effort, adaptation, and wasted time.
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• Guideline 10: One-space experience. One of the most problematic tasks in UX design
for IoT is minimizing the gaps between the physical world of connected devices and
creating a smooth experience across all system elements. [. . .] The challenge of a
seamless experience is to integrate diverse independent components into a one-stop
solution while saving its functionality and reliability.

• Guideline 11: New interfaces. [. . .] Today, the designers of consumer-oriented IoT
products already focus on voice and audio, with more and more digital assistants seen
in the home. However, voice is not the only new interface. The future of smooth user
experience becomes more contextual and natural [. . .].

Finally, we report some further guidelines from andrei-klubnikin.medium.com/, https:
//andrei-klubnikin.medium.com/5-steps-to-great-iot-user-experience-5913955587f1, ac-
cessed on 29 July 2022:

• Guideline 12: Provide the ultimate user experience. As general as it sounds, the
Internet of Things’ user experience design principles still revolve around usability,
accessibility, utility, and desirability. [. . .] There are several factors that affect the
Internet of Things’ user experience, including high power consumption, the lack of
a display, the accuracy of sensor data, and device interoperability, and these issues
should be addressed during the proof of concept stage.

• Guideline 13: Do not take Internet connectivity for granted. Although the key idea
behind every IoT project is to connect either consumer electronics or initially dumb
objects to the Internet and enable “things” to exchange data over a network, a smart
device should perform basic functions even in an offline mode.

• Guideline 14: Keep interoperability in mind. Without open-source APIs, reliable
device management platforms and unified communication protocols (ZigBee, for
instance), IoT is just a bunch of objects connected to the cloud and mobile apps. What
we need is a global interconnected environment where products created by different
vendors interact with each other.

• Guideline 15: Embrace accessibility. The Internet of Things can potentially remove
the barriers people with special needs face on a daily basis. [. . .] That is why forward-
thinking vendors enhance their connected solutions with voice recognition and even
eye-tracking technologies, thus raising the quality of life for special consumers.

2.6. Wearable

Among smart objects (see Section 2.5) are all those devices which can be woven or
otherwise incorporated into clothing or worn as accessories. Many examples of wearable
devices have been developed at an experimental level, while some of them have actually
made it to the market and eventually become accepted as everyday objects. Popular
examples of wearable devices range from fashion items (also known as fashion electronics
or fashion technology) to activity trackers or healthcare solutions, able to keep track of
body values via specific sensors.

Smart glasses (see Section 2.4), which can be potentially coupled with graduated
lenses, also fall into this category. Notice that, while augmented reality mainly involves
superimposing interactive computer graphics onto physical objects in the real world, smart
glasses have mainly been designed for microinteractions [78]. Being designed for mobility,
hands-free interactions such as gestures, voice recognition, and eye-tracking are all good
candidates for possible interactions with these devices.

Definitely more common than smart glasses are smartwatches (Figure 4). New guide-
lines, such as the WatchOs Human Interface Guidelines by Apple (https://developer.apple.
com/design/human-interface-guidelines/watchos/overview/themes/, accessed on 29
July 2022), have been defined to support the design of appropriate interfaces for such small
devices. On the other hand, Ref. [79] investigated around-device interaction modalities us-
ing electric field sensing: more specifically, the authors explored gestural interactions going
beyond the boundaries of screens, introducing a new concept of tangible user interfaces
and enabling a spontaneous binding between physical objects and digital functions.
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Figure 4. The smartwatch, one of the most widely used wearable devices.

2.6.1. The Smart Factory Context

Due to the interaction modalities they allow, enabling hand-held, touch, and touchless
inputs [78], smart glasses can play an important role in smart factories.

Applications: access to knowledge. Ref. [80] studied an application used to docu-
ment knowledge about assembly and maintenance processes using video recording with
smart glasses (namely, Google Glasses). In particular, the application profiles and identifies
not only users but also the working context, taking advantage of QR codes or barcodes
placed on the machines, thus allowing users to retrieve or post videos from and to a repos-
itory. This application was evaluated by administering a survey to a few experienced
workers, who were firstly instructed about the usage and interaction modalities of the
technology and then proceeded with an on-site test, thus allowing the authors to assess
the application on real shop floors. The same evaluation was performed in two different
companies: in the first one, the system was used to document standardized tasks within
assembly processes in the automotive sector, while in the second case the challenge was to
document maintenance tasks. Results showed significant improvements in efficiency and
reliability, in comparison with the usual documentation modalities already in use.

Applications: workers’ wellbeing. Focusing on the wellbeing of workers, the HuManS
(human-centered manufacturing system) project (https://dmd.it/humans/en/humans/,
accessed on 29 July 2022) experimented with the creation of a hardware/software Internet
of Things architecture for monitoring, analyzing, and controlling the posture of users.
Sensorized shirts were designed to be worn by workers on the shop floors, along with an
app capable of receiving and elaborating data from the wearable devices. Workers were
supposed to log into the app and provide personal data such as their weight and height.
They could then monitor their movements in real time during the progress of their daily
work and use the app to examine various figures showing the history of their movements
during the work shifts.

2.6.2. Challenges and Guidelines for Wearable Devices in the Industry 4.0 Context

Being closely connected to Internet of Things smart objects, most of the pros, cons, and
guidelines discussed in Section 2.5.2 can be applied to wearable devices. In addition, as we
have seen, wearable devices can improve workers’ mobility and support the implementa-
tion of other technologies into everyday objects (think of smart glasses with augmented
reality). As discussed in Section 2.4.1, however, privacy issues may arise when wearable
devices are adopted on the shop floor.

In addition to the guidelines proposed for Internet of Things solutions (see Section 2.5.2),
a few more points are worth mentioning (https://developer.apple.com/design/human-
interface-guidelines/watchos/overview/apps/, accessed on 29 July 2022):

• Guideline 1: Glanceability. Make sure the user interface is organized so that people
can quickly and easily find the information they need and perform actions.
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• Guideline 2: Privacy. Obscure personal information that users would not want casual
observers to see, such as health data. In connection with Guideline 1, make sure other
types of information remain glanceable, to ease task completion.

2.7. Tangible User Interfaces

In the Internet of Things era, most devices still provide only web or mobile interfaces.
Ref. [46] argued that constant interaction with such interfaces could decrease user experi-
ence and possibly lead to user alienation from the physical world, these being interactions
disconnected from tangible reality. On the contrary, allowing the binding between physical
objects and digital functions, augmented reality and other interactive mediums open up
to the world of tangible user interfaces (TUI). Tangibles are a particular type of user inter-
face where a person interacts with digital information through the physical environment
by touching, displacing, rotating, sliding, or generally interacting in different ways with
physical objects that provide inputs to a system and feedback to the user [81].

The analysis carried out by [46] summarizes the current trends in tangible interaction
and extrapolates eight properties that could be exploited for designing tangible user in-
terfaces for IoT objects. Such properties range from the ability to leverage natural human
skills such as haptic and peripheral interactions to the possibility of integrating tangible
interactions with IoT objects in users’ daily routines.

In a similar vein, Ref. [82] studied how taxonomies and design principles for tangible
interaction should be mapped into the new landscape of IoT systems, investigating parallels
between the properties of IoT systems and tangible interactions and therefore envisaging a
shift from the world of IoT (Internet of Things) to that of IoTT (Internet of Tangible Things).

2.7.1. The Smart Factory Context

Applications: assembly. Focusing on the smart factory context, Ref. [83] explored the
concept of user-defined tangibles: users can turn any physical object at their workplace into
a tangible control, thus spontaneously binding it to digital functions. As far as supporting
technologies are concerned, the authors found that, in manual assembly workplaces,
projection is more suitable than surface-computers, since it cannot be affected by the
accidental drop of materials, which is a common event in such a scenario. Consequently,
Ref. [83] designed a system which combines a top-mounted Kinect and a top-mounted
projector to enable touch interaction, the highlighting of objects, and the display of controls,
along with a bottom-mounted leap motion aimed at capturing the user’s gestures.

Enabling technologies. Many techniques can be adopted to track objects and enable
interactions, among which are RFID tags, capacitive systems, cameras, and magnets. Envis-
aging the assembly line in factories as a possible application scenario, Ref. [84] explored
radar sensing as a way to support tangible interaction with six sensing mechanisms: count-
ing, ordering, and identifying the objects and tracking the orientations, movements and
distances of these objects. The authors showed that miniature radar sensing is accurate
even with minimal training and that it can support new forms of tangible interaction.

2.7.2. Challenges and Guidelines for Tangible User Interfaces in the Industry 4.0 Context

As discussed in our review, tangible interfaces can help to make interaction more
natural and engaging. In particular, tangibles can:

• Stimulate users to interact with the concrete world around them, thus contrasting
the sense of alienation which may arise from continuous exposure to screen-based
devices.

• Provide immediate feedback in the real world, instead of exploiting a graphical
interface which provides a representation of reality.

On the other hand, acceptability issues may arise when digital objects incorporating
tangibles replace the everyday objects operators are used to [85]. In addition, tangibles
can be hardly standardized, which implies that operators might be required to make a
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substantial effort to learn how to use each of them [85]. Similarly, the use of some tangibles
might be restricted to specific environments [85].

In addition to the guidelines proposed for Internet of Things solutions (see Section 2.5.2)
based on the work of [83], we report a brief list of guidelines for the implementation of
tangible user interfaces in the smart factory which specifically focus on the above-mentioned
issues:

• Guideline 1: Codesigning. Whenever possible, try to involve users in the design
process of tangibles, in order to avoid unexpected acceptability issues.

• Guideline 2: Learning. Consider the possibility of undertaking training sessions to
allow operators to build the mental models required to operate TUIs.

2.8. Collaborative Robots

Another paradigm that changed with the development of the Smart Industry 4.0
and 5.0 is surely that of human–robot interaction (HRI), leading to the modification and
enhancement of the acceptance level of collaborative robots on the shop floors.

The first collaborative robot was devised in 1996 by James E. Colgate and Michael A.
Peshkin, who defined it as “an apparatus and a method for direct physical interaction between a
person and a generic manipulator controlled by a computer” [86]. The term “cobot” was later
listed among the new terms by the Wall Street Journal, meaning a collaborative robot
designed to help workers in their businesses rather than replace them [87]. Today, more
than twenty years after its invention, the concept of collaborative robotics has commonly
taken on the meaning of work sharing. Collaboration is manifested through human access
to the robotic system and the workspace to perform functionally related actions [88]. The
collaboration between humans and robots aims to combine human skills and flexibility
with the benefits associated with robotic systems. This allows an increase in productivity
and product quality while reducing ergonomics-related risks for operators [89].

Different levels of collaboration between humans and robots are possible [90]. Con-
ventionally, in the factory, the robot is located inside protected areas that are not accessible
to humans; access to the workspace is only allowed when the robot is stationary to carry
out maintenance or programming operations. This is the first level of collaboration and
is characterized by a strict separation between workspaces. The second level can be called
coexistence: in this case there is no sharing of the workspace, but a physical barrier is
missing. At this level, humans can access the robot’s work area, but human presence
is detected by a safety system that causes the robot to regulate the power and speed of
movements. The third level is that of synchronized operations, in which worker and robot
share the same workspace, but at different times; therefore, there is a condition of temporal
separation. A fourth level is that of cooperation, in which spatial and temporal separation
are reduced and man and robot are allowed to occupy the same work area at the same time,
remaining separate, however, because of the lack of joint activities. Finally, at the highest
level of collaboration, man and robot work on a common task without any temporal or spatial
separation of the work area, but rather a voluntary contact between man and machine can
be envisaged.

The collaboration between humans and robots in charge to assist their work deserves
to be investigated and improved. HRI being a sub-branch of HCI that is rapidly emerging
and creating its own standards, a stand-alone research sector deserves to be considered for
this category of interactions and the relevant studies that were carried out.

2.8.1. The Smart Factory Context

Given a clear definition of what a collaborative robot is and what its components are,
we move one step forward in our examination of the current state of the art, providing
real-world examples of their implementation on shop floors.

Applications: e-waste management. Ref. [91] put forward the adoption of collabora-
tive robots to solve e-waste management problems, optimizing the recycling process of
electronic equipment. Companies are always more subject to public and government pres-
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sure to reduce their environmental impact. When dealing with e-waste, manual operations
can be financially prohibitive and full automation is not easy to implement due to the lack
of uniformity of devices. It is trivial to notice how this is clearly a scenario where a collabo-
ration between humans and robots may bring enhancements to the process. Alvarez-de-los
Mozos and Renteria [91] examined the e-waste management techniques and the limitations
of fully automated techniques for waste electrical and electronic equipment (WEEE) and
then proposed a solution for WEEE recycling that involves the use of collaborative robots.
The authors brought a real-world example discussing the use of Liam, a collaborative robot
developed by Apple to effectively disassemble the iPhone (Figure 5). The authors also
pointed out that one of the main problems that can possibly arise when dealing with bigger
electronic appliances is that of identifying cables, flexible parts, or components which are
usually difficult to recognize. This represents a point in the process where collaboration can
happen and a skilled operator could carry out the job, leaving the tedious and potentially
dangerous tasks of operating the materials to the robots.

Figure 5. Liam, a collaborative robot by Apple which disassembles iPhones.

Applications: assembly. Ref. [92] investigated the combination of sensors, embedded
in wearable devices with gestures recognition, to propose an HRI framework applicable
in assembly operations, where collaborative robots can assist workers, delivering tools
and parts and holding objects. The aim of this and many other investigations in the field
is that of exploiting the best abilities of robots, such as accuracy or repetitive work, and
the best abilities of humans, for example, cognition and management, in order to reach a
collaborative scenario where the most is made out of every available resource. Moreover,
we should consider that mobile robots and exoskeletons have the potential to make certain
tasks less physically demanding, see Spada at al. for more details [93]. This may allow
women to take on tasks that were previously reserved for men due to the required physical
strength. A vast range of further opportunities will arise by the further digitalization of the
workforce [36].

Focusing on the general context of performing dull tasks on production lines, a study
aimed at enhancing the effectiveness of already existing robots was carried out by [94]. The
authors started their work from the assumption that collaborative robots are more useful
when they can be displaced at a level of easiness that makes them “mobile” [94]. They
investigated a system to enable robots such as Baxter and Sawyer by Rethink Robotics
to smartly perform movements within the shop floor, sensing persons or obstacles and
moving safely throughout the space. A downward-facing QR code camera was used for
the precise placement of the robot at a work station and, when not assigned to a specific
cobot, the platform can be used as a general-purpose automated guided vehicle.

Worker–robot interaction and collaboration. A key feature of collaborative robots is
their ability to partner with human operators in mixed teams. They need to coordinate their
actions to engage in joint activities and to coordinate their behavior to human behaviors
at different levels: semantic, contextual, temporal, and more, see [95], which investigated
the cognitive systems that build the awareness needed to obtain such interactions. The
authors provided a tool for addressing this problem by using the notion of deep hybrid
representations and the facilities that this common state representation offers for the tight
coupling of planners on different layers of abstraction. According to Villani et al. [17],
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the main challenges related to cobots are: safety issues, intuitive user interfaces, so that
human operators can easily interact with the robot, and design methods, which mean
control laws, sensors and task allocation, and planning approaches, which allow the human
operator to safely stand close to the robot, actively sharing the working area and tasks and
providing the interaction system with the required flexibility [17]. In particular, regarding
the worker–robot interaction, the use of collaborative robots in industrial processes proves
beneficial also given the fact that they can be managed and taught through intuitive systems,
based on augmented reality [96], walk-through programming [97], or programming by
demonstration [98].

As far as intuitive user interfaces are concerned, differently from instructing a (skilled)
human worker on how to carry out a task, programming a robot requires providing the
robot with explicit motion-oriented instructions, detailing the points and trajectories that
the robot has to follow. Nonetheless, the goal is that of explicitly instructing the robot in a
human-friendly manner and without negatively affecting the productivity of the system.
To this purpose, Villani at al. [17] proposed to use novel approaches as walk-through
programming, programming by demonstration, and the use of multimodal interfaces
and augmented/virtual reality, which are characterized by high intuitiveness since they
constitute instances of natural and tangible user interfaces (NUIs and TUIs, respectively).
For instance, NUIs allow users to directly manipulate and interact with robots rather than
instruct them to do so by typing commands. Techniques used include, for instance, speech,
gestures, eye tracking, facial expression, and haptics, in addition to the traditional ones,
namely, keyboard, mouse, monitor, touchpad, and touchscreen.

It is worthwhile mentioning control techniques and approaches aimed at improving
the safety and ergonomics of operators interacting with robots. Typical control problems
related to safety include collision avoidance, collision detection, motion planning, and
safety-oriented control system design. Similarly, for ergonomics, they include scheduling
and ergonomics-oriented control system design, as well as the common area of motion
planning. Several approaches are available to tackle each problem: for example, considering
the ergonomics area, these include: biological and nonbiological trajectory optimization,
minimum jerk trajectory planning (motion planning), mixed-integer linear programs,
stochastic Petri-nets, cognitive load optimization, feedforward/feedback optimization,
decision making models (for scheduling), haptic assistance, optimal control, whole-body
control, game theory, gesture-based control, admittance control, learning-based control,
and reinforcement learning (for ergonomics-oriented control system design). See for more
details the comprehensive survey by Proia et al. [99].

Cobots as autonomous systems. Ref. [100] carried out a useful study on the paradigm
of the smart factory, focusing on the role of cobots in this context. The authors explored how
cobots are defined and highlighted how learning processes can be carried out by such robots,
through the adoption of artificial intelligence techniques, in order to enhance productivity
and the quality of manufactured goods and thus create a smart factory. Examining the nine
pillars of Industry 4.0, Ref. [100] discussed the role of collaborating robots in the scope of
the first pillar: autonomous systems. They defined cobots as automated systems, including
sensors, actuators, and controllers, capable of performing tasks continuously and designed
to be applied in the industrial field [100]. Two types of autonomous systems were shown
in their study, i.e., multiagent systems and intelligent industrial robots.

This second category of autonomous systems is particularly interesting for this section.
Ref. [100] provided a standard definition of what such robots are, in terms of their char-
acteristic components: an “intelligent industrial robot is a useful combination of a manipulator
arm, sensors, and intelligent controllers, which replaces a human worker and can complete tasks
and resolve the problems. Eventually, it will be able to learn from humans at first. The use of these
machines in industrial automation can improve productivity and product quality, creating smart
industry”.
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2.8.2. Challenges and Guidelines for Collaborative Robots in the Industry 4.0 Context

As highlighted by [101], industrial collaborative robotics is one of the most promising
technologies of the smart industry. In particular, human–robot collaboration in assembly
will be particularly interesting for manufacturing companies. In this context, the interaction
between humans and robots opens new possibilities:

• The elimination of repetitive or dangerous tasks from human operators’ concerns, to
allow the human resources to focus on those tasks that better suit human minds.

• A reduction in risks on the shop floor.

However, there are also challenges:

• A long learning curve, to allow a smooth interaction between operators and robots.
• Possible difficulties in the realization of a smooth inclusion into mixed teams, due to

the difficulties in creating coordinated behaviors in such robots.
• Eventual slowdowns of the production process may result from faults, especially if

many tasks are assigned to collaborative robots.

Ref. [95] proposed a set of guidelines for the adoption of collaborative robots on
factory floors:

• Guideline 1: Selection. A correct distinction between the tasks that should be carried
out by human operators and those that better belong to robots must be conducted
before planning the work and tasks must be assigned accordingly.

• Guideline 2: Behavior. When designing collaborative robots or when making deci-
sions on which solution to adopt, their ability to coordinate their behavior with that of
humans must be taken into consideration as a priority.

• Guideline 3: Safety. ISO/TS 15066:2016 specifies safety requirements for collabo-
rative industrial robot systems and the work environment and must be taken into
consideration when adopting such solutions within a smart factory (https://www.iso.
org/standard/62996.html, accessed on 29 July 2022).

Ref. [102] proposed and then validated [101] new design guidelines for systems
integrator designers to develop safe and ergonomic collaborative assembly workstations.
We report the most general ones:

• Guideline 4. Minimize specific mechanical hazards related to the entrapment of
human body parts.

• Guideline 5. Minimize specific mechanical hazards related to collisions with human
body parts.

• Guideline 6. Minimize specific mechanical hazards related to robot system parts
falling.

• Guideline 7. Minimize the biomechanical overload of upper limbs related to repeti-
tive tasks.

• Guideline 8. Minimize the biomechanical overload of the whole body related to the
manual lifting/lowering of objects.

• Guideline 9. Minimize the biomechanical overload of head/neck/trunk/upper or
lower limbs related to static or awkward working postures.

• Guideline 10. Maximize operator psychological wellbeing and satisfaction.
• Guideline 11. Maximize the efficiency of manual and robot assembly activities.

3. Discussion and Conclusions

Smart interactive technologies are revolutionizing workers’ activities on the factory
floor. While throughout our survey we have adopted a technology-driven perspective,
illustrating the changes and possibilities enabled by the emerging technologies in the
Industry 4.0 and 5.0 visions, Table 1 summarizes the contributions of surveyed work which
specifically falls into the smart factory context by highlighting the problems and phases
they address in the production process. As we can see, most transformations regard the
production phase and access to knowledge.
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Communication, learning, and knowledge-sharing. When examining the modifi-
cations brought or suggested by the fourth and later fifth industrial revolutions (respec-
tively: smart manufacturing, smart mass production, smart products, smart working,
smart supply chain, and system(s) optimization; sustainability, environmental stewardship,
human-centricity, and social benefit, see for more details [103]) to the modern factory floors,
however, one cannot ignore how such changes are influencing the way communication
happens between operators and coworkers and between operators and machines. For
example, Ref. [30] investigated the mutual human–machine learning in smart factories,
with the ultimate goal to identify new learning patterns in such environments. They de-
fined mutual learning as a bidirectional process involving reciprocal exchange, dependence, action,
or influence within human and machine collaboration, which results in creating new meaning or
concepts, enriching the existing ones, or improving skills and abilities in association with each
group of learners, and distinguished three groups of tasks that can be carried out within the
smart factory: those assigned specifically to humans, those dispensed for machines, and the
shared ones, where exchange and thus mutual learning occurs. Ref. [30] then illustrated a
conceptual model for mutual learning, based on the model of hybrid learning proposed
by Zitter and Hoeve [104]. All their results have been applied and tested in a real-world
context, at the TU Wien Pilot Factory.

All in all, we can state that learning processes within the smart factory are and will be
increasingly more affected by the process of digitalization. In this vein, Ref. [105] reviewed
virtual training systems with a focus on their teaching styles and identified new research
directions in the field of adaptive training systems.

Benefits derived from the changes introduced with the Industry 4.0 and 5.0 extend
to activities carried out outside the factory walls. A case in point is the work of [20],
which examined knowledge sharing solutions based on Industry 4.0 to improve mobile
service technicians’ daily work performance and work satisfaction. The authors started a
human-centered design process that led to the creation of the Mobile Service Technician 4.0
concept: it utilizes industrial internet, virtual, and augmented reality as well as wearable
technologies to improve both the user experience of workers within the examined field and
the quality of their work.

Human-centricity. The Industry 5.0 paradigm reinserts proactively humans back
into the automation chain [106], and this means that technology used in manufacturing
should be “adapted to the needs, and diversity of industry workers, instead of having the worker
continuously adapt to ever-evolving technology. The worker is more empowered and the working
environment is more inclusive. To achieve this, workers are to be closely involved in the design and
deployment of new industrial technologies, including robotics and AI” [3]. Hence, approaches
such as codesign and prototyping should be adopted in this new vision, also helped by
new technologies, such as virtual and augmented reality, that allow prototype simulations
before the actual realization.
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In addition to that, Industry 5.0 also emphasizes human-centricity through the use of
AI-based technologies to empower the worker’s performance and capacity. In this regard,
wearable devices that boost cognitive and operational capacities are increasingly being
utilized and improved in manufacturing industries [107]. Exoskeletons, i.e., augmenter
equipment that give extra strength and physical capabilities to protect the operator from the
adverse effects of heavy workloads [93], are a case in point. According to Jafari et al. [108],
virtual technologies such as smart AR glasses, spatial AR projectors, etc., are viable and
novel gadgets that facilitate flexible operations and technical guidance through information
transmission and virtualization. Moreover, wearables could open new channels for alerting
workers and their general practitioners about critical health conditions, both physical and
mental, as well as supporting workers in adopting healthy behaviors in the workplace [3].

However, these improvements in working conditions cannot be conducted at the
expense of workers’ fundamental rights of privacy, security, autonomy, and human dignity.
According to our vision, it is essential that future HCI and HCAI specialists become
aware of the potential ethical and practical issues of smart interactive technologies, also
considering the smart factory context and the new, central role of workers, see for more
details Longo et al. [107].

Sustainability. Another relevant Industry 5.0 concept, also emphasized in the 2021
European Commission’s report [3] and highlighted in Section 2.5.2, is the one of environ-
mental sustainability. According to Akundi et al. [103] Industry 5.0 “recognizes the capacity
of industry to fulfill social objectives beyond employment and development, to become a sustainable
source of development, by making production regard the limitations of our planet and prioritizing
employee health first”. Sustainability is closely related also to the promotion of a circular
economy, i.e., the idea of developing circular processes that reuse, repurpose, and recycle
natural resources, reducing waste and environmental impact [3]. One of the enabling tech-
nologies for reaching sustainability goals is certainly IoT. Drawing from the IoT Guidelines
for Sustainability produced by the World Economic Forum (https://www.weforum.org/,
accessed on 29 July 2022) [109], we recall a set of points which specifically refer to the
sustainability and impact measurement area. Firstly, along with all the valuable data
they may collect with IoT systems, smart factories should make sure to measure and
process energy usage data, so as to minimize costs, increase savings, and reduce waste
(consumption). Then, smart factories should embrace a sustainability awareness culture to
respond to new generational demand, enhancing brand reputation and attracting top talent
(culture). Furthermore, potential impact should be evaluated and results measured based
on some ad hoc framework, such as the United Nations Sustainable Development Goals
(https://sdgs.un.org/goals, accessed on 29 July 2022) (impact). When planning an Internet
of Things project, potentially addressable sustainable development goals and targets should
be identified and incorporated into the commercial design (goals). Finally, RFID or GPS
sensors monitoring should be implemented both to track products in the delivery process
and to track inventory items within the warehouse and the production lines (monitoring).

Further challenges. Along with all the enhancements and improvements brought
by the Industry 4.0 and 5.0 to production processes and to the workers’ performances,
unavoidably there come new risks for both individuals and organizations that can directly
affect productivity and translate into financial risks. Herrmann [110] gave an overview of
the technical components of a smart factory, raising the awareness of this manufacturing
trend in terms of risks evaluation. The author focused on the topics of standardization,
information security, the availability of the IT structures, the availability of fast Internet,
complex systems, as well as organizational and financial risks in the scope of the fourth
industrial revolution. He pointed out how investigation in the field must be pushed
parallel to the development progress and highlighted the need for further research in order
to provide a complete overview of the smart factory and its status. Last but not least, in
the definition of Industry 5.0 we found the concept of resilience, referring to the need to
develop a higher degree of robustness in industrial production, arming it better against
disruptions and ensuring it can provide and support critical infrastructure in times of crisis.
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The future industry needs to be resilient enough to swiftly navigate the (geo-)political shifts
and natural emergencies [3], as sadly witnessed by the recent events of COVID-19 and the
war between Russia and Ukraine.

In this paper, we have provided a picture of the current state of the art of smart interac-
tive technologies on the factory floor, and we have also explored the way new technologies
are changing the relations between workers and operations. On the one hand, we wanted
to emphasize the fact that smart factories provide a challenging and stimulating environ-
ment, where workers are required to be resourceful and possess excellent communication,
organization, and collaboration skills, in order to manage complexity and abstraction in
problem solving processes, as also highlighted by [111]. On the other hand, we wanted to
provide some practical examples of the use of intelligent technologies in the smart factory,
also proposing guidelines to design interactions that should be human-centered.

Intelligent system components may have unexpected and biased behavior, due to
the success and large use of probabilistic approaches such as machine learning, neu-
ral networks, deep learning, etc., based on the data collected in large data sets which
may have some latent bias (see, for instance, [112]) and thus confuse users, erode their
confidence, and lead to the abandonment of AI technology. High-profile reports of fail-
ures (see for example: https://spectrum.ieee.org/ai-failures, accessed on 29 July 2022,
and https://www.ftc.gov/news-events/news/press-releases/2022/06/ftc-report-warns-
about-using-artificial-intelligence-combat-online-problems, accessed on 29 July 2022) range
from humorous and embarrassing mistakes (e.g., autocompletion errors, misunderstand-
ings in conversational agents, etc.) to more serious circumstances in which users cannot
effectively handle an AI system (e.g., driving a semiautonomous car). These factors show
that designers and developers need knowledge on proper methodologies to create effective
human-centered intelligent systems. User in control is one of the pillars of human-centered
design: this can be achieved by granting transparency in system behavior, i.e., in the form of
the explainability of the AI decision making process empowering the end-users to configure
and adapt such behavior (for more details, see [9]). This example shows how important it
is to consider human factors and human perspectives in intelligent systems, which need to
be designed and implemented in a user-centered/human-centric way. We hope that with
the discussions, examples, and guidelines reported in this survey paper, we have made a
small but relevant advance with respect to this goal.
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Abstract: The classification of different age groups, such as adult and child, based on handwriting
is very important due to its various applications in many different fields. In forensics, handwriting
classification helps investigators focus on a certain category of writers. This paper aimed to propose
a machine-learning (ML)-based approach for automatically classifying people as adults or children
based on their handwritten data. This study utilized two types of handwritten databases: handwritten
text and handwritten pattern, which were collected using a pen tablet. The handwritten text database
had 57 subjects (adult: 26 vs. child: 31). Each subject (adult or child) wrote the same 30 words
using Japanese hiragana characters. The handwritten pattern database had 81 subjects (adult: 42 and
child: 39). Each subject (adult or child) drew four different lines as zigzag lines (trace condition and
predict condition), and periodic lines (trace condition and predict condition) and repeated these
line tasks three times. Handwriting classification of adult and child is performed in three steps:
(i) feature extraction; (ii) feature selection; and (iii) classification. We extracted 30 features from both
handwritten text and handwritten pattern datasets. The most efficient features were selected using
sequential forward floating selection (SFFS) method and the optimal parameters were selected. Then
two ML-based approaches, namely, support vector machine (SVM) and random forest (RF) were
applied to classify adult and child. Our findings showed that RF produced up to 93.5% accuracy for
handwritten text and 89.8% accuracy for handwritten pattern databases. We hope that this study will
provide the evidence of the possibility of classifying adult and child based on handwriting text and
handwriting pattern data.

Keywords: handwritten text; handwritten pattern; adult and child classification; machine learning;
sequential forward floating selection approach

1. Introduction

In recent years, the field of handwriting has attracted interest from various aspects,
such as biometrics [1] and the medical field [2]. In addition, handwritten characters can
be obtained from a variety of sources such as paper documents, images, touch screens,
and other devices. This makes the data easy to collect and suitable for classification.
Furthermore, since handwriting is something that everyone uses every day in school,
it is a method that is less stressful for people. There are few studies on handwriting
classification for adults and children, and most of the studies are on the classification of
face recognition [3], age groups [4], age, gender, and nationality [5], gender [6,7], gender
and handedness [8], detection of alcohol [9], and Parkinson’s disease (PD) [10] based on
handwriting images.
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There are two types of handwriting data: offline and online. The input data collected
using a scanning machine are called “offline”, whereas input data obtained using a pen
tip are called “online” [11]. In our research work, we used the online-based handwritten
database. Moreover, a single writer’s handwriting may be unique or differ slightly, but
the handwriting of a child and adult must always be different. Most forensic handwriting
analysis is based on the inspection of specific character shapes, character ligatures, size,
pen lift, pen pressure, speed, letter spacing, etc., to identify a suspected person. Age group
detection will be a great solution before detecting the actual suspected person in forensic
analysis. It will give additional evidence about the suspected person’s age. Currently, there
are many applications of handwritten recognition, for example, signature authentication
used in industrial applications [2], authenticating of criminal investigations in a court
of justice [12,13], document examinations [14], and so on. The most difficult aspects of
handwriting identification are distortions and pattern variations; feature extraction is of
supreme importance. Handwritten forensic analysis or handwriting recognition using
machine learning (ML) algorithms can be a great solution to classify adults and children
based on their handwritten text and handwritten pattern.

Ahmad et al. (2004) proposed support vector machine (SVM) with some kernels for
online handwritten recognition [15]. They showed that at the character level, the SVM
recognition rate was dramatically better due to the use of maximizing boundaries in the
decision function. The only problem with this algorithm was storing large support vector
for a huge training character that requires a larger memory size. Babu et al. (2014) pro-
posed k-nearest neighbors (k-NN) for recognizing handwritten digits based on structural
features, which does not require thinning operation and size normalization approach [16].
Ramzan et al. (2018) implemented neural networks (NN) and their variants to recognize
handwritten digits. The survey details some existing techniques implemented for hand-
written digit recognition (HWDR) being carried out [17]. Baldominos et al. (2019) [18]
also proposed convolutional neural networks (CNNs) to distinguish previous work to
recognize handwritten characters using some data augmentation from works using the
original dataset out-of-the-box [19,20]. They provided the most extensive and updated
survey of the MNIIST and EMNIST datasets and achieved the lowest error rate.

Poon et al. (2019) [2] applied logistic regression to predict PD based on handwritten
recognition. They utilized the publicly available PD database and extracted secondary
kinematic handwriting features from the dataset. It is being studied not only for personal
identification but also in the medical field. The limitation of their proposed model was that
they used small sample size of the dataset and lacked control in the study design. As for all
the limitations of handwriting recognition, Japanese handwritten character recognition is
complex due to the various types of writing styles, characters, and confusion among similar
characters. One of the major causes of the inefficient classification of Japanese characters
is a large number of letters. However, many methods have been developed to recognize
Japanese handwriting as text images for several applications, but there are few studies on
the classification of adults and children based on Japanese handwritten recognition.

Nisimura et al. (2004) [21] suggested a discriminating strategy based on statistical
learning and extracted linguistic features from speech or voice data to classify adults and
children. They applied SVM and found that it performed with better classification accuracy
than the Gaussian mixture model [22]. The disadvantage of this strategy is that it has
a trait in common with both labels. Makihara et al. (2010) [23] proposed a method to
classify gender and age using video-based gait feature analysis with a large-scale multi-
view gait database. They adopted the k-NN classifier to classify gender and age. They used
three databases (HumanID, Soton, and CASIA) that contained over 100 subjects. These
datasets have their particular limitations, such as the small view images in the HumanID
dataset; also, single view images in the Soton dataset, and maximum subjects in the CASIA
dataset included in the 20’s or 30’s. Faghel-Soubeyrand classified adult and child based
on faces [24]. In this study, we propose a new approach for the classification of adults and
children based on their handwritten text and pattern recognition. Our proposed method
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can achieve more than 89% classification accuracy, implying that classification accuracy
with handwritten characters can be expected.

The organization of this paper is as follows: Section 2 presents materials and methods,
including proposed ML-based framework; description of datasets, feature extraction, fea-
ture selection, classifiers along with their performance evaluation metrics are discussed in
this section. The experimental results and discussion are discussed in Section 3. Finally, the
conclusion is discussed in Section 4.

2. Materials and Methods

In this section, we summarize the proposed ML-based framework. Next, two databases
used in this research work are described. We also describe feature extraction, feature
selection, and two classification methods along their performance evaluation metrics in
this section.

2.1. Proposed ML-Based Framework

The goal of this work is to propose an ML-based model for predicting adult and
child based on their handwritten texts and handwritten patterns. The proposed ML-based
framework is presented in Figure 1. First, we divide the handwriting (text and pattern)
dataset into two phases: the training phase and the testing phase. We take 80% of the
dataset in the training phase and the remaining 20% of the dataset for the test phase. The
second step is to preprocess the handwriting data. After preprocessing handwriting data,
we extract 30 features and then select an optimal subset of the features using sequential
forward floating selection (SFFS). We applied two ML-based algorithms, SVM and RF,
for the classification of adult and child. We tuned the hyperparameters of the classifiers
(SVM and RF) using a grid search method and trained SVM and RF-based classifiers with
five-fold cross-validation protocol. After training, classifiers (SVM and RF) are used in the
testing phase for the classification of adult and child. Accuracy, recall, precision, f1-score,
and area under the curve (AUC) are used to evaluate the performance of the classifiers.

Figure 1. Proposed ML-based classification model.
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2.2. Dataset
2.2.1. Device for Data Collection

Handwriting data were recorded using a pen tablet system (Cintiq Pro 16, Wacom
Co., Ltd., Saitama, Japan). The tablet was connected to a laptop PC running Windows 10.
Figure 2 illustrates the coordinates of the parameters generated by the pen tablet.The screen
size of the pen tablet was 15.6 inches, and the resolution size was 2560 × 1440 pixels.

Figure 2. Pen tablet device.

2.2.2. Handwritten Text

We developed a new dataset to evaluate our proposed method where adult and child
handwriting-based text data were collected using a pen tablet. A total of 57 participants
were taken for this work, consisting of 26 adults (aged 19–59 years) with handwriting and
31 children (aged 12–13 years). Each subject (child or adult) was asked to write the same
30 words (tasks) using hiragana characters only on the pen tablet using a dedicated stylus
pen. Each word contains a minimum of 2 characters and a maximum of 7 characters. A
summary of the handwritten text dataset is described in Table 1.

Table 1. Summary of the handwritten text dataset.

Group Name Age (Years) No. of Subjects No. of Words Total Samples

Adult 19–59 26 30 780 (26 × 30)
Child 12–13 31 30 930 (31 × 30)

2.2.3. Handwritten Pattern

Handwriting-based pattern data were also collected from 81 subjects using a pen tablet
system. The dataset had 39 children and 42 adults. In this study, we adopted two patterns.
One was drawing a continuous zigzag line, essentially a continuous set of triangles without
a base. Another was drawing a continuous periodic line pattern (PL) that was repeated
squares and triangles sequentially without a base. The trace and predict conditions were
used for each pattern. Each subject was asked to draw these four patterns on the pen tablet
using a dedicated stylus pen and each drawing pattern was repeated 3 times. The traced
over the sample zigzag lines are presented in Figure 3a, and the data are written on a blank
sheet of paper after memorizing the sample. The traced over the sample PL lines are also
presented in Figure 3b, and the data were derived from memorizing the sample and writing
it on a blank sheet of paper. The data were collected by separating the zigzag line and the
PL line, taking data for 30 s, resting for 20 s, taking data again for 30 s, and resting for 20 s,
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and so on, until six data were collected. The reason for the intervals was to let the brain
rest. A summary of the handwritten pattern dataset is described in Table 2.

Table 2. Summary of the handwritten pattern dataset.

Group Name Age (Years) No. of Subjects No. of Task No. of Repeat Total Samples

Adult 19–43 42 4 3 504 (42 × 4 ×3)
Child 8–13 39 4 3 468 (39 × 4 ×3)

(a) (b)

Figure 3. Handwritten pattern dataset for (a) zigzag line sample and painted; (b) PL line sample and
painted.

2.3. Feature Extraction

The handwriting data contained six pieces of information, including the time of
writing, pen pressure, x-coordinate and y-coordinate of the writing position, angle of the
horizontal component of the pen, and angle of the vertical component of the pen. To classify
adults and children based on their handwriting, 30 feature parameters are evaluated for
each task. These feature parameters only required the localization of primary features of
handwritten text images, namely, the width, height, speed, peak, different types of grip
angle, and various types of pressure, which are given in detail in Table 3.

Table 3. Extracted feature names and their description.

SN Feature Description

1 Width Max (X)–Min (X)
2 Height Max (Y)–Min (Y)
3 Length The total length of the drawing
4 Velocity (Length)/(total) drawing time
5 PIVH The maximum speed recorded at any time point
6 PIVL Minimum speed recorded at any time point (PMS > 0)
7 PIAH Maximum acceleration recorded at any time point
8 PIAL Minimum acceleration recorded at any time point (PMA > 0)
9 GripAngleMeanW Mean of grip angle values for the entire drawing task (Horizontal)
10 GripAngleMeanL Mean of grip angle values for the entire drawing task (Vertical)
11 GripAngleSDW SD of grip angle values for the entire drawing task (Horizontal)
12 GripAngleSDL SD of grip angle values for the entire drawing task (Vertical)
13 PressureMean Mean of recorded pressure values for the entire task
14 PressureSD SD of recorded pressure values for the entire task
15 PCAvgPos Mean increase in pressure between two-time points
16 PCSDPos SD of increase in pressure between two-time points
17 PCMax The maximum increase in handwriting pressure between two-time points
18 PCAvgNeg Mean decrease in pressure between two-time points
19 PCSDNeg SD of decrease in pressure between two-time points
20 PCMin Maximum reduction in handwriting pressure between two-time points
21 Error Number of outliers and triangle square errors based on angles
22 PeakPresMean Mean pressure at minima
23 ErrorStopTime Mean stuck time at the starting minima point just before the error
24 AngleMean Mean of angles at maxima and minima
25 AngleVar The variance of angles at maxima and minima
26 ReglineSlope The slope of the regression line
27 ReglineIntercept The intercept of the regression line
28 LoopCount Time spent writing divided by the number of peaks
29 AngleSpeed Mean of velocities at the edge of the peaks and valleys
30 ErrorRate (Error)/(All Peaks) Error rate
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2.4. Feature Normalization

Data normalization is a technique that minimizes redundancy and improves the
efficiency of the data. Mathematically, it is defined as follows:

z =
X − μ

σ
(1)

where X is the original feature vector; μ is the mean of that feature vector, and σ is its
standard deviation. The value of z lies between 0 to 1.

2.5. Feature Selection

Feature selection is the process of removing irrelevant features to improve the effi-
ciency of the model. We have used SFFS for feature selection, which is an extension of
sequential forward selection (SFS), to reduce the initial d-dimensional feature space into a
k-dimensional feature subspace (k < d) [25]. Let Y = {y1, y2, . . . , yd} be a set of all features
and Xk = {xj|j = 1, 2, . . . , k; xj ∈ Y}, where k ∈ (0, 1, , 2, . . . , d) and Xk is a subset of Y. We
start the algorithm with Xo = ∅, k = 0. The steps of SFFS are described as follows:

Step 1: x+ = argmax J(Xk + x), where x ∈ Y − Xk, J is an evaluation index and x+ is the
feature with the highest evaluation when it chooses.

Step 2: Xk+1 = Xk + x+. The feature with the highest evaluation by selecting is used.
Step 3: k = k + 1.
Step 4: Step 1 to Step 3 is repeatedly iterating. Then, x+ when k reaches the specified

number which is the set of the most appropriate features obtained.
SFFS is performed up to Step 3 of SFS, and a process for searching for features
to be deleted is added. At first, Step 1 to Step 4 are performed starting from
X0 = ∅, k = 0, as in the SFS.

Step 5: x− = argmax J(Xk − x), where x ∈ Xk and x− is the feature with the best perfor-
mance when the feature is deleted.

Step 6: If J(Xk − x) > J(Xk) :
Xk−1 = Xk − x−
k = k − 1
Go to Step 1.

In Step 1, we capture the features that best improve the performance of the feature
subset from the feature space. Then, we proceed to Step 2. In Step 2, remove features
only if they improve the performance of the resulting subset. In this study, the Sequential
Feature Selector in mlxtend library was used and implemented [26].

2.6. Classifiers
2.6.1. Support Vector Machine

Support vector machine (SVM) [27,28] is supervised learning that is used for both
classification and regression problems. In this study, we implemented SVM in Scikit-learn
support vector classification (SVC) [29]. SVM is classified on the largest hyperplane up
to the nearest training data point of the class. A highly accurate model can be obtained
with a small amount of data, and the accuracy of identification can be kept even when
the number of features increases. The main objective of SVM is to find the hyperplane in
the feature space that can easily separate the classes, which needs to solve the following
constraint problem:

maxα
n

∑
i=1

αi − 1
2

n

∑
i=1

n

∑
j=1

αiαjyiyjK(xi, xj) (2)

Subject to

n

∑
i=1

yi
Tαi = 1, 0 ≤ αi ≤ C, i = 1, . . . , n ∀ i = 1, 2, 3, . . . , n (3)
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The final discriminate function takes the following form:

f (x) =
n

∑
i=1

αiK(xi, xj) + b (4)

where, b is the bias term.

2.6.2. Random Forest

Random forest (RF) [30] is one type of ensemble learning used for classification, re-
gression, etc. It is a model in which decision trees are created in parallel and predictions
are made by calculating the majority vote of the output results of each learning machine.
Random learning enables fast learning and identification even for high-dimensional fea-
tures, and the random selection of training data makes it strong against noise. Therefore,
it is possible to build an overall good model. In this study, we also implemented RF with
random forest classifier in Scikit-learn [29].

2.7. Performance Evaluation Metrics

To evaluate the performance of the classification model, we adopted five evaluation
metrics: classification accuracy (ACC), recall (Rec), precision (Pre), f1-score, and AUC. The
evaluation metrics of accuracy, recall, precision, and f1-score are computed based on true
positive (tp), false positive (fp), true negative (tn), and false negative (fn), which are briefly
explained as follows:

ACC (%) =
tp+tn

tp+fp+tn+fn
×100 (5)

Rec (%) =
tp

tp+fn
×100 (6)

Pre (%) =
tp

tp+fp
×100 (7)

f1-score (%) = 2× (Pre × Rec)
Pre + Rec

×100 (8)

3. Experimental Results and Discussion

3.1. Experimental Setup

To perform the classification of adult and child, 80% of the dataset was utilized for
training sets and 20% of the dataset for testing sets. For all statistical analysis, Python
version 3.9 and Scikit-learn version 1.0.2 were used. We used Windows 10 21H1 (build
19043.1151) 64-bit with an Intel (R) Core (TM) i5-10400 processor and 16 GB of RAM.

3.2. Baseline Characteristics of Adult and Child

The baseline characteristics of adults and children for the handwritten text and pattern
datasets are presented in Table 4. For the handwritten text dataset, the prevalence of
adult and child was 45.6% and 54.4%. Among them, 42.7% and 59.3% of adult and child
were female. The average ages of adult and child for the handwritten text dataset were
27.3 ± 10.5 and 12.5 ± 0.3 years.

For the handwritten pattern dataset, the average ages of adult and children were
23.9± 4.9 and 11.8± 1.6 years. The overall prevalence of females was 59.3%. Approximately
64.6% and 35.4% of adult and child were female. It was observed that age and gender
(except gender for handwritten text data) were significantly associated with adult and child
for both handwritten text and pattern dataset (p-value < 0.05).
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Table 4. Baseline characteristics of adult and child.

Variables Overall Adult Child p-Value 1

Handwritten text dataset
Total, n (%) 57 26 (45.6) 31 (54.4) –
Gender, Female, n (%) 27 (47.4) 11 (42.7) 16 (59.3) 0.483
Age (year), Mean ± SD 19.2 ± 10.2 27.3 ± 10.5 12.5 ± 0.3 0.001

Handwritten pattern dataset
Total, n (%) 81 42 (51.9) 39 (48.1) –
Gender, Female, n (%) 48 (59.3) 31 (64.6) 17 (35.4) 0.0025
Age (year), Mean ± SD 17.8 ± 7.9 23.9 ± 4.9 11.8 ± 1.6 0.001

n is the total number of subjects; 1 p-value is obtained from t-test for age and chi-square test for gender.

3.3. Hyperparameter Tuning

For the classification tasks, we set the following hyperparameters for SVM as cost
(C) = [0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000]; kernel = [“rbf”, “linear”, “poly”, “sigmoid”];
and gamma: [0.00001, 0.0001, 0.001, 0.01, 0.1, 1]. We also set the hyperparameters for RF as
max_depth = [2, 3, 5, 10], n_estimators = [50, 100, 200, 300, 400], min_samples_split = [2, 3, 10],
min_samples_leaf = [1, 3, 10], bootstrap = [True, False], and criterion = [“gini”, “entropy”].
We implemented grid search algorithms to tune these hyperparameters. We choose the
hyperparameters that will provide the highest classification accuracy.

3.4. Experiment-1: Evaluation for Handwritten Text Dataset

In this experiment, we used different types of handwritten texts and then extracted
various types of features from each image or task. We applied SVM and RF classifiers to
classify adult and child and calculated the classification accuracy. We used 30 hiragana
words and extracted 30 features which are clearly explained in Table 3. Table 5 shows the
performance scores of SVM and RF for better features combination of handwritten text
dataset. It was observed that SVM with RBF kernel produced the classification accuracy
of 87.7% for the combination of 15 selected features out of 30 features. Moreover, SVM
also produced 92.4% recall, 85.9% precision, 89.1% f1-score, and 0.919 AUC for the selected
15 features, whereas RF classifier achieved an excellent classification accuracy of 93.5%
along with 95.7% recall, 92.2% precision, 93.9% f1-score, and 0.983 AUC, respectively, for the
combination of 18 selected features. Therefore, RF achieved more outstanding performance
than SVM.

Table 5. Performance scores of SVM and RF for handwritten text dataset.

CT # of Features ACC Rec Prec f1-Score AUC

SVM 15 87.7 92.4 85.9 89.1 0.919
RF 18 93.5 95.7 92.2 93.9 0.983

CT: Classifier types.

We observed that 15 and 18 features were selected by SFFS with SVM and RF classifiers.
A total of 11 common features was extracted from those two methods, which are shown in
Figure 4, and the listed selected features are presented in Table 6. These 11 common features
were used as input features and then we applied SVM and RF classifiers to distinguish
adults from children.

The performance scores of SVM and RF classifiers for 11 common features are shown
in Table 7. It was observed that SVM with RBF provided 87.4% accuracy, 90.8% recall, 86.6%
precision, 88.7% f1-score, and 0.947 AUC, respectively, whereas RF gave 91.5% accuracy,
93.0% recall, 91.5% precision, 92.3% f1-score, and 0.967 AUC, receptively. Finally, we may
conclude that RF had more outstanding performance scores than SVM for the prediction of
the adult and child for handwritten text dataset.
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Figure 4. Identification of common features from SFFS-RF and SFFS-SVM for handwritten text
dataset.

Table 6. List of common features selected for handwritten text dataset .

SN Feature Names SN Feature Names

1 Height 7 GripAngleSDW
2 Velocity 8 GripAngleSDL
3 PIVL 9 PressureMean
4 PIAL 10 PressureSD
5 GripAngleMeanW 11 PCMin
6 GripAngleMeanL – –

Table 7. Performance scores of SVM and RF for common features for handwritten text dataset.

CT ACC Rec Prec f1-Score AUC

SVM 87.4 90.8 86.6 88.7 0.947
RF 91.5 93.0 91.5 92.3 0.967

3.5. Experiment-2: Evaluation for Handwritten Pattern Dataset

To evaluate our proposed model, we used a handwritten pattern dataset and obtained
a classification accuracy of up to 89.8%. In this section, we performed two experiments.
Firstly, the best combination of the features set was identified using SFFS-based RF and
SVM classifiers. We chose the feature combination at which the classification model
provides the highest classification accuracy. The classification accuracy of RF and SVM
for the handwritten pattern dataset is presented in Table 8. For the trace of zigzag lines,
RF produced 83.3% classification accuracy for the combination of 19 selected features,
whereas SVM produced 71.4% accuracy for the combination of 26 selected features. For
the prediction of the zigzag, the RF classifier obtained the highest classification accuracy of
85.7% for 13 combinations of feature sets and the prediction of the zigzag line, whereas SVM
provided 75.5% classification accuracy for 3 selected features. For the prediction and trace
of the PL line, RF achieved 73.5% classification accuracy for the combination of 24 selected
features, whereas SVM achieved 79.6% accuracy for 7 selected features and 87.7% accuracy
for 12 selected features. RF classifier provided a good classification accuracy of 85.6% for the
combination of all handwritten patterns, 25 features, whereas 82.1% classification accuracy
was provided by SVM for the combination of all 28 features. Therefore, RF achieved better
classification accuracy (89.8%) than SVM for the prediction of PL line.

Table 8. Classification accuracy (in %) of RF and SVM for handwritten pattern dataset.

Line Types No. of Features RF No. of Features SVM

Zigzag trace 19 83.7 26 71.4
Zigzag predict 13 85.7 3 75.5
PL trace 24 73.5 7 79.6
PL predict 9 89.8 12 87.7
All patterns 25 85.6 28 82.1
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The second experiment was to take the common features from the two best combi-
nations of feature sets and apply two classifiers for the prediction of adult and child. The
number of selected common features was 18 features from the trace of zigzag line, 2 features
from the prediction of zigzag line, 7 features from the trace of PL line, 9 features from the
prediction of PL lines, and 23 features from all handwritten patterns (zigzag and PL lines),
which are shown in Figure 5, and the corresponding list of selected common features is
presented in Table 9.

(a) (b) (c)

(d) (e)

Figure 5. Identification of common features from SFFS-RF and SFFS-SVM for different lines of
handwritten pattern dataset: (a) Feature from trace of zigzag line, (b) feature from the prediction of
zigzag line, (c) feature from trace of PL line, (d) feature from prediction of PL line, and (e) feature
from all handwritten patterns.

Table 9. List of common features of handwritten pattern dataset.

SN ZigZag Trace Zigzag Predict PL Trace PL Predict All Patterns

1 Height PIAH Length Velocity Height
2 Length AngleMean PIVL PIAH Length
3 Velocity – PIAH PIAL Velocity
4 PIVH – PIAL PCSDNeg PIAH
5 PIAH – PeakpresMean PeakpresMean PIAL
6 PIAL – ReglineSlope AngleMean GripAngleMeanW
7 GripAngleMeanW – ReglineIntercept AngleVar GripAngleMeanL
8 GripAngleMeanL – – ReglineIntercept GripAngleSDW
9 PressureMean – – ErrorRate PressureMean
10 PCMax – – – PressureSD
11 Error – – – PCAvgPos
12 PeakpresMean – – – PCSDPos
13 ErrorStopTime – – – PCMax
14 AngleMean – – – PCAvgNeg
15 ReglineSlope – – – PCSDNeg
16 ReglineIntercept – – – PCMin
17 AngleSpeed – – – Error
18 ErrorRate – – – PeakpresMean
19 – – – – ErrorStopTime
20 – – – – AngleVar
21 – – – – ReglineSlope
22 – – – – ReglineIntercept
23 – – – – LoopCount
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The classification accuracies of RF and SVM for these common features are presented
in Table 10. It was observed that the RF classifier provided a higher classification accuracy
of 79.5%, 73.4%, 83.6%, and 89.8% for the trace and prediction of the zigzag line than
SVM for the trace and prediction of the PL line, respectively. On the other hand, the SVM
classifier provided 85.1% accuracy for all handwritten patterns, whereas RF classifier gave
84.1% accuracy.

Table 10. Classification accuracy (in %) of RF and SVM for common features of handwritten pat-
tern dataset.

Line Types CF RF SVM

Zigzag trace 18 79.5 71.4
Zigzag predict 2 73.4 69.3
PL trace 7 83.6 79.5
PL predict 9 89.8 79.5
All patterns 25 84.1 85.1

CF: Common features.

The recall, precision, f1-score, and AUC of RF and SVM for common features of
the handwritten dataset are presented in Table 11. It was observed that the RF classifier
achieved comparatively better performance for all types of lines than SVM. RF classifier
provided a higher recall of 87.0%, precision of 93.1%, f1-score of 90.0%, and AUC of 0.903
for the prediction of the PL line dataset, whereas SVM gave 83.8% recall, and 0.811 AUC,
respectively. Table 11 shows that the highest performance scores are achieved by RF for
four types of lines with all handwritten patterns. Finally, we can say that in our experiment,
RF performed better than SVM.

Table 11. Performance scores of RF and SVM for common features of handwritten pattern dataset.

Line Types CF
RF SVM

Rec Prec f1-Score AUC Rec Prec f1-Score AUC

Zigzag trace 18 80.6 86.2 83.3 0.870 67.7 84.0 75.0 0.820
Zigzag predict 2 83.8 76.4 80.0 0.784 77.4 75.0 76.1 0.732
PL trace 7 83.8 89.6 86.6 0.926 74.1 92.0 82.1 0.872
PL predict 3 87.0 93.1 90.0 0.903 83.8 83.8 83.8 0.811
All patterns 23 85.1 84.3 84.7 0.923 83.1 87.5 85.2 0.919

CF: Common features.

3.6. Comparison of Our Proposed Method with the Existing Method

The comparison of the classification accuracy of our proposed method with the existing
method in the literature is presented in Table 12. Guimaraes et al. (2017) [4] applied different
ML algorithms such as multilayer perception (MLP), deep convolutional neural network
(DCNN), decision tree (DT), RF, and SVM for the classification of adult and teenager age
groups based on sentences. They collected 7000 sentences for the classification of age groups
(teenager vs. adult). They showed that DCNN had a better performance and obtained
95.0% precision. Rizwan et al. (2021) [31] proposed a novel method for the classification
of human age. They extracted features using interior angle formulation, anthropometric
model, carnio-facial development, wrinkle detection, and heat maps. The best combination
of feature sets was selected using SFS. They adopted CNN to classify human age and
achieved 94.6% classification accuracy. Özkan and Turan (2018) [32] proposed a deep
learning algorithm for the classification of people based on their age. They divided the
people into 12 classes using age groups and collected 18,000 images. They took 10%
of the images for testing and the rest of the images for training. They showed that the
DL model can correctly classify people into different groups of age and achieved 78.5%
classification accuracy.
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Table 12. Accuracy comparison with the methods in the literature.

Authors Year Data Types ACC (%)

Guimaraes et al. [4] 2017 Sentences Prec: 95.0
Rizwan et al. [31] 2021 FG-NET 94.6
Özkan and Turan [32] 2018 FG-NET 78.5
Goshvarpour [33] 2019 ECG 94.6
Ilyas [34] 2020 Auditory perception 92.0
Reade [35] 2015 FG-Net 82.0
Tin [36] 2012 FG-Net 92.5

Handwritten text 93.5Our proposed 2022 Handwritten pattern 89.8

Goshvarpour (2019) [33] proposed a novel Poincare feature set to classify age and
gender based on ECG. They collected ECG data from 79 respondents. Among them,
37 were males aged 31.24 years and 42 were females aged 25.8 years. They applied SVM
for the classification of age and gender and obtained the highest classification accuracy of
94.6%. Ilyas et al. (2020) [34] investigated a novel biometric method for the classification
of human age. For classification, RF, SVM, linear regression (LR), ridge regression (RR),
polynomial regression (PR), and ANN were used. They collected a total of 837 subjects
aged 6–60 years to evaluate the proposed biometric system. They showed that RF produced
the highest classification accuracy of 92.0%. Voice is also used for user authentication and
identification. Voiceprints were used in various forensic approaches to classify age, gender,
and language. Reade et al. (2015) [35] conducted a study for the classification of adult, child,
and senior using face images dataset. They extracted features using HOG, local binary
pattern, and active appearance model. They adopted k-NN, SVM, and GB algorithms for
the classification of adult, child, and senior and achieved 82.0% classification accuracy. Tin
(2012) [36] applied PCA for the classification of age using face image and produced the
highest classification accuracy of 92.5%. Our proposed SFFS with RF (SFFS-RF) model
produced higher accuracy compared to SFFS with SVM (SFFS-SVM) to classify adult and
child based on their handwritten text and handwritten pattern.

4. Conclusions

The purpose of this study was to clarify changes in the development of handwritten
text and pattern between adult and child. Online handwritten text and pattern datasets were
collected using a pen tablet system. We utilized SFFS for feature selection and adopted two
classification algorithms, RF and SVM, for the classification of adult and child. We selected
the common features from SFFS-RF and SFFS-SVM classifiers and then also applied RF and
SVM classifiers for the classification of adult and child. For the handwritten text dataset,
our proposed system SFFS with RF classifier produced 93.5% accuracy for 18 features,
and 89.8% accuracy for 9 features in the handwritten pattern dataset. After identifying
the common features, SFFS-RF also produced 91.5% and 87.7% classification accuracy for
handwritten text and handwritten pattern datasets. We hope that this study will provide
evidence of the possibility of classifying adults and child based on their handwritten text
and handwritten pattern data. If we can find out the age range between adult and child,
that will help our model to produce an estimated performance accuracy.
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Abstract: Nowadays, recommender systems (RS) are no longer evaluated only for the accuracy of
their recommendations. Instead, there is a requirement for other metrics (e.g., coverage, diversity,
serendipity) to be taken into account as well. In this context, the multi-stakeholder RS paradigm
(MSRS) has gained significant popularity, as it takes into consideration all beneficiaries involved,
from item providers to simple users. In this paper, the goal is to provide fair recommendations
across item providers in terms of diversity and coverage for users to whom each provider’s items
are recommended. This is achieved by following the methodology provided by the literature for
solving the recommendation problem as an optimization problem under constraints for coverage
and diversity. As the constraints for diversity are quadratic and cannot be solved in sufficient time
(NP-Hard problem), we propose a heuristic approach that provides solutions very close to the optimal
one, as the proposed approach in the literature for solving diversity constraints was too generic. As
a next step, we evaluate the results and identify several weaknesses in the problem formulation as
provided in the literature. To this end, we introduce new formulations for diversity and provide a
new heuristic approach for the solution of the new optimization problem.

Keywords: multi-stakeholder recommender systems; diversity; fairness; coverage; optimization

1. Introduction

Item recommendations from traditional recommender systems are in most cases
based on the highest predicted ratings for each user. Of course, this criterion is crucial
for the success of a recommender system, as it proposes items that the users seem to be
interested in. However, it may not be sufficient when it is the only metric taken into
consideration. This is because it fails to enable the users to explore new content, and the
recommendations for each user tend to be very similar to each other. As a result, relatively
unknown and innovative items may never be discovered by the users. Moreover, most
users are recommended items of a certain type. This problem is magnified for content-based
recommender systems.

These weaknesses have been realized early by scientists and researchers, and several
alternative metrics for the evaluation of recommender systems have been defined, including
coverage, diversity, fairness, serendipity, and novelty. Regarding coverage, according to [1]
an item is covered if it is recommended to at least a certain number of users. Diversity is
the average dissimilarity between all pairs of users or items in the result set (per item and
per user diversity) [2]. Serendipity in a recommender system is the experience of receiving
an unexpected and fortuitous item recommendation [3]. Fairness is mostly used for group
recommendations and its intuitive meaning is that a set of items needs to be recommended
to a group of users, so that each group member is satisfied in a fair manner [1]. Novelty
of any information is defined as the proportion of unknown and known information with
respect to the user [4].
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Furthermore, it is worth mentioning that, in the last few years, the focus has been
shifted from users that receive recommendations to all stakeholders involved in a rec-
ommender system. Specifically, the main beneficiaries are item providers, users, and the
recommendation system operator. This holistic paradigm in recommender systems, in
which all stakeholders need to be jointly taken into consideration, is widely known as the
Multi-Stakeholder Recommender Systems (MSRS) paradigm [5].

1.1. Objectives

The paper at hand focuses on item providers that pose requirements for fair item
recommendations in terms of the coverage and diversity of users to whom each provider’s
items are recommended. The notion of fairness here implies that the items of each provider
are recommended to a similar number of users as items of other providers, as well as that
the users to whom a provider’s items are recommended are as diverse as the users that items
of other providers are recommended. More specifically, provider fairness (p-fairness) [6]
requirements in terms of coverage and diversity are introduced as constraints that need to
be fulfilled for each item provider. Hence, average user coverage and diversity per item for
each provider should reach at least a certain target, while the expected satisfaction from the
provided recommendations should remain as high as possible.

To this end, the presented recommender system aims at maximizing the total predicted
rating of the recommendation lists, as well as satisfying the requirements for fair user
coverage and diversity per item provider. Specifically, the problem is formulated as
a mathematical optimization problem as proposed in the literature [7]. Moreover, the
proposed methodology for the solution of the problem is followed. As the problem is not
linear and hence it is not computationally feasible to be solved, and due to the fact that in
the literature the solution for diversity is not adequately described, a heuristic algorithm
which finds solutions that are very close to the optimal one and also fulfill the diversity
constraints is introduced. As a next step, the results and the limitations of the proposed
approach are presented in brief, and several weaknesses of the proposed formulation
are identified. Moreover, two new mathematical definitions for provider diversity are
proposed to address the identified weaknesses of the planned approach by the literature,
and a high-level methodology is proposed for the solution of the new optimization problem.
Finally, several limitations of the newly proposed approach are concisely presented, along
with future extensions for the proposed framework.

1.2. Research Questions

The paper at hand has as its main objective to answer the following research questions:
RQ1. How provider fairness in terms of user coverage and diversity can be achieved

in recommender systems?
RQ2. Are the results of the proposed methodology satisfactory?
RQ3. What are the limitations of the proposed methodologies?
RQ4. How can the aforementioned limitations be abated?

1.3. Contribution

The purpose of the publication at hand is to build a recommender system that will
provide fair recommendations across the different item providers in terms of the coverage
and diversity of users to whom their items are proposed. In this context, its contribution is
multifold and includes:

• Review of the recent literature about provider fairness, coverage, and diversity.
• Formalization of the problem at hand, as provided in the literature.
• Application and extension of the proposed methodology to a public and well-known dataset.
• Because the proposed solution in the literature is vague in terms of solving the diversity

constraints, in this publication, we present a concrete heuristic approach for solving
the latter.

• Evaluation of the results and discussion on the proposed solution.
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• Introduction of new definitions for quantifying diversity, as the proposed approach in
the literature posed significant limitations.

• Introduction of new high-level heuristic approaches for solving the newly-defined
diversity constraints as the problem for diversity remains NP-Hard.

2. Background and Related Work

There is a plethora of publications that acknowledge the need to go beyond the
accuracy of recommendations in recommender systems. However, there is no commonly
accepted approach for quantification of the alternative evaluation metrics of the latter. To
this end, in this section we provide a literature review of the recent work in the MSRS
paradigm, and the evaluation metrics of diversity, coverage, and fairness, in terms of their
definitions and usage. As a next step, we present a publication that proposes a framework
for providing multi-stakeholder recommendations with provider coverage and diversity
constraints and the proposed solution. Finally, we discuss how the approach proposed in
the publication at hand goes beyond the state-of-the-art.

2.1. Multi-Stakeholder Recommender Systems (MSRS)

The MSRS paradigm has gained significant popularity in the last few years. This
paradigm, in contrast to the traditional one that puts the user (recommendation receiver) in
the center of attention, also takes into consideration other stakeholders of recommender sys-
tems [5,8] such as item providers, the recommender system operator, and society in general.
In this context, several recent studies focus on this paradigm. Specifically, Refs. [5,8] identify
the need for examining recommender systems from the different stakeholders’ perspective
and introduce the multi-stakeholder recommender systems paradigm. On the other hand,
Abdollahpouri et al. [9] investigated multi-sided fairness in multi-stakeholder recommen-
dations and how different fairness concerns can be introduced in such systems. Moreover,
Milano et al. [10] analyzed the ethical aspects of MSRS. Furthermore, Refs. [11,12] review
the existing case studies, methods, and challenges, and propose new research directions for
MSRS. Last but not least, Refs. [13,14] present applications of the MSRS paradigm. The first
introduces provider constraints to the multi-stakeholder recommendation problem and
formulates it as an integer programming optimization model that is solved using an ap-
proximation and can achieve satisfactory results in real use cases. On the other hand, in the
second article the authors developed a multi-objective binary integer programming model
to allocate sponsored recommendations. As a next step, they present an algorithm to solve
the problem in a computationally efficient way. The proposed approach was applied to a
real use case with good results and is easily applicable to existing recommender systems as
it is applied as a form of postprocessing.

Of course, in the publication at hand, we are not examining MSRS in general; instead,
we focus on the metrics of coverage and diversity across provider items and address the
need for fairness across the latter. Therefore, it is worth presenting the different definitions
of coverage, diversity, and fairness.

2.2. Coverage

Ge et al. [15] defined as item coverage, the proportion of items for which the system
is able to generate recommendations (prediction coverage), or the proportion of available
items that are recommended to a user (catalog coverage).

It needs to be noted that the previous definitions refer to coverage in items. However,
a less popular term is user coverage and is defined as the proportion of users to whom
specific items have been recommended [16]. User coverage poses significant interest for lists
of items, meaning that it is important for an item provider to be aware to what proportion
of the users his items have been recommended. In this publication, one of the goals of the
recommender system is to fulfill user coverage constraints for the different providers.

Although the coverage has been mentioned in a variety of publications, in most
cases, it is calculated after the recommendations have been provided and is used only for
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system evaluation, without being taken into consideration during the recommendation
process [15–18]. In [1], Koutsopoulos et al. include constraints for user coverage to the
recommendation problem definition. Specifically, they formulate the system recommenda-
tion problem as a mathematical optimization problem with constraints for coverage. This
approach is close to the approach followed in the context of this publication.

2.3. Diversity

Concerning diversity, a variety of definitions is available in the literature [16]. More
specifically, it has been defined as the average pairwise distance among the proposed items,
or the total pairwise distance among the recommended items [19]. The first definition
is the most popular in the literature. Another interesting aspect of diversity is how the
distance (or dissimilarity) is calculated. For instance, when items are modeled as content
descriptors, the dissimilarity is calculated through taxonomies [19], while when they are
represented as vectors of terms the dissimilarity is calculated through the complement of
Jaccard [20] or cosine similarity [21]. On the other hand, when items are represented as
vectors of rankings, the most suitable metrics are Hamming distance, the complement of
Pearson similarity [22], or the complement of cosine similarity [21]. In our case, we use the
complement of Pearson similarity, and the items are represented as vectors of rankings. Of
course, there are more approaches for the calculation of distance among items, but these
will not be examined in the scope of this publication [20,23].

Similar to diversity for items, diversity for users can also be defined. The idea is that
an item would be worth recommending to as many differentiated users as possible. In
this context, the diversity for users can be defined as the average pairwise distance among
the users to whom an item is recommended. This definition may not be important for
individual items or users, but can be of utmost importance for item providers who intend
to maximize the diversity of users to whom their items are recommended. This type of
diversity is thoroughly analyzed under the context of this paper.

2.4. Fairness

Regarding fairness, in most cases it refers to omitting or reducing prejudice from a
machine learning model or a recommender system [6]. However, recommender systems
in most cases provide personalized recommendations, and as a result it is difficult to
omit prejudice. Moreover, in most cases recommender systems are used by different
stakeholders, and fairness issues may be raised for different stakeholder groups. Therefore,
a recommender system, as well as for securing fairness for customers, should also be fair for
item providers. For this reason, Burke et al. [6] defined fairness for different stakeholders.
Specifically, fairness is divided to customer fairness (C-fairness) and provider fairness
(P-fairness). In the current publication, provider fairness implies that the items of each
provider are recommended to a similar number of users as items of other providers, and
that the users to whom a provider’s items are recommended are as diverse as the users that
items of other providers are recommended to, and this is the ultimate goal of this study.

There are a number of practical applications for addressing provider fairness in rec-
ommender systems. For instance, Borrato et al. [24] evaluate provider fairness in terms
of disparities in relevance, visibility, and exposure for minority groups and propose a
treatment that combines observation up-sampling and loss regularization for user-item
relevance scores, with satisfactory experimental results. In comparison to the paper at
hand, the aforementioned work focuses on fairness across minorities, while the current
study approaches all item providers as equal and provides a recommendation strategy
that achieves at least a certain amount of average coverage and diversity per item for
each provider, if such a strategy exists. On the other hand, the previous study enables the
association of an item with more than one provider, which is not the case in the paper at
hand, because the problem would be much more complex.

Furthermore, Sonboli et al. [25] acknowledged that individual preferences may limit
the ability of an RS to produce fair recommendations. Moreover, they introduced a re-
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ranking approach for fairness-aware recommendations that learns users’ preferences across
multiple fairness dimensions instead of a single sensitive feature such as race. This approach
achieved better experimental results than other approaches in the literature. Unlike our
study, the aforementioned approach also focuses on re-ranking of recommended items,
which is not the case in this study. Moreover, the aforementioned work pays attention to
the diversity of items a user is recommended, while our approach focuses on user diversity
for provider items, as well as user coverage of items for each provider.

Moreover, Gomez et al. [26] acknowledge the provider fairness in terms of geographic
imbalance in educational recommender systems. Their study was based on real-world
data and observe that data are highly imbalanced in favor of the United States, in terms of
open courses and interactions. As traditional RSs tend to reinforce the most represented
countries (or providers in general), this study proposes an approach that regulates the share
of recommendations for each country and their position in the recommendation list. The
definition of fairness in the aforementioned publication is the closest to the definition of
the paper at hand, as it recognizes the lack of equity in recommendations across different
countries in terms of visibility and exposure, while the paper at hand aims to address
the imbalance (lack of equity) in the coverage and diversity of users across the different
item providers.

Another notable work about fairness in recommender systems is presented in [27]. In
this study, Beutel et al. evaluate algorithmic fairness in a real-world recommender system
and showcase that measuring fairness based on pairwise comparisons from randomized
experiments is a tractable means for reasoning fairness in rankings and propose a new
regularizer that helps to significantly enhance pairwise fairness to a large-scale production
RS. The proposed approach can identify and improve systematic mis-ranks or under-
ranks of items of a particular group. On the other hand, the current study produces
recommendations based on predefined thresholds for average diversity and coverage
in users for the items of each provider, and as already mentioned does not take into
consideration the rank of each item in the recommendation list.

Other practical applications for addressing fairness in recommender systems are
presented in [28,29].

2.5. Problem Formalization

After presenting MSRS, as well as the main evaluation metrics that are examined in
the context of this publication, alongside several applications of the latter in RS, it is worth
presenting the work conducted by Koutsopoulos et al. [7]. In this publication, authors
provide a mathematical formalization for the problem of fairness across item providers
in terms of user coverage and diversity. Therefore, the problem at hand, along with the
proposed solution as defined by Koutsopoulos et al. [7], are presented in brief.

According to Koutsopoulos et al. [7], a set of items, I, and a set of users, U, are
considered along with some baseline recommendation system (in our case, item-based Col-
laborative Filtering) that generates recommendation lists, Lu, for each user, u. Additionally,
that C is the number of providers, and each item belongs to exactly one provider, while
Ic is the set of items of provider c, c = 1, . . . , C for each user, u, and item, i, of a provider.
Finally, riu denotes the predicted rating with the baseline RS algorithm.

It is worth mentioning that the proposed methodology can be generalized for cat-
egories or classes of items. In particular, C can also denote the number of categories or
classes and not necessarily the different providers. Hence, from now on, provider and
category will be used interchangeably in the problem at hand.

The output of the recommendation algorithm is a list of recommended items for
each user. Each recommendation list has size L. Additionally, Lu denotes the set of items
recommended to the user, u. Lu’ denotes the new list of recommended items that should
satisfy coverage and diversity constraints.

Moreover, x = (xiu: i ε I, u ε U) denotes the new Boolean recommendation policy (if
xiu = 0, item i is not recommended to user u, if xiu = 1, item i is recommended to user u)
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that should be found. The total deviation between the baseline recommendation lists and
the new recommended ones is:

Cost(x) =
1

L|U|
(
∑u∈U ∑i∈Lu riu − ∑i∈I ∑u∈U riu ∗ xiu

)
, (1)

Regarding provider coverage, it is calculated as the sum of the item coverage values
for each item of a provider or category. Thus, the average per item user coverage for items
of a given provider, c, is:

Cov(c, x)
1
|Ic| ∑i∈Ic ∑u∈U xiu, (2)

Concerning per item diversity of users of provider, c, it is calculated for each provider,
c, as follows:

Div(c, x)
1
|Ic| ∑i∈Ic ∑u∈U ∑v∈U, v �=u duv ∗ xiu ∗ xiv, (3)

where duv is the dissimilarity between users u and v.
Instead of the absolute category diversity, the average normalized diversity (per item,

per user pair) that will be used is defined as:

Div(c, x) =
2
|Ic|

∑i∈Ic ∑u∈U ∑v∈V:u �=v duv ∗ xiu ∗ xiv
(∑i∈Ic ∑u∈U xiu) ∗ (∑i∈Ic ∑u∈U xiu − 1)

, (4)

or simpler:

Div(c, x) =
2
|Ic|

∑i∈Ic ∑u∈U ∑v∈V:u �=v duv ∗ xiu ∗ xiv
Kc|Ic| ∗ (Kc|Ic| − 1)

, (5)

and the constraints for provider coverage become:

Cov(c, x) >= Kc , (6)

and for diversity:
Divc(c, x) >= Dc , (7)

where Kc is the minimum user coverage for the items of a provider, c, and Dc is the
minimum threshold for average per item and per user pair diversity for provider, c.

Along with the optimization problem in the same publication, a solution for the
coverage constraints in polynomial time is provided, and a low complexity heuristic
approach on top of the coverage solution is proposed in order to also solve the diversity
constraints. The results of the proposed approach show satisfactory performance, according
to the authors.

In the context of this publication, we follow the proposed methodology and intro-
duce a heuristic algorithm for the solution of the diversity constraints. This is because
the approach proposed in the aforementioned publication was too generic, suggesting
the recommendation of items to users that increase diversity of a category the most and
substituting item recommendations with low ranking on the condition that they do not
violate coverage constraints. Because it is not easy or obvious to calculate which item rec-
ommendations should be substituted, we provide a more concrete approach, and evaluate
the results. As a next step we identify several weaknesses with the current definition for
diversity and provide two new definitions for it that address the identified weaknesses.
Finally, we propose a new heuristic approach for the solution of the newly defined problem.

3. Heuristic Solution Approach

In this section, we present the overall methodology that has been used in order to
solve the recommendation problem. It consists of three steps: (a) find a solution for the
unconstrained problem, according to the best predicted ratings, (b) find a solution that
deviates the least from the unconstrained solution, subject to the constraints for coverage,
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and (c) based on the solution that fulfills the constraints for coverage and with the minimum
possible deviation from the previous solution, change the recommendation lists in a way
that increases the most the diversity for the providers that do not fulfill the aforementioned
constraints, on condition that the constraints for coverage and diversity that are fulfilled
still hold.

3.1. Baseline Solution (Unconstrained Problem)

The first step of the methodology is to find a solution for the unconstrained recommen-
dation problem. For this problem, item-based collaborative filtering is selected as the most
proper technique. Specifically, as a first step we create the user-item matrix and predict the
ratings of the users for items that they have not rated yet. To do this, we use the K nearest
neighbors (KNN) technique [30]. After some experimentation, the best predictions were
occurring for K = 20. As a similarity metric we used the Pearson similarity [22].

The result of this methodology is a list of items with the best predicted ratings for
each user. The results of this approach are used to form the optimization problem of the
next steps.

3.2. Addressing Coverage Constraints

Having available the solution from the unconstrained problem, we can solve the
problem subject only to the coverage constraints. The optimization problem as described
in [7] can be described from the following equations:

max(
1

L|U| ∑i∈I ∑u∈U riu ∗ xiu) , (8)

subject to:

Cov(c, x) =
1
|Ic| ∑i∈Ic ∑u∈U xiu ≥ Kc, xiu ∈ {0, 1} , (9)

∑i∈I xiu = L , for all u ∈ U (10)

where all the symbols have been described in the previous section. Specifically, the goal
is to maximize the total predicted rating of the new recommendation list, while average
coverage for the items of each provider should be at least Kc (items of provider, c, should
be recommended on average to at least Kc users. The last constraint denotes that each user
receives exactly L recommendations.

As described also in [7], the optimization problem with coverage constraints is linear
and hence solvable and can be solved in polynomial time. The results of the problem
subject to coverage constraints are a list of recommended items for each user; these have
the highest predicted rating by each user, that allow coverage constraints to be fulfilled.
The aforementioned recommendation lists will be used as a starting point, in order to find
a solution that also fulfills the constraints for diversity.

3.3. Addressing Diversity Constraints

Regarding the objective of diversity, the following constraints should be added to the
previous model:

Div(c, x) =
2
|Ic|

∑i∈Ic ∑u∈U ∑v∈U,v �=u duv ∗ xiu ∗ xiv
Kc|Ic| ∗ (Kc|Ic| − 1)

≥ D , (11)

where all the symbols have been described in the previous section. Specifically, the con-
straints for diversity denote that the average user diversity per item for items of each
provider should be at least D.

As the formula for computing the Diversity is in quadratic form, the problem becomes
much more complex.
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Specifically, the problem at hand, as also identified by Koutsopoulos in [7], is a
quadratic constraint integer programming problem, which is NP-Hard. As such, instead of
trying to find the optimal solution to the problem, it was decided to develop a heuristic
approach that finds a solution close to the optimal, which is also the approach proposed
by Koutsopoulos et al. [7]. In the aforementioned publication, the approach proposed for
fulfilling diversity constraints is applying item substitutions across providers, through
switching of recommended items between users with priority to switches that mostly
improve diversity, after making sure that coverage constraints are still satisfied. However,
this approach is too generic, as calculating provider diversity and coverage at every step
is not an easy task, while it is even more complex to identify the items that increase the
diversity the most and the ones that should be omitted from the recommendation list. For
this reason, we investigated the definition of diversity more deeply and propose a more
concrete approach.

Specifically, for the development of a heuristic solution, a thorough exploratory analy-
sis has been performed on the data to identify how diversity is influenced by other metrics,
such as dissimilarity. At first, the intuition was that diversity would increase if an item was
recommended to the most dissimilar set of users. However, the initial intuition has been
proven wrong.

What was observed instead is that the most influential factor for increasing or de-
creasing the diversity was the number of users to whom an item has been recommended.
Specifically, the higher the number of users to whom the most recommended item of a
provider was recommended, the higher is the diversity for the specific provider.

Therefore, a high-level algorithm has been designed in order to address diversity
constraints. It uses as a starting point the solution that fulfills the coverage constraints
as described in the previous subsection. As a next step, it calculates the diversity for all
categories (providers) and finds the ones that do not fulfill the diversity constraints. For
all the aforementioned categories, it finds their most recommended item and the users
to whom it was not recommended, ordered by their predicted rating for that item, and if
they have been recommended with items from categories for which diversity constraint is
fulfilled, the item with the worst predicted rating that belongs to a category which fulfills
the diversity constraint is no longer recommended to them. Instead, it is substituted by the
most recommended item of the category that needs to fulfill the diversity constraint, on
condition that diversity constraint for the category of the swapped item still holds. This
procedure is applied until the diversity constraint of the specific category is fulfilled.

A high-level but more detailed overview of the developed algorithm of the heuristic
solution that was applied is presented in the following algorithm (Algorithm 1):

For more information, the code of the experiment is available in Github [31].
The algorithm that has been developed follows a greedy approach and avoids back-

tracking to find a better solution, in case a good enough solution has been found at a
previous step. Therefore, the problem becomes efficiently solvable in terms of time and
memory. The complexity of the algorithm in the worst-case scenario is O(L∗U∗Ctc∗Ccc),
where Ctc are the providers for which the diversity constraint does not hold and Ccc are
the providers for which the diversity constraint holds. More simply, the complexity in the
worst-case scenario is O(L∗U∗C2). This is because, in the worst case, all items need to be
accessed for all users, and the latter have to be accessed for all changeable categories and
for all categories or providers that need to change. However, the algorithm completes much
earlier in most cases because once a category’s diversity constraint is fulfilled it proceeds
with a new category of items, without accessing all the users and items.
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Algorithm 1 Heuristic algorithm for addressing diversity constraints

1: Xcov = calculate_solution_for_Coverage(A_pred, Kc) // as a linear programming problem through cvxpy
2: Xnew = Xcov // copy Coverage solution as a starting point for the final solution
3: foreach category c:
4: Div[c] = calculate_Diversity_for_category(Xnew, c) // as described in Formula (11)
5: categories_ordered_by_Diversity = argsort(Div)
6: categories_ordered_by_Diversity_desc = reverse(categories_ordered_by_Diversity)
7: categories to change, changeable_categories = [], categories_ordered_by_Diversity
8: foreach category c in categories_ordered_by_Diversity:
9: If Div[c] < D:
10: Categories_to_change.add(c)
11: changeable_categories.remove(c)
12: foreach category c in categories_to_change:
13: Most_recommended_item[c] = find_most_recommended_item_of_category(c)
14: Users_to_recommend = argsort(A_pred[most_recommended_item[c]])
15: Users_to_recommend_except_recommended=users not recommended with the most recommended item
16: foreach user u in users_to_recommend_except_recommended:
17: foreach category c2 in changeable_categories:
18: rec_items_of_categ_to_usr = find_rec_items_of_category_to_user(c2, u)
19: foreach item i in rec_items_of_categ_to_usr:
20: Xnew[u,i] = 0
21: Xnew[u, most_recommeded_item[c]] = 1

// Calculate new Coverage for category c2 according to formula (9)
22: Cov_xnew[c2] = calculate_Coverage_for_category(X_new, c2)

// Calculate new Diversity for categories c2 and c according to Formula (11)
23: Div_xnew[c2] = calculate_Diversity_for_category(Xnew, c2)
24: Div_xnew[c] = calculate_Diversity_for_category(Xnew, c)

// If Coverage or Diversity constraints for c2 are violated rollback
25: If Cov_xnew[c2]< K[c2] or Div_xnew[c2]<D:
26: Xnew[u,i] = 1
27: Xnew[u, most_recommended_item[c2]] = 0
28: Else if Div_xnew[c] > D:
29: Break (line 12)

4. Experiment Details and Results

In this section, we present the dataset that was used and the preprocessing that took
place for the solution of the problem. Afterwards, we present the experiment and the
results of the heuristic solution.

4.1. Dataset Overview and Preprocessing

The dataset that was used in the context of this publication is a dataset for movie rec-
ommendations, and it was taken from MovieLens [32]. The initial dataset of ratings consists
of 9724 items (movies) and 610 users. As the dataset is very sparse and there were limited
computational resources, the experiments were executed for a subset of items. More specifically,
movies that had 10 or less ratings were filtered out, and as a result only 2121 movies were kept.

4.2. Baseline (Unconstrained) Solution

After the preprocessing phase, the user-item ratings matrix was created, based on
which the analysis and modeling was performed. Regarding the baseline solution and the
coverage constraints, the methodology described in [7] has been followed.

Specifically, after applying five-fold cross validation to the user item (80–20% training and
test sets, accordingly), the Pearson similarity between items in the training set is computed,
and after some experimentation only the 20 nearest neighbors are kept for each item. More
specifically, 20 nearest neighbors led to the lowest Mean Squared Error in predicted ratings on
the test set of the initial dataset. Afterwards, based on this similarity metric, ratings for items
of the test set were estimated. As a next step, the performance of the item-based Collaborative
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Filtering (CF) based on mean squared error, which measures the squared difference between
predicted and actual ratings, was evaluated. The resulting mean squared error was 0.8605
for the test set. This means that the model had a relatively satisfactory performance, as the
predicted ratings deviate 0.86 stars from actual ones in the test set.

Therefore, by adopting this baseline recommendation system, the ratings that users
would give to items, which they have not rated so far, are predicted (null values in the
initial user-item ratings matrix). The final output is a list of 10 items for each user with
the highest predicted ratings that the algorithm produces with no further constraint. The
resulted average rating for recommended items for all users was 4.938.

4.3. Item Providers or Categories

The result of the item-based CF method maximizes the sum of ratings that the rec-
ommended movies provide; however, the total rating is not the only metric that should
be taken into consideration as the objective of the problem. In particular, the goal of this
problem is to make sure that the coverage and the diversity metrics for each item provider
will also be taken into consideration. As described by Koutopoulos et al. [7], this is achieved
by setting thresholds for the value of both Coverage and Diversity for each item provider.

Because coverage and diversity are defined as provider-related metrics, different
providers have been created, and each item is connected to a specific one. The experiment
has been conducted for different numbers of item providers with similar results. Therefore,
only the results for twenty item providers are presented. Specifically, twenty item providers
were created, and only one provider was assigned to each item. The provider assignment
was performed randomly, with uniform probability, and as a result the distribution of
providers is almost uniform, as shown in the Table 1:

Table 1. Different providers or categories and their number of items.

Category 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Items 101 91 105 115 105 107 90 121 101 101 90 114 94 120 115 104 114 108 107 118

4.4. Coverage Solution

The coverage constrained problem was solved for discrete values of x (specifically
0 and 1) because an item is either recommended or not recommended to a user. For the
solution of the problem, the cvxpy [33] python library was utilized. Although the new lists
for different values of K are different from the baseline lists, Lu, the results of the total rating
for different coverage thresholds found with the discrete solution are the same for different
values of coverage. In particular, the total rating is the same for K = 1, 1.5, 2, 2.5, while
for K ≥ 3 there is no solution. This fact occurs because there are many excellent ratings
(rating = 5) in the predicted rating matrix, and the items of the new lists Lu’ are different
from the ones of the baseline recommendation list Lu, but the new recommended items are
rated perfectly, the same as the old ones (5 stars). However, the distribution of coverage
changes per item provider (category), as shown in Figures 1 and 2:

Figure 1. Coverage per provider for K = 1 and K = 1.5.
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Figure 2. Coverage per provider for K = 2 and K = 2.5.

As observed from the figures above, as K increases, the coverage tends to be more uniform.

4.5. Final Solution

As already mentioned, the solution for coverage is used as a starting point in order
to find a feasible solution that also fulfills the diversity constraints. As a next step, the
heuristic approach of Algorithm 1 has been followed. The result of the proposed solution is
shown in Figure 3:

Figure 3. Average rating for different values of diversity and coverage.

As observed in the figure above, for every value of coverage, as the diversity threshold
increases, the average rating of recommended items is similar or drops. Furthermore, for
greater coverage thresholds, the problem becomes more difficult to solve and the average
rating drops more rapidly with the increase of diversity threshold. More specifically for
coverage threshold Kc = 2.5, the problem has no solution for a Diversity threshold greater
than 0.0005. In Table 2, the total and average rating of the recommended items are presented
for different values of Diversity threshold and for Coverage threshold Kc = 1 and Kc = 2.5.

As observed from the table and the figure above, the total rating of all the recom-
mended items for all users is very high and, in most cases, it is the same as the coverage
solution. This shows that the heuristic solution chosen may not be the optimal one but
produces a result that is very close to the optimal.
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Table 2. Average and total rating for different values of diversity and coverage.

Diversity
Threshold D

Total Rating
(Kc = 1)

Average Rating
(Kc = 1)

Total Rating
(Kc = 2.5)

Average Rating
(Kc = 2.5)

0.0001 30,124.411 4.9384 30,124.411 4.9384

0.0002 30,124.411 4.9384 30,124.411 4.9384

0.00025 30,124.411 4.9384 30,124.411 4.9384

0.0005 30,124.411 4.9384 30,110.984 4.9362

0.00075 30,124.411 4.9384 No solution No solution

0.001 30,124.120 4.9383 No solution No solution

0.002 30,119.159 4.9375 No solution No solution

In order to provide a better view on how diversity influences the total rating, in the
following plots the total rating for coverage threshold K = 1.5 and K = 2 for different
thresholds of diversity is presented (Figures 4 and 5):

Figure 4. Total rating for different category Diversity thresholds for K = 1.5.

Figure 5. Total rating for different category Diversity thresholds for K = 2.

From the plots above (Figures 4 and 5), it is observed that, as the diversity threshold
increases, the total rating decreases, while the decrease of the total rating is more important
for greater diversity thresholds and not proportional. Concerning the relation between
diversity and coverage, it is observed that, for a bigger coverage threshold, the total rating
decreases faster with the increase of diversity. This is also what was expected, because, for
a higher coverage threshold, on the one hand a stricter constraint is introduced, and on the
other, less exchanges with items from other categories are allowed.

Moreover, as observed in Table 2, the results in terms of total or average rating are
very close to the ones of the unconstrained solution. The total rating of the latter serves as
the upper bound for the optimal solution, because the constrained problem cannot provide
more relevant recommendations than the unconstrained one.
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As stated before, the approach that has been followed is heuristic and does not always
provide the optimal solution to the optimization problem. Instead, it always provides a
solution that is close to the optimal one. Specifically, the algorithm that has been proposed
follows a greedy approach and avoids backtracking to find a better solution, in case a good
enough solution has been found at a previous step.

The cases where the algorithm fails to identify the optimal solution stem from the fact
that when the diversity constraint is fulfilled for a certain category, the recommendations of
this category can only change on the condition that the diversity and coverage constraints
for this category are not violated with a certain swap. Thus, it is possible to find a different
recommendation plan in which the total predicted rating would be slightly higher than the
total rating of the heuristic solution. For example, the approach at hand, fails to identify
cases where the most recommended item’s rating of a category is not as good as the second
ones, while by recommending the second most recommended item of the category fulfills
the diversity constraint. Moreover, if in a certain swap a category’s diversity constraint is
violated, the heuristic solution will not revisit the latter category to fix its diversity, even if
there are options to do that. However, at least for the specific dataset the results are very
close, not only to the optimal solution but also to the baseline solution, which is the upper
bound for the total rating.

5. Discussion

5.1. Evaluation

The approach that has been followed to solve the optimization problem for provider
fairness in terms of coverage and diversity finds a heuristic solution to the problem that,
according to the results, is very close to the optimal solution as it is very close to the results
of the baseline recommender system that does not pose any constraint for coverage or
diversity and hence acts as an upper bound for the proposed solution.

Concerning the comparison of our results to other studies, only Koutsopoulos et al. [7]
dealt with the same problem of provider fairness in terms of user coverage and diver-
sity. The results of the proposed algorithm are similar to the experimental results in the
aforementioned work, meaning that as diversity and coverage requirements increase, the
total predicted rating of the recommended items tends to drop, while diversity constraints
have a larger impact to the total rating. Moreover, our approach shows smaller deviation
from the baseline solution, which poses the upper bound on the total predicted rating. Of
course, this is not a safe inference as the solution of [7] does not clearly describes neither
the preprocessing that took place nor the hyperparameters that have been used.

In general, the advantage of treating the recommendation problem as a constraint
optimization problem is that it ensures those certain criteria (the constraints) will be fulfilled.
Of course, the constraints should be defined, also taking into consideration the tradeoff
between the constraint requirements and the user preferences. This means that if the
constraints are too stringent the relevance of the recommended items with the user may
be critically low. Therefore, recommender system operators should always evaluate and
update their requirements.

Consequently, the proposed approach or a similar optimization approach with con-
straints for equal representation of providers or other stakeholder groups can be used in
order to soften “The winner takes it all phenomenon” [26], in which the most significant
providers (or groups of providers) have huge advantage over the others. This is because
the optimization algorithm would secure at least a certain target of exposure (coverage,
diversity, or any other metric) for all groups, if such a solution existed. Moreover, the
proposed approach can also ensure that minority item providers will be protected as they
would be guaranteed at least a certain amount of coverage and diversity. Additionally,
with a similar approach, exposure and visibility for minority groups can also be achieved.

However, the literature-based definition of the problem as an optimization one [7],
poses several limitations. Firstly, it does not take into account the position of an item in the
recommendation list. This is problematic because in most cases the position of the items in
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the user’s list of recommendations plays a vital role in users’ behavior, especially when the
recommended items are numerous. For instance, a user may pay attention to the top few
recommendations but not to the bottom ones.

Another limitation of the problem definition at hand is that the definition of diversity
fails to capture the dissimilarity among users to whom an item is recommended. Instead,
it is observed that the most recommended items of a provider influence the diversity
significantly more than the dissimilarity among the users to whom an item is recommended,
and this fact is exploited by the heuristic approach that has been developed.

To make this weakness more evident, we tried to approach the item’s diversity as
defined in the literature, by supposing that the dissimilarity of two different users is fixed
and equals the average dissimilarity between two different users. With this approximation,
if d is considered as the average dissimilarity between any two different users, the formula
for computing the diversity becomes:

Div(c, x) =
2
|Ic|

∑i∈Ic ∑u∈U ∑v∈U,v �=u d ∗ xiu ∗ xiv
Kc|Ic| ∗ (Kc|Ic| − 1)

≥ D , (12)

However, if the item’s total Diversity is analyzed further, Formula (12) results in:
If the item was recommended to one user, it is:
Div(item) = 0
If the item was recommended to two users 1 and 2 it is:
Div(item) = d(1,2) = d
If the item was recommended to three users 1, 2, and 3 it is:
Div(item) = d(1,2) + d(1,3) + d(2,3) = 2d + d = 3d
With the same approach for n users:
Div(item) = (1 + 2 + 3 + . . . + (n − 1))∗d
Given that (1 + 2 + 3 + . . . + n − 1) is a well-known sum and is equal to 1

2 n(n − 1),
finally:

Div(item) =
1
2

n(n − 1)d, (13)

The item diversity for all user pairs was approximated according to the formula above,
and the result is illustrated in the following figures:

Specifically, in the Figures 6 and 7, the red line illustrates the diversity approximation
for different values of n (number of users to whom an item is recommended), while the blue
points illustrate the actual item diversity calculated for different items and their correlation
with n. Figure 6 shows the results after removing outliers, while Figure 7 illustrates all the
item diversities for every different occurred value of n.

Figure 6. Relation between item diversity and number of users to whom the items were recommended
(outliers removed).
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Figure 7. Relation between item diversity and number of users to whom the items were recommended.

As observed, the approximation seems to fit almost perfectly, at least for the specific
dataset. In particular, the actual values of item Diversity are very close to the predicted
ones, and this is the case for every item in the dataset.

At this point it is worth mentioning that several tests (e.g., the Kolmogorov–Smirnov
for both uniformity and normality) were applied to check if the dissimilarity is either fixed
or follows normal distribution around d. However, in all cases the null hypothesis was
rejected and statistically the approximation is not valid for this dataset. However, the
approximation is more than satisfactory and illustrates that instead of paying attention
to user dissimilarity, the proposed definition for item diversity favors the most recom-
mended items.

Of course, item providers would not be happy if their most recommended items were
recommended to more users but their least recommended ones would be recommended to
less users, even if the average diversity of their items would be significantly increased.

Hence, the definition of diversity needs to be reexamined. Moreover, new solutions
should be designed to solve the problem efficiently.

5.2. Redefining User Diversity and a New Heuristic Solution Approach

In order to identify the problems of the proposed definition of provider diversity, we
will revisit its definition as presented in the literature [7]:

First of all, user diversity for an item is defined as the sum of dissimilarities among
users to whom the specific item is recommended:

Div(i) = ∑u∈U ∑v∈U, v �=u duv ∗ xiu ∗ xiv, (14)

while the diversity of an item provider is defined as the sum of item diversities for items
that belong to the specific provider.

As a next step the category diversity is normalized by dividing with the number of
pairs of users to whom items of a specific provider are recommended. As a result, provider
diversity per item and user pair is defined in Formula (4) or simplified (using the coverage
constraint) in Formula (5).

Conceptually it can be defined as:

Div(c) =
2
|Ic|

sum o f all diversities f or items in the speci f ic category
all pairs o f users to whom items o f class c are assigned

, (15)

Although this definition normalizes the category diversity according to the pairs of
users its items are recommended to, it fails to capture the dynamics of most recommended
items, as illustrated in the previous section. Consequently, if a provider owns x items that
are recommended to y users, the provider diversity can be significantly increased if all users
are recommended with the most recommended item, and this should not be happening.
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As a result, the definition of provider diversity per item and user pair should either
normalize the diversities per item or define a new diversity for the entire set of items for
the specific provider. In the first case, the definition of provider diversity per item and user
pair becomes:

Div′(c) = 2
|Ic| ∑

i∈Ic

∑u∈U ∑v∈V:u �=v duv ∗ xiu ∗ xiv
(∑u∈U xiu) ∗ (∑u∈U xiu − 1)

, (16)

Of course, with the previous definition for diversity, the optimization problem is
not solvable, and of course the heuristic solution that was presented in Section 4 is not
valid anymore.

In the second case, the provider diversity, instead of the sum of item diversities, can
be calculated for each provider by considering all the items of diversity as one super item.
In this case, we should create a new matrix Y(c,u) (c ε C, u ε U) that denotes the Boolean
recommendation policy (if y(c,u) = 0 no item for category c has been recommended to user
u, and if y(c,u) = 1 one or more items of category c have been recommended to user u).

As a result, category diversity can be defined as:

Div′′(c) =
2
|Ic|

∑u∈U ∑v∈V:u �=v duv ∗ ycu ∗ ycv
(∑u∈U ycu) ∗ (∑u∈U ycu − 1)

, (17)

In the previous definition, the denominator can be simplified as in [7]:

Div′′(c) =
2
|Ic|

∑u∈U ∑v∈V:u �=v duv ∗ ycu ∗ ycv
Kc|Ic| ∗ (Kc|Ic| − 1)

, (18)

The last definition is much simpler (although it still places quadratic constraints on
the problem, which is NP-Hard), as the number of categories is much smaller than the
number of items. However, it is not suitable to be used for small systems, for which the
users have rated a significant amount of items. Instead, for large-scale instances of the
recommendation problem and large user-item matrices that are sparse, this definition can
prove very helpful.

Regarding the solution of the newly defined diversity per provider, in both cases a
heuristic approach can also solve the problem. For example, in the first case, by recom-
mending the best rated item to users that have the greatest distance from the centroid of the
users to whom the item was recommended, substituting the worst rated item (from another
category) that was recommended to them, on condition that the coverage and the diversity
constraints for the category of the swapped item are still fulfilled. The same approach can
also be applied in the second solution, by recommending the best rated items to users
that are the most distant from the centroid of the users who they had recommendations
from the specific provider. Moreover, in case the number of users is very large, clustering
techniques can be used to cluster the users according to the similarity between them, and
the item swaps can be performed only for users from the most distant clusters.

5.3. Answers to Research Questions

After presenting the literature, the methodology, and the results and acknowledging
the limitations of the proposed approach, it is time to answer the research questions that
were presented in Section 1.

RQ1. How can provider fairness in terms of user coverage and diversity be achieved
in recommender systems?

The literature provides a formalization of the problem at hand, alongside a solution.
The literature models the problem as a quadratic constraint mathematical programming
problem, which is NP-Hard and hence finding the optimal solution is not feasible. As a
result they propose a heuristic solution for solving diversity constraints. However, as the
latter is not adequately described, we introduce a new heuristic approach for the solution
of diversity constraints.

RQ2. Are the results of the proposed methodology satisfactory?
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The results of the proposed heuristic approach not only achieve the targets of sufficient
user coverage and diversity per item provider, but are also very close in terms of predicted
ratings with the recommendation lists provided by the solution of the unconstrained
problem, which acts as an upper bound for the heuristic solution.

RQ3. What are the limitations of the proposed methodologies?
There are several limitations with the proposed approach that stem from the formaliza-

tion of the problem. Specifically, the definition of diversity fails to capture the dissimilarity
among users to whom an item is recommended. Instead, it is observed that the most
recommended items of a provider influence the diversity significantly more than the dis-
similarity among the users to whom an item is recommended, and this fact is exploited
by the heuristic approach that has been developed. Hence, the problem definition and in
particular the quantification of diversity should be redefined. As a result, new solutions to
the problem should be developed.

Moreover, the proposed approach does not take into consideration the position of an
item in the recommendation list, which is of utmost importance in synchronous recom-
mender systems.

RQ4. How can the aforementioned limitations be abated?
In order to address the problematic definition of diversity, we redefine it under the

context of Section 5.2. Specifically, two new definitions are introduced, discussing their
pros and cons. Moreover, new high-level heuristic approaches are proposed for the solution
of the newly-defined diversity constraints.

6. Conclusions and Future Extensions

The contribution of this publication is multifold. Specifically, the methodology pro-
posed by the literature is applied to solve the problem of provider fairness for user diversity
and coverage in Multi-stakeholder recommender systems. However, as the problem at
hand is NP-Hard and the methodology proposed in the literature is too generic, a new
heuristic algorithm for solving diversity constraints is proposed, along with its complexity
and limitations. The results of the proposed solution are presented, and they are very close
to the optimal solution for the specific dataset.

As a next step, the results were evaluated and discussed thoroughly, and several
weaknesses to the proposed problem definition were identified. Specifically, the proposed
approach is not taking into consideration the ranking of items in the recommendation list.
Furthermore, after digging further to the definition of diversity to explore how the latter
is influenced by dissimilarity and other metrics, it was discovered that, with the current
definition, the most influential factor for provider diversity is the number of users to whom
the most diverse item of a provider has been recommended instead of the dissimilarity
among the users to whom it was recommended. To this end, in this publication, we
analyzed the proposed definition for diversity and identified why this weakness appears.
Finally, we proposed two new definitions for provider diversity as well as a new high-level
heuristic solution approach.

The next step forward regarding the proposed approach is to take into consideration
the ranking of recommendations in the recommendation problem, as the position of an
item in a recommendation list is very important for the recommender system users. This
will be carried out using more evaluation metrics such as the Normalized Discounted
Cumulative Gain (NDCG), which measures the quality of ranking of the recommended
items for each user.

Furthermore, minority representation will be examined in terms of user coverage and
diversity, against other well-known approaches (e.g., [24]). Moreover, different metrics will
be examined in order to be formalized as constraints in the optimization problem.

Finally, in the near future, we intend to apply the proposed approach to several test
datasets, as well as to a real-life recommender system. Finally, the results will be evaluated
in terms of coverage, diversity, and satisfaction by real users including item providers and
simple users of the system.
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Featured Application: The present study demonstrates that semi-automatic segmentation enables

the identification of regions of interest affected by SARS-CoV-2 infection for the extraction of

prognostic features from chest CT scans without suffering from the inter-operator variability typ-

ical of segmentation, hence offering a valuable and informative second opinion. Machine Learn-

ing methods allow identification of the prognostic features potentially reusable for the early de-

tection and management of other similar diseases.

Abstract: (1) Background: Chest Computed Tomography (CT) has been proposed as a non-invasive
method for confirming the diagnosis of SARS-CoV-2 patients using radiomic features (RFs) and
baseline clinical data. The performance of Machine Learning (ML) methods using RFs derived from
semi-automatically segmented lungs in chest CT images was investigated regarding the ability to
predict the mortality of SARS-CoV-2 patients. (2) Methods: A total of 179 RFs extracted from 436 chest
CT images of SARS-CoV-2 patients, and 8 clinical and 6 radiological variables, were used to train and
evaluate three ML methods (Least Absolute Shrinkage and Selection Operator [LASSO] regularized
regression, Random Forest Classifier [RFC], and the Fully connected Neural Network [FcNN])
for their ability to predict mortality using the Area Under the Curve (AUC) of Receiver Operator
characteristic (ROC) Curves. These three groups of variables were used separately and together as
input for constructing and comparing the final performance of ML models. (3) Results: All the ML
models using only RFs achieved an informative level regarding predictive ability, outperforming
radiological assessment, without however reaching the performance obtained with ML based on
clinical variables. The LASSO regularized regression and the FcNN performed equally, both being
superior to the RFC. (4) Conclusions: Radiomic features based on semi-automatically segmented CT
images and ML approaches can aid in identifying patients with a high risk of mortality, allowing a
fast, objective, and generalizable method for improving prognostic assessment by providing a second
expert opinion that outperforms human evaluation.

Keywords: radiomics; CT images; Machine Learning; SARS-CoV-2; mortality
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1. Introduction

Since the beginning of 2020, the SARS-CoV-2 virus (Severe Acute Respiratory Syndrome-
Corona Viruses-2) has triggered the outbreak of a world-wide pandemic, leading to restric-
tive measures of isolation and closure. To face the health emergency, hospitals increased
the number of beds in intensive care units (ICUs) and introduced novel indicators for
prioritizing patient admission and predicting patient outcome.

A reverse-transcriptase polymerase chain reaction (RT-PCR) assay from nasopharyn-
geal swabs or bronchoalveolar lavage is the reference test for diagnosing SARS-CoV-2
infection [1]. Chest Computed Tomography (CT) has recently been considered to be a
potential non-invasive method for independently confirming the diagnosis of suspected
COVID-19 patients with a sensitivity of 97%, specificity of 25%, and accuracy of 68% [2].
Consequently, many COVID-19 patients underwent CT scans to evaluate the extent of the
damage and improve prognosis estimation thus increasing the possibility of an overdiagnosis.

In addition, CT-based radiological findings (e.g., Ground Glass Opacity [GGO], Crazy
Paving, Lung Consolidation) can detect SARS-CoV-2 virus based on 2D/3D imaging
techniques in one or both lungs and can be used as a surrogate of disease severity. These
findings were reached by means of a consensus in the European Society of Radiology
(ESR) [3].

Furthermore, images can convey a large amount of information which the human
eye cannot objectively quantify, providing other potential predictive or prognostic fac-
tors related to the COVID-19 disease. For this reason, the field of radiomics uses rigor-
ous mathematical definitions and well-defined approaches [4] to quantitatively describe
the image-based properties contained within radiological images, such as texture and
shape/volumetric information.

Semi-automatic segmentation has recently been suggested as a tool for quickly sec-
tioning the lungs or the COVID-19 lesions, enabling the extraction of the radiomic features
in order to improve the prediction of several clinical endpoints, including ICU admission,
need for ventilators [5–10], and severe vs. critical conditions [9]. However, only a limited
number of papers have investigated patient mortality as an outcome, often having only a
relatively limited patient cohort or a short patient follow-up [5–10].

The former limitation is likely related to the manual nature of the segmentation meth-
ods used in the papers published, which represents a very time-consuming task. During
the pandemic, various semi-automatic segmentation COVID-19-dedicated tools became
available; therefore, the performance of Machine Learning models built on the radiomic
features extracted was investigated, using one of these tools for predicting mortality in a
high-risk COVID-19-positive group.

2. Materials and Methods

2.1. Study Design

The study, regarding the prognostic value of radiomic features, was conducted and
included all patients suitable for analysis, according to the guidelines of the Declara-
tion of Helsinki. The study was approved by the Institutional Review Board (or Ethics
Committee) of the IRCCS University Hospital of Bologna (protocol code no. EM949-
2020_507/2020/Oss/AOUBo, approved on 16 September 2020).

All patients identified according to the inclusion/exclusion criteria before the Ethics
committee approval were included retrospectively, while the remaining population (after
16 September 2020) was included prospectively; informed consent forms were obtained.
All the clinical data were retrieved from an ad hoc clinical database for SARS-CoV-2
patient management, while the radiological data and CT chest images were retrieved from
structured reports and Digital Image Communication in Medicine (DICOM) files available
from the Radiology Information System (RIS) and Picture Archiving and Communication
System (PACS), respectively.

160



Appl. Sci. 2022, 12, 4493

2.2. Patient Cohort

The patient cohort was made up of a subset of patients, confirmed positive for
COVID-19 using RT-PCR, admitted to the IRCCS University Hospital of Bologna–Polyclinic
Sant’Orsola-Malpighi (IRCCS AOSP), redirected from neighboring hospitals from February
2020 to March 2021 since the authors’ Institute is a regional emergency hub capable of man-
aging patients at high risk of SARS-CoV-2 infection [11]. Consequently, the present cohort
of hospitalized patients was considered at high risk irrespective of the referring hospital.

Chest CT scan findings (radiological and radiomics) and the clinical data available at
patient admission were used to develop a predictive model of patient mortality.

The inclusion criteria were the following: having a chest CT scan with slice thicknesses
of between 1 and 1.25 mm without contrast medium acquired after patient admission and
recorded on the RIS-PACS of the IRCCS AOSP associated with radiological findings, and a
complete set of clinical baseline information including RT-PCR positivity to COVID-19. When
multiple CT scans were available, only that closest to the date of admission was analyzed.

The duration of hospitalization is reported in Supplementary Materials Table S1
according to patient outcome as well as period of first diagnosis (first or second wave).
Moreover, the days elapsed between the CT scan and the hospitalization date were not
statistically significantly different (p-value = 0.29) using a standard t-test comparing patients
by outcome. The average days of survival were 21 and 14 in the patients hospitalized in
the first and second wave, respectively; this difference showed a trend (p-value = 0.074),
indicating that patients with severe disease were better selected during the second wave,
albeit with expected improvement in the treatment strategies available over time.

The inclusion criteria were fulfilled by 436 patients, i.e., 286 males (65.6%) and 150 fe-
males (34.4%). The main patient characteristics and baseline comorbidities are reported
in Table 1. The median age was 68.5 (21–99) years; a hypertension status was recorded
in 241 patients. Two-hundred and fifty-one had a fever (Temperature ≥ 38◦) at hospital
admission. The choice of using this cutoff for fever was based on the variability of body
temperature occurring on the day of admission. Information regarding fever and hyperten-
sive state were included in the routine admission procedure and, hence, were available for
all patients; however, no additional details were recorded at admission.

Table 1. Clinical characteristics of the patients as well as the radiological findings obtained upon
radiologist inspection of the CT scans.

Variables Median (Min–Max)

Age (years) 68.5 (21–99)

Respiratory rate (Breaths/m) 20 (10–98)

Days of hospitalization 13 (0.25–99)

Yes N (%)—No N (%)

Hypertension 241 (55.3%)—195 (44.7%)

History of smoking 347 (79.5%)—89 (20.5%)

Obesity 363 (83.3%)—73 (16.7%)

Sex Male 286 (65.6%)—Female 150 (34.4%)

Fever 251 (57.6%)—185 (42.4%)

Lung Consolidation 225 (51.6%)—211 (48.4%)

Ground Glass Opacity (GGO) 382 (87.6%)—54 (12.4%)

Crazy Paving 336 (77.1%)—100 (22.9%)

Bilateral involvement 403 (92.4%)—33 (7.6%)
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It is also worth noting that the present cohort presented a large prevalence of obese
individuals (83%). This could have been a bias as since an estimation of the visceral fat
surface and muscular surface obtained with the segmentation software by segmenting a
slice at the height of vertebra T12 of the thoracic region was available, the authors expected
some dependency on body composition to arise from the respective radiomic feature, which
allowed much more nuance in patient characterization.

The CT scans were obtained using an Ingenuity CT (Philips Medical Systems, Cleve-
land, OH, USA) in 56% of patients, a Lightspeed VCT (General Electric Healthcare, Chicago,
IL, USA) in 41% of patients, and an ICT SP (Philips Medical Systems, Cleveland, OH, USA)
in 3% of patients.

The scanners can be considered equivalent as the CT chest acquisition protocols were
set to produce comparable image quality as verified during the Quality Assurance (QA)
controls. In addition, the acquisition protocols remained unchanged during the entire data
collection period.

For the most part, the kilovolt peaks (kVps) were set to 120 kV (91.5% scans), with a
few exceptions which were set to 100 kV (5.0% scans) or 140 kV (3.5% scans), according to
patient characteristics.

2.3. Image Segmentation

Sophia DDM for Radiomics [12] is a CE/FDA-marked software for SARS-CoV-2
patients which offers a CT-based automated workflow for whole-lung segmentation and
disease quantification. It was used for both lung and disease volume of interest (VOI)
segmentation as well as for radiomic feature extraction [12].

The segmentation was based on region growing techniques, and used gradient de-
tection and volume stability to regulate the convergence of the process. The majority of
the radiomic features were defined and extracted following the workflow as per Image
Biomarker Standardization Initiative (IBSI) [4] regulations.

Sophia Radiomics also uses two thresholds which correspond qualitatively to the
portion of GGO (from −740 HU to −400 HU) and the range of pixel values representing
the vascular tree (from −400 HU to about 1000 HU).

These voxels are counted and kept as a measure of damage volume (in mL). In
particular, these ranges are generally appropriate for differentiating GGO from the vascular
tree; they may affect the quality of the radiomic features extracted and can be manually
modified by the user upon visual inspection, if required.

The software produces one-hundred and seventy-seven features relative to both lungs
as a single VOI. In addition, quantification of the visceral fat and abdominal mass surface,
as a surrogate of Sarcopenia, was computed using manual segmentation of the abdominal
cavity on a single slice at the height of vertebra T12. These surfaces identified via the
thresholding method were computed by counting the pixels identified and were expressed
in cm2. In all cases in which the segmentation obtained semi-automatically was incomplete,
the patients were eliminated from the study both in cases of partial imaging scans as well
as in cases of widespread infection affecting software segmentation capability. All patients
were checked manually after the segmentation process for a final approval of inclusion.

2.4. Patient and Image Characteristics

The dataset was composed of 436 patients, each with a set of assigned features.
For convenience, the features were categorized into three subsets: Clinical, Radiomic,
and Radiological.

The clinical features available at hospital admission were divided into (a) continuous:
age at the time of the CT exam and respiratory rate in breaths/min, and (b) binary: Sex of
the patient, obesity status, fever at the hospital admission, hypertension condition, and
smoking history.
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One-hundred and seventy-nine radiomic features were supported by the segmentation
software, the majority of which were described in [4], with the addition of visceral fat and
abdominal mass.

The six radiological features included the acquisition parameters (kVp, current, and
slice thickness) extracted from the DICOM header and Boolean features (such as the
bilaterality of the lung damage, the presence of GGO, lung consolidations, and crazy
paving) assessed by expert radiologists and extracted from the structured medical report.

Different models were built using each of the feature groups to compare performance
in a single and/or combined fashion and evaluate the potential benefits in terms of prog-
nostic value. The structure of the training and testing, reported below in this section, was
the same in all subsets regardless of the input features; the models were named using the
same name as the family given in the input features. The outcome investigated was the
mortality observed in 78/436 patients.

2.5. Predictive Models

All the analyses were conducted using Python-3 [13], utilizing the scikit-learn li-
braries [14], imblearn [15], pandas [16], numpy [17], scipy [18], and ELI5 [19], while the
plotting was carried out using matplotlib [20] and seaborn [21].

The data were analyzed using Machine Learning (ML) methods, including regression
regularized via Least Absolute Shrinkage and Selection Operator (LASSO) [22], the Random
Forest classifier [23], or the Fully connected Neural Network (FcNN) [24].

Details regarding the implementation of all the algorithms can be found in the scikit-
learn [14] documentation of LASSO cross-validation (LassoCV), Random Forest classifier,
and Multi-layer Perceptron Classifier (FcNN Classifier) functions. Lasso CV has been
utilized with all the default parameters since they are automatically optimized by means
of a built-in cross-validation procedure. The random forest was built using 200 decision
trees with balanced class weights, and the FcNN classifier was utilized with alpha = 10,
a single hidden layer with five nodes, max number of iterations = 1000, activation function
ReLu, and “lbfgs” solver. The RF hyper-parameters were chosen using a parametric
scan to explore the main possible combination of values including number of estimators,
max depth, max number of features, and oob score. In addition, the impact of dataset
dimensionality reduction was also investigated for the RF approach.

Different pre-processing procedures were followed for the different algorithms. Since
the present dataset was heavily unbalanced (18% mortality), the Random Forest, which
was the most sensitive to imbalances in the dataset, was preceded by a Synthetic Minority
Oversampling Technique [25] which created new instances of the minority class using the
convex combination of a set of samples in the minority class. The Standard Scaler was used
to carry out z-score scaling on all the features before Random Forest implementation.

In the case of LASSO and FcNN, normalization and scaling of the features was
achieved using the Box–Cox transformation and the Standard Scaler, respectively. The num-
ber of features was reduced by using a threshold of 0.6 in the Spearman correlation. In
addition, the single feature which was best correlated with the patient outcome using the
Spearman correlation test was re-included in the set of remaining features.

For all the algorithms, evaluation of the models was carried out using a 10-fold cross-
validation approach, with stratification with respect to the outcome, to obtain a more
realistic evaluation of the model performance, using the “cross-val-predict” scikit-learn
function. The data analysis pipeline is represented schematically in Figure 1.

The hyperparameter search for the Lasso was carried out automatically, using an
additional stratified 10-fold cross-validation in the training phase. To avoid data leakage,
the entire cross-validation procedure was managed using the scikit-learn library.

In all cases, performance was evaluated using the Area Under the Curve (AUC)
of the respective Receiver Operator characteristic (ROC) curves as well as sensitivity
and specificity.
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Figure 1. Representation of the 10-fold cross-validation approach used for the training and testing of
a single feature group classifier. The input family was selected before entering the green box.

3. Results

The plots in Figures 2, 3 and S1 are ROC curves relative to the LASSO, FcNN, and
RFC methods, respectively. In all cases, the fainter lines represent the 10 curves relative to
the 10 testing phases. The bold blue line is the average performance, the turquoise bands
represent the standard deviation around the mean, and the red line is the performance
of a random guesser blindly predicting mortality. The performances of all the developed
models are reported in Table 2. To investigate the capabilities of the LASSO model based on
all the available features to describe our cohort irrespective of admission rate, the present
cohort was divided into two groups according to hospitalization date (before or after
20 July 2020). The AUCs were determined, resulting in 0.73 and 0.76, which were found
not to be statistically significantly different in demonstrating the capability of the model to
describe the present dataset, irrespective of the wave of belonging. Similar results have
been reported in [26] using a semi-quantitative score based on a database including only
radiological information.

DeLong’s tests were used to compare the ROCs. Without considering the radiological
models, only the Lasso clinical and the Lasso radiomic models were statistically different,
with a p-value of 0.044.

The relevant features in the Lasso models are reported in Table 3; a graphical represen-
tation of the importance of the features in each model is reported in Figure 4.

For the Lasso regularized regression, the importance is expressed by the coefficient of
the feature in the linear combination. For the RFC, the importance is the Gini importance
built into the implementation of the sklearn function, and for the FcNN, the importance is
obtained using a Permutation Importance approach implemented in the ELI5 library (25). It
should be noted that the performances, as well as the values of the importance produced by
the models, are directly affected by the kind of regularization, or lack thereof, employed in
the training. This can also be seen in the performance evaluation of the train dataset, which
is obtained as the average over the different folds used for the cross-validation. Regularized
models (i.e., LASSO and FcNN) tend to perform better while non-regularized models (i.e.,
RF) have slightly worse performances. It is also worth mentioning that the lack of balance
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in the training labels particularly affects the performance of the RFs, despite the attempts
made to reduce these effects.

Figure 2. Performance of the Lasso regularized classifier on different input features: (A) Clinical,
(B) Radiological, (C) Radiomic, and (D) All available features.

Figure 3. Performance of the FcNN classifier on different input features: (A) Clinical, (B) Radiological,
(C) Radiomic, and (D) All available features.
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Table 2. Table with all the AUCs obtained using the different models during both training and testing.
Sensitivity (Sens) and Specificity (Spec) are relative to the testing phase.

Model Name Training AUC Testing AUC Sens Spec

Random Forest
classifier

Clinical 0.98 ± 0.01 0.63 ± 0.09 44% 83%

Radiomic 1.00 ± 0.01 0.64 ± 0.08 41% 86%

Radiological 0.93 ± 0.01 0.49 ±0.07 19% 79%

All 1.00 ± 0.01 0.67 ± 0.11 44% 88%

Fully connected
Neural Network

Clinical 0.82 ± 0.11 0.82 ± 0.01 76% 75%

Radiomic 0.83 ± 0.09 0.75 ± 0.01 77% 64%

Radiological 0.69 ± 0.09 0.62 ± 0.02 63% 56%

All 0.91 ± 0.11 0.81 ± 0.01 69% 83%

Lasso regularized
classifier

Clinical 0.84 ± 0.01 0.82 ± 0.11 69% 83%

Radiomic 0.81 ± 0.01 0.75 ± 0.10 64% 78%

Radiological 0.67 ± 0.01 0.61 ± 0.09 70% 51%

All 0.88 ± 0.01 0.82 ± 0.10 85% 68%

Table 3. Set of variables chosen via Lasso regression with respective weights of the linear combination
in the tested version of the model. Arranged in descending order of absolute value; in all cases, the
Intercept = 0.178899.

Model Name Relevant Features (Coefficient)

Clinical
Age (years) (0.116771), Respiratory Rate (0.082292), Sex (−0.037591),
Fever (−0.022923)

Radiomic

10th intensity percentile (−0.125094), Intensity-based interquartile range
(0.103349), Complexity (−0.102924), Cluster prominence (−0.064690), Area
density-aligned bounding box (−0.039374), Entropy (0.033002), Number of
compartments (GMM) (−0.032441), Asphericity (0.028517), Local intensity peak
(0.028478), Global intensity peak (−0.024832), Intensity range (0.012509), Fat
surface (0.007267)

Radiological
Ground-glass opacity (−0.043875), Lung consolidation
(0.038143), X-ray Tube Current (−0.017264), kVp (0.004995)

All

Age (years) (0.092963), Intensity-based interquartile range (0.057260),
Respiratory Rate (0.049603), Ground-glass opacity (−0.031423), Sex (−0.028895),
Complexity (−0.028606), Lung consolidation (0.017272), Fever (−0.016933),
X-ray Tube Current (−0.016908), Area density—aligned bounding box
(−0.009676), Cluster prominence (−0.006663), Fat surface (0.004984), Number of
compartments (GMM) (−0.001448), Local intensity peak (0.000195)

To clarify the impact of regularization on performance of the RF approach, a dataset
of reduced dimensionality obtained using the LASSO approach was implemented. How-
ever, the resulting performance in terms of AUC of this second attempt (data not shown)
remained very similar to the authors’ previous attempt. Thus, the sub-optimal result
was likely due to the application of this classifier on a strongly imbalanced dataset [27].
In addition, the RF hyper-parameters were chosen using a parametric scan to explore the
main possible combination of values, including number of estimators, max depth, max
number of features, and oob score. None of these parameter combinations produced any
relevant improvement in the RF models when applied to the dataset being tested.
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Figure 4. Barplot with the most important features of each model and their respective importance
within each model. The barplots for the radiological models are not reported since, in all cases, these
did not have any predictive ability at all.

Figure S2 shows an example of how age and SARS-CoV-2 disease affect CT image
appearance and grey level inhomogeneities, consequently impacting the values of the
radiomic features. One such example is entropy, which did not remain in the final model,
being related to patient age. In particular, the entropy values obtained from the images were
8.29, 9.96, 8.22, and 9.97 for the patients illustrated in panels A, B, C, and D, respectively.
A and C were both under 70 years of age while B and D were both older. A and B were
successfully discharged from the hospital while C and D died from SARS-CoV-2 disease.

These findings suggested investigating the impact of ageing on several relevant ra-
diomic features, as shown in Supplementary Materials Figure S3 (entropy/complexity).

Figure 5 shows the misclassification distribution with respect to patient age (which
was, in all cases, the most relevant feature included in the Lasso model). Moreover, from
Figure 5, it can be noted that the radiomic and clinical models seem to have different
weaknesses while having a slight overlap in patient misclassification.
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Figure 5. Histogram of different misclassifications individually made by the clinical (Orange),
the radiomic (Green), or both simultaneously (Blue) LASSO models. The pink-colored histogram
represents the distribution of the simultaneously correct predictions for both the clinical and the
radiomic models. False positives are cases in which the model predicts patient mortality and the
patient survives; false negatives are cases in which the model predicts that the patient survives,
but the patient dies. In all cases, all the bins are normalized with the size of the population in the
corresponding age range.

This peculiar behavior suggested that, in the clinical model, the risk for older patients
was overestimated (more False Positives) and was somewhat underestimated (more False
Negatives) in the younger population, while the opposite was true for the radiomic model.
Similar behavior was found for the FcNN classifier, as reported in Supplementary Materials
Figure S4.

4. Discussion

The radiological findings extracted from the clinical database and assessed by expert
radiologists have, in no instance, proven to be informative regarding the outcome investi-
gated. Correspondingly, in all cases, the radiological model was statistically different from
all others as well as the worst performing.

At no point in the analysis did the history as a smoker seem to be relevant within the
models in this study, despite what was shown by [8]. This could be due to the present
dataset having a high percentage of patients with a smoking history. Although this variable
could be indirectly associated with hypertension, respiratory rate, or other clinical variables
(i.e., age and sex) in the present dataset, history as a smoker was found not to be correlated
above the correlation threshold set at 0.6 before the preprocessing phases.
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The set of clinical variables in the present study contained fewer features which at-
tempted to predict prognosis than the majority of those used in the available literature [8,28].
Of note, the clinical model used in the present study had a performance (AUC = 0.82) com-
parable to that obtained by [28] and slightly worse than that of Shiri et al. [8].

In concordance with what was found in [29], the present model outperformed the
radiological assessment obtained by the expert radiologists who took part in the study cited.

As one would have expected from the World Health Organization (WHO) guide-
lines [30], when included in the present dataset, age was the most relevant variable in the
model, followed by respiratory rate and sex.

In this study, three different ML models were investigated in terms of ability to predict
the relevant clinical outcome, i.e., death. The combination of the segmentation method with
predictive models was chosen with the intent of identifying the most important predictive
features while keeping the interpretation of the results as simple as possible and facilitating
their application in clinical practice. The authors recognized that Convolutional Neural
Networks could be applied to image analysis and segmentation [31]. However, these
approaches require large computational power as well as large training datasets and can be
of difficult interpretability, often resulting as black boxes [32].

Looking at Figure 4, it can be noted that the features contributing the most to the
compared models are the same irrespective of the algorithm adopted which included age
(years), respiratory rate, ground glass (GGO), and intensity-based interquartile range.

It should also be noted that the relative importance (weight) of the features in each
model was similar in the two models (i.e., Lasso and FcNN) which better described the
present cohort. Their performance, as well as the magnitude of the importance estimated,
can be attributed to the regularized nature of the methods utilized.

Furthermore, these findings supported the presence of an association between patient
outcome, clinical parameters (e.g., age and respiratory rate), and radiological (e.g., GGO)
and hidden image properties not noticeable by the human eye but requiring ad hoc compu-
tation (e.g., intensity-based interquartile range). All of the above features enabled taking
into consideration the deterioration of lung tissues related to SARS-CoV-2 disease as well
as the ageing process.

The most relevant radiomic variables in the model used in the present study were
related to the Gray-Level distribution and disorder/inhomogeneity in the image (i.e.,
entropy, complexity, 10th intensity percentile). Some of these features were found in models
developed by [28] and were also informative in a univariate analysis carried out by [33].

As expected, looking at the same univariate analysis as in the study of [33], the perfor-
mance of a more complex model is consistently better than that of a single radiomic variable.

The dimensionality (2D vs. 3D) of the images probably affected performance; in fact,
the present models consistently outperformed those obtained using radiographic chest
images as in the studies of [6,28,33].

The authors hypothesized that ageing of pulmonary tissue may affect several of the
relevant radiomic features left after the LASSO feature reduction, as shown in Supple-
mentary Materials Figure S3. Unfortunately, the current dataset used in the study did
not allow discriminating the impact of lung tissue ageing, even when using the Neural
Network approach.

Figure S2 highlights how disorder and inhomogeneity in the grey levels are related
to damage in the lungs as well as to the age of the patient. To the best of the authors’
knowledge, this has not previously been highlighted.

As a final consideration, it is important to note that the semi-automatic segmentation
tool significantly reduced human costs in terms of manpower and time with respect to a
manual approach. Moreover, the segmentation of a single patient may require from 10to
60 min when performed manually against the 2–6 min necessary with an automatic tool,
depending on computer and software specifics. It is noteworthy that manual segmentation,
which is feasible only with small patient cohorts, may achieve a slightly better predictive
performance [6,8]. On the other hand, the time utilized by trained radiologists to manually
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segment all the chest CT images may be unavailable in a busy department, especially
during pandemic events.

Some of the limitations of the present study include the imbalanced nature of the
majority of the clinical variables available as well as the reduced number of clinical fea-
tures available.

However, this may also represent one of the strong points of the study, since it showed
that, even with a basic amount of information, it was still possible to obtain acceptable results.

Another similar point is that of the length of time from the date of the CT scan to the
outcome. It is a clear limitation since only the first CT was considered, hence concealing
all the disease progression after the first scan. However, it showed that it was possible to
have a quick and reliable evaluation of patients at admission, allowing better allocation of
hospital resources.

Some future prospects in this regard may include an additional analysis of the dataset
in a delta-radiomics setting in which disease progression is also included in the patient
evaluation by looking at the changes in radiomic features in successive CT scans.

Another interesting prospect would be to additionally investigate the relationship
between patient characteristics, such as age, and radiomic variables extracted from vari-
ous organs.

5. Conclusions

The present study pointed out that semi-automatic segmentation tools allowed the
extraction of the radiomic features, which allowed the construction of predictive ML
models, having a performance not reaching those obtained using clinical variables but
more accurate than the models based on radiological findings. The models developed
could provide valuable support to clinicians and radiologists in discerning CT-based RFs
representative of the extension and severity of areas affected by SARS-CoV-2.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app12094493/s1, Figure S1: Performance of the RFC on different
input features: (A) Clinical, (B) Radiological, (C) Radiomic, or (D) All available features; Figure S2:
CT axial images from different patients. In first column (A,C), the patients are both under 70 years
of age while, in the second column (B,D), both are older. Similarly, patients in the same row (A,B
and C,D) were alive and deceased at the end of the follow-up, respectively; Figure S3: Behavior of
relevant radiomic features (A) Entropy and (B) Complexity as a function of Age. The patients are
also represented as a Misclassification group, using the marker in the plot, and by outcome, by color,
as Deceased (Red) or Alive (Blue); Figure S4. Histogram of different misclassifications individually
made by the clinical model (Orange), the radiomic model (Green), or both simultaneously (Blue)
according to the FcNN. The pink-colored histogram represents the distribution of the simultaneously
correct predictions for both the clinical and the radiomic models. False positives are cases in which
the model predicts patient mortality and the patient survives; false negatives are cases in which the
model predicts that the patient survives, but the patient dies. In all cases, all the bins are normalized
with the size of the population in the corresponding age range; Table S1: Description of follow-up
lengths for various groups of patients in the study.
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Featured Application: This paper proposes a new deep learning design to obtain accurate plots

of RS information. The innovative model incorporates embedding layers of small (representable)

sizes, variational layers to improve the latent space and to spread samples, and a Euclidean simi-

larity measure to place samples according to the intuitive human interpretation of distances.

Abstract: Visual representation of user and item relations is an important issue in recommender
systems. This is a big data task that helps to understand the underlying structure of the informa-
tion, and it can be used by company managers and technical staff. Current collaborative filtering
machine learning models are designed to improve prediction accuracy, not to provide suitable visual
representations of data. This paper proposes a deep learning model specifically designed to display
the existing relations among users, items, and both users and items. Making use of representative
datasets, we show that by setting small embedding sizes of users and items, the recommender
system accuracy remains nearly unchanged; it opens the door to the use of bidimensional and three-
dimensional representations of users and items. The proposed neural model incorporates variational
embedding stages to “unpack” (extend) embedding representations, which facilitates identifying
individual samples. It also replaces the join layers in current models with a Lambda Euclidean
layer that better catches the space representation of samples. The results show numerical and visual
improvements when the proposed model is used compared to the baselines. The proposed model
can be used to explain recommendations and to represent demographic features (gender, age, etc.)
of samples.

Keywords: embedding; collaborative filtering; variational method; deep learning; recommender
systems; recommendation explanations; data visual interpretation

1. Introduction

Recommender Systems (RS) [1] are machine learning-based personalization applica-
tions. They facilitate human/machine integration by providing accurate recommendations
of items to users; mainly, items are products or services recommended to collaborative
clients. Remarkable commercial companies that incorporate RS are Spotify, Netflix, Tri-
pAdvisor, and Amazon. RS can be classified according to their filtering strategy: demo-
graphic [2], content-based [3], context-aware [4], social [5], collaborative [6] and different
ensembles [7]. Of the mentioned filtering approaches, the Collaborative Filtering (CF) is
the most relevant since it returns the most accurate predictions and recommendations.
The first CF implementations made use of the memory-based K-Nearest Neighbors (KNN)
algorithm [8] due to its simplicity and because it conceptually fits with the recommendation
task. Nevertheless, the KNN algorithm has some drawbacks when applied to CF RS: it
is not accurate enough and it is not efficient, since successive executions are necessary to
make successive recommendations. For these reasons, the KNN approach was replaced
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by model-based methods, such as Matrix Factorization (MF) [9], non-Negative Matrix
Factorization (NMF) [10] and Bayesian NMF (BNMF) [11].

MF models generate hidden factors for both users and items. Hidden factors can
be considered as embedding representations. The rating prediction of each item to each
user is obtained by just making the dot product of both (user and item) embeddings. MF
models are not specifically designed to plot visual representations, but their embedding
values can be processed to provide recommendation explanations [12] and to draw relation-
ships [13]. Currently, MF models are being replaced by neural networks (NN) approaches,
and consequently, hidden factors are replaced by neural embedding layers. The most
relevant NN models in the CF area are DeepMF [14] and Neural Collaborative Filtering
(NCF) [15]. DeepMF makes a deep learning implementation of the MF model; thus, it
contains a user embedding layer, an item embedding layer, and a ‘Dot’ layer to join the
preceding embeddings. NCF replaces the DeepMF ‘Dot’ layer with an MLP and eventually
combines deep and shallow learning.

Embeddings are abstract, low-dimensional representations of information. There are
a large number of fields where embeddings are used to encode data structures; network
embeddings are largely applied to graphs [16], where they embed entities and relationships
in low-dimensional spaces [17]. Gene sequences have been predicted from embeddings [18],
and biomedical networks [19] have been evaluated as social graphs. Social communities
are detected in the embedding-based Silhouette [20], via clustering of network node em-
beddings. Image applications are also a recurrent target for embedding processing, such as
the person identification based on pose invariant embedding [21], image tag refinement
through deep collaborative embedding [22], and handcrafted image retrieval [23] using
supervised deep feature embedding. Natural language processing is also an area where
tokens must be coded through different types of embedding models. Beyond the most
known word2vec model, there are specific models, such as the convolution-deconvolution
fusion word embedding [24], which makes a fusion of context and task information. Finally,
fairness in RS is improved by means of an embedding-based combination of MF and deep
learning models [25].

In the CF area, embedding layers have been used to implement autoencoders, such as
the probabilistic autoencoder in [26] fed with the user-item data, the combination of stacked
convolutional autoencoders, and stacked denoising autoencoders [27] to extract knowledge
in RS. Context-aware information is coded using a deep learning autoencoder [28] that
predicts scores and extracts features. However, the usual embedding-based architecture in
the RS area exploits collaborative relationships, such as in [29] where they use embeddings
to code user-item bipartite graphs for recommendation and representation learning. Rela-
tionships are also managed by means of low-dimensional dense embeddings learned from
the sparse features in a wide and deep RS architecture [30]. A k-partite graph is used in [31]
to characterize several types of information in recommendation tasks, and embeddings
for different kinds of information are projected in the same latent space. A collaborative
user network embedding has been proposed for social RS, where the cold start problem
is addressed by combining MF and Bayesian personalized ranking [32]. A method to
automatically set embedding sizes in RS [33] is based on the use of a reinforcement learning
agent that adaptatively selects adequate sizes. Finally, internal embedding information is
combined in [34] to obtain prediction and recommendation reliabilities.

Using deep learning variational approaches, we obtain wider, more representative,
and more robust latent spaces and embedding representations. Neural autoencoders are,
in certain cases, reinforced with a variational stage, building Variational Auto-Encoder
(VAE) models. Mainly, VAEs are particularly applied to the image processing area, e.g.,
reconstructing images [35], creating super-resolution images by encoding low-resolution
images in a dense latent space vector [36], and reducing blurring by adding a conditional
sampling mechanism [37]. This paper proposes adding variational layers to the neural
model suggested to improve the latent space where the embedding samples are located. It
mimics the underlying VAE operative to obtain super-resolution images, reducing blurring,
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and handling low-resolution samples: using VAE, the latent space is enriched, and samples
are spread. Enriched embeddings are used in image processing to decode high-resolution
images, unblurred images, etc., whereas we propose the use of enriched embeddings to
improve the visual representation of RS information.

From the explained research, this paper proposes an innovative deep learning model
that incorporates two embedding layers: one for code users and the other for code items.
Both embeddings will have small sizes to make it possible to draw bi- or three-dimensional
graphs of user and item samples. The accuracy loss caused by the small embedding sizes
(two or three neurons each embedding) will be tested in the paper. The proposed model
also incorporates a variational stage, designed to spread the latent space where item and
user embeddings are represented. Both user and item embeddings will be followed by
their own Gaussian variational layers whose parameter values are learned in the whole
neural model. The expected results are accurate low-dimensional item and user graphs,
where samples are spread in a latent space area and not ‘compressed’ in a reduced space
region, making it easier to discriminate between adjacent samples. Finally, a ‘Lambda’ join
layer is added to the model to implement the Euclidean distance between the embeddings
of the items and the embeddings of the users. This layer replaces the ‘Dot’ product layer of
the traditional DeepMF model or the MLP stage of the NCF model. The Euclidean Lambda
layer’s purpose is to keep near to related user or item embeddings and to keep far from
nonrelated user or item embeddings, such as humans intuitively understand distances.

In short, this paper proposes a new deep learning design to obtain accurate plots of RS
information. The innovative model incorporates embedding layers of small (representable)
sizes, variational layers to improve the latent space and to spread samples, and a Euclidean
similarity measure to place samples according to the intuitive human interpretation of
distances. Experiments have been conducted using representative CF data sets to test
the proposed model. The rest of the paper has been structured as follows: In Section 2
the proposed model is explained, Section 3 shows the experiments’ design and results,
Section 4 the results are discussed. Finally, Section 5 contains the main conclusions of the
paper and future work.

2. Models and Methods

The current deep CF state of the art includes two remarkable neural models: DeepMF
(Figure 1a) and NCF (Figure 1b). As shown in Figure 1, both DeepMF (Figure 1a) and NCF
(Figure 1b) models provide two embedding layers: the first codes users and the second
codes items. These are the embeddings that this paper addresses. DeepMF (Figure 1a) uses
only a dot product to combine user and item factors, as well as the MF machine learning
method. It is simple and it provides accurate results; nevertheless, it does not catch the
nonlinear complex relations existing among users and items embedding. To solve the
drawback mentioned, the NCF model (Figure 1b) incorporates an MLP that non-linearly
combines factors of the user and the item, returning scalar regression values (predictions).
Previously, a concatenate layer joined the embedding values of the user and the item and
provided a single tensor flow to the MLP.

Figure 1. Deep matrix factorization (a) vs. neural collaborative filtering (b) recommender system models.

The embedding layers of the existing CF models are not designed for visual repre-
sentations due to the following reasons: (1) they are vectors of excessive large sizes to be
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visualized, (2) their values tend to cluster in small representation areas, and (3) The neural
learning process does not consider visually understandable similarity measures (such as
the Euclidean distance). To tackle the aforementioned drawbacks, we will provide three
different contributions: (1) Testing the accuracy impact of reducing the embedding sizes
just to two or three dimensions, (2) Expanding the embedding values representation by
using the variational approach, and (3) Incorporating the Euclidean similarity measure in
the deep neural model.

Contribution 1: In the CF field, it is particularly useful to visually represent users and
items in such a way that clients, company managers, and technical staff can understand the
existing relations among users, items, and between both users and items. This leads us to
code users and items using only two or three dimensions. The key question here is: is it
affordable for the accuracy we will lose in the process? As we will show in the next section,
the answer is yes, tested datasets show little significant accuracy decrease.

Contribution 2: We borrow the variational method from the variational autoencoder
field; they expand the embedding representation of samples, making it possible to improve
clustering and classification, and to return a progressive morphing when needed. Figure 2
explains the variational approach, where each sample embedding (white circle) can be
probabilistically located (grey circles) nearby (green circle) to its nonvariational fixed
location (white circle). Variational methods are usually implemented by setting a Gaussian
distribution in each embedding dimension. The defined set of parameters of the Gaussian
distributions (blue and orange distributions) establishes the probabilistic area where the
samples lay out. Our neural model specifically learns both the mean and variance of each
Gaussian distribution.

Figure 2. Representation of the variational method, where each sample embedding (white circle) is
probabilistically placed (grey circles) at a nearby position (green circle).

As explained, the variational approach expands the area where the sample embeddings
lay out. This is particularly adequate for our embedding representation goal since it will
make it easier to visually catch our attention on the existing sample relations. As an
example, in Figure 3 we show the variational result (embeddings) of the proposed model
applied to the MNIST dataset, where samples have been stochastically spread to make
the classification of the classes easier. Figure 3 left and right graphs show, respectively,
the obtained latent space and its cumulative normal distribution. The cumulative normal
distribution is frequently used to support generative tasks; in this case, it can be used to
generate fake embeddings, and then to obtain fake samples (MNIST numbers). In the CF
area, this opens the door to implementing augmentation data and to obtaining augmented
RS datasets.

Contribution 3: Traditional DeepMF and NCF models implement, respectively, a dot
layer and an MLP network (Figure 1). Both approaches (dot layer and MLP network) can
be considered as similarity functions, and none of them are designed to arrange embedding
representations in a visual disposition. Our proposed model replaces these functions with
a visually convenient similarity measure: the Euclidean distance. It will set the embedding
representation of samples in such a way that similar samples will be located at nearby
locations. It is expected that what is gained in understanding the RS representation is not
lost in the accuracy of the CF.
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Figure 3. Representation of a VAE latent space for the MNIST dataset (left side) and its cumulative
normal distribution (right side).

By combining the three mentioned contributions, we have designed the deep neu-
ral models shown in Figure 4. The user model (orange) and the item model (blue) are
conceptually identical: their first stage “embedding layers” (bottom-left of Figure 4) is an
embedding layer that maps user or item IDs to coded values. It is expected that users with
similar behavior (similar casted votes) will be assigned similar embedding values. Same
for items; items similarly voted will be coded in an equivalent way. Please note that an
embedding size of two or three neurons is expected to adequately capture the diversity of
the existing sets of users and items in the recommender system. In this case, we will be
able to visually represent users and items by drawing graphs in two or three dimensions.

 

Figure 4. Proposed models: Green: collaborative filtering prediction; Orange: variational Euclidean
model for users; Blue: variational Euclidean model for items.

The next stage of the proposed model: ‘variational parameter layers’, at the bottom
of Figure 4, is responsible for learning the most adequate values of the Gaussian distri-
butions that implement the variational behavior of our model (Figure 2). We split the
user embedding into two separated tensor flows, implemented through both the ‘mean’
layer and the ‘variance’ layer, providing us with the mean and variance of each Gaussian
distribution (two or three distributions, in our case). We also split the item embedding
into two separated tensor flows. The user mean and the user variance layers must be
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combined to obtain the user variational embedding (same for the item to obtain the item
variational embedding). To implement the Figure 2 operation a ‘Lambda’ layer is used; this
layer makes the variational sample generation. Each sample is stochastically generated
attending to the Gaussian distributions that the model has learned; in the Figure 2 example,
the generated sample has more probability to be spread through the orange Gaussian
distribution than the blue one, since the orange one has a higher variance.

Please note that the variational sample has the same vector size as the user (or item)
embedding, its ‘mean’ layer and its ‘variance’ layer. Finally, “Flatten” layers are added to
the model to reshape data to unidimensional users and item vectors (of size 2 or 3).

The parallel user and item flows (orange and blue ones) provide both the user varia-
tional vector and the item variational vector (“Flatten layers” stage in Figure 4). Tradition-
ally, they would be merged using a dot product or an MLP model (Figure 1). As explained,
instead, we will incorporate a ‘Lambda’ layer that implements the Euclidean similarity
measure (“Euclidean layer’ in the bottom right of Figure 4). It will force the main model
(the green one) to arrange variational user embeddings and variational item embeddings in
a joined spatial area susceptible to being visually represented and easily understandable to
humans. We use the regression model (green) to make training; once the model is trained,
we can easily predict user variational embeddings from user IDs (orange model), and
item variational embeddings from item IDs (blue model). It is important to stress that the
proposed model is not designed to improve prediction accuracy (green model). The model
is designed to obtain visually understandable representations of the users and the items
embeddings (orange and blue inner models).

To get a deeper understanding of the proposed model, Code 1 provides the Keras/Python
implementation of the model kernel.

Code 1. Keras/Python kernel of the proposed model.

def sampling(args):
z_mean, z_var = args
epsilon = K.random_normal(shape=(1, latent_dim), mean=0., stddev=1)
return z_mean + K.exp(z_var) * epsilon

def euclidean(args):
movie_v, user_v = args
return K.sqrt(K.sum(K.square(movie_v - user_v), axis=−1))

def variational_Euclidean(latent_dim):
user_input = Input(shape=[1])
user_embedding = Embedding(num_users + 1, latent_dim)(user_input)
user_embedding_mean = Dense(latent_dim) (user_embedding)
user_embedding_var = Dense(latent_dim) (user_embedding)
user_embedding_z = Lambda(sampling) ([user_embedding_mean, user_embedding_var])
user_vec = Flatten()(user_embedding_z)
movie_input = Input(shape=[1])
movie_embedding = Embedding(num_movies + 1, latent_dim)(movie_input)
movie_embedding_mean = Dense(latent_dim) (movie_embedding)
movie_embedding_var = Dense(latent_dim) (movie_embedding)
movie_embedding_z = Lambda(sampling) ([movie_embedding_mean,
movie_embedding_var], latent_dim)
movie_vec = Flatten()(movie_embedding_z)
similar = Lambda(euclidean)([movie_vec, user_vec])
var_eucl_pred = Model([user_input, movie_input], similar)
var_eucl_user = Model(user_input, user_vec)
var_eucl_item = Model(movie_input, movie_vec)
return var_eucl_pred, var_eucl_user, var_eucl_item
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3. Experiments and Results

To run the designed experiments, we have chosen a set of open and representative CF
databases. Table 1 shows the main parameter values of the selected datasets: MovieLens
100K [38], MovieLens1M [38], and a subset (Netflix*) of the Netflix database [39]. Please
note the high number of Netflix* users compared to the MovieLens datasets. The chosen
datasets have a similar structure, where their kernel is the CF information of ratings stored
in files containing tuples: <user_id, item_id, rating>. Basically, they differ from each other
in their sizes: number of users, items, and ratings. Additionally, the combination of the
previous values determines the sparsity of the CF data. Please note that MovieLens 100K
and MovieLens 1M not only differ in their number of ratings, but also in the number of
users and items, and consequently in their sparsity (Table 1). Since the MovieLens 1M
version is richer than the MovieLens 100K, its accuracy will be also better, as we will
see in Table 2.

Table 1. Values of the main parameters of the tested datasets.

Dataset #Users #Items #Ratings Scores Sparsity

Movielens 100K 943 1682 99,831 1 to 5 93.71
MovieLens 1M 6040 3706 911,031 1 to 5 95.94

Netflix* 23,012 1750 535,421 1 to 5 98.68

Table 2. Mean absolute error results using the proposed variational Euclidean method (embedding
sizes = 2, 3, 5, 10 and the comparative accuracy obtained by setting an embedding size 2 versus an
embedding size 10. The lower the MAE values, the better the result.

Dataset\Embedding Size
Mean Absolute Error (MAE) Achieved

Accuracy2 3 5 10

Movielens 100K 0.7355 0.7368 0.7297 0.7213 98.04%
MovieLens 1M 0.6927 0.6875 0.6839 0.6801 98.15%

Netflix* 0.7260 0.7250 0.7248 0.7243 99.76%

From the aforementioned contributions, we will provide three different experiments
to substantiate the proposed neural model: (1) CF quality impact by setting different
embedding sizes, (2) numerical improvement of the proposed model versus the DeepMF
baseline, (3) visual improvement of the proposed model versus the DeepMF baseline.

Experiment 1: This experiment tests the ‘Contribution 1′ assessment stated in the
preceding section. As explained in the preceding section, it is necessary to test the RS
accuracy when a bottleneck is set to the embedding layers. Since we need to visually
represent embedding samples, we use embedding sizes: 2 (two-dimensional representation)
or 3 (three-dimensional representation), whereas the usual implementation sizes range
from 5 to 10. Our first experiment tests the accuracy loss when small embedding sizes are
set. For each tested dataset (Table 1), we obtain the Mean Absolute Error (MAE) by setting
embedding sizes = {2, 3, 5, 10}. Table 2 shows the MAE results, as well as the achieved
accuracy percentage comparing the embedding sizes 2 and 10. As can be seen, very little
accuracy is lost setting visualizable embedding sizes (2 and 3) compared to the usual sizes
(5 to 10). Notably, only 2% of accuracy is lost in the worst-case scenario. The results in
Table 2 open the door to visually represent the sample embeddings of items and users,
knowing that the embedding values are meaningful to provide accurate CF predictions.

Experiment 2: This experiment numerically shows the improvement obtained by
combining the three contributions stated in the preceding section. Once we have validated
the adequacy of using visualizable embedding sizes, it is time to test the obtained improve-
ment using the proposed approach. We will test visual improvement using the standard
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intra-clustering quality measure equation that processes the distance of all the samples to
their centroid. That is:

intra-clustering =
1
|S| ∑

x∈S
d(x, v) (1)

where:

d(x, v) =
√

∑
i∈{1,...,n}

(xi − vi)
2 (2)

S is the set of samples, v is the S centroid and ‘n’ is the dimension size. Please note
that whereas in the clustering field we look for low intra-clustering values, our embedding
visualization aim is to spread embedding representations and to avoid them too being
packed together. In this way, we will be able to better catch relations among samples. So, the
higher our ‘intra-clustering’ quality measure, the better the results. In the CF embedding
visualization field, we could call this quality measure an ‘unpacking measure’. Table 3
shows the comparative results that test the non-variational dot product DeepMF baseline
versus the proposed variational Euclidean model. Table 3 provides quality results for both
user embeddings and item embeddings. As can be seen, representative improvements are
obtained when the proposed model is used.

Table 3. Unpacking quality measure results (intra-clustering results from the quality measure defined
in the ‘Experiment 2′) for both user and item embeddings. The higher the quality value, the better the
result. “proposed” and “baselines” are absolute values, whereas “improv.” shows the improvement
percentage of the proposed model versus the baseline one.

Embedding
Dataset/Model

Users Items

Proposed Baseline Improv. Proposed Baseline Improv.

Movielens 100K 0.8317 0.4789 73.66% 0.8943 0.6346 40.92%
MovieLens 1M 0.8289 0.5552 49.29% 0.9762 0.7372 32.42%

Netflix* 0.8790 0.4572 92.25% 0.9160 0.8569 6.90%

Experiment 3: This experiment visually shows the improvement obtained by com-
bining the three contributions stated in the preceding section. The visual results of the
proposed variational Euclidean model have been compared to the proposed non-variational
dot product baseline (DeepMF). Figure 5 shows the returned graphs for both models when
applied to the datasets in Table 1. The top graphs in Figure 5 show the baseline results,
whereas the bottom graphs plot the proposed model results. As can be seen, the MovieLens
100K dataset (left graphs) displays an unpacked (extended) vision of both user and item
samples when the proposed model (bottom-left graph) is used, compared to the baseline
(top-left graph) one. The proposed model makes it easier to compare the relationship
between samples by visually inspecting the (Euclidean) distances in the graphs. It also
decreases intersections between users and items embedding representations. What we
are looking at here explains the ‘unpacked’ quality values shown in Table 3. MovieLens
1M (center graphs) and Netflix* (right graphs) show similar layouts to MovieLens 100K,
suggesting that, on CF datasets, the proposed model performs as expected.

As an example of the proposed model application, Figure 6 shows some demographic
information from MovieLens 100K. Both graphs in Figure 6 show the location of the users.
The graph on the left plots gender information: female (red) versus male (blue). The right
graph plots age information: over 40 years of age (red) versus younger users (blue). Please
note that the user plot in the bottom left graph of Figure 5 (MovieLens 100K) is not the same
as the shapes shown in Figure 6; this is because they belong to different model trainings.
Figure 6 is just an example that shows some type of demographic information: male versus
female, and younger versus older users. Similar graphs can be obtained from different
demographic features of users and from the item’s type: zip code, incomings, educational
level, genre of movies, type of music, year of book publication, etc. Figure 6 shows that
there is not a clear pattern to cluster users attending to their gender or age; that is, in the
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MovieLens 100K dataset, males and females rate movies in a similar way, analogously to
the younger and older user case. What is relevant here is that we can obtain representative
two and three-dimension representative graphs showing the location of CF demographic
features. This big data visual information can be useful to take commercial decisions,
implement segmented marketing, understand business data, improve RS information,
balance data, correct biased datasets, etc.

Figure 5. Embedding visualizations of users (red points) and items (blue points) for datasets in
Table 1 when the DeepMF baseline is applied (top graphs) versus the proposed variational Euclidean
method (bottom graphs).

Figure 6. MovieLens 100K demographic information. The left graph shows the latent embedding
location of female (red) versus male (blue) users, whereas the right graph shows over 40 years old
users (red) versus younger users (blue).

To facilitate reproducibility, Table 4 shows the selected values of the involved parame-
ters in the learning process of the proposed model.
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Table 4. Parameter values chosen for the proposed model learning.

# Layers 5

# Neurons in each non-exit layer Experiment #1: {2, 3, 5, 10},
Experiments #2 and #3: {2}

# Epochs 20
Batch size 16
Activation function of the non-exit layers ReLu
Activation function of the exit layer Linear
Loss function Euclidean distance
Gaussian random distribution Mean: 0, Variance: 1

4. Discussion

The variational proposed model has proven to adequately afford the visual represen-
tation of samples in the CF field. To fulfill this objective, we have tested the impact of
limiting the embedding sizes to two neurons (obtaining two-dimensional graphs) or to
three neurons (obtaining three-dimensional graphs). Results show a prediction quality
of over 98% when the embedding sizes are two or three, compared to the usual five to
ten embedding sizes (Table 2). Combining the variational approach and the Euclidean
distance loss function, the intra-clustering quality measure improves in the proposed model
compared to the DeepMF baseline (Table 3). This improvement can be visually observed
by plotting each of the dataset embeddings (Figure 5). The proposed variational model
has a better performance than the DeepMF baseline due to two different factors: (a) the
designed variational stochasticity (which does not exist in the DeepMF model) spreads the
embedding samples through the latent space (Figures 3 and 5), as the generative learning
does to obtain fake images by interpolating embeddings; and (b) the proposed Euclidean
function can arrange sample embeddings in the latent space in a comprehensible way to
humans, compared to the non-Euclidean loss functions that usually implement the baseline
model: mean squared differences, mean absolute error, etc.

5. Conclusions

Recommender Systems research is focused on accuracy, but there are some other
relevant goals that should be achieved, such as the representative visualization of the
collaborative filtering items and users. This can be considered a big data analytics tool that
helps system managers. This paper provides an innovative neural model to make visual
representations of user and item embeddings. First, we have shown that it is possible to
reduce the model embedding sizes to just two or three neurons without any significant
loss in prediction accuracy. Then, we have introduced Gaussian variational layers to
the proposed model in order to spread the area where samples are located. Finally, a
Lambda layer replaces the DeepMF Dot layer (or the NCF MLP); this layer implements the
Euclidean distance. Both the Gaussian variational layers and the Lambda-Euclidean layer
running together in the proposed model return suitable accuracy results and improved
sample representations.

Experiment results show that the user and item embedding representations are con-
veniently spread through visual representation areas, making it possible to discriminate
close samples and to relate between sample pairs. The centroid-based intra-cluster quality
measure shows a significant improvement in the proposed neural model compared to
the baseline. The plotted graphs also show better embedding representations when the
proposed model is tested using the three selected representative collaborative filtering
datasets. Results open the door to future works such as: (1) representing demographic
features (gender, age, etc.) of samples; (2) explaining recommendations by providing a
graph showing, in the same area, the active user, their recommendations and the nearest
voted items to both the active user and the recommended items; and (3) incorporating
three-dimensional embedding representations in 3D commercial environments.
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Abstract: Nowadays, technology makes it possible to admire objects and artworks exhibited all over
the world remotely. We have been able to appreciate this convenience even more in the last period,
in which the pandemic has forced us into our homes for a long time. However, visiting art sites in
person remains a truly unique experience. Even during on-site visits, technology can help make them
much more satisfactory, by assisting visitors during the fruition of cultural and artistic resources. To
this aim, it is necessary to monitor the active user for acquiring information about their behavior.
We, therefore, need systems able to monitor and analyze visitor behavior. The literature proposes
several techniques for the timing and tracking of museum visitors. In this article, we propose a novel
approach to indoor tracking that can represent a promising and non-expensive solution for some
of the critical issues that remain. In particular, the system we propose relies on low-cost equipment
(i.e., simple badges and off-the-shelf RGB cameras) and harnesses one of the most recent deep neural
networks (i.e., Faster R-CNN) for detecting specific objects in an image or a video sequence with high
accuracy. An experimental evaluation performed in a real scenario, namely, the “Exhibition of Fake
Art” at Roma Tre University, allowed us to test our system on site. The collected data has proven to
be accurate and helpful for gathering insightful information on visitor behavior.

Keywords: cultural heritage fruition; human factors in artificial intelligence; museum visitors analy-
sis; computer vision; machine learning; deep neural networks

1. Introduction

The fruition modalities of cultural heritage sites can benefit from advanced technolo-
gies and methodologies of data analysis that propose solutions aimed at visitor engagement.
These proposals must cleverly balance the different needs of a large and diverse set of
visitors and the peculiarities of the specific site. It is necessary to understand how visitors
use the different spaces within a museum and how their behavior can help identify the
strengths and weaknesses of the cultural offerings and, consequently, possible engagement
strategies for museum institutions. An in-depth analysis of visitor behavior would stim-
ulate new ways of promoting artworks. It would also serve as a spur for implementing
more appropriate measures for museum security and visitor care. Moreover, collecting
data about visitor behavior would allow museum curators and staff members to offer
stakeholders a better settlement, both in displaying and narrating the artworks and in
terms of marketing-related services. There are many studies on audience engagement.
Some of them promote the integration of visitor tracking technology with mobile devices
that users carry with them [1,2]. Other studies analyze user tracking to examine the flow of
visits through complex and expensive tracking systems [3–8].

In this paper, we propose to collect visitor data through accurate, non-intrusive, cheap,
and anonymity-preserving tools. The approach is based on computer vision techniques and
leverages off-the-shelf RGB cameras and badges such as those provided free to attendees by
event and conference organizers. Therefore, the overall cost of the entire instrumentation is
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reduced, which is certainly a significant advantage over other state-of-the-art technologies.
The methodology is based on deep learning, more specifically, methods and techniques for
image detection and classification through Convolutional Neural Networks (CNNs) capable
of providing excellent performance in terms of accuracy. Our approach can represent the
solution to some of the criticalities shown by the other visitor localization technologies in
the museum environment. With the proposed setting, the estimate of the visitor position is
extremely accurate (on the order of 10−2 m). Moreover, the intrusiveness of the proposed
approach is minimal. The user is not required to wear additional devices such as active and
passive sensors, Personal Digital Assistants (PDAs), smartphones, or portable Graphics
Processing Units (GPUs), but a simple badge. Another advantage of our solution is that
the coverage is guaranteed at a low cost, through simple commercial RGB cameras or
any video surveillance system present in most national and international museums and
exhibitions. Lastly, the collected videos can be processed using a free platform such as the
Google Colaboratory environment, thus allowing museum curators and staff to save the
cost of hardware and system usage. The contributions of this paper are as follows:

• The analysis of the state of the art to identify the main problems in the timing and
tracking of users in indoor environments (i.e., high intrusiveness, low accuracy, high
cost, and high consumption);

• The design of a novel, low-cost, and highly accurate system to overcome the afore-
mentioned problems;

• The development of a user timing and tracking system capable of providing data
useful both for museum curators and staff (e.g., the possibility to analyze and monitor
how visitors enjoy museum objects) and for the visitors themselves (e.g., the possibility
to receive personalized suggestions during the visit).

We propose a deep learning-based approach to comprehensively and accurately col-
lect visitor experience data. Specifically, we describe in detail the characteristics of its
architecture and the experimental results obtained. We also illustrate a case study in a real
environment and finally show how the collected data can be stored and used to provide
valuable information relating to the behavior of each visitor.

This paper is structured as follows. In Section 2, we briefly review current technologies
used to monitor visitors, focusing on computer vision approaches. In Section 3, we present
the proposed system for detecting the exact visitor location anytime. In Section 4, we report
the experimental results of the proposed system and the analysis of the data collected in
the “Exhibition of Fake Art” at Roma Tre University. In Section 5, we discuss the obtained
findings. Finally, in Section 6, we draw our conclusions and identify some of the possible
uses of the data collected through the proposed system.

2. State of the Art

Nowadays, technology is increasingly exploited to improve users’ quality of life any-
where and anytime, when they use local transport services [9] or visit points of interest [10].
In particular, the possibility of providing museum curators and staff members with a
system to track visitor behavior for improving the service offered is a widely investigated
topic. In [11], the authors propose a computer vision algorithm based on Kinect and RGB-D
camera. They track groups of visitors at the National Museum of Emerging Science and
Innovation (Miraikan) in Tokyo, Japan, to identify the leader and study their dynamics.
In [12], the authors present an IoT- (Internet of Things) based system to measure and under-
stand visitor dynamics at the Galleria Borghese museum in Rome, Italy. A similar approach
is described in [5], in which the authors report the results of a case study conducted at the
CoBrA Museum of Modem Art in Amstelveen, the Netherlands. Tracking can be also used
to understand how the flow of visitors inside a museum is oriented. In [13], the authors
propose a method based on LIDAR to identify human beings and track their positions,
body orientation, and movement trajectories in any public space. The system can accurately
track the position of the visitor inside the museum. It has been tested at the Ohara Museum
of Modern Arts in the Kurashiki area of Okayama Prefecture, Japan. In [3], Lanir et al.
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propose a visual guide for museum curators and staff. Their system can show routes of
interest and hotspots, and analyze visitor behavior. It has been tested at the Hecht Museum,
University of Haifa, Israel. There are already numerous thorough and exhaustive works
that review the main indoor localization technologies (e.g., see [14–19]). On the other hand,
fewer works are focused on analyzing the technologies for the localization of museum
visitors. The goal of our study is to propose a tracking system easy to use by museum
curators and staff. Moreover, it has to capture as much information as possible about
visitor behavior in real time. Finally, it should be ready to accommodate several further
developments like visitors’ micro-expressions recognition when looking at an artwork
and subsequent recommendation. For this reason, we now analyze the hardware most
commonly used for this aim by examining the strengths and weaknesses of the principal
indoor localization technologies.

2.1. Indoor Localization Technologies

In the following, we report the most used technologies for indoor tracking.

• WiFi. This technology is extensively used for network connection of various devices
in public and private environments. Initially, its maximum coverage was about 100 m,
today it has been extended to over 1 km with the IEEE 802.11ah protocol, published
in 2017, specifically designed for Internet of Things (IoT) services [20]. The fact that
it is supported by almost all the electronic devices on the market makes it one of
the most used technologies for indoor localization, without the need for additional
infrastructure. However, its characteristics of wide coverage and high throughput
yield to a more suitable usage for communication than localization, because of its
low accuracy and interference, which make it necessary to use complex processing
algorithms.

• Bluetooth. This technology is used for wireless connection between mobile and fixed
devices within relatively small distances. The latest version, called Bluetooth Low
Energy (BLE), provides improved performance in terms of coverage and throughput,
with low power consumption [21]. Recently, two BLE-based protocols have been
proposed: Eddystone (by Google Inc.) and iBeacons (by Apple Inc.). They are intended
more for proximity-based services than localization, due to poor accuracy and high
sensitivity to noise.

• Infrared. Among others, the IR technology was the first one to be widely used in
many projects (e.g., see [8,22]). However, it has several limitations [23]. Firstly, it
requires the presence of visible IR emitters and a line of sight between the emitter
and receiver. Lastly, the nature of the IR signal requires accurate calibration of the
parameters of the IR emitters and the active involvement of visitors in the process of
locating their position.

• Radio-Frequency Identification. This technology is used to transfer data between a
reader and a tag capable of communicating on default radio frequency [24]. There are
two types of RFID systems: Active and passive. The first one operates with microwave
and Ultra High Frequency (UHF) ranges, and it is characterized by low cost and ease
of integration into the objects to be tracked. However, their low accuracy and poor
integration in portable devices make them unsuitable for indoor location purposes.
Passive RFID systems can operate without a battery but have significant limits in
terms of coverage, which makes them unsuitable for indoor location purposes.

• IEEE 802.15.4. This technology is mostly used in wireless sensor networks and is
characterized by good energy efficiency, low cost, but also by low throughput [25].
This standard is not available on most devices on the market and for this particular
reason, it is not suitable for the indoor localization of users.

• Ultra Wideband. This technology is mainly used in short-distance communication
systems and is characterized by low energy consumption [14]. The main character-
istics of the UWB technology are the robustness to interference and the possibility
to penetrate various materials. For these reasons, it is extremely suitable for indoor
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localization. However, due to its limited implementation in portable devices, it cannot
be widely used. The UWB problems have been extensively analyzed by the authors
of [26] and in practical scenarios, the Non-Line-of-Sight (NLOS) propagation can be
the main issue of this technology.

• Visible Light. Indoor localization technology based on visible light can be real-
ized using different types of sensors. The most common are Light-Emitting Diodes
(LEDs) [27]. The use of LEDs for indoor localization has numerous advantages over
other technologies. First of all, emitters and sensors are very popular considering their
low cost. They are also resistant to changes in humidity and they have low energy
consumption. The main disadvantage of LEDs is that a line of sight between them is
required [18]. Another type of sensor used in visible light systems is Light Detection
and Ranging Localization (LIDAR). This sensor is able to provide information relating
to the contour of surrounding objects. When combined with inertial sensors, LIDAR-
based tracking systems can provide accurate results [28]. In order to properly work,
the LIDAR-based tracking system needs at least one sensor in each room. Because of
that, this particular technology would be extremely expensive for large museums.

• Acoustic Signal. This technology can localize the user by capturing acoustic signals
emitted from sound sources using a microphone sensor [29]. The acoustic signal
localization is accurate only when audible band acoustic signals (i.e., <20 kHz) are
used. For these signals, sufficiently low transmission power is required not to cause
unwanted noise. This aspect, coupled with the need for additional infrastructure,
results in that localization based on acoustic signals is not widely used.

• Ultrasound. This technology allows us to compute the distance between a transmitter
and a receiver by measuring the time of flight of ultrasonic signals (i.e., >20 kHz) [30].
Indoor localization based on ultrasound is very accurate. However, the measurement
process can be heavily influenced by significant changes in temperature and humidity,
as well as by ambient noise.

Hence, the solutions above are inaccurate, expensive, or very complex to implement.
We, therefore, focus on computer vision, which can represent a non-intrusive solution for
the user already accustomed to security cameras.

2.2. Red-Green-Blue (RGB) Video-Based Techniques

Several noteworthy approaches to user timing and tracking rely on RGB video-based
models and methods. These techniques are already applied to other fields (e.g., see [31])
such as motion analysis, motion capture, and in general, to most activities related to virtual
reality. Here, through RGB cameras, we can collect visual information that can be used to
estimate where the visitor is. To achieve this goal, two capture methods can be used. The
first one is based on visitor recognition, the second one relies on artwork recognition. The
positioning of the camera, therefore, assumes a fundamental role in the implementation of
these systems.

Recent work described in [32] takes advantage of computer vision and content-based
image retrieval technique to detect visitor behavior. From frames recorded by multiple
cameras installed in exhibition chambers, visitors are tracked by an object detector and
also modeled with a deep learning technique. The system classifies each person by their
appearance, grounded on color similarity as determined by measuring the distances of the
distributions. Currently, the system is extremely time-consuming and needs to be enhanced
to be applicable.

In [11], the authors propose a computer vision algorithm based on Kinect and RGB-
D camera. They track visitor groups in a museum to identify the leader and study its
dynamics. They also analyze the body language and the reciprocal position of the group
leader to the rest of the group. The final goal of this study is the replacement of the group
leader (typically, the guide in a museum) with a robot. They have installed four Kinect
V1 sensors in some rooms at the National Museum of Emerging Science and Innovation
(Miraikan) in Tokyo, Japan, and for two months they recorded videos of visitor groups
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interacting with the museum guides during visits. The motion is detected by computing
the difference between bounding boxes of two consecutive frames. The experimentation
has been carried out by manually annotating and comparing the motion of the group and
the guide with the algorithm results. The main issues with this approach are the inaccuracy
of the results when people are too close to the camera and occlusion problems. Moreover,
the categorization through bounding boxes has an average accuracy of 70–75%, which can
improve with the application of the exponential motion algorithm they propose.

The Kinect sensor is proposed as a tracking solution in [33] as well. The authors
use a particular process to estimate the gaze direction from face direction measurements.
In their work, they discuss the method for gazed object estimations using face direction
measurements and object detection. By measuring the face direction and detecting the
object at the same time using a Kinect sensor, they can estimate what the visitors are
looking at.

A different solution is SeeForMe [4]. It is a real-time computer vision system that
can run on wearable devices to perform object classification and artwork recognition. It
uses a video camera on the audio guide to identify artworks. This smart audio guide
equipped with a vision system has been tested at the Bargello Museum in Florence. A
CNN for object classification and identification runs on an NVIDIA portable GPU. Also,
a voice detection module can determine the context (user alone, accompanied, etc.) and
stop the guide when, for example, the visitor is talking to someone. Experimental trials
were performed with a training set of 300 people and 300 images. Up to 5 m, there is
maximum Precision and Recall (with Recall up to 0.8). Through various adjustments to the
algorithm, they succeeded in having almost all works recognized, and only 22 of them were
not recognized. The System Usability Scale (SUS) questionnaire, filled in by the sample,
revealed only the problem of the intrusiveness of the guide during the visit, and the hassle
of having to manage the menu. The SUS questionnaire showed good usability. Moreover,
the camera must be necessarily placed in a shirt pocket, at chest height, which is a rather
limiting constraint.

In [34], an approach in line with the spirit of our proposal is proposed: To collect as
much data on user behavior as possible such as itineraries, the number of entries, the flow
of visitors, and time spent in front of works. The authors use video cameras with infrared
sensors and re-ID (person re-identification). The main difference with our approach is that,
while the person re-identification needs a preprocessing phase of the generated videos, in
our case the preprocessing is done on the badge before it is given to the user. In this way,
we can monitor in real-time the movement of each visitor. This difference is significant
because we can imagine using the extracted data also to propose new tools that support
both the visitor (e.g., recommender systems [35,36]) and the museum curators and staff
(e.g., visitor flow analysis [37]).

3. Proposed Method

Image classification and object identification technologies have become much more
successful as a result of recent advancements in the field of deep learning [38]. More
specifically, CNN models [39–41] can easily attain accuracy values near to 100% on the
training set. In other terms, these models can give the correct prediction, with almost
certainty, when they are asked to predict the class of an element of the training set. Thanks
to this, it is possible to train such models to recognize an arbitrary, single object, with very
high confidence. Based on the above observations, we developed the following idea for
tracking museum visitors [42]. A CNN model is trained for recognizing a set of unique and
distinct objects. The objects to be recognized are badges, like the ones used in events and
conferences (see Figure 1). It should be clear that there will be a fixed number N of distinct
badges. Therefore, our model will be trained in order to recognize N different classes:
One for each of the N distinct badges. In the research literature, there exist two different
types of object detectors [43]: Detectors of specific instances of objects and detectors of
broad categories of objects. The former ones aim to detect instances of a particular object
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(e.g., the Colosseum, Joe Biden’s face, or the neighbor’s cat), thus addressing a matching
problem. The latter ones aim to detect instances of specific categories of objects (e.g., cars,
humans, or cats). In our scenario, badge detection falls into the first type of object detection.
Furthermore, the model is also trained for the detection (but not the recognition, for privacy
reasons) of visitors’ faces (see Figure 2). Therefore, face detection falls into the second type
of object detection.

Figure 1. One of the badges used in the experimental trials.

Figure 2. Recognized objects (i.e., badges and faces) in a frame of a 720p video. In this case, the
camera is positioned above the artwork of interest, at a height of 2.20 m from the floor.

At the beginning of their visit, the visitor is invited to wear one of the badges on which
a CNN model is trained. This model, as confirmed by the experimental results reported in
Section 4.1, can recognize badges accurately. To this aim, it is required that RGB cameras are
installed inside the museum environment. In our case, simple, inexpensive, off-the-shelf
RGB cameras are sufficient (in our experimental tests, we used a Logitech HD Webcam
CS25 camera and a smartphone Honor View 10 Lite camera). The frame rate of the videos
captured by the Logitech camera is eight fps (frames per second) and 30 fps for those
captured by the smartphone camera. It should be noted that the value of the frame rate
does not affect the accuracy of the model. A higher frame rate increments the amount of
collected data but has the drawback to increase the number of computational resources and
storage needed. These cameras should be strategically placed inside the museum premises
in a way that the badge worn by the active visitor is always visible by at least one camera.
A simple assumption is to install one camera in every point of interest of the museum or
on each side of every room, at a height that minimizes the possibility that another visitor
put herself in front of the active visitor wearing the badge, thus making it not visible from
the camera. Since the RGB cameras are inexpensive, the use of more cameras concerning
the simple aforementioned assumption should not result in a substantial increase in the
installation cost. Another, more sophisticated approach, to optimally position the cameras
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inside the museum, is to resort to classical algorithms like those used for solving the Art
Gallery Problem [44,45]. Once the recorded video is acquired by cameras, it is given in input
to the model to detect the visitor’s badge and face inside each video frame. The detection
process consists of the following steps. For each video frame and for each object in the video
frame, the model provides a score 0 < p ≤ 1, expressing the likelihood of an object being
detected, the class c of the object, and a 4-dimensional vector containing the coordinates
of the upper left and the lower right vertices of the box inside the video frame where the
object c is detected. Therefore, for each video frame, the output of the detection process
consists in a set of triples (ci, pi, bi). Hereafter, vector bi will be referred to as the bounding
box of the object of class ci and we will denote the coordinates of the upper left and lower
right corners of the bounding box by (bi(x1), bi(y1)) and (bi(x2), bi(y2)), respectively. If
the value of p for a class c is higher than a prefixed threshold σ (we empirically set σ = 0.8
in our experimental tests), we assume that the object of class c is detected inside the video
frame. The value of σ is a hyperparameter of the system. For high values of the σ parameter,
we can have a high number of false negatives, whilst, for low values, we can have a high
number of false positives.

3.1. Computation of the Exact Visitor Position

To compute the visitor’s spatial position from the bounding box of the detected
badge, it is first necessary to calibrate the camera or cameras used. Generally speaking,
the procedure of camera calibration consists of the estimation-with acceptable accuracy
for the specific application-of the extrinsic (i.e., rotation matrix and translation vector)
and intrinsic parameters (i.e., image center, focal length, skew, and lens distortion) of the
camera [46]. This process is fundamental for most computer vision applications, especially
when metric information related to the scene is required, as is our case. Once the camera
has been calibrated, it is possible to determine the angular amplitude α of each pixel of
the camera [47]. This can be done with a simple computation consisting in counting the
number m of pixels in a video frame (see Figure 3b) of a unit length yardstick put in front
of the camera at a unit distance (see Figure 3a). Then, the angular amplitude α of a single
pixel can be expressed as follows:

α =
2 arctan(0.5)

m
. (1)

Knowing the angular amplitude of the pixel and the real dimensions of the badge
(in our case they are L = 10.4 cm and H = 14.0 cm), it is straightforward to compute the
distance � of the badge from the camera, which can be done as follows (see Figure 4a):

� =
H

2 tan
(αmy

2

) (2)

where my = |b(y1)− b(y2)| is the number of pixels of the height of the badge bounding
box in the video frame (see Figure 4b). In Equation (2), we can also replace the term my
with the term mx = |b(x1)− b(x2)| and H with L. As above, we can compute the angle β
(respectively, γ) that the badge forms with the vertical (respectively, horizontal) centerline
of the video frame. Thus, the triple (�, β, γ) corresponds to the polar coordinates of the
badge in the camera reference. The visitor position inside the museum can be obtained by
adding the values of the camera coordinates in the museum reference. Knowing the video
frame rate, we can also determine the exact time and length of the museum visit and all
other temporal information such as how much time a visitor spent in front of a specific
artwork and so on.
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Figure 3. Computation of the angular amplitude of a pixel; (a) a unit length yardstick in front of the
camera at a unit distance; (b) the corresponding number m of pixels in a video frame.

Figure 4. Computation of the distance between the badge and the camera; (a) a badge in front of the
camera; (b) the corresponding number mx × my of pixels in a video frame.

3.2. Experimental Settings

We evaluated several possible designs of the badge during the experimental trials.
One requirement of the design is that the badge should be easily and effectively detected
by the system. Another requirement is that each visitor who gets a badge should be easily
distinguished from all other visitors wearing badges, in order to be able to track back the
visit of a single visitor and distinguish their track from the track of any other visitor. This
requirement could be easily satisfied when all the badges are distinct. In order to satisfy
those requirements, we eventually chose a design in which a rectangular badge is split into
four parts that can be in one of eight different colors (see the badge shown in Figure 1).
Therefore, the number of different possible badges is equal to the number of dispositions of

four colors taken from a set of eight, which is equal to
8!
4!

= 1680. If one splits the badge
into six equal-sized parts, then the number of dispositions of six colors taken from a set of

eight is
8!
2!

= 20,160. This shows that our design can be easily scaled for ten of thousands
of different badges. For the sake of simplicity, we limited the experiments to the design of
the badge shown in Figure 1. Furthermore, we trained our model to recognize 12 different
badges. Thus, the model can recognize 12 different classes plus the face class. The training
set was built first by manually annotating a dataset of about 300 pictures all containing
the same badge. The training process with this single badge proved to be particularly
efficient. This allowed us to automatically annotate all the other elements in the training
set. The images of the training set were extracted from a set of 36 videos (three videos
for each badge) from different angles, at 8 fps, 24 of them were about two minutes long,
and the other 12, six minutes long, sampling a frame every two. In the first 24 videos,
there was only one badge in each frame. In the last 12 videos, there were always two
badges in each frame so that all possible pairs of badges were present in one frame. We
inspected exhaustively all the automatically annotated images in order to assure the quality
of the outcome. However, the accuracy of the model was so high (see Section 4) that very
few manual corrections were needed to the automatic annotation process. In other terms,
only about one of a thousand images required us to manually insert a missed annotation
or delete a false positive annotation. Eventually, we produced a set composed of more
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than 30,000 annotated pictures containing 12 different badges or, equivalently, about 2500
pictures for each different badge.

3.3. Model Implementation

For implementing the system, we used the Faster Region-based Convolutional Neural
Network (Faster R-CNN) model [48]. The reason was that preliminary studies (e.g., see [38])
showed that the Faster R-CNN model is effective and accurate in relation to other popular
deep learning frameworks. The architecture of the proposed system is shown in Figure 5.

Figure 5. The architecture of the proposed system relies on a Faster Region-based Convolutional
Neural Network (Faster R-CNN).

Specifically, the image taken by the RGB camera is given as an input to a backbone
network, that is, a typical pre-trained convolutional network, which returns a feature map.
We chose a 50-layer Residual Network (ResNet-50) as the backbone of our architecture
because residual networks can usually achieve better performance than most other back-
bones [49]. The features are then sent in parallel to two different components of the Faster
R-CNN architecture:

• A Region Proposal Network (RPN) that is used to determine the position of the image
in which a potential object could be (i.e., at this stage we do not yet know what the
object is, but only that there may be an object in a certain position of the image);

• A Region of Interest (RoI) pooling layer that is used to extract fixed size windows
from the feature map before giving the RoI input to the fully connected layers. This
component makes use of max pooling to convert the features within any valid RoI
into a small feature map with a fixed spatial extension of height H × width W.

The output is then given as an input to two fully connected layers: One for the
classification of the object and one for the prediction of the bounding box coordinates to
obtain the final locations. The most important hyperparameters (e.g., the batch size and
other optimization parameters) were left to the values suggested in [48]. Through grid
search, we selected the best values for the learning rate and the scheduler that reduces
the learning rate at a specific number of epochs. We chose Stochastic Gradient Descent
(SGD) as an optimization algorithm. Another hyperparameter that we changed from the
suggested value was the one that specifies the minimum dimension in pixels of the input
image. Based on this parameter, the input image is resized in a way that at least one of
its dimensions is equal to the parameter, before being fed to the CNN for the forward
pass. The suggested value of the parameter was 800 pixels, but we increased it to 960
pixels. The reason was that when a visitor is far from the camera, the spatial dimension
of the badge in the frame could be very little, making the detection difficult. In an ad hoc
experiment, we analyzed all the dimensions of all the annotated boxes and we found that
in no case was the dimension of any bounding box lower than 32 × 32. The minimum
dimension detected (of the order of 40 × 40 pixels) has been encountered for the badges
when the visitor was approximately 3.5 m far from the camera. In our opinion, this allows
for training a model in order to detect badges that are at five or more meters of distance
from the camera. We later augmented the dataset by randomly shrinking each picture

193



Appl. Sci. 2022, 12, 533

by a factor between 0.3 and 0.5 (chosen randomly). This data augmentation enabled the
model to detect badges located up to 6 m far from the camera, thus avoiding the need of
adding other images to the training set. As a backbone, we employed a ResNet-50 network
(where 50 is the number of convolutional layers in the network) that had already undergone
two previous pretraining: One with the ImageNet [50] dataset and a second one, with the
COCO [51] dataset containing about 90 classes. The authors of [52] strongly recommend
the pretraining of the backbone on both datasets because empirical evidence shows that a
network that had only been pretrained with the ImageNet dataset was much less accurate.
Therefore, in order to verify if the ResNet-34 network (with only 34 convolutional layers)
was faster but at the same time maintained, the same performance in terms of Accuracy
and Precision, it was necessary to pretrain the ResNet-34 network with the COCO data
set. Using the ResNet-34 network confirmed the boost in speed while maintaining an
almost equal level of accuracy. Note that if Accuracy and Precision are the most important
system performance metrics (instead of detection speed), the use of ResNet-100, or even
ResNet-150, could improve system Precision. The pretrained model, as well as the pdf file
with the trained badges, are available online (https://colab.research.google.com/drive/1-
Kr0c6dOuMUdoShJjbLhqaVtM9b-gwc6?usp=sharing (accessed on 13 October 2021)).

4. Experimental Results

4.1. Performance Analysis

In order to assess the performance of the proposed system, we employed the detection
evaluation metrics used in the most popular competitions, such as the COCO Detection
Challenge (https://competitions.codalab.org/competitions/20794 (accessed on 13 October
2021)). Before illustrating these metrics, however, it is necessary to introduce some fun-
damental concepts. The goal of an object detector is to predict the position of objects of
a certain class in an image or a video with a high degree of confidence. For this purpose,
object detectors place bounding boxes in the image to identify the positions of the detected
objects. A detection can, therefore, be represented by three features: The class of the object,
the bounding box that contains it, and the confidence score. The Confidence Score is
defined as the probability that a bounding box contains an object. It is, hence, usually a
value between 0 and 1 that expresses how confident the model is about the prediction [53].
Another fundamental concept is that of Intersection over Union (IoU), which is defined as
the ratio between the area of the intersection between a predicted bounding box (Bp) and a
ground-truth bounding box (Bgt) and the area of their union:

IoU =
area(Bp ∩ Bgt)

area(Bp ∪ Bgt)
. (3)

We have a perfect match when IoU = 1, while if the bounding boxes do not overlap at
all, we have IoU = 0. Therefore, IoU values near to 1 are significantly better. Confidence
Score and Intersection over Union are used to evaluate a detection. Specifically, there is a
True Positive (TP) when:

1. The confidence score is higher than a given threshold value;
2. The predicted class is the same as that of the ground-truth;
3. The predicted bounding box has an IoU higher than a threshold value (e.g., 0.75).

On the other hand, there is a False Positive (FP) if one of the last two conditions is not
valid. In the event that multiple predictions match the same ground-truth, the one with
the highest confidence score is considered a TP, whilst all the others are considered as false
positives. We have a False Negative (FN) when the Confidence Score of a detection of a
supposed ground-truth is lower than the threshold value, whilst we have a true negative
(TN) when the Confidence Score of a detection of anything is lower than the threshold
value. True negatives, however, are usually not taken into account in evaluating object
detection algorithms. Based on the previous definitions, it is possible to define the Precision
as follows:
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Precision =
TP

TP + FP
(4)

and Recall as follows:

Recall =
TP

TP + FN
. (5)

By setting the threshold for the Confidence Score at different values, we can obtain
different pairs of Precision-Recall, which can be plotted on a graph in the form of Precision-
Recall curves. It is possible to summarize the shape of these curves through a single
numerical value, known as Average Precision (AP) [54]. This value is defined as the Precision
averaged over a set of eleven Recall values equally spaced [0, 0.1, 0.2, . . . , 1]:

AP =
1

11 ∑
r∈{0,0.1,...,1}

pinterp(r). (6)

The Precision value for each Recall level is interpolated considering the maximum
Precision calculated for a system for which the corresponding Recall exceeds r:

pinterp(r) = max
r̃:r̃≥r

p(r̃) (7)

where p(r̃) is the Precision measured at Recall r̃. The purpose of the interpolation is to
reduce the impact of wiggles in the Precision-Recall curves due to small variations in
the classification of the retrieved objects. For a system to obtain a high value of Average
Precision, it must therefore have a high Precision value at all levels of Recall. This penalizes
systems capable of achieving high Precision only in retrieving a subset of objects. Normally,
this particular curve is used to compare one system to another, but when it comes to
performance analysis, it shows how a system is performing when its parameters are
changed. As mentioned above, there is another type of curve known as Recall-IoU curves,
which are the basis of another metric used to evaluate the performance of a detector,
namely, the Average Recall (AR) [55]. Such curves are obtained by plotting the Recall values
corresponding to the IoU values ∈ [0.5, 1.0]. The Average Recall is defined as the Recall
averaged over all IoU values ∈ [0.5, 1.0]. It can be calculated as twice the area under the
Recall-IoU curve:

AR = 2
∫ 1

0.5
Recall(o)do (8)

where o is IoU and Recall(o) is the corresponding value of Recall. There exist several
variants of the metrics above. Among the others,

• AP@IoU=0.50:.5:.95 is the AP value averaged over 10 different IoU threshold values
(i.e., 0.50, 0.55, 0.60, . . . , 0.95).

Furthermore, there is also Average Precision calculated for different object scales. So,
we have:

• AP@ area = small, which represents AP for objects that cover an area less than 322 pix-
els;

• AP@ area = medium, which represents AP for objects that cover an area higher than
322 pixels but lower than 962 pixels;

• AP@ area = large, which represents AP for objects that cover an area higher than
962 pixels;

• AP@ area = all, which represents AP for objects of any size.

The area is given by the number of pixels present in the segmentation mask. Finally,
we have AP calculated for different detection numbers per image, defined as follows:

• AP@ maxDets = 1, which represents AP given 1 detection per image;
• AP@ maxDets = 10, which represents AP given 10 detections per image;
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• AP@ maxDets = 100, which represents AP given 100 detections per image.

The same variants of the Average Precision metric also apply to the Average Recall.
Before presenting the experimental results, it is necessary to describe the test set used. To
evaluate the performance of our system using the metrics introduced above, we randomly
selected 300 images from 10 videos containing a total of 13 object classes (12 specific badges
+ the face object). Figure 6 shows the values of the Average Precision metric on the test set
for our object detector as the number of epochs increases.

Figure 6. Average Precision of the proposed system on the test set.

It can be noted that there are high AP values already with a low number of epochs.
We have only reported the value of AP@ maxDets = 100, as the values for maxDets = 1 and
maxDets = 10 are the same as above. Furthermore, we have not reported the value of AP@
area = small, because we excluded a priori the detection of badges that are too small, that is,
worn by visitors at such a distance from the point of interest that they cannot be considered
in its surroundings. Figure 7 shows the trend of the Average Recall values on the test set as
the number of epochs increases.

Figure 7. Average Recall of the proposed system on the test set.

Also in this case, the values are already high after a few epochs. The experimental
analysis was performed on an NVIDIA QUADRO P2000 GPU capable of analyzing 4 frames
per second. This system can, therefore, be used to perform a real-time analysis with fine
tuning and optimization of the parameters.

4.2. Data Analysis

In this section, we report some of the analyses that can be carried out on the un-
filtered data collected through the proposed object detection system. For this purpose,
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we use the data collected in a real scenario, namely, the “Exhibition of Fake Art” (https:
//www.facebook.com/indifesadellabellezza/ (accessed on 13 October 2021)) of Roma Tre
University. For each frame captured by the camera, the system provides the following
information in output:

• The coordinates in pixels of the four corners of the bounding box that contains
the object;

• The class of the recognized object;
• The confidence score of the detection.

From this data, the system can derive the center in pixels of the badge and its distance
in meters from the camera (see Section 3.1). Obviously, it is possible to map the data in
pixels to geometric coordinates and vice versa, only after camera calibration. Graphing this
data not only makes its analysis more effective but also facilitates the use of information
by the museum staff and all the operators in the field interested in making the museum
data-driven. The system, therefore, not only allows information on the individual user or
groups of users to be obtained but also provides the information needed to better manage
the visitor flow in the various rooms [56]. The following graphs are taken from a video
in which four visitors are present in the room. Specifically, the visitors are in front of the
artwork and the camera is positioned above it at a height of 2.20 m (Figure 2 shows a frame
of the video).

One of the possible analyses can be performed on the trajectories followed by visitors
in the room. For example, in the scatterplot shown in Figure 8 it can be observed how the
behavior followed by the green visitor (badge_3) differs from the other three, as the visitor
tends to remain in the same position.

Figure 8. 2D scatterplot of four visitors in the sketched environment.

Figure 9 reports the processing output on the initial video frame.
The data from the monitoring of different environments could be easily integrated

with each other to provide heatmaps. This analysis could also be useful for the museum
staff to identify any problems in the fruition of the artworks, due, for example, to their
arrangement or lighting.
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Figure 9. 2D scatterplot of Figure 8 reported on one of the video frames.

From the video analysis, it is possible to easily obtain temporal information by know-
ing the number of frames per second captured by the camera. For example, from the graph
shown in Figure 10, it is possible to obtain accurate and complete information relating both
to the time spent by the visitor in front of a specific artwork and to their distance from it.
The data collected confirm the differences in the behavior of the four monitored visitors.
In particular, the green visitor slightly changes their position and remains in front of the
artwork throughout the video, while the blue visitor is detected only from a certain instant
of time and tends to change position more often to finally exit the framing of the camera.

Figure 10. Badge-camera distance as a function of the time (related to four visitors) obtained through
polynomial regression of order five.

The information collected can be further integrated with each other to generate 3D
scatterplots like the one shown in Figure 11. The accuracy and completeness of the data are
such that it can be supplied as input to graphic libraries such as Plotly’s Python graphing
library or advanced tools like Blender to generate particularly expressive and informative
3D heatmaps.
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Figure 11. 3D scatterplot of four visitors.

4.3. Database with Collected Data

In order to make the analysis of data collection easy and at the same time effective,
we propose the following database implementation and give some sample queries that
could cover the most basic and useful needs when a museum staff member wants to extract
useful information about visitor behavior from the database. The data collected through
the proposed system can be stored in a data structure that supports spatial and temporal
analyses of visitor behavior, such as those seen in Section 4.2. Let us suppose, for example,
that we have m cameras and n badges. Each camera detects, at a generic timestamp,
a badge at certain coordinates from the camera. We can store all those detections in a
database composed of two tables. The first table, called position, has attributes (TIMESTMP,
CAMERA_ID, BADGE_ID, X, Y, Z) and the second table, called camera, has attributes
(CAMERA_ID, CT, X, Y, Z). A single tuple (t, c_id, b_id, x, y, z) of position represents a
detection at timestamp t from the camera c_id of the badge b_id at coordinates x, y, z with
respect to camera c_id. A single tuple (c_id, ct, x, y, z) of camera represents the coordinates
x, y, z of the camera c_id in relation to the museum. The value ct is the time period of a
frame. If f is the frame rate of the camera, then we have ct = 1/ f . For the sake of simplicity,
hereafter, we suppose that ct assumes the same value for all cameras (i.e., 1/24 s), but all
the discussion can be extended with simple and minimal modifications to the general case,
in which cameras can have different frame rates. We note that, whilst the table position is
fed by the detections of the model, the table camera is determined and created in advance
by the system supervisor. For instance, it can be convenient to create the view dist_positions
using the SQL Listing A1, shown in Appendix A.

In order to build the track of a visitor wearing the badge b_id in the time lapses
between timestamp t0 and timestamp t1, that is, the ordered timestamp sequence of the
visitor positions, we may execute the SQL Listing A2.

We also add to the database another table called grid with attributes (GRID_ID, X, Y,
Z), in which for each tuple (g_id, x, y, z), x and y represent the coordinates of the lower-left
corner of a square inside the museum and z is the height of the floor (with respect to the
museum) to which the square is referred. The width w of each square of the grid can be
set, for example, to 0.5 m. Furthermore, we suppose that the badge is located somewhere
between the ground floor, whose height is the coordinate z of the square and z = 2.7 m. In
order to build a heatmap, that is, a visual indication that shows where the visitors spend
more or less of the time in a given grid square inside the museum, we associate with each
square element g of the grid a value that represents the sum of the number of seconds any
visitor was present inside the square g in the time between t0 and t1. Listing A3 returns
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such values for all elements of the grid. Moreover, through Listing A4 we can detect how
much time a person, identified by the badge b_id, stationed or passed in front of an artwork
of the museum. We assume that the constants AX, AY, AW, and AH are given as parameters
of the query and they represent what we consider as the space in front of the artwork and
AZ the height of the floor (with respect to the museum) of this rectangle.

5. Discussion

In this paper, we reviewed some of the most authoritative and recent works proposed
in the literature for indoor localization, focusing on those deployable in museum environ-
ments. As we saw in Section 2, each technology has pros and cons. Consequently, we have
proposed a solution that requires simple badges and off-the-shelf RGB cameras and relies
on deep learning techniques to monitor visitors and their behavior. The source code of the
proposed system is available online (see Section 3). The main advantages of such a solution
consist in the low cost of the instrumentation and the accuracy ensured by the detection and
classification procedures based on the latest generation of Convolutional Neural Networks.
As for the first point, the system leverages inexpensive badges and off-the-shelf cameras,
which makes it economically viable. As for the second aspect, in Section 3, we have seen
that the accuracy of our approach in estimating the visitor position can be pushed on the
order of 10−2 m. In this regard, it should be noted that the operation of the Faster R-CNN,
on which our system relies, does not depend on the number of objects to be recognized
within the image. Therefore, the model accuracy is not affected if, in an image, there is only
one badge or there are one hundred badges to be recognized. In our experimental trials, we
limited ourselves to 12 badges because the SARS-CoV-2 restrictions did not allow us to test
our system with more users. Anyway, the performance in terms of Average Precision and
Average Recall remained unchanged when there were 12 badges to be recognized within
the frame or when there was only one. What could instead be affected is system efficiency,
if the number of region proposals in output from the Region Proposal Network significantly
increases. We performed our experimental evaluation using an NVIDIA QUADRO P2000
GPU, which allowed us to process four frames per second even when the badges to be
recognized were 12. However, it is reasonable to expect that if the badges to be recognized
within an image become hundreds, more performing hardware solutions are needed (e.g.,
based on the use of several GPUs in parallel) if we want to preserve the real-time nature of
the process.

However, the possible advantages are not limited to those mentioned above. First of
all, the intrusiveness of the proposed approach is minimal. It is sufficient for the visitor
to wear a simple badge like those provided free of charge by the organizers of events
and conferences to be identified and tracked by the proposed technology. Therefore, no
active involvement of the visitor is needed, nor are they required to bring additional
devices such as active and passive sensors, PDAs, smartphones, or portable GPUs. As
a result, our technology is not affected by power consumption issues. Another positive
aspect of our solution is its coverage. It is sufficient that in each point of interest there is a
commercial camera to make recognition possible. Moreover, the visitor timing and tracking
system could also exploit visual data from any video surveillance systems present in most
national and international museums and exhibitions. A further benefit of our solution is
the possibility of integrating additional functionalities into it. As seen in Section 4.1, our
system can efficiently capture other visitor aspects in addition to the badge worn. More
specifically, the system can associate the visitor’s face with their badge through a simple
correlation (see Figure 12).
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Figure 12. Correlation between face and badge positioning.

We emphasize once again that our system does not make the recognition of the
visitor’s face, but only its detection, for privacy reasons. In other terms, the mapping
occurs only between face and badge, and not between face and visitor. The detected
face can be analyzed to derive further information. It has been shown in the research
literature (e.g., see [57,58]) how it is possible to analyze the user’s micro facial expressions
to infer information relating to emotions during the visit to predict their valence, arousal,
and engagement. This information can be used to suggest objects [59] and personalized
itineraries [60] based on these factors. For example, the exhibition could be organized by
providing at its beginning the display of objects and artworks specially selected to derive the
visitor’s tastes without having to administer ad hoc questionnaires. We tested the system in
a real scenario, that is, at the “Exhibition of Fake Art” at Roma Tre University. However, our
experimental trials have been carried out with a low number of visitors due to SARS-CoV-2
restrictions. Generally speaking, occlusions can occur in overcrowded environments. Some
noteworthy solutions have been proposed in the literature (e.g., see [61]). In our case, this
problem can be mitigated by using several RGB cameras positioned in strategic positions,
as shown in Figure 13, where the RGB camera is located at 4.20 m from the floor.

Figure 13. Another frame with the objects recognized by the model. It should be noted that, in this
case, the camera is positioned higher than in the scene shown in Figure 2. It is now positioned at
4.20 m from the floor, but this does not affect the object detection and classification process.

Our system makes use of low-cost cameras, so the use of a large number of visual
sensors would not involve a significant increase in costs.
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6. Conclusions and Future Directions

Visiting museums and exhibitions around the world can indeed be an unforgettable ex-
perience. For over a century, studies have been published that show the possible relevance
of their role in modern society and analyze the visitor behavior (e.g., see [62–66]. Current
technology can make a decisive contribution in further improving the visitor experience,
customizing it based on users’ tastes and interests [2,67]. To achieve this goal, the first step
is to automatically acquire information about the active user. This information can then be
used for various purposes, among which:

• Provide visitors with personalized services such as recommendations of points of
interest and additional textual and multimedia content [68];

• Analyze the individual and social behavior of visitors;
• Improve artwork arrangement;
• Optimize visitors’ flow.

Therefore, in addition to testing our system in museums and exhibitions with a high
number of visitors, we plan to concentrate our next research efforts on the design and the
realization of tools that can derive the maximum benefit from the data collected through
the system proposed herein.

To conclude, in this paper, we presented a deep learning-based approach to collect
data regarding the visitor’s experience in an accurate and comprehensive way. The solution
we propose makes use of low-cost equipment (i.e., off-the-shelf RGB cameras) and requires
the visitor to wear a simple badge, thus being non-intrusive. We do hope that our research
efforts will contribute to making the museum visiting experience even more enjoyable,
thus persuading more and more people to leave the comfort of their homes and experience
cultural heritage on site.
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Appendix A. SQL Queries

This appendix contains all the queries described in Section 4.3.

Listing A1: View creation.
1 CREATE VIEW dist_positions AS

2 SELECT DISTINCT P.TIMESTMP , P.BADGE_ID , C.CT

3 /* Changing the reference system */

4 P.X + C.X AS X,

5 P.Y + C.Y AS Y,

6 P.Z + C.Z AS Z

7 FROM positions P, camera C

8 WHERE P.CAMERA_ID = C.CAMERA_ID
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Listing A2: Badge positions tracking.
1 SELECT TIMESTMP , BADGE_ID , X , Y, Z

2 FROM dist_positions

3 WHERE BADGE_ID = bid AND

4 P.TIMESTMP BETWEEN t_0 AND t_1

5 ORDER BY TIMESTMP

Listing A3: Heatmap.
1 SELECT G.GRID_ID , SUM(P.CT)

2 FROM grid G LEFT JOIN dist_positions P ON

3 WHERE P.TIMESTMP BETWEEN t_0 AND t_1 AND

4 P.X BETWEEN G.X AND G.X + 0.499 AND

5 P.Y BETWEEN G.Y AND G.Y + 0.499 AND

6 P.Z BETWEEN G.Z AND G.Z + 2.70

7 GROUP BY G.GRID_ID

Listing A4: Badge time tracking.
1 SELECT SUM(CT)

2 FROM dist_positions

3 WHERE TIMESTMP BETWEEN t_0 AND t_1 AND

4 X BETWEEN AX AND AX + AW AND

5 Y BETWEEN AY AND AY + AH AND

6 Z BETWEEN AZ AND AZ + 2.70 AND

7 BADGE_ID = bid
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Abstract: User interface design patterns are acknowledged as a standard solution to recurring design
problems. The heterogeneity of existing design patterns makes the selection of relevant ones difficult.
To tackle these concerns, the current work contributes in a twofold manner. The first contribution
is the development of a recommender system for selecting the most relevant design patterns in
the Human Computer Interaction (HCI) domain. This system introduces a hybrid approach that
combines text-based and ontology-based techniques and is aimed at using semantic similarity along
with ontology models to retrieve appropriate HCI design patterns. The second contribution addresses
the validation of the proposed recommender system regarding the acceptance intention towards
our system by assessing the perceived experience and the perceived accuracy. To this purpose, we
conducted a user-centric evaluation experiment wherein participants were invited to fill pre-study
and post-test questionnaires. The findings of the evaluation study revealed that the perceived
experience of the proposed system’s quality and the accuracy of the recommended design patterns
were assessed positively.

Keywords: HCI; design patterns; design problems; semantic similarity; ontology models; recom-
mender system

1. Introduction

The continuous advance in the development of Information Technology (IT) is cur-
rently witnessing a rapid growth of platforms, devices, and environments [1]. This has
promoted an increase in design possibilities and a widespread interest in the study of
User Interface (UI) [2] within the HCI research community to satisfy user requirements. In
this context, the development of adaptive applications is attracting increasing attention,
causing developers and designers to face great difficulties in designing and implementing
applications that meet the dynamics of their environment. Hence, these applications open
up new challenges as users need adaptive UIs that can cope with their corresponding
preferences, surrounding context, and specific requirements. In general, adaptive UIs are
supposed to adapt interaction contents and information processing modes automatically to
deal with changing context and users’ needs and disabilities at any time [3]. Nevertheless,
the main drawback of these interfaces is their developmental complexity, which requires
significant efforts. Recently, adaptive UIs have made tremendous progress regarding the
big evolution of technology. This fact makes the task of development even more complex
by requiring extra knowledge and expertise. Therefore, UI developers need to be assisted
in designing and developing adaptive interfaces. One method to assist and help developers
is to use design patterns so that these interfaces are developed using reusable design
solutions, rather than from scratch.
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The cornerstone of the design pattern concept was laid down in the architecture
domain by Alexander [4]. This concept was initially meant to focus on frequent problems
faced by designers in order to offer a correct solution within a particular context. The design
pattern concept was later transferred to software design when Gamma et al. [5] introduced
design patterns as a way to share the design solutions of experienced developers. After
that, design patterns emerged in the HCI domain to capture HCI knowledge [6]. They
have sparked interest in various areas, including UI and Web design [7–9]. In this sense,
developers can take advantage of freely reusing existing design knowledge to elaborate
efficient and adaptive UIs and save on development time. In recent decades, an increasing
number of design patterns in the HCI domain have been noticed. Moreover, several
design pattern repositories and catalogues have been organized and published [10–12].
The sheer amount of available design patterns offers good design solutions to recurring
design problems. Nevertheless, it is difficult for developers or designers to follow all
available HCI design patterns during the development of UIs and to select the right design
patterns when a design problem is tackled. This is especially true when design patterns are
stored within more than one repository. To overcome these issues, a supporting system
that recommends appropriate design patterns is required.

Recommender systems have become an emerging research area where information
overload is a major problem. In general, recommender systems are filtering systems [13]
that handle the problem of information overload by retrieving the most relevant elements
and services from a large amount of data. In recent decades, various approaches have been
proposed for developing recommender systems. In this sense, there are a significant
number of studies that introduce different recommendation approaches for selecting
relevant design patterns, including text classification [14], case-based reasoning [15], and
ontology-based [16] approaches. Fortunately, various recommender systems consider
these approaches to (semi-)automatically select appropriate design patterns. Nevertheless,
design patterns in the HCI domain have not been well-adopted within existing systems.

In this work, we propose a different approach to address the challenge of exploring
design pattern recommendations in the HCI domain. The main contribution of the present
approach is twofold. The first contribution of this paper relates to the development of a
recommender system for selecting the most relevant HCI design patterns for a given design
problem. To achieve this, we propose a hybrid recommender system based on well-accepted
recommendation techniques that combines text-based and ontology-based methods and
is aimed at considering semantic similarity and ontology models for retrieving relevant
HCI design patterns. Moreover, the purpose of the second contribution is to validate
the proposed system in terms of participant acceptance intention towards our system by
assessing the perceived experience of the recommender system and the perceived accuracy
of the recommended design patterns.

The remainder of this paper is organized as follows. Section 2 reviews related work
on design pattern recommender systems. Section 3 introduces the proposed recommender
system. Section 4 outlines the implementation of the recommender system. Section 5
presents the design of the experiment. The statistical results extracted from the experiment
and the discussion of the obtained results are provided in Sections 6 and 7, respectively.
Finally, a conclusion and discussion on future research work are drawn in Section 8.

2. Related Work

Recommender systems have become an emerging research area in different domains.
In this context, several studies have presented recommender systems for retrieving de-
sign patterns. This section reviews several significant works related to design pattern
recommendation systems and provides a critical analysis of the discussed works.

2.1. Design Pattern Recommender System

In the literature, several research studies have been carried out on the recommendation
of relevant design patterns. Each of these studies adopted different recommendation
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techniques. Some of the existing works developed recommender systems for selecting
relevant design patterns based on a text-based technique. These recommender systems are
generally based on two main methods, including (i) text retrieval and text classification
for natural language processing, and (ii) similarity measures between design patterns and
design problem descriptions. In this sense, Hamdy and Elsayed [17] proposed a Natural
Language Processing (NLP) recommender approach that was applied on a collection of 14
different software design patterns. This collection was created using pattern definitions
from the Gang-of-Four (GoF) book, represented with a vector space model, and ranked
according to similarity scores. From the collection of design patterns, retrieving the most
suitable design patterns for a given design problem is based on the degree of similarity
by adopting cosine similarity. Likewise, Hussain et al. [18] presented a framework that
aids the classification and selection of software design patterns. Unsupervised learning
and text categorization techniques were used to exploit their proposed framework. More
specifically, these techniques were applied to perform the classification and the selection
of software design patterns through the specification of design problem groups. This
framework selects the right design pattern class for a given design problem based on the
use of text classification technique and cosine similarity.

Other recommendation techniques are based on questions from which the appropriate
design patterns are selected according to the answers provided by the user. The following
are a couple of question-based approaches that make use of questionnaires to recommend
design patterns. For instance, Youssef et al. [19] proposed a recommendation system based
on the use of question-based techniques to recommend the appropriate design pattern
category. This system examines the Goal Question Metric (GQM)-based tree model of
questions. These questions are first answered by software engineers considering the user
requirements. Then, the answers’ weights are measured and the system recommends
appropriate design pattern categories accordingly.

In the last few years, semantic technologies have been successfully applied in rec-
ommender systems. In particular, ontologies have been used in recommender systems to
define and find relevant design patterns. In this context, Abdelhedi and Bouassidar [20]
developed an ontology-based system for recommending Service-Oriented Architecture
(SOA) design patterns. This recommender provides a questionnaire to users to retrieve
their requirements. Using these requirements, an ontology that represents the different
SOA pattern problems and their corresponding solutions is considered for recommending
design patterns. This ontology was interrogated by SPARQL queries to search for the
appropriate SOA design pattern. Similarly, Naghdipour et al. [21] proposed an ontology-
based approach for selecting appropriate software design patterns to solve a given design
problem. The presented method is based on interrogating an ontology of software patterns
using queries to select the most suitable software design patterns according to the given
design problem.

Recently, hybrid approaches that combine two or more recommendation techniques
have come into focus. In this context, Celikkan and Bozoklar [22] have provided a rec-
ommendation tool that considers three main recommendation techniques, including text-
based, case-based reasoning, and question-based technique. This tool aims to recommend
adequate software design patterns for design problems whose description is text-based. To
this end, the cosine similarity metric is computed to compare the design problem against
design patterns, and to provide a ranked list of design patterns according to similarity
measures. This list is then filtered to enhance recommendation results and to provide a
refined list of design patterns considering the answers provided by designers.

2.2. Critics and Synthesis

Table 1 illustrates a comparison of the studied works with regard to the following
criteria:

• Domain: design patterns have emerged out of different domains, such as software
design patterns, SOA design patterns, and HCI design patterns.

209



Appl. Sci. 2021, 11, 10776

• Problem input format: recommender systems require different problem input formats
such as full-text, keywords, or questionnaires.

• Recommendation method: recommender systems consider various recommendation
methods, namely text-based, case-based, question-based, and ontology-based methods.

• Degree of automation: the recommendation phase may be carried out semi-automatically
when the role of users is required to some extent, or fully automatically without any
human expert intervention for the selection of design patterns that ought to be recom-
mended.

• Similarity approach: such recommender systems are based on the similarity of seman-
tic or syntactic across a range of design pattern descriptions and problem scenarios.

• Knowledge support: recommender systems could support the reuse of knowledge by
integrating ontology models.

Table 1. Comparison of the proposed work with existing design pattern recommendation systems.

Work Domain
Problem Input

Format
Recommendation

Method
Degree of

Automation
Similarity
Approach

Knowledge
Support

[17] Software design
patterns Full-text Text-based Automatic Syntactic (CS) −

[18] Software design
patterns Full-text Text-based Automatic ntactic (CS) −

[19] Software design
patterns Questionnaire Question-based Semi-

automatic − −

[20] SOA design
patterns Questionnaire Ontology-based Semi-

automatic − +

[21] Software design
patterns Full-text Ontology-based x − +

[22] Software design
patterns Full-text

Text-based,
Case-based,

Question-based

Semi-
automatic Syntactic (CS) −

Our work HCI design
patterns Full-text, Keywords Text-based,

Ontology-based Automatic Semantic +

+ supported, − not supported, x not specified.

Although there have been many advances in the design pattern recommendation field,
there are still problems to be dealt with, as can be seen in the comparative table (Table 1).
For instance, we noticed that the recommendation domain covered in the aforementioned
works concerns either software design patterns [17–19,21,22] or SOA design patterns [20];
nevertheless, they do not consider the HCI domain and tend to overlook HCI design
patterns in practice despite the increase in design pattern collections in this emerging
domain. In the present work, we provide a recommender system that covers the HCI
domain by selecting the most relevant HCI design patterns according to specific problems.

Moreover, among the weaknesses that exist in previous works, one of them is the fact
that the majority of these works rely on low-quality design problem input. For example, the
approach presented in [17] recommends design patterns for predefined design problems
that are written briefly. This fact may limit the set of real design problems in the sense that
it restricts end-users’ choices regarding design problem scenarios. On the contrary, the aim
of the current work is to provide a more flexible recommender system that uses real design
problem scenarios by offering end-users the ability to interact with the system and input
the design problem, which could be based on full-text or keywords.

Furthermore, various existing works [17,18,22] adopted text-based recommendation
techniques based on NLP methods and syntactic similarity. The syntactic similarity mea-
surements aim at calculating the number of identical words using cosine similarity scores.
In contrast, we propose a semantic similarity, which focuses more on the meaning and
the interpretation-based similarity between design patterns and problem scenarios since
it allows the integration of semantic information into the recommendation process [23].
Thus, the use of semantic similarity can greatly improve the text-based recommenda-
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tion technique and, accordingly, the recommendation results. Other works are based on
semi-automatic recommendation strategies. For instance, recommendations require the
intervention of users to answer questionnaires [19]. Another work [20] invites users to
select the appropriate design pattern category to get the recommended SOA patterns. This
makes their methods rather semi-automatic. Alternatively, we propose a fully automatic
recommender system that does not require any human intervention to retrieve HCI design
patterns.

The use of ontology-based techniques can enhance the overall quality of recommender
systems. However, limited research in this area has taken place in recommending design
patterns. Existing ontology-based approaches [20,21] extract design patterns by means of
queries, which are not sufficient for getting the appropriate ontology instances. On the
contrary, we propose to improve ontology-based techniques by expanding ontology with
inference rules together with SPARQL queries, allowing relevant design patterns to be
deduced from the ontology model. Apart from queries, we consider the use of inference
rules to enhance ontology’s capabilities for revealing implicit knowledge and filtering the
obtained recommendation results that better fit with the given design problem.

To address the gap within the existing research, this work proposes a novel recom-
mender system that follows a hybrid method. This method combines text-based and
ontology-based techniques to provide an automatic recommendation of relevant HCI de-
sign patterns. More specifically, the text-based technique uses NLP methods and semantic
similarity measures, while the ontology-based technique relies on an ontology of HCI
design patterns enriched with a set of SPARQL queries and inference rules.

3. Proposed Recommender System

The present work focuses on the recommendation of relevant HCI design patterns. To
address this purpose, we propose a hybrid recommender system, named User Interface
DEsign PAtterns Recommender (IDEPAR), which is part of the global Adaptive User
Interface Design Pattern (AUIDP) framework [24]. As illustrated in Figure 1, the global
AUIDP framework incorporates two main systems, the IDEPAR system (Figure 1a) and
the User Interface Code Generator using DEsign Patterns (ICGDEP) system (Figure 1b).
While the IDEPAR system concerns the recommendation of relevant HCI design patterns,
the ICGDEP system covers the implementation of design patterns recommended by the
IDEPAR system to generate the final user interface to the end-user. In this work, we only
describe the IDEPAR system to focus on the automatic recommendation of HCI design
patterns. As shown in Figure 1a, the IDEPAR system requires a design problem as input
to retrieve the most relevant design patterns. In the following subsections, we introduce
the representation of design problems along with a detailed description of the IDEPAR
system’s architecture.

 

Figure 1. IDEPAR system within the AUIDP framework (a) IDEPAR system, (b) ICGDEP system.
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3.1. Design Problem Representation

The IDEPAR system provides the possibility for developers to input their design
problems in natural language to specify their requirements. Therefore, understanding
design problems and investigating how such problems can be represented is crucial for
providing recommendations that match with the given design problems. In this context, we
propose an approach to design problem representation that (i) identifies the main elements
that compose a design problem, and (ii) is formally represented via ontology models
of design problems that will be used by the IDEPAR system. In addition, we classify
design problems into atomic problems that are the smallest sub-design problems and
composite problems that refer to problems that can be decomposed into simpler problems.
Furthermore, we relate design problems to additional concepts, as illustrated in Table 2.
The ontology model of design problem concepts within Protégé is displayed in Figure 2.

Table 2. Design problem concepts description.

Concept Description

Design problem A design problem can be atomic or composite
Overall description A set of information that describes the design problem

Problem concept
Issues that constitutes a design problem (e.g., user

interface issue, user characteristic, source code constraint,
application functionality)

Problem category A category associated with a design problem such as
design time or runtime.

 
Figure 2. Design problem ontology model within Protégé.

3.2. Overall Architecture of the IDEPAR System

The IDEPAR system entails strategies to deal with design pattern recommendations
regarding the text-based technique and the ontology-based technique by supporting a
hybrid recommendation approach. As depicted in Figure 3, the IDEPAR system includes
two main modules that interact among them, including the NLP module and the semantic
module. A brief description of each module is introduced in the following subsections.
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Figure 3. IDEPAR system architecture.

3.2.1. NLP Module

The NLP module is in charge of preprocessing the given design problems using a
text-based technique. As input, it takes the definition of the design problem, which could
be based on a set of key words or full-text format, and generates categories for each atomic
problem. This module covers two main phases:

• Design problem analysis phase: At this phase, the NLP module preprocesses the
given design problem. Then, it decomposes composite design problems into atomic
ones. In particular, the NLP module applies three main strategies that consider the
standard information retrieval method, including sentence split, tokenization, and Part
of Speech (POS) tagging. The first strategy consists of splitting the composite design
problems into atomic design problems. The second focuses on turning atomic design
problems into small textual fragments, called tokens. The third strategy annotates
tokens by assigning each token to its corresponding tag.

• Design problem classification phase: At this phase, the NLP module performs an auto-
matic classification of atomic design problems based on the NLP auto-categorization
method. It affects the categories of the design problem(s) retrieved from the previous
phase. This phase mainly requires a training model generated from a set of training
data. The training data can be presented in a sample data document, which includes
classification samples of design problems.

3.2.2. Semantic Module

The main target of the semantic module is to perform an automated reasoning over
the MIDEP ontology [24,25] and to select the most relevant design patterns based on an
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ontology-based technique. In the following, we present an overview of the MIDEP ontology
and describe the workflow of the semantic module.

• The MIDEP ontology:

The MIDEP ontology is a modular ontology that is built using the NeOn methodol-
ogy [26]. This ontology presents a modeling solution for tackling recurring design problems
related to user interfaces. As depicted in Figure 4, we distinguished three main modules
that constitute the MIDEP ontology, including the design pattern module, the user profile
module, and the user interface module. The proposed IDEPAR system considers a collec-
tion of 45 HCI design patterns that are formalized within the MIDEP ontology. A partial
list of these design patterns, along with their corresponding design pattern category, group,
problem, and solution, is illustrated in Table 3.

 

Figure 4. MIDEP ontology model.

Table 3. Partial list of HCI design patterns.

Design Pattern
Group

Design Pattern
Category

Design Pattern
Name

Design Pattern
Problem

Design Pattern
Solution

Interaction
MapNavigator User needs to find a location of

choice on a map Display map navigator element

Navigation Menu User needs to access the main
navigation

Repeat the main navigation on
the bottom of the page

NavigationTab
Content needs to be separated into
sections and accessed using a flat

navigation structure

Display a horizontal bar
containing the different sections

or categories

FontColor
Customization

LightFont
User has difficulties perceiving

font color

Set light font color
DarkFont Set dark font color

ColoredFont Set colored font color

• Semantic module workflow:

The semantic module workflow, depicted in Figure 5, takes design problem categories
affected by the NLP module as input and outputs a list of the recommended design patterns.
A detailed description of each phase is provided below.
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Figure 5. Semantic module workflow.

1. Phase 1: The workflow starts by checking the semantic similarity between design
problem categories and design pattern group. First, the semantic module calculates
the Semantic Similarity Measures (SSM) and creates relationships between concepts
that are semantically similar. In Figure 6, we provide an algorithm that illustrates this
process in more detail. After that, the semantic module performs a matching between
MIDEP ontology instances, including the design problem concepts and design pattern
group. At this level of matching, the present module applies generic rules using the
inference engine. These inference rules include an antecedent and consequent part;
whenever the “conditions” presented in the antecedent part hold, the “facts” specified
in the consequent part must also hold. An example of a matching rule applied in this
phase is illustrated in Table 4.

2. Phase 2: The second phase within the semantic module addresses the selection of
the design pattern group and their corresponding design patterns. In particular, the
present module makes inferences on the MIDEP ontology using a reasoning mecha-
nism based on the “hasDPgroup” relationship between the ontological concepts.

Table 4. A rule example for matching design pattern groups.

Rule
DesignProblem(?x) ˆ isComposedofProblemConcept(?x,?a) ˆ

DesignPatternGroup (?y) ˆ hasContext(?y,?b) ˆ
isSemanticallySimilarTo(?a,?b) → matcheWith(?y,?x)

Description
Design problem “x” is composed of problem concept “Conceptx”,

design pattern group “y” has context “a”, “Conceptx” is semantically
similar to “b”, then “y” matches with “x”.
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Figure 6. Semantic similarity check algorithm.

3. Phase 3: After retrieving an initial list of design patterns, the last phase computes the
SSM between the design problem categories, affected in the NLP module, and the
descriptions of design patterns. Then, the semantic module ranks design patterns
using the obtained SSM and selects the most relevant design patterns for the given
design problem, following Equation (1):

SSM(A, B) > α, (1)

where “A” and “B” are the text of the design problem category and design pattern condition,
respectively. “α” is a threshold value for the similarity measures. As part of the design
pattern ranking process, we note that design patterns with an SSM value below 0.4 are not
relevant to the design problems. Therefore, a threshold of 0.4 is considered.

4. Recommender System Implementation

4.1. Implementation of Server-Side System

The IDEPAR system was implemented as a Web service that can be operated using a
RESTful API and thus can be deployed on any Java application server that is able to run
services packages as jar files. Moreover, the IDEPAR system consists of seven micro-services
that communicate via REST calls, as illustrated in Figure 7.

For developing the environment in which the IDEPAR system is exposed as a Web
service, this work leveraged different tools and technologies, including (i) Jersey as a
RESTful Web service container that provides Web services, (ii) Apache Tomcat as a Web
server to host Jersey and RESTful Web services, (iii) Spring Framework for dependency
injection, (iv) Apache Jena for reasoning over the MIDEP ontology and processing SPARQL
queries, (v) Apache OpenNLP API for processing natural language text, and (iv) Dandelion
Text Similarity API for identifying the semantic relationships between texts.
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Figure 7. IDEPAR system—server-side implementation.

4.2. Design Pattern Recommendation Example

In order to illustrate a recommendation example, we describe how the IDEPAR system
is applied for a particular design problem scenario. As an example of a design problem,
we considered the following scenario (DPS-1): “The user cannot perceive colors, The user
needs to find the location of a point of interest”. A detailed description of the results of
each module within the proposed recommender system is further illustrated.

The given design problem (DPS-1) was processed through various steps in the NLP
module. First, in the splitter step, the design problem (DPS-1) was divided into sentences
using the Sentence Detection API so that different design problem sentences could be
extracted. Individual sentences were identified in the given scenario and long sentences
were split into short sentences with the aim of identifying atomic design problems. As a
result, the design problem (DPS-1) was split into two atomic problems: “the user cannot
perceive colors” (DPS-1-1) and “The user needs to find the location of a point of interest”
(DPS-1-2). In Figure 8, we provide the results of the splitter step.
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Figure 8. Splitter results for DPS-1.

Then, in the tokenizer step, the two atomic design problems were tokenized using the
Tokenizer API. As illustrated in Figure 9a, each sentence was transformed into an object
wherein each word was represented as a small fragment, called a token. Next, in the POS
tagger step, the NLP module assigned POS tags to tokens obtained from the tokenizer step.
All tokens were marked with their POS tags, as shown in Figure 9b.

 

 

(a) (b) 

Figure 9. Results for DPS-1: (a) tokenizer results; (b) POS tagger results.

Finally, based on the tags assigned in the previous step, only nouns and verbs were part
of the classifier step. The Document Categorizer API was considered to affect categories
for each atomic design problem. More specifically, a training model was used to identify
the appropriate categories by providing the nouns and verbs of each atomic problem.
As illustrated in Figure 10, the categories “Colorblindness” and “NavigateToMap” were
assigned to DPS-1-1 and DPS-1-2, respectively.

The result of the NLP module for DPS-1 is depicted in Figure 11. The given design
problem (DPS-1) was passed as input parameters to the “getNLPmoduleResult” service,
which communicates with the “Preprocessing” and “AffectCategory” micro-services, pre-
sented in Figure 7. The response body of the developed service was provided in a string
format (Atomic design problem => Category) that would be used in the semantic module.

The output from the NLP module was used in the semantic module to retrieve the most
relevant HCI design patterns for the given design problem (DPS-1). The “Colorblindness”
and “NavigateToMap” categories were passed as input parameters to the “getSemantic-
moduleResult” service that communicates with the micro-services, which considered
Apache Jena, SPARQL queries, and Dandelion API, as presented in Figure 7. The response
body of the “getSemanticmoduleResult” service was provided in JSON response format.
An excerpt of the recommended design pattern list for the given design problem (DPS-1)
with a description of their problems and solutions is shown in Figure 12.
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Figure 10. Classifier results for DPS-1.

Figure 11. NLP module results for DPS-1.

4.3. Web Application Development

In order to process the design pattern recommendation requests received from de-
velopers and designers, we presented a Web application that communicates with the
aforementioned REST Web services provided by the IDEPAR system. This application was
developed using Spring Boot, Angular, and other technologies. Figure 13 illustrates the
repository of HCI design patterns considered in the IDEPAR system.

In order to show the accomplishment of the IDEPAR system regarding various design
problems, we considered the following two design problem scenarios in which keywords
and text descriptions are considered, respectively.

� DPS-1: “The user cannot perceive colors, The user needs to find the location of a point
of interest”.

� DPS-2: “LowVision Disability”.
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Figure 12. Semantic module results for DPS-1.

Figure 13. Design pattern repository interface.

First, to deal with the design problem (DPS-1), we present the obtained results in
Figures 14 and 15. In particular, Figure 14 shows the selection of the text description relating
to the first design problem (DPS-1) and Figure 15 illustrates the list of the recommended
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HCI design patterns retrieved by the proposed IDEPAR system for the given design
problem (DPS-1).

Second, to solve the design problem (DPS-2), Figure 16 outlines the interface for
choosing DPS-2 using the user characteristic option, and Figure 17 presents the list of HCI
design patterns that are recommended by the IDEPAR system to solve DPS-2. Each design
pattern item is displayed with its name and problem. In this example, a list of four design
patterns were recommended to solve DPS-2. As illustrated in Figure 17, by clicking on one
of the recommended design patterns (e.g., FontSizeLarge) the present interface expanded
the displayed item to show further information regarding the design pattern group and
solution, as well as the following two actions: “choose design pattern” and “rate design
pattern”.

 

Figure 14. Selection of design problem DPS-1.
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Figure 15. List of recommended design patterns for DPS-1.

 

Figure 16. Selection of design problem DPS-2.
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Figure 17. List of recommended design patterns for DPS-2.

5. Experimental Evaluation

We conducted an experimental study in order to achieve a comprehensive evalua-
tion of the proposed IDEPAR system, which was designed to recommend HCI design
patterns, along several relevant dimensions. To that purpose, we performed a user-centric
evaluation study.

5.1. Hypotheses

The main objective of this evaluation was to figure out the impact of the recommen-
dations on the participants’ acceptance intention towards the proposed IDEPAR system.
Therefore, the experiment was performed from a research perspective focused on recom-
mending the most relevant HCI design patterns from participants’ perspective interests
in finding design patterns that fit with their design problem. In this context, two main
research questions were formulated:

(RQ1): What is the participants’ perceived experience of the IDEPAR system? To
tackle this research question, we wanted to test the following hypothesis: H1 = Participants’
perceived experience of the proposed system is positive.

(RQ2): What is the participants’ perceived accuracy of the recommended HCI design
pattern? In order to address this research question, we wanted to test the following
hypothesis: H2 = Participants consider the recommended HCI design patterns as relevant
and matching well with the given design problem.

5.2. Study Design

Users from different sources with a minimum experience in the HCI field were invited
via mailing lists to participate in this experiment. Among the participants, 67% were female
and 33% were male, with the majority being between ages 25 and 40 years (75%). Concern-
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ing the participants’ academic disciplines, this study was conducted on researchers (58%),
software developers (33%), and computer science students (9%). After accepting the invita-
tion, they were informed about the steps of the evaluation study. At first, they were given
a guide describing how to use the IDEPAR system through a document. After that, they
were asked to access the application developed to test the proposed recommender system.

5.3. Study Protocol

In order to verify the previously mentioned hypotheses, participants were asked to
carry out two main tasks. The first task was to fill the pre-study questionnaire, while the
second was focused on answering the post-test questionnaire. More specifically, the pre-
study questionnaire was oriented towards gathering participants’ information regarding
their knowledge about recommender systems and their level of expertise with HCI design
patterns. Concerning the post-test questionnaire, it was mainly aimed at evaluating the
quality of user experience with the IDEPAR system and the relevance of the recommended
design patterns. This questionnaire was prepared based on the ResQue framework, which is
a well-known user-centric evaluation recommender system for assessing user’s experience
and their acceptance [27]. The ResQue framework provided a wide variety of question
statements that were categorized into the following four layers:

• Perceived system quality: refers to questions that assess the participant’s perception
of the objective characteristic related to the recommender system.

• Belief: concerns a higher level of the participant’s perception of the recommender
system.

• Attitude: includes questions that assess the participant’s overall feeling regarding the
system.

• Behavioral intention: includes questions that assess the recommender system’s capa-
bility to engage participants to use it regularly.

Questions that belong to these layers mainly address participants’ perceived experi-
ences of the recommender system and accuracy of design patterns. Indeed, these questions
answered the two hypotheses (H1 and H2). From the questions provided by the ResQue
questionnaire, 13 questions were considered in the post-test questionnaire. In this question-
naire, the five-point Likert scale (ranging from 1 to 5) was considered as the measurement
scale used to assess the degree of participants’ answers, with 1 signifying “strongly dis-
agree” and 5 signifying “strongly agree”. The selected questions and their categories
are presented in Figure 18. The full version of the post-test questionnaire is available in
Table A1 in Appendix A.

 

Figure 18. Representative Questions from each ResQue layer.
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5.4. Statistical Analysis

In order to perform the statistical analysis of the data collected from the two question-
naires, we used IBM SPSS version 28.0 [28]. Descriptive analyses were substituted for all
data. Particularly, measures of frequency (percent), central tendency (mean), and measures
of dispersion (standard deviation) were used. In addition, the reliability of the post-test
questionnaire’s layers was assessed by Cronbach’s alpha [29]. Finally, Pearson correlation
was considered for identifying the correlation between the experience of the participants
and their answers. For testing such a correlation, a p-value of ≤0.05 was considered to be
statistically significant.

6. Results

6.1. Pre-Study Questionnaire Results

A total of 12 participants completed their tasks and were involved in the present
experiment. The responses to the demographic data of the pre-study questionnaire were
as follows: not familiar with recommender systems (16%), whereas the remaining partic-
ipants possessed medium (42%) or high (42%) knowledge about recommender systems.
Concerning the level of expertise with HCI design patterns, the majority of participants
(more than 90%) had experience with HCI design patterns, wherein 8% were novice, 33%
were intermediate, and 59% were advanced. Table 5 illustrates the descriptive statistics
regarding the demographic data.

Table 5. Pre-study questionnaire results.

Questionnaire Item Percent

Knowledge of
recommender systems

Low 16%
Medium 42%

High 42%

Level of expertise with HCI
design patterns

Novice 8%
Intermediate 33%

Advanced 59%

6.2. Post-Test Questionnaire Results

The participants’ results from the post-test questionnaires were collected and analyzed.
We provide the descriptive statistics concerning the 13 questions of the post-test question-
naire in Table 6. Along with Cronbach alpha, mean, and standard deviation (SD) values,
the distribution of answers for each question item was also calculated. Figures 19–22
show a divergent stacked bar that illustrates the distribution of answers provided by the
participants to perceived system quality, belief, attitude, and behavioral intention layer,
respectively.

Table 6. Post-test questionnaire results.

Layer Question Mean SD

Perceived system quality

Q1 3.91 0.95
Q2 3.41 1.25
Q3 3.33 1.31
Q4 4.33 0.74
Q5 2.41 0.64
Q6 2.41 0.64

Belief
Q7 3.91 0.95
Q8 4.33 0.84

Attitude
Q9 4 1.08
Q10 3.58 0.75
Q11 3.83 0.68

Behavioral intention
Q12 3.33 0.74
Q13 3.16 0.68
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Figure 19. Distribution of answers to post-test questionnaire: perceived system quality layer.

 

Figure 20. Distribution of answers to post-test questionnaire: belief layer.

 

Figure 21. Distribution of answers to post-test questionnaire: attitude layer.

 

Figure 22. Distribution of answers to post-test questionnaire: behavior layer.

According to the results presented in Table 6, we observed that the mean value for
many questions was above the median, with SD values below 1. More specifically, answers
for the first question, with a mean value of to 3.91 (SD = 0.95), and the fourth question,
with a mean value of 4.33 (SD = 0.74), reveal that participants believed that the IDEPAR
system recommended relevant and diverse HCI design patterns. For the second and
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third questions, roughly 50% of participants perceived the novelty of the recommended
design patterns (Figure 19). Meanwhile, the information sufficiency questions, including
Q5 and Q6, received the lowest scores. Among all participants, 42% disagreed and 8%
strongly disagreed with Q6 and Q5. The mean value for these questions was equal to
2.41 (SD = 0.64). The results indicated that participants were not well-satisfied with the
sufficiency of the information about the system (Q5) and the information provided for
the recommended design patterns (Q6). Additionally, Figure 20 shows that a minority of
participants were satisfied with the information sufficiency, in which 8% of participants did
not agree and 42% disagreed. Moreover, the mean value for the belief layer was high, being
equal to 4.12. The answers of this layer reveal that more than 90% of all participants agreed
that “the IDEPAR system helped them to find the relevant design patterns”, involving
50% strongly agreeing for Q7. For Question 8, answers varied between 25% strongly agree
and 58% agree. Thus, more than 80% of participants considered the proposed system as
useful. In contrast, a minority of participants did not perceive it as useful. Concerning
the attitude layer, participants’ overall satisfaction was high with a mean value equal to
4 (SD = 1.08), according to the answers of Q9. Among all participants, 60% were satisfied
with the recommender system. Furthermore, the mean values for questions Q10 and Q11
were equal to 3.58 (SD = 0.75) and 3.83 (SD = 0.68), respectively. Finally, the mean value for
the behavioral intention was equal to 3.24 (SD = 0.71), which reveals that participants found
the proposed system moderately acceptable in terms of use intentions. More specifically,
the mean values for Q12 and Q13 were equal to 3.33 (SD = 0.74) and 3.16 (SD = 0.68),
respectively. Figure 22 shows that a minority of participants were satisfied with the use
intention; their answers vary between 33% neither/nor agree and 17% disagree for Q12,
and 50% neither/nor agree and 17% disagree for Q13.

In order to verify whether the internal consistency test provided reliable results or not,
we considered Cronbach’s alpha criterion. This criterion has to meet a minimum threshold
of 0.7 [30]. As presented in Table 7, the results of the measurements of Cronbach’s alpha
met the required minimum threshold for perceived system quality, attitude, and behavioral
intention layers, except for the belief layer.

Table 7. Cronbach’s alpha results of the post-test questionnaire layers.

Layer Cronbach Alpha

Perceived system quality 0.78
Belief 0.61

Attitude 0.86
Behavioral intention 0.82

Moreover, we investigated the correlation between the participants’ expertise and
answers based on the Pearson’s rank correlation coefficient. We relied on this coefficient as
it provides values in the range from −1 to 1, therefore it is suitable for detecting negative
correlations. In Tables 8 and 9, we provide the correlations that we found. Table 8 illustrates
a significant correlation between participants’ knowledge regarding recommender systems
and the response of Q7 (r = 0.873, p < 0.001) and Q10 (r = 0.711, p = 0.010). Differently,
Table 9 shows a significant correlation coefficient between participants’ expertise with
design patterns and the answers of Q1 (r = 0.080, p < 0.001), Q7 (r = 0.744, p = 0.005),
Q9 (r = 0.598, p = 0.040), and Q10 (r = 0.595, p = 0.041). Analysis of the obtained Pearson
coefficient results revealed that participants with good knowledge of recommender systems
and a high level of experience with design patterns found that the IDEPAR system was
helpful for retrieving relevant HCI design patterns (p < 0.001; p = 0.005) and the recom-
mended design patterns were convincing (p = 0.005; p = 0.041). Among participants who
had high experience with HCI design patterns, the relevance of the recommended patterns
(p < 0.001) and their satisfaction regarding the proposed system (p = 0.040) was confirmed.
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Table 8. Correlations between participants’ knowledge about recommender systems and answers of
Q7 and Q10.

Q7 Q10

Pearson correlation 0.873 ** 0.711 **
Sig. (1-tailed) <0.001 0.010

** Correlation is significant at the 0.01 level (1-tailed).

Table 9. Correlations between participants’ level of expertise with HCI design patterns and answers
of Q1, Q7, Q9, and Q10.

Q1 Q7 Q9 Q10

Pearson
correlation 0.880 ** 0.744 ** 0.598 * 0.595 *

Sig. (1-tailed) <0.001 0.005 0.040 0.041
* Correlation is significant at the 0.01 level (1-tailed). ** Correlation is significant at the 0.05 level (1-tailed).

7. Discussion

In this section, we discuss the interpretation of the obtained results. Firstly, regarding
the perceived system quality layer, the results reveal that the majority of participants (66%)
confirmed that “the recommended design patterns are relevant and match with the given
design problem”. Additionally, according to participants’ responses to Q2 and Q3, 50% of
participants agreed with the novelty of the IDEPAR system. Moreover, the overall mean of
the belief layer was equal to 4.12, and thus exceed the “Agree” value. Indeed, participants
generally believed that the IDEPAR system helped them to find relevant HCI design
patterns and perceived the ease of use of the provided system. Furthermore, the mean
value for the attitude layer was equal to 3.80 (SD = 0.83), which reveals overall satisfaction
of the participants and a high trust of the IDEPAR system. Concerning the behavioral
intention layer, results indicate that 50% of participants strongly agreed that they would use
the IDEPAR system again, and 30% of them agreed that they would recommend the system
to their colleagues. Overall, we observe that participants assigned relatively low rates,
especially for the information sufficiency (Q5, Q6) and for the use intentions (Q12, Q13).
These results may come from the difficulty of understanding the information provided
by the system. Therefore, richer information regarding the recommended design patterns
is needed. We consider this as a stimulus for the future enhancement of the proposed
IDEPAR system.

Secondly, the reliability of items was conducted with Cronbach’s alpha. The obtained
alpha was about 0.78, 0.86, and 0.82 for all items of perceived system quality, attitude, and
behavioral intention, which exceed the minimum threshold of 0.7. Indeed, the reliability
was deemed good for all items, except for the belief items, for which it is considered
acceptable.

After that, the Pearson coefficient was applied for the target to test the statistical
significance of the correlation. In this sense, knowledge of recommender systems and
level of expertise with HCI design patterns appeared to be positively correlated with the
answers of perceived usefulness, confidence, and trust. In addition, the results of correlation
analysis reveal that experience with HCI design patterns has a positive relationship with
the perceived accuracy, as denoted with p-value < 0.001. Overall, correlation analysis
indicated that several factors influence participant attitudes regarding perceived accuracy,
perceived usefulness, satisfaction, confidence, and trust. The selected factors were mainly
concerned about participants’ knowledge about recommender systems and their level of
experience with HCI design patterns.

In brief, the research and development of the presented IDEPAR system allow us to
answer the two previously mentioned research questions, RQ1 and RQ2, and thus support
the two hypotheses, H1 and H2. More specifically, the findings of the evaluation study
reveal that (i) participants had a positive experience regarding IDEPAR system quality
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(H1), and (ii) the participants’ perceived accuracy of the recommended HCI design patterns
was assessed positively (H2).

8. Conclusions

In this work, we have proposed the IDEPAR system, which is a hybrid recommender
system aimed at recommending the most relevant HCI design patterns for a given design
problem in order to help and assist developers find appropriate design patterns. The system
combined two main recommendation techniques based on the use of semantic similarity
along with ontology models. These ontology models were considered to offer semantics
for design patterns and design problem representation. Moreover, we developed a Web
application that communicates with the services provided by the proposed recommender
system. This application was used to assess the IDEPAR system, along with a pre-study
questionnaire and a post-test questionnaire. In order to validate our system, we conducted
a user-centric evaluation experiment wherein participants were invited to fill both ques-
tionnaires. The evaluation outcomes illustrated that participants’ perceived experiences of
the system’s quality were positive, and the recommended HCI design patterns are relevant
and match well with the design problem. Nevertheless, further enhancement regarding the
information provided on the system and on design patterns is needed in order to improve
the proposed system regarding information sufficiency and behavioral intention. As part
of future work, we will target our emphasis to enhance the proposed recommender system.
We intend to take advantage of these insights obtained from the evaluation study and
consider them for improving the presented system. We will also investigate the possibility
to cover more complex design problems within the IDEPAR system that could be selected
or presented as text descriptions entered by designers or developers. Furthermore, we plan
to work on extending the approach considered in our system with a larger repository of
HCI design patterns. Another interesting future work area would be to focus on a group
assessment, wherein more experts in the HCI domain would be involved in the evaluation
study to enhance the validation of the proposed recommender system. Finally, we intend
to work on the ICGDEP system, which is the second system within the global AUIDP
framework, to achieve the implementation of the design patterns recommended by the
IDEPAR system and to evaluate the generated user interfaces with specific questionnaires.
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Appendix A. Post-Test Questionnaire

The possible values for the score are, 1: Strongly disagree, 2: Disagree, 3: Neither/Nor
Agree, 4: Agree, 5: Strongly agree.
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Table A1. Post-test questionnaire.

Questions 1 2 3 4 5

Q1. The recommended design patterns are relevant and match the
given design problem.
Q2. The design patterns recommended to me are novel.
Q3. The IDEPAR system helped me discover new design patterns.
Q4. The recommended design patterns are diverse.
Q5. The information about the IDEPAR system is sufficient for me.
Q6. The information provided for the recommended design patterns
is sufficient for me.
Q7. The IDEPAR system helped me to find the relevant design patterns.
Q8. I became familiar with the IDEPAR system very quickly.
Q9. Overall, I am satisfied with the IDEPAR system.
Q10. I am convinced of the design patterns recommended to me.
Q11. The IDEPAR system can be trusted.
Q12. I will use the IDEPAR system again.
Q13. I will tell my colleagues about this recommender.
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Abstract: Evidence-based healthcare integrates the best research evidence with clinical expertise in
order to make decisions based on the best practices available. In this context, the task of collecting all
the relevant information, a recall oriented task, in order to take the right decision within a reasonable
time frame has become an important issue. In this paper, we investigate the problem of building
effective Consumer Health Search (CHS) systems that use query variations to achieve high recall and
fulfill the information needs of health consumers. In particular, we study an intent-aware gain metric
used to estimate the amount of missing information and make a prediction about the achievable
recall for each query reformulation during a search session. We evaluate and propose alternative
formulations of this metric using standard test collections of the CLEF 2018 eHealth Evaluation
Lab CHS.

Keywords: query variations; query reformulations; query performance prediction; systematic reviews

1. Introduction

The study of the query representation in Information Retrieval has driven a lot of
interest in recent years [1–7]. Several works in the past [8–10] showed the positive effect
on the retrieval results of fusing runs retrieved with human-made multiple formulations
of the same information need. Recent studies have shown how query reformulations
automatically extracted from query logs can be as effective as those manually created by
users [11]. Furthermore, the performance of a system can greatly improve when the “right”
formulation of an information need is selected [4,5]. One of the main challenges in this
research area is being able to suggest the best performing query (or queries) among the
possible variations [4,5,12–14]. For example, Thomas et al. [4] observed that, the most
prominent effect in predicting the performance of a query formulation is due to the infor-
mation need and not to the “query wording”. In this sense, query performance predictors
actually predict the complexity of the information need, rather than the one the query
itself. Zendel et al. [5] pursue a slightly different task. Following the literature on reference
lists [15,16] they try to predict the performance for a query using information about queries
representing the same information need. Benham et al. [3] define a fusion approach for
multiple query formulations based on the concept of “topic centroid”, which describes
the information need as combination of its formulations. Dang et al. [12] address also the
problem of improving the ranking results through a query formulation selection phase.
Note that, Dang et al. [12] show how they are often capable of putting the best query in the
first two positions (not only the first one), a further evidence of the complexity of the task.

A use case of query performance prediction is the systematic compilation of literature
review. In fact, systematic reviews are scientific investigations that use strategies to include
a comprehensive search of all potentially relevant articles. As time and resources are
limited for compiling a systematic review, limits to the search are needed: for example,
one may want to estimate how far the horizon of the search should be (i.e., all possible
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cases/documents that could exist in the literature) in order to stop before the resources
are finished [17]. Scells et al. [13] apply several state-of-the-art Query Performance Predic-
tors to select the best query in the Systematic Reviews domain. They show how current
Query Performance Prediction approaches perform poorly on this specific task. Interna-
tional evaluation campaigns have organized labs in order to study this problem in terms
of the evaluation, through controlled simulation, of methods designed to achieve very
high recall [18,19]. The CLEF initiative (http://www.clef-initiative.eu, accessed on 15
February 2021) has promoted the eHealth track since 2013 and, the CLEF 2018 eHealth
Evaluation Lab Consumer Health Search (CHS) task [20] investigated the problem of build-
ing search engines that are robust to query variations to support information needs of
health consumers.

In this paper, we study an alternative formulation of the intent-aware metric proposed
by Umemoto et al. [21], in which the authors analyze a metric to estimate the amount
of missing information for each query reformulation during a search session. Note that
in [21] the authors do not propose an approach capable of predicting the recall of different
formulations. Nevertheless, our perception is that, their approach can be easily adapted
with good results also to the predictive task. In our case, our research goal is to understand
whether a gain based approach can be used to predict the relative importance of each
reformulation in terms of recall performance, in the context of Consumer Health Search
where users need support for medical information needs.

In this sense, with respect to [21], our contribution is two-fold:

• we show that it is possible to apply the GAIN measure proposed in [21] to obtain a
recall predictor over a set of formulations for the same topic;

• we furthermore show how to improve the results of such predictor by exploiting also
the information obtained through the various formulations.

The paper is organized as follows: in Section 2, we present the original gain metric,
while in Section 3 we define our alternative version to predict the performance in a recall-
oriented fashion. In Section 4, we discuss the experimental analysis and results; while in
Section 5 we give our final remarks.

2. A GAIN-Based Approach

In Umemoto et al. [21], define the intent-aware gain metric and the requirements that
it should satisfy. They identify the following properties: importance, documents relevant to
a central aspect of the search topic produce higher gain than those relevant to a peripheral
one; relevance, highly relevant documents produce higher gain than partially relevant
ones; novelty, documents relevant to an unexplored aspect produce higher gain than those
relevant to a fully explored aspect.

The set of aspects At of a topic t is estimated through the process described in [22]:
first, a set of subtopics St is mined given a topic t; then, the subtopics are grouped into a set
of clusters Ct. These clusters are regarded as the “facets” (We use facets instead of aspects to
not repeat the same term that will be use to identify the most representative subtopic.) of t.
The most representative subtopic s is chosen from each cluster as formulation of the topic
aspect a using the formula a = argmaxs∈Ct Impt(s), where the importance of a subtopic s is
defined as:

Impt(s) = ∑
d∈DN

s ∩d∈DN
t

1
Rankt(d)

(1)

DN
s and DN

t denote the sets of the top N retrieved documents for a subtopic s and the topic
t, respectively, and Rankt(d) is the rank of the document d in the ranked list for t.

It is crucial to stress that the definition of importance, and the following definition of
gain, derives from the assumption that there is a known “reference” topic t that describes
completely the information need. For such topic t the retrieved documents can be different
compared to the ones observed for a query which represents just one aspect a of the topic.
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In Figure 1, we show an example of a number of subtopics found for a topic t and grouped
into three clusters, each one with a representative aspect.

Figure 1. An example of clusters of subtopics and aspects.

The Intent-Aware Gain is defined for a set of documents D as:

Gain-IAt(D) = ∑
a∈At

P(a|t) · Gaint,a(D) (2)

which is a sort of expected value of the gain across the different aspects. P(a|t) is the
probability that an aspect a is important to the topic t, and Gaint,a(D) is the gain that can be
obtained by the aspect a from the documents D. The importance probability for an aspect
of a topic is computed as:

P(a|t) = Impt(a)
∑a′∈At Impt(a′) (3)

while the gain which measures how the documents D retrieved for a query contribute to
increment the information relative to a specific aspect of the topic is:

Gaint,a(D) =

[
1 − ∏

d∈D
(1 − Relt,a(d))

]
(4)

This last part that is required to compute the Intent-Aware Gain contains the term
Relt,a(d) which is the relevance degree of a document d with respect to an aspect a, esti-
mated as follows:

Relt,a(d) =
∑s∈Ca Impt(s) · Rels(d)

∑s∈Ca Impt(s)
(5)

where Ca ∈ Ct is the cluster of subtopics belonging to the aspect a, and Rels(d) is the
relevance degree of a document d to a subtopic s estimated as Rels(d) = 1/

√
Ranks(d).

3. A Gain for Query Reformulations

Our initial hypothesis in this work is that: (a) we have one information need expressed
with different query reformulations, and (b) the topic t is unknown. In particular, given
an information need i and its set of reformulations Vi, we assume that each reformulation
q ∈ Vi is able to ‘reveal’ different facets of i. Consequently, we need to redefine the
expression of the gain of Equation (4) as:

Gaini,q(D) =

[
1 − ∏

d∈D
(1 − Reli,q(d))

]
(6)

where i is the information need and q is a specific (re)formulation.
The main difference with the original approach, apart from changing variable names, is

the fact that (i) we do not have a ‘reference’ topic t that describes completely the information
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need i, and (ii) we have one single cluster of query reformulations, or variants, Vi. For these
reasons, we also need an alternative definition of relevance that adapts to our case study:

Reli,q(d) =
∑s∈Vi

Impq(s)Rels(d)

∑s∈Vi
Impq(s)

(7)

where the relevance of d, retrieved by the query variant q of the information need i, is
computed as the weighted average of the relevance of d with respect to all the alternative
reformulations in Vi. The two terms Impq(s) e Rels(d) remain unaltered compared to the
previous definitions:

Impq(s) = ∑
d∈DN

s ∩DN
q

1
Rankq(d)

, Rels(d) =
1√

Ranks(d)

3.1. A Similarity Matrix for Recall Prediction

In the proposed context, we can think of an ‘optimal’ query as the one capable of
combining all the diverse facets of the information need it represents. In order to estimate
which query reformulation q is the closest to the unknown optimal one, we propose the
following procedure:

1. we define Dq as the set of documents retrieved by q;
2. Di =

⋃
q∈Vi

Dq as the set of all documents retrieved by at least one reformulation q;
3. R ∈ R

|Vi |×|Di | as the matrix of rankings for the information need i where each row
corresponds to a specific reformulation and each column to a document. The value
of an element rk,d of R is defined as |Dq| − ρq,d where ρq,d is the rank of document d
retrieved by q. R is at the end normalized with norm l2.

At this point, we want to build a similarity matrix to predict the impact in terms of
recall that each reformulation will have on the retrieval. We compute the cosine similarity
between each pair of rows in R, obtaining a symmetric matrix S where each row (or
column) represents how a reformulation is similar to the others. We use the sum the k-th
row (or column) of S to predict the importance of the k-th query; then, we order the query
reformulations in decreasing order where greater values indicate a higher probability of
retrieving more relevant documents. This measure describes how close each query is to the
ideal “centroid” query that perfectly describes the topic.

4. Experiments and Analysis

In this section, we describe the analysis of our experiments. In particular, we want
to compare the performance in terms of predicted recall among: (i) the gain defined in
Equation (6), (ii) an alternative definition that mitigates some arithmetical issues, (iii) and
the similarity matrix. To the best of our knowledge, this is the first effort in predicting
the recall for the systematic reviews task, when multiple formulations are considered.
Therefore, we are not able to directly compare it with an approach explicitly thought for
such task. We thus compare our solution with traditional QPP strategies. Furthermore, we
use the techniques presented in Umemoto et al. [21] as baselines.

4.1. Test Collection and Retrieval Model

The CLEF 2018 eHealth Evaluation Lab Consumer Health Search (CHS) task [20]
investigated the problem of retrieving Web pages to support information needs of health
consumers that are confronted with a health problem or a medical condition. One subtask
(i.e., subtask 3) of this lab is aimed to foster research into building search systems that are
robust to query variations (https://github.com/CLEFeHealth/CLEFeHealth2018IRtask,
accessed on 15 February 2021).
Queries There are 50 information need for which we have 7 query reformulation for a total
of 350 queries: the original 50 queries issued by the general public augmented with 6 query
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variations issued individually by 6 research students with no medical knowledge (The
queries and the process to obtain them are described in http://www.khresmoi.eu/assets/
Deliverables/WP7/KhresmoiD73.pdf, accessed on 15 February 2021).
Collection The collection contains 5,535,120 Web pages and it was created by compiling
Web pages of selected domains acquired from the CommonCrawl [20].
Relevance Assessments For each information need, the organizers of the task provided
about 500 documents assessed for a total of 25,000 topic-document pairs.
Retrieval Model The index provided by the organizers of the task, an ElasticSearch index
version 5.1.1, comes with a standard BM25 model with parameters b = 0.75 and k1 = 1.2
(https://sites.google.com/view/clef-ehealth-2018/task-3-consumer-health-search, accessed
on 15 February 2021).
Notice That, among the queries of the CLEF 2018 eHealth CHS collection, the two identified
by ids 160006 and 164007 will not retrieve any document in common with the other variants
of the same information need (at least for N ≤ 1000). This is because the text of query
160006 is “nan”, while query 164007 has a typo “pros and cons spirculina”, instead of
spirulina, a type of algae. We stress on this aspect since, for those queries, it will not be
possible to compute the value of the gain by definition, since the intersection of their ranked
list with the ones for other formulations of the same topic will be empty.

4.2. Using Traditional Query Performance Predictors Applied to Recall Prediction for
Systematic Reviews

To have a better grasp on the peculiarities of the problem, we first try to apply tradi-
tional techniques of Query Performance Prediction (QPP) to our specific setting. We aim at
showing that, traditional QPP techniques fail to correctly order formulations when (i) the
recall is the key performance indicator; (ii) we sort formulations of the same topic and not
queries representing different topics. Showing this, is a further evidence of the importance
of using appropriate tools, such as the gain as described in Section 2 to correctly tackle
the problem. More in detail, we select a set of very well-know QPP models, in order to
determine whether they can be satisfactory applied to the prediction of the recall and can
be used with the documents and queries that we have at hand. Traditionally, Query Prefor-
mance Predictors are divided into two macro-categories, according to the information they
exploit to formulate the prediction: Pre-retrieval predictors and Post-retireval Predictors.
Pre-retrieval predictors analyze query and corpus statistics prior to retrieval [14,23–28] and
post-retrieval predictors that also analyze the retrieval results [15,29–36]. Even though Pre-
retrieval predictors have the advantage of being faster, since they do not need to retrieve
the documents for a certain run, post-retrieval predictors typically perform better. Table 1
reports the predictors that we include in our analyses and a brief description of how they
work. It is important to notice that, as for many QPP models, the models that we selected
do not actually predict the performance measure. They associate a score to each of the
queries, which is expected to correlate with the performance measure, but is on a different
scale and cannot be used directly as estimate of the performance.
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Table 1. Pre- and Post-retrieval predictive baseline models considered.

Type Predictor Description

pre-retrieval

max-idf [27]
It considers the maximum value of the idf
(inverse document frequency) over the query
terms

mean-idf [37] It computes the mean value of the idf over the
query terms

std-idf [37] It uses the standard deviation of the idf over the
query terms

sum-scq [28] Measures similarity based on cf.idf to the corpus,
summed over the query terms.

mean-scq [28] It relies on the same value of sum-scq, but it
normalizes it with the length of the query

max-scq [28] It relies on the same value of sum-scq,
but considers only the maximum value

post-retrieval

wig [38] Standard deviation of the top documents scores
in the retrieval list.

nqc [39]
Difference between the mean retrieval score of
the top documents, scaled by the score of the
entire corpus

smv [40] It computes the prediction considering the
standard deviation of the retrieval scores

The traditional strategy to evaluate how good a query performance predictor is, con-
sists in computing a traditional retrieval performance measure, such as Average Precision
(AP), for each of the query, and determine how much such measure correlates with the
prediction scores computed by the QPP model [23–26,28,32–35,38,41–43]. Notice that, there
are two main aspects that might impair traditional QPP models in our specific setting:

• Remember that we are in the setting of the systematic reviews. Therefore, it is by
far more important to retrieve as many as possible relevant documents, rather than
putting them in the first positions. Therefore, we are not interested in estimating the
AP, which is a precision based measure, but our aim is to predict which query will
have the best recall;

• We do not compare queries meant for different information needs, which is the typical
evaluation scenario for QPP models.

On the other hand, we aim at understanding which one, among a set of queries
representing the same information need, achieve the best result.

To determine whether we are impaired by the first problem, we first apply the tra-
ditional QPP considering only the default formulation of each topic, and we compare
whether the predictors are capable of correctly determining the inter-topic performance.
More in detail, with this first experiment, we are interested in understanding whether the
baseline predictors are capable of predicting which topic will have the best recall, using a
single formulation for each of them. Table 2 reports the result of such analysis.

We can observe that, by looking at Table 2, the results are in line with previous similar
experiments in the literature, such as [5,44]. Almost all the predictors are able to achieve a
significant correlation with the recall (with level α = 0.01). Two noticeable exceptions are
represented by nqc and smv: traditionally, they are considered among the best predictors,
but in this specific scenario they fail, with correlations not statistically different from 0. Our
hypothesis is that, while pre-retrieval predictors tend to be estimators of the recall base
of a query, and therefore tend to correlate with the recall itself, post-retrieval predictors
tend to compute their predictors based on the scores that the retrieval model assigns to the
top-ranked documents. In this sense, post-retrieval predictors are “top-heavy”: they focus
on the upper part of the ranked list of documents. This behaviour favours predicting the
performance for top-heavy measures, such as Average Precision or nDCG. Instead, our task
consists in predicting the recall, given a long list of documents. It is not unlikely that the
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upper part of the list of retrieved documents is saturated with relevant ones; nevertheless,
we are more interested in being sure that every relevant document has been considered,
rather than saying whether the top part of the ranked list contains relevant documents.

Table 2. Kendall’s τ correlation observed between recall and prediction scores for both pre- and post-
retrieval traditional predictors, if we compare the default formulations of different topics. Results
are in line with correlation values previously observed in other scenarios. The symbol † indicates
that the correlation is statistically greater than 0 at level α = 0.05, while the ‡ indicates a significance
level of 0.01, the absence of any symbol indicates that results cannot be deemed statistically greater
than 0. We compute the Kendall’s τ correlation at different cutoff levels of the ranked lists (100, 1000,
and 10,000).

Type Predictor Kendall’s τ

100 1000 10,000

pre-retrieval

max-idf 0.3185 ‡ 0.3260 ‡ 0.2875 ‡

mean-idf 0.2996 ‡ 0.3218 ‡ 0.2555 ‡

std-idf 0.2947 ‡ 0.2989 ‡ 0.2343 †

sum-scq 0.2637 ‡ 0.2581 ‡ 0.1739
mean-scq 0.3479 ‡ 0.3652 ‡ 0.3299 ‡

max-scq 0.3502 ‡ 0.3724 ‡ 0.2833 ‡

post-retrieval
wig 0.3029 ‡ 0.3218 ‡ 0.2882 ‡

nqc 0.2865 ‡ 0.1911 0.1135
smv 0.1797 0.1332 0.0229

We now switch the focus from predicting the performance across topics, to predict
the performance within topics. Instead of comparing the performance that the standard
formulation is expected to achieve for each topic, we try to sort different formulations
for the same topic, according to the predicted performance. Table 3 reports the results of
our analysis.

Compared to the results observed in Table 2, the performance achieved by traditional
predictors for the “within”-topics prediction, is extremely lower, with very few cases of
significantly positive correlation between the predicted and observed recall. Note that,
even though we agree with [13] on the fact that predicting the best query among a series of
formulations of a topic is a hard task, we end up with diametrically opposite conclusions.
Scells et al. [13] observed severe flaws in traditional QPP techniques when predicting
the performance across topics. On the other hand, they found the task of predicting the
performance within topics (which they refer to as Query Variation Performance Prediction
(QVPP)) to be easier, achieving higher (although still very low) results. What we observe
here, is diametrically opposite: we found the worst results when predicting results within
topics, and performance in line with previous literature for the predictions across topics.
A possible explanation for this phenomenon is that we use the traditional QPP models
for a different task compared to Scells et al. [13]. In fact, our aim is to predict the recall,
while Scells et al. [13] aim at predicting the Average Precision. As a final remark, we want
to point out that, Zendel et al. [45] recently showed how the “QVPP” is a harder task,
compared to traditional QPP, confirming in this sense our findings.

4.3. Analysis of the Results

Given what we observed in Section 4.2, we are interested in understanding whether
the GAIN-based proposed by [21] (cfr. Equation (4)) can overcome the problems in this
specific setting shown by traditional QPP models. The results are shown in Figure 2a,d,h.
Each figure is divided into two parts: top, we show the distribution of values of the GAIN
(or similarity), ordered increasingly, for each query reformulation (350 in total); bottom,
we plot for each topic (50 topics) the value of the correlation Kendall τ between the query
reformulations ordered by decreasing GAIN (or similarity) and the reformulations ordered

239



Appl. Sci. 2021, 11, 9075

by decreasing true recall. The blue dots indicate a statistically significant correlation greater
(or lower) than zero, while black dots the topics for which it is not possible to compute
the correlation.

Table 3. Performance achieved by traditional predictors, applied to our specific case. Each predictor
has been used to predict the performance of the different formulations. We report the mean score
and standard deviation of the correlation computed over the different topics. We also report the first
quartile, third quartile and number of topics (over the 50 available) for which the correlation between
the predicted and observed recalls for their (re)formulations is significantly greater than 0.

Kendall’s τ

Type Predictor Cutoff Q1 Mean (Std) Q3 Sign.

pre-retrieval

max-idf

100 −0.5417 −0.1085
(0.4825) 0.1183 3

1000 −0.5295 −0.0973
(0.4755) 0.2263 1

10,000 −0.5699 −0.1227
(0.4628) 0.1584 2

mean-idf

100 −0.4214 −0.0449
(0.5272) 0.3333 4

1000 −0.4821 −0.0617
(0.4898) 0.2167 4

10,000 −0.4214 −0.0549
(0.4698) 0.2473 3

std-idf

100 −0.4880 −0.1606
(0.4927) 0.0915 4

1000 −0.4190 −0.0999
(0.5107) 0.1938 5

10,000 −0.4064 −0.1537
(0.4347) 0.1576 1

sum-scq

100 −0.2381 −0.0102
(0.4021) 0.2381 1

1000 −0.2985 0.0893
(0.4276) 0.4000 4

10,000 −0.3126 0.0150
(0.4558) 0.2750 5

mean-scq

100 −0.3250 0.0322
(0.5231) 0.3901 6

1000 −0.3898 0.0135
(0.4838) 0.3333 5

10,000 −0.3250 0.0005
(0.4505) 0.2985 3

max-scq

100 −0.3541 −0.0369
(0.4333) 0.2765 1

1000 −0.3341 −0.0312
(0.4447) 0.2568 2

10,000 −0.3459 −0.0484
(0.4441) 0.1912 2

post-retrieval

wig

100 −0.6790 −0.1743
(0.5206) 0.1376 4

1000 −0.4088 −0.0266
(0.5031) 0.2519 6

10,000 −0.4214 0.0171
(0.5185) 0.3849 6

nqc

100 −0.5611 −0.0880
(0.5554) 0.2381 6

1000 −0.4405 −0.1244
(0.5004) 0.1511 4

10,000 −0.4850 −0.1539
(0.4991) 0.1539 3

smv

100 −0.5621 −0.1653
(0.4836) 0.1849 1

1000 −0.5542 −0.1626
(0.4604) 0.1859 0

10,000 −0.6243 −0.2207
(0.4882) 0.0994 2
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4.3.1. Saturated GAIN Distribution

In Figure 2a,d,h, we show that the value of the gain saturates to 1 for most query
reformulation. This is more evident when we increase the number of documents N of
Equation (6) from N = 100 up to N = 10,000. This behavior, due to the importance in
Equation (1) that multiplies N numbers less than one, makes the GAIN not useful to
discriminate the different query variants of an information need, since every variant will
have gain equal to 1. In addition, when all the reformulations have the same gain, it is
impossible to compute the Kendall τ correlation to predict the performance (black dots
with correlation value 0 in the figure). Being not saturated is not by itself a desirable
feature for the gain measure. Nevertheless, the faster the gain saturates, the harder it is
to discriminate between different formulations. In this sense, a GAIN measure capable of
spreading better the options in the entire domain is preferable.

4.3.2. Alternative GAIN Definition

In order to mitigate the aforementioned problems, we propose an alternative definition
of the gain of Equation (6) substituting the product with an average:

GAINi,q(D) =

[
1 − ∑d∈D(1 − Reli,q(d))

|D|
]

(8)

The results of this new formulation are shown in Figure 2b,e,g. The distribution of the
gain is more spread across all the reformulations and does not saturate to one. There is
also a more stable prediction of the performances for each topic: the number of statistically
significant predictions of the recall of the reformulation is between 17 and 19, from N = 100
and N = 10,000; in addition, the number of negative correlations (wrong predictions of
performance) decreases. This indicates (as we may expect) that with more information
(more documents, greater N) we can predict better the order of importance, in terms of
recall, of each reformulation.

4.3.3. Using Similarity Matrix for Recall Prediction

In Figure 2c,f,i, we show the ability to predict the performance of a query reformulation
using the correlation between the similarity-based approach presented in Section 3.1.
The values of the Similarity are spread and do not saturate to the maximum value of the sum
of a row of S (in our experiments equal to 7). By increasing the number N of documents, we
improve the capability to predict the performance of the query reformulation; in particular,
there are no statistically significant negative correlation and the total number of negative
correlations decreases from N = 100 to N = 10,000.

Besides the qualitative aspects, Table 4 reports also the numerical performance com-
parison between the GAIN as proposed by [21], its version which employs the mean,
and the similarity-based gain.

4.3.4. Final Remarks

In this last section of the analysis of the results, we want to briefly summarize our
findings. As a remainder, we want to point out that, the GAIN measure proposed by [21],
was originally used to estimate the missing information that the user could have gained,
by using different subtopic formulations, showed in a user-interface. Although such task
shares similar aspects with the one of predicting the recall, they are not fully overlapping.
Our main contributions in this paper are:

• First, adapting an already established technique to a different task. In this sense, to the
best of our knowledge, this is the first effort in adapting the GAIN measure proposed
by Umemoto et al. [21] to the query formulation recall prediction task.

• Secondly, its “mean” version, which we refer to as “Mean Gain”, is observed here for
the first time, as a better adaptation of [21] to the predictive task.
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• Finally, the Similarity-based Gain is a completely new contribution of this manuscript,
which exploits similar elements to the gain measure proposed by Umemoto et al. [21].

Table 4. Kendall’s τ correlation observed for the task of predicting the query formulation recall,
using the similarity based approaches. In bolt, best mean score for each cutoff. Note that all the
methods considered perform better than traditional predictors(cft Table 3). We also have a higher
number of significant rankings compared to the one observed before.

Kendall’s τ

Predictor Cutoff Q1 Mean (Std) Q3 Sign.

Original Gain [21]
100 0.0000 0.3422 (0.4696) 0.6831 15
1000 0.0000 0.3783 (0.3527) 0.6609 13
10,000 0.0000 0.1600 (0.2606) 0.4765 2

Mean Gain
100 0.1456 0.3822 (0.4936) 0.7320 16
1000 0.2417 0.4042 (0.4796) 0.7320 17
10,000 0.2709 0.5111 (0.3984) 0.8000 19

Similarity based Gain
100 0.1429 0.3768 (0.4636) 0.6581 13
1000 0.3083 0.5069 (0.3505) 0.7143 17
10,000 0.2521 0.5443 (0.3930) 0.8876 24

Table 4 shows that the similarity based gain has the overall best performance both
compared to other gain based measures and traditional predictors (cfr. Table 3). Inter-
estingly, while the original gain worsen with the increase of the cutoff (as observed both
in Tables 2 and 3), both the mean based and the similarity one tend to improve their per-
formance when the cutoff increase. The original gain suffers of the “saturated gain”,
as reported in Section 4.3.1, while our proposal (both mean and similarity) improve as new
relevant information is added.

5. Conclusions and Future Work

In this paper, we have presented a study that evaluates different definitions of the
GAIN of a reformulation for an information need. We adapted the definition of gain
proposed by Umemoto et al. [21] to the context of Consumer Health Search, and we used a
standard test collection to evaluate our hypotheses: can we use the gain metric to predict
the performance of each reformulation? Is there a better formulation that can produce an
order of the importance of each reformulation in terms of recall?

We found that for recall based tasks where the number of documents to retrieve may
be large, N > 100 , the original definition of GAIN saturates quickly to 1. We proposed an
alternative definition that mitigates this problem, and we also presented a similarity based
approach that tries to capture the ‘optimal’ query reformulation among all the available
formulations of an information need. The analysis of the results confirms that our approach
significantly improves the prediction of the order of importance of each reformulation in
terms of recall.

In conclusion, the proposed technique is meant to help practitioners in tackling the
systematic reviewing task. In this sense, our technique is not meant for a general-purpose
query suggestion strategy (more in line with the model proposed by Umemoto et al. [21]).
The described approach is meant to boost queries with higher recall, in a context where
the practitioner is, in a sense, forced to explore a large number of documents. Assuming
that a practitioner needs to review all the documents about a specific topic, it is vital to
reduce as possible time spent reviewing documents. Therefore, our technique can help
in determining, among a series of queries for the very same information need, which one
is more likely to return the most relevant documents. Being able to explore first more
promising queries, can greatly speed up the systematic reviewing process. Among our
future work, we plan to further investigate the robustness and generalizability of the ap-
proach. In particular, we plan to include new collections, topics and formulations. We plan
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to investigate the news domain through multiple formulations available in the UQV100
collection [1]. We are currently investigating the possibility to smooth the contribution of
each reformulation in the similarity matrix S with a locality parameter w. This parameter
can be used as an exponent for each element of S and decide whether to get reformulations
closer, w < 1, or push them far away, w > 1, to create sub-clusters of reformulations and
obtain a better prediction.
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Abstract: Drawing from the tension between a company’s desire for customer information to tailor
experiences and a consumer’s need for privacy, this study aims to test the effect of two information
disclosure nudges on users’ information disclosure behaviors. Whereas previous literature on user-
chatbot interaction focused on encouraging and increasing users’ disclosures, this study introduces
measures that make users conscious of their disclosure behaviors to low and high-sensitivity ques-
tions asked by chatbots. A within-subjects laboratory experiment entailed 19 participants interacting
with chatbots, responding to pre-tested questions of varying sensitivity while being presented with
different information disclosure nudges. The results suggest that question sensitivity negatively im-
pacts users’ information disclosures to chatbots. Moreover, this study suggests that adding a sensitivity
signal—presenting the level of sensitivity of the question asked by the chatbot—influences users’
information disclosure behaviors. Finally, the theoretical contributions and managerial implications
of the results are discussed.

Keywords: chatbot; information disclosure; information disclosure nudge; emotional response;
privacy; human-chatbot interaction

1. Introduction

The use of artificial intelligence (AI) and chatbots have attracted the attention of re-
searchers in the human-computer interaction (HCI) and marketing literature for the past
decade. Chatbots are defined as “computer programs that can maintain a textual or vocal
conversation with human users” [1] (p. 946). They are powered by AI and are commonly
used as recommendation agents. Chatbots work by gathering information from users to
deliver better-curated product and service recommendations [2]. With this recommenda-
tion function in mind, recent research has started to explore how to design chatbots for
greater levels of information disclosure by users [3–6]. At the same time, privacy and data
protection have become important issues in society, and the increasing use of chatbots
by companies has raised concerns among users, scholars, and policymakers [7–10]. This
dichotomy is embodied in the personalization-privacy paradox, which refers to the tension
between a company’s desire for obtaining customer information to tailor experiences and a
consumer’s need for privacy [11].

The risks to users stemming from their information sharing with chatbots have been
shown to negatively impact user experience [12,13]. On the surface, sharing personal
information online may seem acceptable to users. Giving up some privacy in exchange
for service personalization can be interpreted as a well-considered, even logical, consumer
decision [14,15]. However, even if users are aware of this trade-off, they may still end up
making decisions to disclose information that they subsequently come to regret [14,16,17].
Users are not always aware of when and how data collection happens during their interac-
tions with a company and how this data will subsequently be used [18]. This reality has
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also caught the attention of governments and regulators. Policies regulating chatbots and
AI more broadly have emerged in many jurisdictions (e.g., Ethics guidelines for trustworthy
AI proposed by the European Union in 2019; Montreal AI Institute introduced in 2018;
California’s bot law put in place in 2019).

Yet, the current ethical guidelines provided by governments fail to provide practical
tactics that are proven to make users aware of—and potentially influence—their information
disclosure behaviors [19]. Arguably, some privacy notices exist, providing users with infor-
mation on “how and for which purpose their data will be collected, used and managed” [14]
(p. 434). However, in reality, users tend to rarely read those notices [20]. Moreover, it has
been shown that when a privacy policy is provided on a website, consumers may end up
disclosing more personal information [20,21]. This is because consumers tend to place an
excessive amount of trust in websites that display a privacy notice since they believe they
will be better protected [22]. Additional challenges faced by the contemporary measures in
place in effectively informing consumers include a large number of policies present online,
each specific to the website they represent, and the often-difficult legal language being
used [23].

Thus, there is a need for simple tools to make users aware of the information they
are about to share, especially with chatbots. Such tools could, thus, enhance the ethical
practices of companies while concurrently promoting informed decision-making among
users, who may choose to reduce the breadth and depth of information they share online.
Marketers have investigated the impact of tools such as nudges (i.e., displaying strings
of information to consumers) to encourage certain behaviors (e.g., how to present infor-
mation to users so they tend to accept more of chatbots’ recommendations [24]). Past
research has demonstrated that these nudging methods do have an impact on consumers’
behaviors [24–26].

Information is commonly disclosed by users while surfing online and is characterized
by being routine and directed by fast thinking [27]. As a result, attempts to direct or
influence this behavior in chatbot interactions should focus on cues triggering automatic
thinking (i.e., peripheral) rather than intentional (i.e., central) thinking [14,28]. Information
disclosure is also known to be malleable. This means that certain aspects of the online
environment can be manipulated to influence privacy behavior [14,29]. Therefore, there
is room for interventions that raise awareness of the risks and allow for more cautious
disclosure of information.

Persuasion Theories [30,31] may be considered when designing information disclosure
nudges of various types, such as sensitivity signals and social proof nudges. Sensitivity
signals are simple labels that describe the level of sensitivity (e.g., low or high) of the
various questions being asked by a chatbot. Making users conscious of the sensitivity
of the information they are about to share may influence their subsequent disclosure
behaviors [31]. Social proof nudges are indications of how popular something is; in the
context of information disclosure, a social proof nudge would suggest to what extent a
chatbot question had been answered by other users. This validation of sorts may influence
users into mimicking the same behavior as their fellows [30].

To the best of the authors’ knowledge, nudges pertaining to information disclosure
have been largely overlooked by extant privacy and chatbot research. Given the above-
mentioned need for promoting users’ informed decision-making about online information
disclosures and the potential for nudges to achieve that outcome, this research intends to
answer the following research question (RQ):

RQ 1. How do different types of information disclosure nudges (here, sensitivity signal and social
proof) and question sensitivity affect the level of users’ behavioral information disclosure during
chatbot interactions?

To understand how nudging influence manifests in users-chatbot interactions, the
role of a user’s emotional response to information disclosure nudges and the consequent
information disclosure behaviors is also explored. The Affect Infusion Model (AIM) ex-
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plains ways in which people’s judgments are influenced by their emotional responses as
they process information and their resulting actions [32]. According to the AIM, users
may process information disclosure nudges heuristically, i.e., they may base their choice
to reveal specific information on their emotional state evoked by the available cues in
the interaction context. Limited research on user emotional responses during chatbot
exchanges exists, including studies on how generating positive versus negative emotional
responses from users, leads to more or less conversational breakdowns, and exploring the
role of empathy in providing supportive medical information through chatbots [33–35].
Nonetheless, emotional responses in the context of privacy notices and/or information
disclosure behaviors have not been explored yet. Therefore, this research also aims to
answer the following RQ:

RQ 2. Does user emotional response mediate the effects of question sensitivity and information
disclosure nudge type on their disclosure behavior?

This research is important not only for advancing knowledge in user experience and
informing regulatory policies, but also for the larger ethical discussions surrounding AI (e.g.,
the lack of regulatory frameworks, the rapid development of technology, the significant
risks associated with online information disclosure, and the high return potential of AI) [36].
Chatbots powered by AI are also being studied, and their usage, as well as power, is being
questioned, especially surrounding the data they capture and use [37]. Data ethics is a
branch of ethics that seeks to evaluate ethical issues brought about by data practices [38].
Ethical questions happen throughout the data life cycle (i.e., collection, storage, processing,
use, sharing, and archive) and every step represents a risk for the user [39]. In the case of
chatbots, data collection is a particularly important issue as they are the frontline for many
companies: they take part in the collection of large amounts of data when interacting with
users [40].

In a 2 × 3 × 2 experimental design, this study observes users’ interactions with
different chatbots. Two types of information disclosure nudges will be manipulated to
answer the above research questions. This study adds to the existing body of knowledge
on user experience with chatbots via two contributions. First, by showing that question
sensitivity negatively impacts user disclosure, this study confirms this previously known
link in the context of user-chatbot interactions. Second, this study evaluates the potential
of two information disclosure nudges (i.e., sensitivity signal and social proof) in shaping
users’ online disclosures. Considering the growing importance attributed to chatbots and
data collection risks online, the findings from this study are relevant for management
and policymakers by offering a new perspective on information disclosure prevention.
By introducing measures that make users conscious of their behaviors when it comes to
sharing information online in day-to-day life, organizations can differentiate themselves by
promoting the ethical use of AI systems and data collection online.

This article is structured as follows: a literature review presents the important themes
of this work as well as the gaps in current research. Following those, the approach used to
investigate the effects of these information disclosure nudges on user information disclosure
behaviors is described in detail. The data analyses and results are presented next. Finally, a
discussion of this study’s findings along with the contributions of this study to theory and
practice is presented.

2. Literature Review and Theoretical Foundation

2.1. Chatbots as Recommendation Agents and Users’ Privacy Concerns

Recommender systems have been used by companies in a plethora of industries for a
long time [41]. Recently, the same ability to recommend products and services has been
given to chatbots, known as “recommendation agents”, and employed by e-commerce
organizations [42]. These systems powered by AI perform by using algorithms combining
data collected from users and the company’s databases with pattern matching, machine
learning, and natural language to provide personalized recommendations to users [43].
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Data is collected from multiple sources, including the direct messages exchanged between
the chatbot and the user [43].

Most of the earlier research on recommender systems and chatbots focused exclusively
on delivering the right recommendation to the user [44–46]. However, it was later found
that these agents, because of the way they operate, increase privacy concerns, which in turn
negatively impacts user experience. Cheng and Jiang [12] found that perceived privacy risk
reduces the level of users’ satisfaction with chatbots. Rese et al. [13] (p. 11) established that
“the respondents generally had privacy concerns, which negatively affected the intended
usage frequency of chatbots.”

Privacy concerns refer to the “users’ uncertainty about using chatbot services because
of potential negative outcomes associated with the revealing of customers’ information” [12]
(p. 6)—such as phone numbers, names, or addresses—which can be exploited by companies
and/or shared with unauthorized third parties [47].

Therefore, tension exists between the firm’s business need for collecting and analysing
consumer data in order to customize experiences on the one hand, and the users’ desire
for privacy on the other [48]. This phenomenon is known in the marketing literature
as the personalization-privacy trade-off [48]. Chatbots used to personalize the experience
embody this dichotomy: when customers use chatbots as recommender systems, they are
placed in a trade-off situation between personalized product recommendations and privacy
invasion [47].

Research shows that privacy concerns negatively impact users’ information disclosure
to chatbots [18]. Knowing this, research has studied strategies to decrease users’ privacy
concerns and in turn, increase users’ disclosure to chatbots. Strategies studied include
giving the chatbot anthropomorphic cues such as adapting the chatbot’s messages to evoke
emotion to build rapport with users [18] or giving the chatbot a human name and qualities
to increase the sense of social presence [49]. However, these strategies are centered on the
business need, where the goal is to gain more data from customers (e.g., [50]). The status
quo is that information disclosure is unilateral from the user to the chatbot. Each time a
user engages with a chatbot, the information asymmetry as well as the chatbot’s power
increases [51]. This represents a problem as “the party with less information, [the user],
may not make fully informed choices or may have made different choices if they had the
same information as the other party in the exchange” [51] (p. 928). However, the study
of information disclosure from a user’s perspective—so as to make users aware of and
potentially decrease their disclosures to chatbots—has been overlooked in the literature.

2.2. Antecedents to Information Disclosure

The literature on information disclosure, not specific to chatbot use, has identified
two antecedents to users’ information disclosure: the level of sensitivity of the information
asked [52,53] and the relevance of the information asked to the given context [54,55]. These
variables “have been most frequently shown to have a significant impact” [56] (p. 225).

2.2.1. Question Sensitivity

Question sensitivity refers to the sensitivity of the information being requested. Mul-
tiple definitions exist to describe information sensitivity [57]. For this study, question
sensitivity is defined as “material that is delicate and could be personal, political, economic,
social, or cultural in nature. It can range from matters connected to national security, to
personal emotions and feeling, to taboo topics which would not be shared with an out-
sider” [58] (p. 67). Question sensitivity is known to change through time and vary across
cultures [58]. In general, it has been shown that people are more averse to disclosing more
sensitive information [52,53,59].

Question sensitivity is relevant in user-chatbot interactions, as chatbots usually ask
multiple questions to gain information from users, naturally ranging from more general to
more sensitive in nature [60].
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2.2.2. Question Relevance

Question relevance to the given context is defined as “the degree to which the data
requested appear relevant or appear to have a bearing upon the purpose of the inquiry” [61]
(p. 92). Question relevance has been shown to impact the way users disclose informa-
tion. People are more likely to disclose information that is perceived as relevant in the
context [54,55]. Chatbots are used in specific contexts (e.g., education [62], mental health
services [60], e-commerce [50]). Thus, queries made by a chatbot need to be perceived as
being related to the context of use, if the aim is to increase the likelihood of disclosure.

2.2.3. Information Disclosure

Customer information disclosure originates from the idea of self-disclosure in the
psychology literature, which is defined as “any information about [oneself] which Person
A communicates verbally to a Person B” [63] (p. 73). Information disclosure online can
happen implicitly or explicitly [64]. On the one hand, data can be collected indirectly
through the use of cookies, location data, and many other means. On the other hand, data
can also be gathered directly by asking users for their information [65].

People’s disclosures are known to be multidimensional [66] meaning disclosures can
be broken down into distinct elements and analyzed in different ways. Some of these
factors include the number of words used to answer or the use of emotional vocabulary
in the response [17,67]. One of the simplest ways to assess disclosure is through the use
of two simple axes: the breadth and the depth of the disclosure [68]. Breadth refers to the
number of disclosure instances, while depth refers to the sensitivity of each disclosure.
Joinson et al.’s [68] research found two proxy measures to evaluate these axes. Allowing
users to leave a question unanswered permits measuring the breadth of disclosure and the
“inclusion of items of varying sensitivity” measures the depth of disclosure [68] (p. 2168).

Disclosure in the context of chatbots has mostly been studied for social bots and mental
health conversational agents [60,69,70]. On the contrary, user disclosure to chatbots used as
recommendation agents in an e-commerce context has been under-investigated. To better
understand how information disclosure happens in online communication exchanges, two
phenomena are presented below.

2.2.4. Privacy Calculus

The privacy calculus originates from the Theory of Reasoned Action [71] and the
Theory of Planned Behavior [72] and is defined as the risk-benefit dilemma users face when
engaging in online transactions [73,74]. In general, in a transaction, incentives are offered
by the company in exchange for a certain degree of privacy of the user [73,74]. Because
humans are rational beings, this theory explains that users will always try to limit the risk
required to maximize their benefit.

This phenomenon also applies to information disclosure in chatbot exchanges. Specifi-
cally, the sensitivity of the query increases the risk for the user to disclose, while the benefit
is often the promise of a better experience. In other words, users trade information of
varying sensitivity (e.g., habits, preferences, personal identification) in exchange for better
products and service recommendations that are deemed tailored to their profile [75]. Thus,
according to the privacy calculus, users will perceive the value of sensitive information as
higher than more general information. When it comes to chatbot interactions, it could be
argued that users will be inclined to gatekeep more information classified as high in terms
of sensitivity compared to those classified as lower in sensitivity.

Taking the above into consideration, we propose a relationship between question
sensitivity and information disclosure as follows:

H1. Question sensitivity negatively influences users’ information disclosure to chatbots.

253



Appl. Sci. 2022, 12, 12660

2.2.5. Online Privacy Paradox

Looking further into online information disclosure, there also exists a phenomenon
called the online privacy paradox [76]. This phenomenon suggests that privacy concerns do
not necessarily correlate with actual disclosure [77]. In fact, there is a paradox between users’
willingness to disclose information versus what they actually disclose [78]; specifically,
people tend to disclose more information than they say they do.

This creates a dilemma in research: whether to measure users’ willingness to disclose
information or their actual disclosures. To date, most research that has studied information
disclosure in human-chatbot interactions focuses on users’ willingness to disclose [79,80].
However, the online privacy paradox implies that these studies’ results may be skewed, and
users would in practice disclose more than they report. Moreover, this paradox challenges
the assumption that people’s information disclosure behaviors always come from a rational
decision-making process [81]. This phenomenon shows the importance of creating tactics
that make users aware of their disclosures online.

2.3. Information Disclosure Nudges (Sensitivity Signal and Social Proof) Effect on Information
Disclosure

Persuasion can be defined, in its simplest form, as “human communication that is
designed to influence others by modifying their beliefs, values, or attitudes” [82] (p. 7). In
recent years, it has been shown that persuasion is not only specific to human-human con-
versations but can be applied in human exchanges with other entities, such as chatbots [83].
The Computer Are Social Actor (CASA) paradigm posits that humans mindlessly apply
the same social heuristics used for human interactions to computers, because they call to
mind similar social attributes as humans [84]. Thus, the persuasion literature could be
leveraged to create tactics to influence users in their behaviors when it comes to disclosing
information to chatbots.

2.3.1. Elaboration Likelihood Model

The Elaboration Likelihood Model (ELM) comes from the psychology literature and
helps explain how humans process information cognitively and are persuaded when
presented with different stimuli [28]. The main idea of this model is that people process
information with two routes (or paths), the central and peripheral paths. The central
route represents “the processes involved when elaboration likelihood is high”, whereas the
peripheral route is the “processes operative when elaboration likelihood is low” [28] (p. 674).
When elaboration likelihood is high, issue-relevant thinking, such as careful consideration
of the true benefits of the information presented, will predict the recipient’s response to the
stimuli [85]. When elaboration likelihood is low, factors other than reasoning come into
play, and cues (e.g., credibility and attractiveness of the stimuli, quality of the message)
tend to be the more important determinant of persuasion [85].

A common example to explain the ELM is the purchase of a car. Some consumers
might base their choice based on the fuel efficiency of the car, its reliability, and price
information given by their car dealership, while others might be convinced to opt for the
sporty car that comes in a flashy red color and will impress their friends. In this case, the
former is known to use the central, more rational, route to information processing, while
the former uses the peripheral route by basing their choice on fewer informational and
more emotional cues about the car.

In sum, ELM helps explain how people are persuaded. Persuasion occurs when a
persuader is successful in influencing a person in a certain way. Based on ELM theory, we
leverage cues in user-chatbot interactions to inform users that they are about to disclose
certain types of information. These cues could consequently influence users’ information
sharing behaviors with the chatbot. The Nudge Theory [31] and Cialdini’s [30] Persuasion
Theory presented below provide the theoretical foundation to inform the design of chatbot
design elements that we call information disclosure nudges for this research.
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2.3.2. Nudge Theory and Sensitivity Signal

The Nudge Theory was first introduced by Thaler and Sunstein [31] which stated that
people’s behaviors can be influenced by small suggestions and positive reinforcements.
Nudging is founded on the assumption that people’s behaviors are not always rational due
to cognitive limitations, and that said behavior is affected by the display of possibilities in
a choice context [86–88]. Hence, nudging is used in the design of an environment within
which a choice is made to make people lean a certain way versus another. However,
nudging also respects freedom of choice [31,89]. Nudges have been used in the digital
world, by changing certain user-interface design elements to guide users’ behaviors [90–93].

Based on Nudge Theory, there are different ways that users could be notified about the
information they share online, specifically when they interact with chatbots. An example
of a nudge can be as simple as increasing the salience of the desired option. For example,
labeling menu items with their respective calorie count or nutritional facts have been used
in the food industry for decades as a strategy to help people make informed and healthy
choices [94]. Being informed of the calories, for instance, in each menu item has been shown
to improve transparency to customers about what they put in their bodies and, in some
cases, change order behavior [95]. Another example is the disclosure of ads on social media
and websites. The United States Federal Trade Commission promoted back in 2013 the use
of labels and visual cues to help consumers recognize and distinguish ads from the regular
content on different interfaces [96].

The above reasoning could also be applied to information disclosure to chatbots.
Based on the literature, it is known that information sensitivity is a determining factor in
disclosure behaviors. Thus, explicitly signaling the sensitivity level of the question being
asked by the chatbot could have an effect on user disclosure. Hence, we posit that the
relationship between question sensitivity and users’ information disclosure is moderated
by the question sensitivity signal, such that:

H2a. When a low sensitivity signal is present (vs. absent) for less sensitive questions, disclosure increases.

H2b. When a high sensitivity signal is present (vs. absent) for more sensitive questions, disclosure
decreases.

2.3.3. Cialdini’s Persuasion Tactics

Another common nudge is the social proof originating from Cialdini’s [30] seven
persuasion tactics. According to Cialdini, seven tactics signal the use of a peripheral
message (i.e., authority, commitment, contrast, liking, reciprocity, scarcity, and social proof).
These have found wide use in the application of nudge theory [29,97–99]. Social proof is one
of the seven tactics and is defined as “signals of popularity and demand” [98]. Social proof
is a type of social nudge, i.e., a nudge based on social influences. “Social influence refers
to the way individuals change behavior in direct response to unwritten social laws” [98].
According to Mirsch et al. [96] social influences are one of the most powerful psychological
mechanisms that can be utilized. Why and how it works comes from the desire to accurately
interpret reality, behave correctly in society, and gain social recognition from others [100].
A common use of social proof is by stating how others behaved in the same position. In
this case, social proof would predict that people, when presented with what their peers
did in a similar situation, will match their behavior. Based on the literature, social proof
would influence users in the following way: when social proof is low, the rational choice
in the user’s mind will be not to share the information being asked to match their peers’
behaviors, independently from the question’s sensitivity. On the other hand, when social
proof is high, no matter the sensitivity level, users will be influenced to match their peers’
behaviors. Thus, we posit that:

H3. Social proof moderates the relationship between question sensitivity and users’ information
disclosure such that greater social proof leads to more disclosure and less social proof leads to
less disclosure.
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2.4. Mediating Effect of Emotional Response

Emotions are an important component of both human-human communication and
human-machine interaction [101,102]. Any interface that disregards a user’s emotional
state or fails to display the proper emotion risks being viewed as “cold, socially inept,
untrustworthy, and incompetent” [102] (p. 14). Taken from the psychology literature, the
Affect Infusion Model (AIM) explains that people use their emotional state as data when
making a judgment [32]. In other words, it explores how emotions are infused into thoughts
as people process information, which results in response behaviors during interactions
with others. An emotion is defined as a brief but powerful feeling resulting from a clear
cause and cognitive content [32]. For example, “if a situation makes you feel scared (an
intense feeling that has clear cause and cognitive content), then you interpret the situation
as being dangerous (short lived until out of danger)” [103] (p. 19). The emotional response
is described in a two-dimensional space that is spanned by the two dimensions, “valence”
and “arousal”, which are known to be distinct from one another [104]. Arousal assesses the
intensity of an emotional state, whereas emotional valence specifies whether an emotion is
positive or negative.

AIM argues that the extent to which emotional response dictates judgment depends
on the individual’s motivation level going into the judgment. When motivation is low
or judgments are made fast, this model predicts that mood will greatly affect judgment.
This type of processing is known as Heuristic processing or Affect-as-information [105,106].
Referring to the ELM proposed by Petty and Cacioppo [28] and discussed above, the
heuristic processing is comparable to the peripheral route to processing information [32].
This processing happens because people often want to achieve judgment with the minimum
possible effort, which could include considering only a small portion of the available data
and relying on whatever shortcuts or simplifications they can find in a given situation [107].
For example, when asked to form an opinion about a suggested product, individuals
can base their judgment on the simple question “How do I feel about it?” rather than
recalling the features of the target [106]. Thus, in this case, affect—the emotions felt in the
moment—becomes information and impacts judgment.

This research uses peripheral cues to influence users’ information disclosure behaviors.
Based on the AIM, these cues would be processed heuristically by users. Specifically, in the
face of these cues, users will be less inclined to judge extensively whether to answer the
questions being asked by the chatbots. In other words, users would simply rely on their
emotional state in response to the available cues in the interaction environment—such as
the information disclosure nudges presented in this research—to base their decision on
whether to disclose information or not.

Although research on users’ emotional response in chatbot interactions has been
conducted, few employ the AIM to ground their work. Moreover, the contexts that have
been studied do not include question sensitivity and information disclosure behaviors in
an e-commerce setting. For example, Pérez-Marín and Pascual-Nieto [108] underlined that
the mood of the chatbot itself may have an impact on the users’ inclination to continue
the interaction in a context where chatbots are used as pedagogical agents to children in
primary school. On the other hand, Lee et al. [60] discovered that when a chatbot providing
support in a mental health context uses language that conveys emotional states, it draws
users’ cognitive attention to the social component of their interaction partner, increasing
the feeling of co-presence. Similarly, Liu and Sundar [33] studied the role of empathy
in chatbots’ ability to provide comforting medical information. Finally, in the context of
customer service, Xu et al. [109] suggest that more than 40% of user queries to chatbots on
social media are emotional rather than informational, meaning users communicate their
emotional state rather than a request or inquiry. Similarly, we can expect that in the case of
interactions with chatbots asking for user information in an e-commerce context, emotional
response also plays an important role. Indeed, even if users are not rationally able to
appraise the risk involved in a situation, they can still experience subconscious activation
of their nervous system—in other words, emotional response. The AIM predicts that this

256



Appl. Sci. 2022, 12, 12660

activation would in turn influence their behaviors. First, a high level of emotional response
could occur as a physiological response to questions of varying levels of sensitivity. It is
known that when facing a threat, humans’ nervous system automatically activates [110]. As
the privacy calculus presented above explains, being asked sensitive questions represents a
risk for users [73]. Thus, an emotional response could be evoked in chatbot interactions
when sensitive questions are asked. Emotional response is an automatic physiological
reaction to events [110] and may act as a predictor to users’ information disclosure. This is
crucial in motivating certain natural behaviors, such as the fight-or-flight response, which
occurs as a result of an event deemed threatening [110,111]. Therefore, higher activation of
the nervous system could result in users feeling averse (flight) to what they perceive as a
threat, in this case, disclosing their information to a chatbot. To assess the role of emotional
response in the relation between question sensitivity and information disclosure, we posit
that emotional response (measured here via arousal) mediates the relationship between
question sensitivity and information disclosure such as:

H4a. Question sensitivity positively influences emotional response (arousal).

H4b. Emotional response (arousal) negatively influences disclosure.

Second, emotional response could also explain how the information disclosure nudges
evoke a reaction in users. Peripheral cues are said to serve an important role in consumer
behaviors [112]. The sensitivity signal and social proof nudges used in this study are
presented to give users cues on the level of sensitivity of each question and whether other
users answer them. They could predict the activation of the nervous system of users as they
represent a clear cause, with cognitive content, that could trigger an emotional response
from users. For the sensitivity signal nudge, since it informs users on the categorization of
the question asked, the resulting activation would be proportional to the level of sensitivity
of the question. For the social proof nudge, the reaction would depend on the behavior
of others, independently of the question sensitivity. Specifically, knowing that a minority
of people answered a question would be perceived as a higher risk and the opposite
would be observed for when a majority of people answered a question, regardless of the
question’s sensitivity. To assess the extent to which the presence of information disclosure
nudges evokes emotional response (measured with arousal) among users, we posit that the
relationship between question sensitivity signal and emotional response is moderated by
sensitivity signal such that:

H5a. When a low sensitivity signal is present (vs. absent) for less sensitive questions, emotional
response (arousal) decreases.H5b: When a high sensitivity signal is present (vs. absent) for more
sensitive questions, emotional response (arousal) increases.

We also posit that:

H6. Social proof moderates the relationship between question sensitivity and emotional response
such as greater social proof leads to lower emotional response (arousal) and less social proof leads to
higher emotional response (arousal).

To conclude, Figure 1 depicts the research model as a summary of the relationships
proposed above.
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Figure 1. Research Model.

3. Methods

To test the user behaviors when interacting with chatbots and the potential effect
of information disclosure nudges, an experiment was conducted at the laboratory of the
authors. The study measured the impact of question sensitivity, information disclosure
nudges, and emotion on user behaviors. This study was approved by the Research Ethics
Board (REB) from HEC Montréal (Certificate 2022-4721).

3.1. Experimental Design

To test the hypotheses, a 2 (question sensitivity: low vs. high) × 2 (sensitivity signal:
absence vs. presence) × 3 (social proof: none vs. low vs. high) within-subjects design was
developed. Here, the social proof level “none” was used, although not explicitly stated in
the hypotheses to be able to measure the effect of the sensitivity signal on its own. To test
all the possible combinations of the nudges, six tasks were developed, each consisting of
asking the participants to chat with a chatbot to create a user profile on a fictional website
in order to obtain better product and service recommendations in the future. To create the
user profiles, the participants had to answer questions varying in level of sensitivity: low
and high sensitivity questions. Each website represented a different context in which a user
could be brought to create a user profile to make sure the questions would vary throughout
the experiment. The contexts were randomly assigned to a specific nudges combination
and included: a career website, an insurance company website, a dating website, a travel
agency website, a gym’s website, and an online grocery website.

Figure 2 depicts the experimental design, including the tasks, the nudges combination
each task represents, their randomly assigned context, and the questions’ sensitivity levels.

Figure 2. Experimental Design.

258



Appl. Sci. 2022, 12, 12660

3.2. Stimuli Development
3.2.1. Chatbot Interface

To create the experimental stimuli, a chatbot prototype was developed using Axure
RP software (San Diego, CA, USA). Through this software, individual web pages for each
question in each context were created. The webpages were then randomized in the eye-
tracking software (Tobii Pro Lab v. 181; Danderyd, Stockholm, Sweden) used in the lab
experiment to generate eye-tracking and electrodermal activity (EDA) data per question
automatically. The prototype presented the website’s banner on the top left corner of the
screen to remind the participants of the context of the given task throughout the task. The
chatbot was positioned in the middle of the screen. The chatbot environment included a
conversation section, where the chatbot asked questions, and an answer section, where
participants could write in a textbox. The nudges messages were placed on either side of
the chatbot prototype. This specific placement was chosen to ensure readability for the eye
tracker by distinguishing between the different areas of interest (i.e., the chatbot prototype
vs. the nudges) through a physical space between these elements.

3.2.2. Question Sensitivity (Pre-Test)

To generate a pool of low and high-sensitivity questions to be used in the lab exper-
iment and control for the relevance of each question to their assigned context, a within-
subject online questionnaire was administered on Qualtrics (Provo, UT, USA) and dis-
tributed through Amazon Mechanical Turk (Mturk). To build the questionnaire, a pool of
210 questions centered around six contexts (35 questions per context) was generated based
on prior research investigating sensitive topics [49,113] (e.g., in the travel context: “Are you
fully vaccinated against Covid19? Refer to Appendix A for the full list of questions”).

To be eligible to complete the questionnaire, participants had to be located in North
America and have a Mturk HIT approval rate of at least 90% (i.e., the proportion of prior
completed tasks performed by the user that were approved by Mturk requesters) to ensure
the quality of responses. Participants were given 1 USD compensation for the time they
took to participate in the study. In total, 400 participants answered the questionnaire. After
a meticulous review of the questionnaire data and exclusion of participants that failed one
of the attention checks, the final sample for the first phase of this research was 316. The
sample included 66% (207 participants) men and 34% (109) women ranging from 18 to over
66 years of age; 22% of participants (70) were from Canada and 78% were from the United
States (246).

The questionnaire consisted of presenting participants with one of the contexts devel-
oped for the lab experiment. Then, participants were asked to rate a group of questions
within the given context on two dimensions: the question’s sensitivity and relevance to the
given context (see Table 1). Each participant was randomly assigned to one context and
rated the sensitivity and relevance of all questions (35) for that given context. Each context
got between 49 and 57 participants’ responses. At the end of the rating of the 35 questions,
participants had to answer a few demographic questions.

Table 1. Pre-test Variables Operationalization.

Variable Item Scale Source

Question sensitivity Rank the sensitivity of each
question the chatbot asks you

7-point Likert scale from
“Extremely general” to
“extremely sensitive”

Developed by researchers

Question relevance Rank the relevance of each
question to the context

7-point Likert scale from
“Extremely irrelevant” to

“extremely relevant”
Developed by researchers

Given that sensitivity can vary, as previously mentioned, in time and through cultures,
the sensitivity item was chosen as a pre-test for the lab experiment to ensure that the
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questions to be asked were perceived by users as low vs. high in sensitivity specifically
in the North American context where this study took place. The relevance item was also
added to control for relevance. The items were created using 7-point Likert scales. For the
question sensitivity item, participants had to rate from 1 (extremely general) to 7 (extremely
sensitive) the sensitivity of each question given the context presented. Participants were
provided with the definition of information sensitivity used in this research [58]. For
the question’s relevance item, participants had to rate from 1 (extremely irrelevant) to 7
(extremely relevant) the relevance of each question to the context they were presented with.

To narrow down the question pool based on the survey’s results, the mean relevance
and sensitivity of each question were calculated. Then, all the questions averaging less
than four out of seven (4/7) on the relevance axis were eliminated. After, the remaining
questions were separated into groups based on their sensitivity: one group consisted
of the questions with the lowest average sensitivity and the other of the questions with
the highest average sensitivity. To make sure that each context had the same number of
questions in each group, the number of questions per group was reduced to 8. T-tests
were performed with SPSS (Armonk, NY, USA) to confirm that the difference between
low and high-sensitivity question groups was statistically different. The results of these
tests revealed that the low and high-sensitivity questions were statistically different for
each context. The statistics relating to the question sensitivity comparisons per context are
summarized in the following Table 2.

Table 2. Comparison of Low and High Sensitivity Questions Per Context.

Low Sensitivity Question High Sensitivity Questions

Context Question Sensitivity Comparison N Mean Std. N Mean Std. p-Value

Career Low vs. High 8 2.82 0.44 8 4.76 0.46 <0.0001
Dating Low vs. High 8 2.84 0.62 8 4.94 0.67 <0.0001

Grocery Low vs. High 8 2.78 0.21 8 4.2 0.31 <0.0001
Gym Low vs. High 8 2.88 0.25 8 4.51 0.33 <0.0001

Insurance Low vs. High 8 3.36 0.41 8 4.74 0.26 <0.0001
Travel Low vs. High 8 2.91 0.13 8 4.58 0.57 <0.0001

These tests confirmed that the low-sensitivity questions were statistically different
from the high-sensitivity questions in each context. Moreover, two one-way ANOVA were
also performed with SPSS to verify that all the low-sensitivity question groups from the six
different contexts were not statistically different—in other words, they were equivalent—
and the same was done for all the high sensitivity questions groups. The summary of these
tests is presented in the following Tables 3 and 4.

Table 3. Comparison of Contexts for Low Sensitivity Questions.

Degrees of Freedom Sum of Squares Mean Square

Source DF SS MS F-Stat p-Value

Between
Groups 5 1.8546 0.3709 2.5645 0.041

Within Groups 42 6.0746 0.1446
Total 47 7.9291

Table 4. Comparison of Contexts for High Sensitivity Questions.

Degrees of Freedom Sum of Squares Mean Square

Source DF SS MS F-Stat p-Value

Between
Groups 5 2.6537 0.5307 2.5544 0.042

Within Groups 42 8.7265 0.2078
Total 47 11.3802
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These results show that the p-value equals 0.041. Thus, the difference between the
low-sensitivity groups is not statistically significant.

These results show that the p-value equals 0.042. Thus, the difference between the
high-sensitivity groups is not statistically significant. In sum, these tests confirmed that the
low and high-sensitivity questions in each context were statistically equivalent.

In the end, the pre-tested questions were used to manipulate the question sensitivity
in the experiment. The questions classified as general represented low sensitivity manipula-
tion, and the questions classified as sensitive, the high sensitivity manipulation. Meanwhile,
relevance was a control variable in this study.

3.2.3. Sensitivity Signal

In this research, the sensitivity signal took the form of labels. The sensitivity signal was
represented as a sticker on the left side of the chatbot, if present, and signaled to the user
the question’s level of sensitivity: general (low sensitivity) or sensitive (high sensitivity).

3.2.4. Social Proof

This research also used social proof in an attempt to influence users’ disclosure behav-
iors. The social proof nudge was represented as a sticker on the right side of the chatbot,
if present, and presented to the users whether the minority (low social proof) or majority
(high social proof) of other participants answered the question being asked by the chatbot.

Figure 3 shows an example of the chatbot stimuli, where a high-sensitivity question in
the travel context is asked with both a sensitivity signal and a low-level social proof nudge
being present.

 

Figure 3. Example of a High Sensitivity Question in the Travel Context with Sensitivity Signal
(Present; High) and Social Proof Nudge (Low).

3.3. Lab Experiment
3.3.1. Participants

Since the questions were pre-tested on a North American sample, a North American
audience was also selected for the lab experiment. In total, 26 people located in Canada
participated in the study. After cleaning the data and removing participation with issues in
the post-experiment data processing, the final sample for the second phase of this research
was 19. The experiment lasted an hour and participants received 25 USD compensation for
their time, a thank you for their participation in the study, and to reimburse any transport
cost they might have incurred in traveling to and from the lab where the experiment took
place. Table 5 presents the participants’ demographics.
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Table 5. Participant Demographics (N = 19).

Variable/
Response

Response
Frequency

Response
Count

Gender
Man 47% [9]
Woman 53% [10]
Non-binary/agender/other 0% [0]

Birth Country

Canada 53% [10]
France 5% [1]
Japan 5% [1]
Iran 5% [1]
Mexico 5% [1]
Morocco 11% [2]
Turkey 5% [1]
South Korea 5% [1]
United-States 5% [1]

Occupation
Full-time worker 11% [2]
Student 84% [16]
Both 5% [1]

Age

Mean 26.16
Median 26
Mode 23 and 30
Std. Deviation 3.06
Minimum 22
Maximum 31

3.3.2. Procedure

The experiment went as follows: Once participants arrived at the lab, they were
welcomed by a research assistant (RA) and directed towards the experiment room where
a computer was set up. They were then asked to read and sign consent forms. The RA
then assisted them in the placement of the physiological equipment including placing the
sensors of the electrodermal device on the palm of their non-dominant hand and calibrating
an eye tracker device to track their eye movements on the computer screen. Then, they
performed the six randomized tasks described in the experimental design section above by
chatting with six chatbots and asking questions of varying levels of sensitivity presented
in a randomized order. In each task, participants were put in a context where they had to
create a user profile with the help of a chatbot for a fictional website (i.e., a career website,
an insurance company website, a dating website, a travel agency website, a gym’s website,
and an online grocery website). To create a trade-off between risk and benefit, they were
informed that the chatbot would ask them questions to come to know them to provide
better product and service recommendations in the future. Participants were also advised
that they could decide not to answer questions. If they did not wish to answer a question,
they had to put a “-” in the text box of the chatbot prototype.

While the participant chatted with chatbots, the RA noted the unanswered questions.
At the end of the experiment, the RA went over all the unanswered questions with the
participant and asked the reason why they did not answer them. If the participant answered
all questions, they would be asked why they chose to answer them all. These questions
were added to complement the behavioral and physiological data captured during the
experiment with the participants’ impressions and thoughts regarding the questions.

After the short interview, the RA unplugged the electrodermal activity device and the
participant filled out the compensation form. They were then thanked for their time and
escorted out. Overall, the experiment lasted about an hour.

3.3.3. Measures

We captured the participants’ eye movements on the computer screen, as well as
the electrodermal activity of their hands to understand what happens on a physiological
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level when users engage with chatbots. These technologies were chosen to help establish
the plausible causal link between users’ physical reactions and information disclosure
behaviors to chatbots.

First, we measured the participants’ visual attention to the information disclosure
nudges. This variable was chosen as a manipulation check to confirm whether participants
looked at the nudges and how long they did so. To do so, we used an eye tracker system to
capture the eye movements of the participants on the computer screen. The technology
used was Tobii Pro Lab (Danderyd, Stockholm, Sweden), an eye-tracking software, and
the measure used was the duration of fixations on each area of interest (i.e., the chatbot
prototype and the two nudges).

Second, we measured user emotional response through an electrodermal activity
device to calculate the fluctuations in the dermal activity, or arousal, of participants while
chatting with the chatbots and answering—or not—low and high sensitivity questions
(Biopac inc., Goleta, CA, USA).

To measure the information disclosure, we looked at the response rate to the questions
asked by the chatbot using the notes from the RA. Since most research focuses on willing-
ness to disclose [79,80] and on minimizing the risk of results falling into the online privacy
paradox, the present research differentiates itself by looking at the actual disclosure of users
when information disclosure nudges are present versus absent. During the experiment, the
RA noted the questions that were not answered by each participant. The data was then
computed into an excel spreadsheet including the list of all participants, the question, the
sensitivity level of each question, and the response rate. The response rate was presented as
a binary variable: 0 did not answer the question; 1 answered the question. Table 6 presents
the variables’ operationalization.

Table 6. Variables Operationalization.

Construct Definition Measure Source

Visual attention

Duration (in seconds) of
fixations on each area of
interest (i.e., sensitivity
signal and social proof)

Seconds Eye tracker Tobii Pro Lab
(Danderyd, Stockholm, Sweden)

Emotional response Level of arousal Phasic EDA Biopac inc. (Goleta, CA, USA)

Information disclosure Response rate Answer vs. no answer to
the question Developed by researchers

4. Results

4.1. Results
4.1.1. Manipulation Check

We conducted a manipulation check to confirm that users looked at the information
disclosure nudges when presented to them. We extracted the data from the eye tracker
used in the experiment and calculated the average duration of fixations on the two different
nudges per question. The results show that, on average, people look at the sensitivity signal
nudge 3.12 s (std. dev = 7.41) when present compared to 0.02 s (std. dev = 0.04) when
absent. For the social proof nudge, people looked on average 2.03 s (std. dev = 6.87) when
present compared to 0.00 s (std. dev = 0.00) when absent. The results for both nudges are
statistically significant (p-values < 0.0001), thus, confirming that the nudges were successful
in capturing the attention of participants when present.

4.1.2. Descriptive Statistics

Before testing our hypotheses, we extracted the response rates compiled during the
study. Overall, we can observe different information disclosure rates depending on the
combination of nudges present in the scenario and the question’s sensitivity level. When
no nudge was present, participants answered more (96.7%) low-sensitivity questions
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than high-sensitivity questions (94.0%). When only the sensitivity signal was present,
the response rate to low-sensitivity questions was higher (100%) than to high-sensitivity
questions (95.9%). When low social proof was present, participants answered more low-
sensitivity questions (95.6%) than high-sensitivity questions (84.4%). When high social
proof was present, participants answered more low-sensitivity questions (100%) compared
to high-sensitivity questions (93.6%). When both the sensitivity signal and low social proof
were present, the response rate was higher for low-sensitivity questions (98.8%) than for
high-sensitivity questions (93.5%). When both the sensitivity signal and high social proof
were present, participants answered more low-sensitivity questions (99.2%) than high-
sensitivity questions (84.2%). Table 7 summarizes these results.

Table 7. Response Rate Per Nudge Combination and Question Sensitivity.

Social Proof/
Sensitivity Signal

No Social Proof Low Social Proof High Social Proof

No Sensitivity
Signal

Low sensitivity q’s
96.7 ± 17.9

Low sensitivity q’s
95.6 ± 20.6

Low sensitivity q’s
100.0 ± 00.0

High sensitivity q’s
94.0 ± 22.6

High sensitivity q’s
84.4 ± 36.3

High sensitivity q’s
93.6 ± 24.7

With Sensitivity
Signal

Low sensitivity q’s
100.0 ± 00.0

Low sensitivity q’s
98.8 ± 11.0

Low sensitivity q’s
99.2 ± 8.7

High sensitivity q’s
95.9 ± 20.0

High sensitivity q’s
93.5 ± 24.7

High sensitivity q’s
84.2 ± 36.4

Finally, we extracted the level of phasic arousal per question, measured in microsiemens
(μS), compiled during the study. The minimum phasic arousal for one question was
−0.27 μS and the maximum 12.60 μS. Overall, we can observe different arousal rates de-
pending on the combination of nudges present in the context and question sensitivity.
When no nudge was present, arousal was lower for low-sensitivity questions (9.9 μS)
than for high-sensitivity questions (10.4 μS). When only the sensitivity signal was present,
arousal was higher in low-sensitivity questions (10.6 μS) compared to high-sensitivity ques-
tions (10.3 μS). When low social proof was present, arousal was higher for low-sensitivity
questions (9.3 μS) than for high-sensitivity questions (9.1 μS). When high social proof was
present, arousal was higher in low-sensitivity questions (10.5 μS) than in high sensitivity
questions (10.1 μS). When both the sensitivity signal and low social proof were present,
arousal was the same for the low-sensitivity questions (9.0 μS) and high-sensitivity ques-
tions (9.0 μS). When both the sensitivity signal and high social proof were present, arousal
was lower for low-sensitivity questions (8.9 μS) compared to high-sensitivity questions
(10.2 μS). Table 8 summarizes these results.

Table 8. Arousal Per Nudge Combination and Question Sensitivity.

Social Proof/
Sensitivity Signal

No Social Proof Low Social Proof High Social Proof

No Sensitivity
Signal

Low sensitivity q’s
9.932 ± 4.936

Low sensitivity q’s
9.352 ± 4.642

Low sensitivity q’s
10.499 ± 5.288

High sensitivity q’s
10.372 ± 5.334

High sensitivity q’s
9.118 ± 4.849

High sensitivity q’s
10.101 ± 4.403

With Sensitivity
Signal

Low sensitivity q’s
10.633 ± 6.003

Low sensitivity q’s
8.970 ± 4.935

Low sensitivity q’s
8.871 ± 5.096

High sensitivity q’s
10.269 ± 5.177

High sensitivity q’s
8.972 ± 5.043

High sensitivity q’s
10.232 ± 5.147

4.2. Hypotheses Testing

For the testing of hypotheses H1 to H7, we conducted two types of analyses because
some relationships tested included a dependent variable that is discrete in nature (infor-
mation disclosure (response rate): count of questions answered) and others tested for a
continuous dependent variable (emotional response (arousal): continuous phasic EDA). We
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used logistic regressions with a random intercept for models with information disclosure
(response rate) as the dependent variable (H1 to H3, and H4b). We used linear regressions
with random intercept for models with emotional response (arousal) as the dependent
variable (H4a, H5, H6).

4.2.1. Effect of Question Sensitivity on Information Disclosure (H1)

To test whether question sensitivity negatively influences users’ information disclosure
to chatbots (H1), we first extracted the response rate per question sensitivity. The average
response rate for low-sensitivity questions was 98.4% (±13.5), while the response rate for
high-sensitivity questions was 91.0% (±28.6). The results of the logistic regression showed
that a question is less likely to be answered if it is highly sensitive compared to when it is
low in sensitivity (estimate = −2.20, p-value < 0.0001). Thus, H1 is supported.

4.2.2. Effect of Information Disclosure Nudges on Information Disclosure (H2 and H3)

To test whether the information disclosure differed in the presence of nudges (H2a,
H2b, and H3), we looked at the effect of the nudges on the response rate per question
sensitivity. When hypothesized that when a low sensitivity signal is present (vs. absent) for
less sensitive questions, disclosure increases (H2a) and that when a high sensitivity signal
is present (vs. absent) for more sensitive questions, disclosure decreases (H2b). We also
hypothesized that social proof moderates the relationship between question sensitivity and
users’ information disclosure, such as greater social proof, leads to more disclosure and
less social proof leads to less disclosure (H3). Table 9 presents a summary of the results.

Table 9. Logistic Regressions: Effect of Nudges on Response Rate Per Question Sensitivity.

Nudge Comparison
Question

Sensitivity
Estimate StdErr DF t-Value

One-Tail
Probt

Hypothesis

Sensitivity signal: Present vs. Absent Low 1.47 0.80 1774 1.84 0.0334 H2a
High −1.03 0.85 1774 −1.21 0.1142 H2b

Social proof: Low vs. High Low −1.29 1.15 1772 −1.13 0.1301 H3
High −1.32 1.5 1770 −1.14 0.1269 H3

Social proof: Low vs. None Low −0.75 0.73 1772 −1.03 0.1519 -
High −0.38 0.82 1772 −0.47 0.6418 -

Social proof: High vs. None Low 1.14 1.17 1772 0.98 0.1637 -
High −1.67 1.23 1772 −1.36 0.3248 -

The above results show that the response rate to low-sensitivity questions increases
(estimate = 1.47, p-value = 0.0334) when the low-sensitivity signal is present. Thus, H2a
is supported.

The results show that, for high-sensitivity questions, the response rate decreases
(estimate = −1.03) when the high-sensitivity signal is present compared to when absent,
however, this result is not statistically significant (p-value = 0.1142). H2b is not supported.

For the social proof nudge, the results go in the same direction as the hypothesis,
where disclosure decreases with social proof is low compared to when social proof is high
for both question sensitivity levels (estimates = −1.29 and −1.32) but these results are not
statistically significant (p-values = 0.1301 and 0.1269). Thus, H3 is not supported.

The comparison between the two social proof levels when present vs. when absent
(no social proof) was also tested, but found not to be significant. Moreover, the interaction
between the effect of the two nudges on disclosure was also tested, but also found to be
not significant.

4.2.3. Effect of Emotional Response (H4 to H6)

We hypothesized that emotional response would mediate the relationship between
question type and information disclosure such as question sensitivity positively influencing
emotional response (H4a) and emotional response negatively influencing disclosure (H4b).
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The results of the linear regression show that emotional response tends to decrease when
high-sensitivity questions are asked compared to low-sensitivity questions (estimate = −0.10),
but this result is not statistically significant (p-value = 0.3226). Thus, H4a is not supported.

The result of the logistic regression on the effect of emotional response on information
disclosure (estimate = 0.01) is not statistically significant (p-value = 0.1948). Therefore, H4b
is not supported.

We then tested the effect of the information disclosure nudges on emotional response.
We hypothesized that when a low sensitivity signal is present (vs. absent) for less sensitive
questions, the emotional response decreases (H5a) and that when a high sensitivity signal
is present (vs. absent) for more sensitive questions, the emotional response increases
(H5b). Moreover, we hypothesized that social proof moderates the relationship between
question sensitivity and emotional response, such that greater social proof leads to lower
emotional response and less social proof leads to higher emotional response (H6). Table 10
summarizes these results.

Table 10. Linear Regressions: Effect of Information Disclosure Nudges on Emotional Response.

Nudge Comparison
Question

Sensitivity
Estimate StdErr DF t-Value

One-Tail
Probt

Hypothesis

Sensitivity signal: Present vs. Absent Low −0.13 0.15 1728 −0.86 0.1948 H5a
High −0.03 0.21 1728 −0.13 0.0511 H5b

Social proof: Low vs. High Low −0.12 0.26 1726 0.44 0.1717 H6
High −0.11 0.26 1724 0.43 0.1651 H6

Social proof: Low vs. None Low −0.59 0.18 1726 −3.28 0.0006 -
High −0.20 0.25 1726 −0.77 0.2196 -

Social proof: High vs. None Low 0.03 0.18 1726 0.18 0.4281 -
High −0.08 0.25 1726 −0.31 0.1231 -

The above results show that emotional response to low-sensitivity questions decreases
(estimate = −0.13) when the low-sensitivity signal is present compared to when absent, how-
ever, this result is not statistically significant (p-value = 0.1948). Thus, H5a is not supported.

The results show that, for high-sensitivity questions, the emotional response decreases
(estimate = −0.03) when high sensitivity signal is present compared to when absent. This
result is marginally significant with a p-value of 0.0511. Since the results are contrary to the
hypothesis, H5b is not supported.

For the social proof nudge, the results show that emotional response decreases when
the social proof is low compared to when the social proof is high for both question sensi-
tivity levels (estimates = −0.12 and −0.11). These results are not statistically significant
(p-values = 0.1717 and 0.1651). Thus, H6 is not supported.

The comparison between the two social proof levels when present vs. when absent
(no social proof) was also tested. The only significant result is the decrease in the emotional
response (estimate = −0.59) to low-sensitivity questions when the low social proof is present
compared to when it is absent (p-value = 0.0006). The other comparisons’ results were not
significant. The interaction between the effect of the two nudges on emotional response
was also tested, but also found to be not significant.

The validated research model is shown Figure 4.
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Figure 4. Validated Research Model. * significant at 0.05 level; *** = significant at 0.001 level.

5. Discussion

5.1. Main Findings

To summarize the findings of this study, the results suggest that question sensitivity
has an impact on disclosure in the context of interactions with chatbots. Concerning
the effect of the sensitivity signal, the results show that for less sensitive questions, a
low-sensitivity nudge increases disclosure. Results also suggest that for high-sensitivity
questions, a high-sensitivity nudge seems to decrease emotional response. On the other
hand, the social proof nudge does not seem to affect users’ disclosure behaviors, nor their
emotional responses. Finally, it was suggested that emotional response does not seem to be
a mechanism explaining how user disclosure operates in interactions with chatbots.

5.2. Theoretical Contributions

From a theoretical standpoint, this research makes three main contributions. First,
this research complements the literature on user disclosure by confirming that question
sensitivity has an impact on disclosure in the context of interactions with chatbots. This
result is consistent with previous research on question sensitivity and disclosure (not
specific to chatbot interactions) [52,53,59]. Indeed, research on antecedents to disclosure
had previously shown that sensitivity played a role in disclosure. In fact, Mothersbaugh [59]
suggested that the sensitivity of information is an antecedent to disclosure in an online
service context, while Lee et al. [52] reported the same results in an e-commerce setting.
However, sensitivity of information had not been explored in a chatbot context [52,53,59].
The present study suggests that this relationship does apply to interactions with chatbots.
This result strengthens our understanding of the differences between human-human and
human-AI interactions.

Second, comparing the two types of nudges tested, this research suggests that a
sensitivity signal seems more promising than social proof in influencing users’ disclosure
behaviors to chatbots. The difference between the two nudges might be due to the fact
that user disclosure is an intrinsic behavior and people do not make judgments about
their privacy based on what others do. These results come to complement previous
research [97,114,115] on nudging and privacy for the disclosure of personal information
online (not just specific to chatbots). Overall, empirical research on digital nudging to alter
users’ disclosure behaviors has produced conflicting findings in the past, with some studies
finding it to be quite effective while others have found no such results [97]. On one hand,
studies have demonstrated that motivating communications and persuasive messages
with stronger arguments or more positive framings can enhance the disclosure of private
information [114,116]. In our case, the low-sensitivity signal goes in accord with these
previous results, by increasing the disclosure of low-sensitivity information. However,
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there is still a question mark as to how to decrease—rather than increase—disclosure of
high-sensitivity information. On the other hand, a growing interest has been shown in
examining the impact of social nudges, centered around the social proof, used to affect
users’ privacy decision-making online [97]. According to research, social cues, such as the
knowledge that a majority of users’ peers have taken similar actions, such as disclosing
personal information, can lead to an increase in information disclosure on websites [29,99].
In the present case, by refuting the effect of such a nudge in user-chatbot interaction,
this study complements previous results in the literature [29,99] by marking a distinction
between online and chatbot-specific interactions. These results also go hand in hand
with other recent findings such as Rudnicka et al. [114] who found that while persuasive
messages framed around learning increased the disclosure of sensitive items, people did
not change their disclosure behavior for messages framed around social proof, contribution,
and altruism.

Nonetheless, the nudges used in this research may still have value by perhaps con-
firming users’ judgments regarding questions they are prompted with. In our results, seven
participants answered all questions, and twelve skipped some questions. The reasons for
disclosure and non-disclosure given by participants show that, in the case where users
have the same judgment as the nudge, the nudge may serve to confirm their decision to
answer the question or not (confirmed by five participants).

Third, evidence from this study showed that emotional response does not appear to
be a mechanism describing how disclosure functions in user-chatbot interactions. Previous
research on affect and online information disclosure tells another story. Wakefield [117]
suggested that positive affect has a significant effect on users’ online information disclosure.
Additionally, Coker and McGill [118] stated that arousal increases self-disclosure. The
contradictory results of these studies to the ones reported in this research could highlight a
plausible difference in users’ behaviors when interacting with websites versus chatbots,
that is, only in certain settings. Indeed, previous studies in user-chatbot interactions had
underlined the role of emotional response, but mostly in contexts that pertain to mental
health or education rather than privacy in e-commerce [33,60,108,109]. Referring to the
Affect Infusion Model, the results of the present study could be because information
disclosure to chatbots is not a high infusion situation for users. Rather than performing a
heuristic processing of the available information, it is possible that in chatbot interactions,
users could use more direct access or motivation-based processing [32]. Under these
strategies, people base their judgment either by reproducing a past behavior in a similar
situation or by searching for specific information with a clear purpose in mind to base their
decision. In these two types of processing, the AIM states that affect does not serve as
information in the judgment, which could explain the insignificant results of this study.
Thus, interactions with chatbots might not be a situation where emotional response is
inferred into information.

5.3. Managerial Implications

From a managerial standpoint, the fact that this research marginally supports the
influence of information disclosure nudges on users’ behaviors has one main implication.
In practice, the use of nudges has been debated since their inception. It is believed that to
be ethical, nudges should aim to enhance people’s decisions by altering how alternatives
are given rather than altering the options themselves or motivating or coercing people a
certain way [115]. The information disclosure nudges tested in this research did not always
predict user behavior. Nonetheless, from an ethical perspective, users should maintain
their right to make informed decision-making in their online interactions. Ultimately, the
goal of interfaces should be to give users control and freedom rather than to choose for
them what they put out on the internet, especially through chatbot interactions [51]. Thus,
policymakers can scrutinize this research for inspiration when drafting policies that provide
more information to users in online interactions with chatbots.
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5.4. Limitations and Research Avenues

The results of this study on the impact of nudges on disclosure could be due to some
limiting factors. First, the inconclusive results could be due to the fact that not enough
questions were asked per nudge combination and per question sensitivity level to find
significant differences in information disclosure. Second, the nature of the interactions
between the users and chatbots in the experiment consisted of a series of questions and
answers. Considering these points, future research could explore consumers’ information
disclosure behaviors when they communicate with chatbots in the form of extended con-
versations, rather than in a question-and-answer format. Another explanation for these
partially supported results could be due to limitations in choosing to conduct this exper-
iment in a lab setting. In fact, this research was conducted under high ethical standards.
Participants were informed that their responses would be anonymized and were asked
to sign consent forms before the start of the experiment. Additionally, the websites used
to host the chatbot prototypes were all fictional. This environment might have made
participants overly trusting towards the chatbots by reminding them they are in a lab
setting that is controlled by high ethical standards and in turn increasing their disclosure.
Future research on information disclosure should try to mitigate this by conducting their
experiment in association with real websites.

Considering the choice of nudges (i.e., sensitivity signal and social proof) in this
experiment, this research also provides potential avenues for other nudges that could
promote informed decision- making when it comes to information disclosure to chatbots
and could be explored in the future. For example, in our experimental design, participants
were told that they could choose to not answer a question if they did not want to. Future
research could explore the difference in information disclosure when users are given the
cue that they can choose not to respond versus no cue.

The peculiarities of our stimulus materials and study design may have restricted
the study’s findings. We placed the information disclosure nudges in locations that were
conducive for the use of the eye-tracking technology used in this research. The nudges
were thus placed on either side of the chatbot. In addition, although the nudges were
uniform in size and color, it is possible that varying the design of the nudges would have
made them more impactful. Future research could investigate the optimal location and
design for information disclosure nudges to be maximally influential on users’ behaviors.

Finally, the results of this study showed that more than a third of the participants
(seven out of nineteen) answered all questions prompted by the chatbots, regardless of their
sensitivity level. This heterogeneous data suggests that some users are comfortable sharing
information online with chatbots, being general or sensitive. Given the small sample size
of this study, our results did not make it possible to find a distinguishing factor better
for the group that answered all questions versus the group that skipped some questions.
Although the sample size used is typical for NeuroIS research [119] future research could
still replicate and extend this study by increasing the sample size in order to investigate
if some personal characteristics impact disclosure decisions. For example, measuring the
users’ level of comfort with online privacy and sensitive issues [50] or taking into account
the cultural background of individuals [120] could bring out behavioral differences between
groups. Considering that the participants in this study were located in North America, it is
plausible that the results would differ greatly in other regions of the world where the very
definition of sensitive matters may vary. Looking forward, finding determining factors
between individuals could be valuable for both business organizations to better understand
their customers and policymakers to draft distinct policies for different types of users.

6. Conclusions

To conclude, this research explored the impact of question sensitivity, information
disclosure nudges, and arousal on users’ information disclosure behaviors in chatbot inter-
actions. The results show that people rely more on their own judgment than information
disclosure nudges when it comes to disclosing information online to chatbots.
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Appendix A

Table A1. Full List Questions.

Question Context Sensitivity Level

How many years of work experience do you have? Career Low

What country do you currently live in? Career Low

What is your biggest strength? Career Low

What is your highest completed education level? Career Low

What languages do you speak fluently? Career Low

What high school did you go to? Career Low

What country were you born in? Career Low

Are you a hard worker or the less the better? Career Low

Do you feel like you earn enough money? Career High

Have you ever been in trouble with the law? Career High

Have you ever lied to your superior to get a day off work? Career High

Do you prioritize your professional or your personal life? Career High

Have you ever lied in a job interview or on your CV? Career High

Have you ever lied on your CV? Career High

What’s the biggest mistake you’ve made at work? Career High

Have you ever drank at work? Career High

Do you tend to be an optimist or pessimist and why? Dating Low

Do you want to have children/do you have children? Dating Low

Is intelligence or looks more important for you? Dating Low

What is your eye colour? Dating Low

What is your favorite movie? Dating Low

What is your favorite music genre? Dating Low

What is your gender? Dating Low

What is your relationship status? Dating Low

Are you religious? If so, what religion do you practice? Dating High

Do you fall in love easily? Dating High
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Table A1. Cont.

Question Context Sensitivity Level

During sex, do you take precautions against unwanted
pregnancies? Dating High

During sex, do you take precautions against STDs? Dating High

Have you ever been on a date with the sole purpose of having
sex with the person? Dating High

Have you ever cheated on your significant other? Dating High

How many serious relationships have you been in throughout Dating High

What is your sexual orientation? Dating High

Do you prefer sweet or savoury food? Groceries Low

Do you enjoy trying new foods? Groceries Low

Do you enjoy eating different cuisines of the world? Groceries Low

Do you always buy brand-name products? Groceries Low

Do you usually use coupons and discount while groceries
shopping? Groceries Low

Do you always shop at the same grocery store? Groceries Low

How often do you shop for your groceries online? Groceries Low

Do you prefer vegetables or fruits? Groceries Low

Overall, how healthy is your diet? Groceries High

Do you track your calories? Groceries High

Do you take any supplements? Groceries High

Counting yourself, how many people live in your household? Groceries High

Do you have any allergies? Groceries High

Would you say your diet is healthier than most people’s diet? Groceries High

What is your address? Groceries High

How much do you spend on groceries per week? Groceries High

Do you play sports? Gym Low

How many cups of coffee/tea do you drink per day? Gym Low

How many glasses of water do you drink per day? Gym Low

How many hours do you practice physical activity per week? Gym Low

How many meals do you eat per day? Gym Low

What is your height (cm/feet and inches)? Gym Low

How much time per week are you willing to dedicate to
personal training? Gym Low

What sports do you play? Gym Low

How many cigarettes do you smoke per week? Gym High

How many glasses of alcohol do you drink per week? Gym High

How much do you weight (kg/lbs)? Gym High

What is one thing you would like to change about yourself
(physically or mentally)? Gym High

Do you experience binge eating episodes (uncontrollable
eating of large amounts of food) Gym High

How often do you think you feel too much stress? Gym High

Do you have a stressful lifestyle? Gym High

Have you ever been told by a physician that you have a
metabolic disease (e.g., heart disease, high blood pressure)? Gym High

Do you always read the terms and conditions before checking
the box? Insurance Low

Do you have a car? Insurance Low
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Table A1. Cont.

Question Context Sensitivity Level

Do you have any pets? Insurance Low

Do you have renters/homeowners insurance? Insurance Low

How old are you? Insurance Low

What is your current occupation? Insurance Low

What is your phone model? Insurance Low

Do you smoke? Insurance Low

Do you have more than 5000 USD in savings at this time? Insurance High

Do you pay off your credit card in full every month? Insurance High

How many credit cards do you have? Insurance High

How much do you pay on rent/mortgage per month? Insurance High

What is your current income per year? Insurance High

What is your email address? Insurance High

What is your phone number? Insurance High

Do you have an investment portfolio? Insurance High

Would you also try typical dishes—that you would normally
never eat—while traveling? Travel Low

Is room service important to you? Travel Low

What type of accommodation do you prefer when travelling? Travel Low

Do you like to talk to the local people when you travel? Travel Low

What modes of transportation do you prefer to use when you
travel? Travel Low

Have you ever traveled abroad? Travel Low

Which country would you most like to visit? Travel Low

What is your dream destination for a vacation? Travel Low

Are you fully vaccinated against Covid19? Travel High

Which countries, regions, or cities irritate you the most and
why? Travel High

What would you never do on your travels and why? Travel High

How much money do you typically spend per day while
travelling? Travel High

Would you feel insecure if you were to travel alone? Travel High

Are there regions that you would never want to visit and why? Travel High

Is there a legal reason why you could not travel to a specific
country? Travel High
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