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1. Introduction

When the flow within pressurized pipes experiences abrupt stoppages, initiation, or
directional alteration, it gives rise to the phenomenon of water hammer, characterized by
the propagation of waves. This phenomenon, which was relatively obscure in the past,
has gained significant prominence in contemporary times. Given its profound relevance
in practical engineering, the body of literature concerning this intricate subject matter has
exhibited a consistent and substantial growth over the years.

From a historical vantage point, engineers have grappled with the challenges posed by
water hammer since the inception of pipe systems for the conveyance of liquids. More than
two millennia ago, Marcus Vitruvius Pollio [1] had already delineated the repercussions of
water hammer and cavitation in the context of clay and lead conduits supplying water to the
water distribution systems of ancient Rome. On a mathematical front, the formal description
of this phenomenon commenced with the early works of von Kries [2,3], Joukowsky [4],
and Allevi [5]. Joukowsky [4] delved into the intricacies of wave reflections within pipes
and the deployment of air chambers, such as equalizing tanks and spring-loaded safety
valves, ultimately furnishing a fundamental formula for the calculation of pressure surges
resulting from rapid valve closures, which remains applicable even in modern times.

Contemporarily, the discourse surrounding this subject has expanded considerably.
The central issues associated with water hammer problems encompass various dichotomies,
including single versus multiphase flow, laminar versus turbulent flow, the elastic versus
viscoelastic behavior of pipe materials under strain, the presence of gaseous or vaporous
cavitation, Newtonian versus non-Newtonian flow, the distinction between rigid and
flexible pipe walls, and the differentiation between fast (impulsive) and slow–transient
flow. The deliberation of these aforementioned issues often necessitates the consideration
of related phenomena, such as mechanical energy dissipation due to fluid friction, the
manifestation of viscoelastic delayed deformations in pipe walls resulting from cavitation-
induced liquid column separation, and fluid–structure interaction.

This Special Issue is dedicated to all aspects of modeling water hammer phenom-
ena and the experimental verification of this particular form of unsteady flow. We have
examined works that encompass (a) the exploration of accompanying phenomena (such
as unsteady friction, delayed strain, cavitation in both vapor and gas phases, and fluid–
structure interaction); (b) methods and devices aiming to safeguard pipe systems (such as
cushion surge chambers and air valves) against the adverse consequences of water hammer
(e.g., noise, vibrations, leakages, etc.); (c) advancements in numerical methodologies; and
(d) the overall expansion of our understanding of water hammer.

In this Special Issue, entitled “About an Important Phenomenon—Water Hammer”, we
have been privileged to receive contributions from esteemed authors hailing from diverse
corners of the globe, each of whom has devoted many years of professional expertise to the
exploration of transient pipe flow challenges.

Water 2023, 15, 4004. https://doi.org/10.3390/w15224004 https://www.mdpi.com/journal/water
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2. Review of New Advances

Tasca et al. (contribution 1) analyzed the identification of the typical water hammer
stages associated with the pump trip scenario. The two key power-loss behaviors were
found: (a) attenuated and (b) water-hammer-dominated. Deep research of the sensitivity
of the transient response to the air valve outflow capacity and location was carried out.
The impact of different sources was taken into account in the analyses of (a) variations in
pipeline length; (b) the initial steady water velocity; (c) the elevation difference between
downstream and upstream reservoirs; (d) changes in both wave speed and friction on the
transient response; and (e) negative pressures. The realized study explored (a) maximum
hydraulic grade (HG) values; (b) maximum head values; (c) air pocket collapse times; (d) the
timing of peak transient HGs; and (e) critical orifice sizes. Finally, the paper investigated
how non-slam air valve design parameters impact the transient response.

This work is of great practical importance because the selection of proper air valves
is very problematic to many system designers and pipeline operators. This is mainly “be-
cause their behavior is highly non-linear, sometimes showing high sensitivity to assumed
conditions and sometimes displaying robust and stable results”. The authors defined four
stages occurring just after a pump trip-off: depressurization, air admission, air expulsion,
and the creation of a secondary wave. The minimum hydraulic grade line (HGL) is formed
during the initial two stages while the maximum HGL is often only completed after the
first instance of air pocket collapse. Three main transient behaviors have been identified:
attenuated (type 1 behavior) for small d/D values, intermediate (type 2 behavior) for
moderate d/D values, and water-hammer-dominated (type 3 behavior), which typically
occurs for large d/D values (d—diameter of the outflow orifice of the air valve; D—pipe di-
ameter). An analysis of variation of certain key initial parameters (initial velocity, elevation
difference, pressure wave speed, and friction coefficients, which were initially locked in for
the main set of numerical simulations) revealed that the influence of these parameters on
the transient response is more evident in relation to type 3 behavior than in type 1 behavior.
It was found that a well-sized non-slam air valve can mimic the behavior of a large inflow
orifice and small outflow orifice air valve during the pump trip scenario. For a non-slam
air valve to be effective in mitigating the transient event, the selected values should be
sufficiently small, both those of the transition head (to enable the utilization of the small
outflow orifice for expulsion) and those of the large outflow orifice.

Kim (contribution 2) wrote governing transient flow equations in dimensionless
form and used them for two widely adapted water supply systems: a reservoir pipeline
surge tank valve reservoir system and a reservoir pump check valve pipeline surge tank
valve reservoir system. Inertia (lumped) and expression (integrated solution) for surge
tank (located in specific section of the pipeline) were taken into account in a simplified,
dimensionless way.

Both frequency and time domain solutions of the pressure response for the analyzed
systems are presented and compared (partially with experimental results). The proposed
solution is interesting as eliminates the main restriction: the discretization problem of
numerical methods based on the method of characteristics (MOC). In MOC, the requirement
of equality of the Courant number to one is hard to fulfill for existing pipeline systems.

Kim’s (contribution 2) analysis of the surge tank in pipeline systems with and without
pumping stations and check valves indicated that “the resonance of the system can be
explained by the pipeline length and the locations of the pipeline structures, such as the
surge tanks, pumps, and check valves”. The difference in the time domain response between
the two analyzed systems indicates that the amplification and mitigation originated from
the boundary conditions of the interaction with the surge tank. The proposed normalization
of the main equations (written in a dimensionless form) provides an intuitive understanding
of the system response.

The air cushion surge chamber is a useful device that protects large-diameter pipeline
systems (e.g., long-distance water transfer and hydropower systems). It is a closed chamber
that is partially filled with water and compressed air [6,7]. “As compared to an open-
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type pressure regulating chamber, it is rarely restricted by geological or topographical
features, and offers numerous advantages, such as shorter construction supply, lower
excavation volume, cost-effectiveness, and minimal ecological impact” (contribution 3).
Liu et al. (contribution 3) improved a second-order finite volume method (FVM) taking
into account unsteady friction models. With the use of FVM, a novel methodology to
simulate the dynamic behavior of the air cushion surge chamber in a water pipeline system
was developed, and its usefulness was validated through comparisons with experimental
pipe system results. The pipeline was a 582-meter-long system based on a coiled brass
pipeline with a small diameter (21 mm). Four tests were conducted (two in laminar regime,
Re = 1284, and two in a low-Reynolds-number turbulent one, Re = 4334).

The performed comparisons reveal that the steady friction model only accurately
predicts the first pressure peak and it seriously underestimates pressure attenuation in later
stages. The incorporation of unsteady friction models resulted in much better predictions
of the complete pressure attenuation process. Among the two tested friction models, in
particular IAB (instantaneous acceleration-based) and CBM (convolution-based models),
the CBM unsteady friction model with acceptable accuracy reproduced pressure peaks and
whole-pressure oscillation periods. In these systems, air cushion surge chamber energy
attenuation is primarily due to pipe friction (occurring in elastic pipes) and air cushion.
Some differences in peak values of subsequent amplitudes were noticed that the authors
(contribution 3) related to the absence of wall heat exchange in the mathematical model.

Pezzinga (contribution 4) analyzed the results obtained using numerical 1D and 2D
models with experimental results (long-duration experimental tests—about 70 periods)
in which no vapor areas appeared. A numerical solution named MOC-Z by the author
was used, which operates without interpolation for flows with liquid and gas. Pezzinga’s
experimental test stand contained several air-release valves. According to the author, it
was very difficult to completely eliminate the air from the circuit. The gas release effect is
considered a possible reason for the further oscillation damping noticed in the experimental
results. To overcome the above problem, a proper mass balance equation involving gas
release was taken into account. The calibration of the proposed model parameters was
carried out with a micro-genetic algorithm. A different turbulence model [8] was also
considered for comparison.

Both constant and variable gaseous mass for water hammer flow were taken into
account. “Taking into account the mass of gas, considered as constant, reduces the MAE
because it allows to phase the computed oscillations, approaching it to the observed one.
If the mass of free gas is considered as a variable, taking into account a gas release and
solution process, the oscillation damping is caught altogether, provided that a proper
calibration of the parameters of the model is made” (contribution 4). Pezzinga noticed
a significant improvement in the modeling of the head oscillation damping results from
the 2D flow schematization with respect to the 1D one with quasi-steady friction and
concluded that the oscillation damping observed in water hammer flow is mainly due
to unsteady friction, but other mechanisms of dissipation exist; for example, the thermic
exchange between bubbles and the surrounding liquid. These mechanisms can influence
the values of the calibrated parameters, but they do not seem capable of fully reproducing
the observed pressure traces. Finally, Pezzinga mentioned that more complex models of
gas release could be considered in future studies.

Neyestanaki et al. (contribution 5) analyzed the literature in the direction of modeling
different types of valve closure with a transient water hammer with the help of three-
dimensional computational fluid dynamics (CFD). In their opinion, 3D models are more
accurate than numerical simulation with use of 1D solutions. The performed literature
survey showed that there is no study comparing the different methods for modeling valve
closure in terms of modeling accuracy and computational cost. Moreover, a sliding mesh
has not been used before for modeling axial valve closure. In their paper, water hammer in a
straight 3D pipe (36 m long with relatively large inner diameter D = 0.3 m; Reynolds number
Re = 7 × 105) during an axial gate valve closure was modeled using CFD. Three methods
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were used to model the valve closure: dynamic mesh, sliding (motion) mesh (Ansys Fluent),
and immersed solid (Ansys CFX) methods were used for modeling the valve closure. The
calculation results were compared with experimental results provided by Sundstrom and
Cervantes [9] that include the variation in the differential pressures between two cross-
sections and the wall shear stress. The performed result analysis showed that the immersed
solid method has a delay in flow rate reduction and therefore underestimates differential
pressure rise and overestimates wall shear stress close to the end of the valve closure. The
dynamic mesh method models are more time-consuming and three times more expensive
in terms of computational cost than other methods. Additionally, the dynamic mesh was
unstable, with the possibility of divergence. The best results were received with help of the
sliding mesh method, which is an inexpensive and stable technique that provides results
closest to those of the experimental method. The authors proved that, for a thin gate valve,
the axial movement of the valve can be modeled using mesh movement without any mesh
deformation (predicting more physical results). The three-dimensionality of the flow after
the valve closure was addressed as a non-symmetrical recirculation region that appears near
the gate valve with its movement. The computational cost of the mentioned methods was
discussed. “Immersed solid method and sliding mesh have quite the same computational
cost. For dynamic mesh, the process of re-meshing is added to the calculation. Moreover,
the lower quality of regenerated mesh makes it more possible to diverge. Therefore, a
lower under-relaxation factor and, consequently, a higher number of iterations per time
step is applied in the simulation. The mentioned drawbacks made the computational cost
of the dynamic mesh method around three times more than the sliding mesh and immersed
solid method”.

Ferreira and Covas (contribution 6) rightly pointed out that, in any numerical model
(1D, 2D, or 3D), the mesh size and configuration strongly affect the computational effort,
as well as the accuracy of the results. The 2D mesh adaptation is very important for the
geometrical boundaries. Flow physics needs ensure that the velocity variation is of the
same order along the numerical mesh—a non-uniform grid should be generated (higher
resolution near the pipe wall) due to the high gradients observed. The calibration of the
grid (according to the velocity gradient history) can reduce the number of mesh points,
maintaining the same accuracy level. An in-depth assessment of the 2D radial mesh’s
influence on the computation of unsteady energy dissipation in pressurized pipes was
conducted. An extensive numerical analysis of the effect of the numerical schemes and of
the radial mesh (several radial meshes were defined) on the computation of unsteady energy
was carried out. The simulation results with use of 1D and 2D models were compared
to the experimental method for laminar flows (Zielke solution) and for two valve closure
maneuvers (i.e., an instantaneous and an S-shaped closure).

A new optimized equal area cylinder (OEAC) radial mesh (with 40 cylinders) was
proposed using 2D simulations. It is defined by a high-resolution grid near the pipe wall
and a lower-resolution grid in the pipe core. Its main advantage is achieving good model
accuracy without increasing the computation effort. For an instantaneous valve closure
scenario, this mesh reduced the calculation time by four times with a similar simulation
error to that of the standard equal area cylinder (EAC) mesh. The comparisons of the results
of the new mesh compared to those of the traditional mesh geometries (GS, ETC, and EAC)
for a calibrated S-shaped valve closure revealed that (a) compared to the geometric sequence
(GS) mesh, the new geometry achieved a significant improvement in accuracy for meshes
with fewer cylinders (NC ≤ 60); (b) the other two radial meshes (ETC and EAC) do not
provide the same accuracy; and (c) new mesh correctly describes the experimental data
with only 20 cylinders. One of the notable advantages of the Ferreira and Covas approach
is its adaptability to turbulent flows, achieved by incorporating a suitable turbulent model
into the fundamental equations.

Urbanowicz et al. (contribution 7) presented an extensive review of two modeling
techniques of unsteady friction related to IAB and CBM. The filtering method of weighting
function used in CBM proposed in Urbanowicz’s earlier paper [10] were further analyzed.
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Its usefulness was checked for cases without vapor (cavitation) zones forming in the pipe.
The second objective of this paper was the verification of the effectiveness of Johnston’s
lumped friction model [11], according to which the unsteady friction can be concentrated
only at the boundary nodes of the numerical grid (in inner nodes the simplified quasi-
steady assumption was used). The weighting function in this proposed computationally
effective and accurate model was simply composed of two exponential terms, and its
values are chosen to be dimensionless and time-step-dependent. The simplification of
the weighting function in conjunction with the corrected effective method for solving
the convolution integral enabled the proper determination of resistances. The proposed
method’s mathematical complexity is similar to that of the IAB model. Contrary to the IAB
model, in the proposed method, there is no need to calibrate any parameters describing
wall shear stress. The simulations carried out with the use of Johnston’s model (lumping
unsteady friction in boundary nodes of the MOC grid) showed that the analyzed transient
histories of pressure can be simulated with sufficient compliance, maintaining acceptable
simulation accuracy even more quickly.

Kubrak et al. (contribution 8) numerically (using a fixed-grid method of characteristics
and IAB unsteady friction model) and experimentally studied the water hammer phe-
nomenon in a serially connected steel–plastic pipeline system with significantly different
inner diameters and for several different lengths of each section (maintaining a constant
total length of the pipeline system). The experimental data revealed that the maximum
pressure increase linearly depended on the share of the steel section in the total pipeline
length. The combination of the IAB model applied to the steel section and the one-element
Kelvin–Voigt model accounting for the viscoelastic properties of the HDPE pipe made
it possible to obtain a satisfactory agreement between the calculated and the measured
pressure signals.

Parameters defining the IAB model and the creep compliance of the HDPE plastic pipe
were calibrated for single-pipeline systems. They were then introduced into a proposed
numerical model to simulate the water hammer in different configurations of lengths of steel
and HDPE sections. It was demonstrated that this approach failed to reproduce pressure
head histories for a pipeline system with significantly different lengths of each section,
as any change in the configuration of the pipeline system caused the creep parameters to
be recalibrated.

Vardy (contribution 9), in his review paper, pointed out that during unsteady pipe
flows, many different phenomena can occur simultaneously and interact with one another.
Because of this, it is beneficial to have a clear understanding of the potential sources of
damping (of pressure waves propagating in pipes) and their likely importance in any
particular situation. It is common that two or more causes of damping exist simultaneously,
but usually one of these is dominant and the others are of secondary importance.

In events forced by valve closure or pump trip-off, low-frequency components of
waves are dominant. In studies of acoustics or leak detection in pipelines (where acoustic
sensors are used) where waves are of a sufficiently high frequency (their wavelengths are
shorter than a few pipe diameters), cross-sectional variations in pressure become significant
(radial disturbances dominate axial ones). The most well-known cause of damping is skin
friction (SF). Vardy explains popular rough assumptions in detail, according to which SF is
approximated in a quasi-steady way. Notably, shear stresses are almost never measured
directly except in highly specialized laboratory experiments designed expressly for this
purpose. In practical applications, the SF influence is less strong than seen in the Holmboe
experiment. Vardy suggests that there are three reasons for this: (a) the measurements
were made in a pipe with a very small L/D ratio (time intervals between successive steps
are short; L—pipe length); (b) the valve closure was as rapid as the experimenters could
achieve; and (c) the Reynolds numbers of the initial steady flows were smaller than usual
in large-scale engineering.

After analyzing the skin friction effect, the pipe wall properties are discussed. Here,
typical steel pipes (and other metal pipes) are conventionally treated as linearly elastic,
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while in water supply systems, plastic pipes play the main role. The wall material of such
pipes behaves in a viscoelastic manner, which physically means that the pipe diameter
responds relatively slowly to changes in the fluid pressure (a delayed strain occurs). The
influence of the assumed viscoelastic (VE) properties of the pipe wall are sometimes
so dominant that little useful purpose would be served by taking account of unsteady
components of skin friction. Vardy’s comments about wave speed (WS) state that it would
not be safe to infer the WS from the time intervals between the pressure histories maxima.

In the following sections, Vardy discusses the role of:

(a) Axial and lateral structural movement; he discusses its widely fluid structure interac-
tion effect (FSI). In FSI, structural movement can cause a behavior that complicates
attempts to make reliable inferences from the measurements of pressure alone. FSI’s
importance depends significantly on the interactions between internal pressure forces
and forces due to structural movements. This effect can decrease the pressure ampli-
tudes in some locations, but increases amplitudes in others.

(b) Variable wave speed. A small amount of gas—free (bubbles of undissolved gas) or
vapor (as an effect of cavitation)—can cause changes in the WS, which also causes dis-
persive behavior and, hence, influences damping (either increasing or countering it).

(c) Porous surfaces. “Strong damping can exist when fluid can discharge laterally through
pipe walls. It will be rare for this to be desirable in the case of liquid flows, but it can
be beneficial in some gas flows” (sonic boom-like disturbances occurring in tunnels
exit portals).

(d) Delayed reflections. “Disturbances propagating from the pipe into the reservoir
radiate in a spherical-like manner whereas the reflections along the pipe approximate
closely to planar. The time required for the changes in pressure at the outlet to die
away is short—typically in the order of the time required for a wave to travel one pipe
diameter—so the phenomenon is justifiably neglected in many practical applications”.

(e) Experimental measurements. Wave superpositions can have a strong influence on
pressure histories at any particular location and can complicate the interpretation of
the physical measurements exhibiting damping. The author also discussed problems
with possible unidentified oscillations.

(f) Numerical damping, which can be caused by interpolation algorithms or by incorrect
estimations of flux across interfaces between adjacent cells. It can also be introduced
intentionally for special reasons; for instance, through the use of "artificial viscosity"
to suppress unrealistic oscillations close to locations of especially rapid change.

Lu et al. (contribution 10)’s paper concerned problems related to modeling the load-
rejection process of a hydropower plant with an air cushion surge chamber. The main aim
of this paper was to develop an accurate and efficient water hammer numerical model,
which is significant for the proper design and safe operation of hydropower plants. The
authors worked on a second-order finite volume method (FVM) based on a Godunov-type
scheme (GTS) to solve the main set of equations, motivated by the fact that with its help,
results would be more accurate and more stable with less numerical dissipation than in
MOC. This FVM-GTS model was validated earlier in simple scenarios. In their paper,
hydraulic transients of the load-rejection process occurring in the hydropower plant with
an air cushion surge chamber (rarely analyzed previously) were studied. “The results
calculated by the proposed second-order FVM GTS models were compared with the exact
solution and the measured values as well as predictions by the MOC scheme. The accuracy
and efficiency of the proposed approach were discussed. Another important purpose is
that the proposed accurate model was used to explore the possible computation error
caused by the MOC scheme in a hydropower plant with a complex pipe system”. As
sometimes complicated boundaries need to be taken into account, virtual boundaries were
introduced (upstream, downstream, and hydraulic component connection sections) to
provide a connection between the air chamber and the unit to achieve uniformity in the
calculation of the control cells inside the pipeline and at the boundaries.
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The performed numerical comparisons revealed that for a Courant number Cr = 1,
both models, FVM and MOC, were consistent with the exact solution. When Cr < 1,
both computational results had numerical dissipation. For a Cr number with a gradual
decrease, the second-order FVM simulation results were more stable as the numerical
dissipation of MOC was more serious. For complex pipe systems, the proposed FVM
model better reproduced the experimental data, which were more accurate than those
of MOC. For the load-rejection process of hydropower units containing an air chamber,
the results calculated using the proposed FVM model were basically consistent with the
measured rotational speed variation. The second-order FVM does not need to adjust the
wave speed for the pipes; it only needs to reduce the Cr condition appropriately. The error
in the MOC calculation was associated with the air chamber parameters. The second-order
FVM is robust in simulating the water hammer problems in a simple or complex pipe
system. “Considering the higher accuracy, stability, and efficiency, the high-order FVM is
feasible and suggested for water hammer simulation in real hydraulic systems with more
complicated pipe components and devices”.

Paternina-Verona et al. (contribution 11) developed a study in which they explored
various issues related to transient flows during different filling events through the use of
3D computational fluid dynamics (CFD) models. The main findings and issues addressed
in the study are as follows:

Gauge Pressure Oscillations: The 3D CFD models accurately predicted gauge pressure
oscillations in the air pocket during filling events. The entrapped air pocket experienced
cyclic changes in volume, and this pressure variation had a significant impact on the
hydraulic behavior.

Water flow velocities: The study examined water flow velocities during transient
events. The authors observed that the pressure damping of the entrapped air pocket led to
water flow velocity transitions, with higher inlet gauge pressures resulting in more intense
mixing of air and water.

Thermodynamic phenomena: Temperature changes occurred during the filling pro-
cesses due to the compression of the trapped air pocket. The study found non-uniform
temperature distributions, with the highest temperatures away from the air–water interface.
This adiabatic behavior in the air pocket can affect system efficiency and safety.

Backflows and hydraulic efficiency: Transient flows can lead to backflows towards the
pumping source, potentially causing a loss of hydraulic efficiency during filling events. The
study showed that these backflows were more critical with higher inlet gauge pressures and
gradually dissipated over time due to the damping pressure of the entrapped air pocket.

Detailed visualization: The use of 3D CFD models with an unstructured mesh allowed
the detailed visualization of various variables, including streamlines, velocity contours,
and temperature distributions, providing a comprehensive understanding of hydraulic–
thermodynamic phenomena.

Selection of pipe class: The study highlighted the importance of evaluating the selec-
tion of pipe class in large-scale water installations, as the compression of entrapped air
pockets can result in absolute pressure values higher than those observed with monopha-
sic fluids. Current regulations often do not consider such two-phase flow models when
designing systems, and the use of 3D CFD models can improve system reliability during
filling operations.

The study suggests directions for future research, including the investigation of the
three-dimensional behavior of hydraulic events with air expulsion orifices, which has not
been extensively studied using 3D CFD models. Additionally, the simulation of large-
scale hydraulic scenarios, with and without air expulsion orifices, is recommended for
further exploration. In summary, this study delves into the complex interplay of hydraulic
and thermodynamic phenomena during filling events in pipes with entrapped air pock-
ets. It emphasizes the utility of 3D CFD models for understanding and predicting these
phenomena and suggests potential improvements and areas for future research.
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The investigation presented by Wu et al. (contribution 12) employed the integer total
energy method to formulate the energy equation within a quasi-2D model representing
viscoelastic pipes. Subsequently, a comparative analysis of work variations pertaining to
the friction term and viscoelastic term in both 1D and 2D models was conducted across
different initial Reynolds numbers (Re). The key findings are as follows: (i) When the
initial Reynolds number was less than 3.0 × 105, the 1D model exhibited a tendency to
underestimate the work associated with the friction term, a trend not observed in the
2D model. This discrepancy lessened as the initial Re exceeded 3.0 × 105. (ii) The work
performed with the viscoelastic term of the pipe wall demonstrated a relative constancy
across varying initial Reynolds numbers in both the 1D and 2D models. (iii) As the Reynolds
numbers increased, both the viscoelastic and the frictional work within the 1D and 2D
models showed a progressive increase over time. However, for cases with a high initial
Re, the work due to friction surpassed that of the viscoelastic term. (iv) The dissipation of
energy related to the friction term displayed an initial significant increase, followed by a
gradual deceleration, eventually reaching a constant value. (v) The energy transformation
associated with the viscoelastic term exhibited sinusoidal fluctuations during the initial
phase of transient flow. In cases with lower initial Reynolds numbers, these oscillations
persisted for an extended duration, portraying an overall upward trend before converging
to a steady state. (vi) With an escalation in initial Reynolds numbers, the proportion of
energy dissipation attributed to the friction term within the total energy transformation
exhibited continuous growth, while the proportion originating from the viscoelastic term
decreased proportionally.

Zeng et al. (contribution 13) presented hydraulic systems encompassing both pipelines
and open channels, posing a challenge for hydraulic transient analysis. This study intro-
duced a novel coupling method that combines the method of characteristics (MOC) for
pipeline modeling and the finite volume method (FVM) for open-channel modeling. The
interface between these two simulation domains was established using Riemann invariants.
Parameters were exchanged between the MOC and FVM regions through the coupling
boundaries in both directions. To validate the method, the authors developed tests on
a simple tank-pipe system, and the results were compared with those obtained through
3D computational fluid dynamics (CFD) analysis. Subsequently, the method was applied
to a practical hydropower station featuring a sand basin situated between the upstream
reservoir and the turbines. The sand basin was treated as an open channel, integrated
with the pipes within the system, and transient processes were simulated by modeling
the sand basin as a surge tank. Comparing the results obtained through the new coupling
method with those from the MOC-FVM coupling method, it became evident that the new
approach offers increased reliability and accuracy. This improved performance stems
from considering horizontal flow velocity in the sand basin, a factor that was previously
neglected when modeling the sand basin as a surge tank within the MOC framework.

Cao et al. (contribution 14) enhanced hydraulic transients with significant operational
risk due to the potentially destructive surge waves they generate. This study delved into
the analysis of hydraulic surge phenomena and the control of surge damping in the context
of pipe flow modeling and valve optimization. The study involved the development of a
one-dimensional transient model using the modified instantaneous-accelerations-based
(IAB) model, which incorporates considerations of energy dissipation, specifically the
compression–expansion effect. This model was subsequently solved through the method
of characteristics (MOC).

In a manner analogous to addressing valve operations via the traveling salesman
problem (TSP), an innovative surge damping strategy was proposed, leveraging an im-
proved artificial fish swarm algorithm (AFSA). To validate the unsteady model and the
optimization algorithm, the effectiveness of surge wave damping was evaluated through
case studies encompassing various pump operation scenarios.

The results revealed that the nonlinear optimized control method, as presented, is
capable of reducing surge amplitudes by 9.3% and 11.4% in pipe systems, with and without
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a centrifugal pump in operation, respectively. Moreover, the method can yield a substantial
34% increase in time margin or a maximum surge reduction of 75.2% when employing
a positive displacement pump. The optimized nonlinear valve closure exhibits distinct
profiles in scenarios involving both rapid and gradual closure.

The surge damping strategy presented in this study not only holds practical impli-
cations for guiding real-time valve control but also provides valuable insights for valve
design geared toward safeguarding against wave surge occurrences.

Liu et al. (contribution 15) presented a study to assess the sensitivity of input parame-
ters concerning output results in hydraulic transient simulations employing the method
of characteristics (MOC). In the context of a gravity flow water delivery project, six pri-
mary parameters influencing hydraulic transient simulations were identified. The study
focused on the maximum pressure as the output parameter to conduct a sensitivity analysis.
Two distinct approaches, namely Morris sensitivity analysis (Morris) and the partial rank
correlation coefficient method based on Latin Hypercube Sampling (LHS-PRCC), were
employed for this analysis. The findings indicated that the sensitivity of each parameter
was generally consistent, with the exception of the friction factor. Specifically, the flow
rate and Young’s modulus exhibited a positive correlation with the maximum pressure,
whereas the pipe diameter, valve closing time, and wall thickness demonstrated a negative
correlation. It was noted that the variability in the friction factor was primarily attributed
to the functioning of the flow and pressure regulating valve. In situations where other
conditions within the gravity flow project remained constant, an increase in the friction
factor corresponded to an elevation in maximum pressure. Significantly, the flow rate, pipe
diameter, and valve closing time emerged as the critical parameters influencing the model.
Moreover, the study underscored that both the Morris and LHS-PRCC methods proved
effective in assessing parameter sensitivity in hydraulic transient simulations.

In conclusion, this study focused on analyzing parameter sensitivity in hydraulic
transient simulations employing the method of characteristics (MOC) within the context
of gravity flow. The examination was conducted using a single engineering case, demon-
strating the effectiveness of the two sensitivity analysis methods. To broaden the scope
and achieve a more comprehensive understanding, further analyses involving additional
examples are warranted.

3. Conclusions

The papers included in the Water Journal’s Special Issue titled “About an Important
Phenomenon—Water Hammer” provide a contemporary snapshot of research trends in
this field. All fourteen research papers in this collection involve a comparative analysis
between simulation results and experimental findings. Among these papers, the method
of characteristics (MOC) was employed in eight instances to model unsteady flow, while
two papers utilized the second-order finite volume method (FVM). Additionally, one paper
introduced a coupled approach combining MOC and FVM, which was also found applicable
for open-channel flows. Notably, one paper presented a frequency-domain solution, while
two other works relied on computational fluid dynamics software, specifically Ansys and
OpenFoam. This reaffirms the ongoing significance of the MOC in the numerical analysis
of water hammer problems.

In all the research papers, the transient water hammer flow was induced through
valve closures (both hypothetical–instantaneous and realistic valve closing performance)
and/or by deactivating the pump power, mirroring the conditions often encountered
in real-world operational systems. In the majority of these papers (eight in total), the
instantaneous-accelerations-based (IAB) unsteady friction model was employed by the
authors to simulate friction losses using a 1D modeling approach. This preference suggests
a desire for friction models that are relatively straightforward in their application. An
interesting model meeting these expectations (contribution 7) focuses on unsteady friction
mainly at the boundary nodes of the numerical mesh, based on the assumption proposed
by Johnstone [11], and utilizes a convolution-based model (CBM) with a weighting function
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relying on only two exponential terms. The future, however, is likely to belong to meshless
methods [12].

The majority of the comparative analyses (twelve in total) centered on elastic (metal)
pipelines, while only three papers extended their simulations to scenarios found in con-
temporary water supply systems employing plastic pipes with viscoelastic wall behavior
characterized by delayed strain.

Returning to notable observations made by Tasca et al. and Vardy, Tasca et al.
(contribution 1) aptly emphasized the inevitability of real-world systems deviating from
numerical idealizations due to unforeseeable future conditions. As such, they stressed the
importance of design and operational engineers assessing the potential impact of real-world
variability in system parameters on system performance. Vardy (contribution 9) highlighted
the positive influence of damping in the context of water hammer in pipelines. Damping
can facilitate the dissipation of strong disturbances before subsequent disturbances arrive,
ultimately mitigating the potential consequences of superpositions.

The ongoing relevance of water hammer, particularly with the consideration of ac-
companying phenomena such as cavitation, unsteady friction, delayed strain, and fluid–
structure interaction, underscores the continuous need for advancements in modeling
methods. However, it is essential to exercise caution during analyses, as dissipative phe-
nomena typically induce damping, and dispersive phenomena often do the same, though
exceptions can arise where energy redistributions lead to superpositions that would not
occur otherwise (contribution 9).
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Abstract: Air valves are protective devices often used in pressurised water pipelines, ideally admitting
air to limit sub-atmospheric pressures and controlling the release of entrapped air. This work
summarises a comprehensive sensitivity analysis of the transient behaviour in a rising water pipeline
with an air valve following a pump trip. The paper examines the water hammer stages associated
with a pump trip, namely, the initial depressurisation, followed by air admission, then air expulsion,
and finally the creation of a secondary pressure wave. For each air valve location and specific set of
design conditions, the relationship between the transient magnitude and air valve outflow capacity is
found to be non-linear, but to roughly follow the shape of a logistic curve having a lower left plateau
for attenuated (type 1) behaviour and transitioning through type 2 behaviour to a higher right plateau
for water-hammer-dominated (type 3) behaviour. Through an extensive set of simulations covering a
wide range of conditions, the study identifies the size of the critical outflow orifices associated with
both type 1 and type 3 responses and assesses the influence of the location of the air valve on the
transient magnitude and on the timing of air pocket collapse. Furthermore, the paper highlights that
a non-slam air valve is capable of effectively mitigating transient magnitudes provided that its design
parameters are judiciously chosen and account for both the system’s attributes and the characteristics
of the transient event.

Keywords: air valve; air pocket; water hammer; hydraulic transient; pump trip; pumping system;
water supply

1. Introduction

The presence of air in pressurised water pipelines is often problematic. The inability
to effectively manage entrapped air can lead to increased power consumption and can
compromise conveyance capacity [1]. When a line is initially pressurised, the presence
of entrapped air can permit rapid acceleration of the water column and can thus lead to
higher transient pressures compared to lines containing water only [2]. Yet, paradoxically,
the presence of sufficient air can also cushion transient events, as in the case of either an
unvented system or when venting is controlled by directing air flow through a relatively
small aperture [3]. Moreover, air can play a broad and beneficial role in mitigating hydraulic
transients if strategically contained, as it is in hydropneumatic tanks [4].

Air valves are a frequently employed strategy for addressing air management in
pressurised pipelines. Air-release valves exhaust accumulated air during regular operation,
while air/vacuum valves are often selected to allow for air exchange during controlled
filling and draining operations, as well as for air exchange during water hammer events [5].
Yet, in reality, air valves often underperform, with their inadequacies sometimes leading
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to severe consequences, including system disruption or even failure although, at other
times and in other systems, their underperformance may have entirely benign outcomes [6].
Thus, a practical puzzle is created: in some systems, the presence of air valves is crucial
for reliable operation, while in other systems, air valve removal may have little or no
discernible effect on performance. It is to this puzzle that this paper is primarily addressed.
The task of evaluating consequences raises many complexities: these include the challenge
of predicting the air exchange through an air valve [7], the interaction between air and water
within the pipe system [8], the often contradictory sizing criteria for different hydraulic
events [9], and the non-linear impact of the air valve on transient behaviour [10].

Complications related to air exchange through the air valve include unreliable perfor-
mance data from product catalogues and the unpredictability of the dynamic closure of the
air valve during expulsion [11]. Accurately modelling transient air–water interactions is
challenging without a CFD approach, especially for complex scenarios, such as the filling
procedure of horizontal or irregular profile pipelines. Regarding air valve sizing, often
the air valve must be sufficiently large to enable nearly unrestricted entry of air during
drainage [12] or down-surge events [10], as well as for the efficient release of air during
controlled pipeline filling [13]. However, oversizing an air valve’s outflow orifice can lead
to excessive over-pressures upon air valve closure during filling operations or following a
pump trip event [14]. Notably, the pipeline transient response exhibits non-linear behaviour
in relation to air valve capacity [15], valve location, and system characteristics [10].

Research relating to air in pressurised pipelines can be categorised into three classes: ex-
perimental studies [16], combined experimental–numerical investigations [17], and purely
numerical explorations [18]. Due to space limitations in controlled labs, experimental and
experimental–numerical studies often focus on small-scale systems, which hinders their
applicability to large-scale applications [19]. For instance, although the Bergant et al. (2012)
study [20] conducted an experimental–numerical investigation using typical air valve and
pipe sizes, the pipeline lengths employed were quite short. Regarding pipeline filling,
studies often concentrate on either horizontal [21] or vertical pipes [22], which are prevalent
in few large-scale systems [6]. Furthermore, the common use of orifices for air exchanges in
these studies, rather than the more commonly employed air valves, introduces an added
challenge when translating the findings into practical applications [3]. Certainly, numerical
studies exploring the transient behaviour of large-scale pipelines influenced by the pres-
ence of air can be found in the literature. These studies include, for example, the works
by Pozos et al. (2010) [23], Ramezani and Karney (2017) [10], and Li et al. (2022) [18].
The current paper is in this tradition and provides a comprehensive numerical analysis of
the transient behaviour in a pressurised rising water pipeline with an air valve during a
pump trip scenario.

This paper is structured as follows. A concise overview of recent related research is
first provided, followed by the identification of the typical water hammer stages associated
with the pump trip scenario. The two key power-loss behaviours, namely, attenuated
and water-hammer-dominated events, are identified, as well as the related transitional
states. A comprehensive investigation into the sensitivity of the transient response to the
air valve outflow capacity and location follows. This involves analysing variations in
pipeline lengths experiencing negative pressures, maximum hydraulic grade (HG) values,
maximum head values, and air pocket collapse times. The timing of peak transient HGs
is explored, as are the critical orifice sizes for achieving attenuated and water-hammer-
dominated events. The work specifically assesses the influence of the initial steady water
velocity, the elevation difference between downstream and upstream reservoirs, and the
impact of changes in both wave speed and friction on the transient response. Finally,
the paper investigates how non-slam air valve design parameters impact the transient
response and concludes by summarising all the insights gained.
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2. Overview of Related Research

Ramezani (2015) [24] studied the numerical sensitivity of transient severity to air valve
capacity and pipeline configuration in a pump trip scenario. The simulations utilised
an elastic model through the method of characteristics, and Monte Carlo filtering was
employed to statistically evaluate the simulation results. This study found that both the
air valve inflow capacity and initial steady water discharge affect the minimum tran-
sient pressures, while the air valve outflow capacity and initial steady water discharge
affect the maximum transient pressures. The analysis prioritised statistical insights over
the consideration of the individual physical processes that constitute the hydraulic tran-
sient phenomenon.

To complement the earlier work, Ramezani and Karney (2017) [10] developed semi-
analytical formulas to elucidate the fundamental wave processes that occur following
sudden depressurisation. This work emphasised the significance of air valve location to the
transient response, suggesting that the downstream branch of the pipeline, in relation to the
air valve, has a greater influence on severity than the upstream branch. Longer downstream
branches lead to longer air pocket collapse times and more attenuated secondary pressures.
The semi-analytical formulas incorporate several simplifications, including the omission of
macro-cavitation, the assumption of free air inflow and outflow, and the assumption that
the pressure in the air pocket is always atmospheric.

Coronado et al. (2018) [25] conducted a numerical sensitivity analysis to investigate
how the air valve capacity and pipeline configuration (specifically, a single straight pipeline)
can influence pipeline transient behaviour during both filling and draining procedures.
The simulations used a rigid column model for the water phase and the polytropic trans-
formation equation for the air phase. For filling, transient behaviour displayed sensitivity
to pipe slope, air valve size, pipe diameter, and the friction factor. For draining, transient
behaviour showed sensitivity to air valve size, air pocket size, pipe slope, and pipe diameter.

Tasca et al. (2021) [14] conducted a provisional numerical study into the impact of
the air valve capacity and pipeline configuration on pipeline transient response following
pump trip. While the air valve location was emphasised as significant, the importance
of the air valve capacity was acknowledged, but its relevance was less apparent due to
the limited range of tested air valve sizes. Tasca et al. (2021) [14] noted that the transient
magnitude can be affected not only by the size of the air valve orifice but also by its
discharge coefficient. Increasing the elevation of the air valve was found to attenuate the
secondary waves created upon air valve closure and led to larger admitted air volumes.
Tasca et al. (2022) [11] clarified the influence of the air valve outflow capacity on the pipeline
transient response during the pump trip scenario; a significant finding was that the critical
orifice sizes previously identified as resulting in attenuated events during pipeline filling
also have considerable applicability to the pump trip scenario.

Li et al. (2022) [18] and Li et al. (2022) [15] numerically investigated the impact of air
valve capacity on pipeline transient behaviour during a water hammer event resulting from
the closure of the downstream valve in a gravity pipeline. It was found that restriction of
the air valve outflow capacity tended to attenuate secondary pressures and that increasing
an air valve’s inflow capacity tended to limit negative pressures. Li et al. (2022) [18] noted
that the significance of discharge coefficients becomes less pronounced when dealing with
small outflow orifices. Additionally, a ratio of 0.10 [15] or 0.05 [18] between the outflow
and inflow orifice sizes was often found to be effective in simultaneously mitigating
negative pressures and secondary over-pressures. The numerical simulations involved
some simplifying assumptions, including the absence of macro-cavitation and isothermal
air pocket evolution. In reality, small orifices often lead to attenuated transient behaviour,
but may also lead to a substantial increase in air pocket temperature [26].

3. Methodology

The current paper examines a pump trip scenario in a typical rising water pipeline
equipped with an air valve at a distinct high point. Figure 1 illustrates the key components

15



Water 2023, 15, 3476

of the analysed pumping system, with certain attributes allowed to vary. Similar to
many operational systems, the layout includes an upstream reservoir, a pumping station
(consisting of two pumps in series, each equipped with a check valve), a pipe segment
featuring an air valve at a local high point, and a terminal pipe section connected to the
downstream reservoir. The lengths of the two pipe segments downstream of the air valve
are kept equal in this setup.

The main point of the selection of this system is not due to its universal applicability,
though the configuration does typify many operational systems. Rather, this specific system
is chosen as it nicely characterises the general nature of the non-linear response that even
relatively simple systems can display to air valve, system, and transient attributes. Thus,
the goal is to give system designers, owners, and operators an essential “sense” of where
and when high sensitivity to assumed system and valve characteristics can constitute a
threat to system reliability, performance, and behaviour.

Figure 1. Possible test pipeline configuration including an air valve at the line’s distinct high point,
as considered in the numerical simulations.

3.1. Simulation Scenarios

The current study considers three sets of numerical simulations: (i) the main or
foundational set of “basic” simulations, (ii) a set of simulations incorporating variations in
key initial parameters, and (iii) a set of simulations involving non-slam air valves. A great
many variations of the system parameters are then considered within these three cases.

The primary simulations set the initial steady water velocity to v0 = 1.5 m/s, the el-
evation difference between reservoirs as ∆Z = 50 m, the wave speed a = 1000 m/s,
the Hazen–Williams friction coefficient C = 130 (with corresponding absolute rough-
ness of 0.259 mm), ratio between the air valve inflow orifice and the pipeline diameter
din/D = 0.20, pipeline length L = 6000 m, and pipe diameter D = 0.50 m. Moreover,
the simulations consider five longitudinal L1 air valve locations (1000, 2000, 3000, 4000,
and 5000 m), five vertical air valve locations (i.e., h value is 20, 25, 30, 35, or 40 m), and
17 d/D values unequally spaced from zero to 0.40—between 0.02 and 0.10, the d/D values
are spaced in increments of 0.01; between 0.10 and 0.20, the d/D values are spaced in
increments of 0.02. The smallest d/D value considered with d/D > 0 is d/D = 0.02.
The values d/D = 0 and d/D = 0.40 are considered. The system response without air
valve protection is also considered, to bound the results.

Significantly, the current paper explores variations in the following parameters: v0,
∆Z, a, and C. More specifically, three v0 values are used, namely, 0.5, 1.0, and 2.0 m/s; three
∆Z values are considered, namely, 25, 75, and 100 m; and three a values are simulated,
namely, 400, 600, and 800 m/s; moreover, three C values are tested, namely, 90, 110, and 150.
For all these cases, L1 = 3000 m and h = 40 m. In scenarios where a variation in ∆Z is
incorporated, the air valve is positioned at an elevation equivalent to 80% of that of the
downstream reservoir. This leads to h values of 20, 60, and 80 m for ∆Z values of 25, 75,
and 100 m, respectively.

This paper also investigates the effect of having a non-slam air valve at the high point
instead of a regular air valve. Herein, a non-slam air valve refers to a device with a single
inflow orifice but with both a small outflow orifice and a large outflow orifice, while a
regular air valve refers to a device with a single inflow orifice and a single outflow orifice.
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Variations in the following parameters have been considered: transition head (∆Htransition),
large outflow orifice (dlarge), and h. The transition head refers to the threshold head that
triggers the change from the large outflow orifice (dlarge) to the small outflow orifice (dsmall).
Six ∆Htransition values are considered: 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30 m. Eight dlarge/D
values are considered: 0.06, 0.08, 0.10, 0.12, 0.14, 0.16, 0.18, and 0.20. Two h values are
considered: 20 and 40 m. For all these cases, L1 = 3000 m and dsmall/D = 0.04.

3.2. Modelling Approach and Limitations

Each numerical simulation consists of two stages: the initial steady flow and the
hydraulic transient. The initial steady flow is calculated using the Darcy–Weisbach equa-
tion, while the hydraulic transient is modelled using the 1D elastic model employing the
conventional method of characteristics. The pipeline elements involved in the transient
simulations include pipeline segments, upstream and downstream reservoirs, pumping
station, air valve, and air pocket admitted by the air valve. Appropriately selecting the
simulation time step and the simulated time is important to ensure that the numerical
results capture the primary aspects of the transient.

Various numerical choices are also relevant to the transient simulation, including
the calculation mesh, how short pipes are integrated into the mesh, the methodology for
accounting for friction losses, and the approach used for modelling cavitation. The simula-
tions employ the conventional method of characteristics (MOC) on a rectangular computa-
tional mesh, with the Courant number fixed at unity. Pipe reach adjustments are allowed
for this purpose. Further information about the elastic model and the MOC can be found
in Chaudhry (2014) [27]. Unsteady friction is incorporated into the simulations following
Vitkovsky’s methodology. Additional details regarding unsteady friction methods can
be found in Abdeldayem et al. (2021) [28]. The discrete vapour cavity model (DVCM) is
utilised for macro-cavitation modelling. In the DVCM, vapour cavities form at specific com-
putational nodes and remain localised. The absolute pressure in the system is constrained
by the vapour pressure of water. The release of air resulting from a decrease in pressure and
changes in wave speed due to the presence of vapour cavities are not taken into account.
Further information about cavitation models can be found in Bergant et al. (2006) [29].

Both reservoirs are treated as constant-level reservoirs. The main set of simulations
includes two pumps, each equipped with a check valve. The pump curve from the manufac-
turer is employed, and the simulations incorporate pump inertia with instantaneous check
valve closure upon reverse flow. Further details about the simulation of turbo-machines can
be found in Wylie and Streeter (1983) [30]. The air flow through the air valve is modelled
according to the isentropic air flow model, considering discharge coefficients of 0.6 for both
admission and expulsion. Circular air exchange orifices are assumed. More information
about the isentropic air mass flow model can be found in Tasca and Karney (2023) [9].
The air pocket admitted by the air valve is assumed localised, and its evolution is modelled
adiabatically, i.e., the evolution of the air pocket follows the polytropic transformation
equation with a polytropic exponent of 1.4. The assumption of a stationary entrapped air
pocket is reasonable since the pipe segments forming the high point with the air valve are
ascending towards the air valve. When an air pocket is present in the system, the upstream
and downstream branches in relation to the air valve become hydraulically separated; thus,
water column separation is assumed. The current study does not consider the occurrence
of air bubbles in the water phase or two-phase flows. Atmospheric pressure is assumed
to be sea-level atmospheric pressure. Further details about the polytropic transformation
equation in the context of hydraulic transients can be found in Fuertes et al. (2016) [31].

The time step utilised is 0.04 s. Only a slight sensitivity to the time step was observed.
For the main set of simulations, a simulated time of 635 s (1.5 times the collapse time
for d/D = 0.02, L1 = 1000 m, and h = 40 m) is employed for 0.02 ≤ d/D ≤ 0.04;
for d/D ≥ 0.05, a simulated time of 190 s (1.5 times the collapse time for d/D = 0.05,
L1 = 1000 m, and h = 40 m) is employed. An analogous approach is adopted for the set of
simulations incorporating variations in key initial parameters, with each variation having
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its own simulated time, categorised into two brackets: 0.02 ≤ d/D ≤ 0.04 and d/D ≥ 0.05,
with h = 40 m, but L1 = 3000 m. For the set of simulations involving a non-slam air
valve, a simulated duration of 440 s is utilised (1.5 times the collapse time for d/D = 0.02,
L1 = 3000 m, and h = 40 m).

The numerical simulations were conducted using the application HAMMER from
Bentley Systems (version 10.1.1.4).

3.2.1. Pumping System Configuration

For the main set of simulations, which considers v0 = 1.5 m/s, ∆Z = 50 m, and C = 130,
the pumping system consists of two pumps in series of the model KSB ETA 250-33 330/330.
For simulations with v0 = 0.5 m/s, the pumping system consists of one pump of the
model KSB ETA 125-40 395. For simulations with v0 = 1.0 m/s, the pumping system
consists of two pumps in series of the model KSB ETA 200-33 300. For simulations with
v0 = 2.0 m/s, the pumping system consists of two pumps in series that are in parallel
with two other pumps in series of the model KSB ETA 200-40 340. For simulations with
∆Z = 25 m, the pumping system consists of one pump of the model KSB ETA 250-40 380.
For simulations with ∆Z = 75 m, the pumping system consists of two pumps in series of
the model KSB ETA 250-40 380. For simulations with ∆Z = 100 m, the pumping system
consists of two pumps in series of the model KSB ETA 250-40 400. For simulations with
C = 150, the pumping system consists of two pumps in series of the model KSB ETA 250-33
330/300. For simulations with C = 110, the pumping system consists of two pumps in
series of the model KSB ETA 250-33 330/330. For simulations with C = 90, the pumping
system consists of two pumps in series of the model KSB ETA 250-40 380. For all these
cases, the nominal rotational speed is 1760 rpm. Since the check valve is assumed to close
immediately in flow reversal, and then to remain closed, Suter curves for 4-quadrant pump
characterisation and for energy dissipation zones were not required.

3.2.2. Limitations of the Study

Regarding the current examination of the general transient response of pipelines in the
context of a pump trip scenario, it is important to recognise that pipeline systems operate
within a wide range of system configurations and environmental contexts. This complexity
makes achieving a truly comprehensive reporting or results unattainable. Furthermore,
real systems often exhibit a higher degree of complexity compared to the scope considered
in this paper. They frequently encompass multiple points with air valve protection and a
diverse array of hydraulic devices. Additionally, there are inevitably uncertainties associ-
ated with the assumed numerical and behavioural models that are necessarily simplified
in order to capture unsteady flow and hydraulic element behaviour. Nonetheless, the pri-
mary goal of this study is to elucidate general relevant causal relationships in the pump
trip scenario, rather than presuming high-precision simulations are practical. Despite the
relative simplicity of the general pipeline layout and tested conditions under examination,
the inherent limitations of numerical models, and the limited variety of data acquired
from the numerical simulations, valuable engineering insights naturally emerge from the
mechanistic assessment approach employed in this paper.

The current study does not account for the potential influence of a hydropneumatic
tank or other specialised surge protection equipment. Indeed, the primary objective of
this study is to concentrate on the distinct impact of the air valve itself and its potential in
mitigating the transient event.

The main set of simulations assumes a constant wave speed of a = 1000 m/s, a value
appropriate for simulating hydraulic transients in many pipeline systems. In practice, there
is some uncertainty regarding the wave speed arising from issues like temperature effects,
bedding conditions, and the presence of air. Some simulations are undertaken involving
lower a values, which are characteristic of viscoelastic pipes, though viscoelastic effects are
not included.
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The simulations assume that entrapped air remains localised near the air valve and
disregard water level variations due to air pocket evolution, an assumption consistent
with having relatively small air volumes. In the present study, the pipe lengths able to
accommodate volumes corresponding to the maximum air pocket volumes are significantly
shorter than the lengths of the pipeline segments themselves. This assumption is not
universally valid [32].

The discrete vapour cavity model (DVCM) is employed for cavitation modelling.
In this study, sensitivity is observed in cavitation modelling depending on the chosen size
for the pipe reaches. Nonetheless, such sensitivity does not substantively alter the transient
magnitudes. Moreover, the simulations do not consider wave speed reduction for pipe
reaches adjacent to vapour cavities.

The pump check valves are assumed to close immediately upon reverse flow. In prac-
tice, however, the responsiveness of check valves varies based on factors such as type, age,
model, and size. If the pumping system were to lack check valves, the transient behaviour
could differ significantly from that presented here, and reverse flow through the pump(s)
would become relevant. In rising water systems, check valves are nearly universal.

3.3. Evaluating Transient Severity

A common approach to assess the magnitude of a water hammer event involves analysing
the extreme transient HG envelope obtained from a transient analysis. Agostinho et al.
(2018) [33] provide an overview of 14 hydraulic transient indicators. Notably, Jung
and Karney (2011) [34] introduced the negative and positive surge damage potential
factors—denoted as SDPF− and SDPF+, respectively—to facilitate the evaluation of water
hammer protection strategies. These factors take into account the duration of extreme
transient heads, addressing both the “how much” and “how long” aspects of the transient.
For instance, Ramezani (2015) [24] utilised these factors to evaluate the role of air valves in
the pump trip scenario.

This paper also addresses the important complementary aspects of “where” and
“when” extreme transient heads occur. To this end, the water hammer phenomenon is
divided into four sequential stages: depressurisation, air admission, air expulsion, and sec-
ondary wave. An investigation that considers the “where” and “when” aspects makes it
easier to infer causal relationships. In this sense, regarding the pump trip scenario, the cru-
cial aspects to be addressed in this paper are “where”, “when”, and “for what reason” the
extreme transient heads occur.

The secondary waves resulting from the closure of the air valve at the end of the air
expulsion stage are commonly discussed in the literature [15,18]. Indeed, these secondary
waves should be controlled to prevent dangerous transients [35,36]. In fact, transient-
critical air valves are typically situated at high points, making it rare for overall maximum
transient heads to occur there. In actuality, pipeline segments situated at lower elevations
are particularly susceptible to experiencing dangerous transient over-pressures.

For the pump trip scenario in a rising water pipeline, the highest transient HG occurs
at the upstream section of the pipeline (i.e., at the lowest elevation region of the pipeline).
The transient magnitude depends on several factors: pump(s) inertia, initial steady water
velocity, pipeline layout, pipe material, diameter, and wall thickness, dynamic properties of
check valve(s), air valve location, type, inflow and outflow capacities, and the occurrence
of macro-cavitation. Given the intricate nature of the pump trip scenario, which involves
air–water interactions within the pipe, air exchanges through the air valve, and macro-
cavitation, the numerical simulation results for the maximum HG exhibit a certain degree
of randomness and unpredictability.

To more comprehensively assess the extent of transient over-pressures in the system,
a new parameter is introduced, providing an alternative to the maximum transient hy-
draulic grade line (HGL), the maximum transient HG in the system, and the magnitude
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of the secondary wave upon air valve closure. This parameter is referred to as the mean
maximum hydraulic head and is defined as follows:

Hmax = HGmax − Z =
1
N

N

∑
i=1

HGmaxi −
1
N

N

∑
i=1

Zi (1)

where HGmax is the mean maximum HG and Z is the mean pipeline elevation. These
quantities are dependent on HGmaxi (the maximum HG at point i) and Zi (the elevation at
point i). Parameter N denotes the number of pipeline reaches.

4. Water Hammer Stages in the Pump Trip Scenario

For the pump trip scenario in a rising water pipeline, depressurisation starts when
power to the pumping system is cut and ends when the under-pressure wave reaches the
air valve. The air admission stage starts when the under-pressure wave reaches the air valve
and ends when the maximum air pocket volume is achieved. The air expulsion stage starts
when the maximum air pocket volume is achieved and ends when the air valve closes (i.e.,
when all the air has been expelled from the line). The secondary wave stage starts when the
air valve closes and ends when a peak transient pressure occurs at the upstream end of
the pipeline (in case of multiple transient cycles, such a peak precedes the re-occurrence of
negative pressures at the air valve with consequent re-admission of air). Collectively, these
four water hammer stages comprise a water hammer cycle. For large-outflow-capacity air
valves, several water hammer cycles are expected before flow in the system is arrested.
Nonetheless, the extreme transient HG envelope—minimum and maximum HGLs—is
generally mostly determined during the first water hammer cycle.

4.1. Stages for Reduced-Outflow-Capacity Air Valve

Figure 2 depicts the water hammer stages in the first water hammer cycle in a pipeline
with an air valve with a large-inflow-capacity orifice but reduced-outflow-capacity orifice
considering L1 = 3000 m and three values for the air valve elevation (20, 30, and 40 m).
In each image in Figure 2, two sets of extreme transient HGLs are represented: the overall
extreme HGLs (dotted red and blue lines) and the extreme HGLs up to the end of the water
hammer stage shown in the image (continuous red and blue lines). This representation
allows the assessment of the timing of each part of the overall extreme transient envelope.
Furthermore, each image in Figure 2 displays the HGL at the conclusion of the water
hammer stage shown in the image (continuous green line). For the air expulsion stage,
specifically, the continuous green line refers to the HGL four time steps after the closure of
the air valve in order to display the magnitude of the secondary transient waves.

Examples of systems experiencing depressurisation are shown in Figure 2a,e,i. Dur-
ing the depressurisation stage, the maximum HGL does not occur. Rather the maximum
HGL at the end of this stage is determined by the initial steady-state HGL, whereas the
global minimum HGL for the upstream branch is primarily formed during this stage. For the
downstream branch, however, the minimum HGL at the end of this stage matches the initial
steady-state HGL. The depressurisation stage is short lived, spanning between the inception
of the transient and the time when the reduced-pressure wave reaches the air valve.

Simulation results associated with the air admission stages are shown in Figure 2b,f,j.
The overall maximum HGL does not form during the air admission stage. However, for the
downstream branch, the maximum HGL at the end of this stage differs from the initial
steady-state HGL. For the downstream branch, the overall minimum HGL typically occurs
during the air admission stage. For h = 20 m, the entire pipeline length experiences
negative pressures by the end of this stage. In contrast, for h = 40 m, the lower portion of
the downstream branch avoids negative pressures until the end of this stage. The closure
of the check valves associated with the pumps takes place during the air admission stage.
The check valves close at 9.5, 10.0, and 14.4 s for the air valve elevations of 40, 30, and
20 m, respectively.
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Examples of air expulsion stages are shown in Figure 2c,g,k. For h = 30 m, the overall
maximum HGL has been mostly formed by the end of the air expulsion stage. For h = 40 m,
the maximum HGL at the end of this stage closely approximates the global maximum HGL.
This is not the case, though, for h = 20 m. In Figure 2, given the reduced outflow capacity of
the air valve, the secondary waves resulting from the air valve closure are mild and almost
indistinguishable from the nearby HGL fluctuations. Moreover, the air pocket pressure
as the air valve closes is considerably larger than atmospheric pressure (which is more
pronounced for h = 20 m). This is a consequence of the pressurisation of the entrapped air
pocket during the air expulsion stage.

Figure 2. The four water hammer stages in the first water hammer cycle considering L1 = 3000 m and
air valve with reduced outflow capacity (d/D = 0.04): (a–d) h = 40 m; (e–h) h = 30 m; (i–l) h = 20 m.

Examples of secondary wave stages are shown in Figure 2d,h,l. For h = 30 m and
h = 40 m, the overall maximum HGL forms near the end of the secondary wave stage.
The HGL at the end of this stage contains the maximum transient HG in the system (HGmax)
for h = 20 m. Nonetheless, for h = 20 m, the overall maximum HGL only occurs after
tHGmax . In contrast to the previous stages, in the secondary wave stage, the transient waves
can move unimpeded across the whole pipeline as flow separation has been eliminated by
the removal of the air.
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Overall, the most severe HGL values occur for h = 20 m, while the least severe ones
occur for h = 40 m. Note that for h = 40 m, the air valve is positioned at a higher elevation,
rendering it less susceptible to high pressures. The maximum transient HG in the system,
which occurs at the upstream section of the pipeline, is about 145 m for h = 20 m, 113 m
for h = 30 m, and 94 m for h = 40 m. The maximum HGL tends to have higher values for
points that are closer to the upstream reservoir.

The duration of the depressurisation stage is the same for the three air valve elevations.
The duration of the other stages, however, is affected by h. The longest time for air
admission and the largest admitted air pocket occur for h = 40 m. The air pocket collapse
time for h = 40 m (tc = 110 s) is more than double the value for h = 30 m (tc = 51 s) and
almost four times the value for h = 20 m (tc = 31 s). In Figure 2, the air expulsion stage
persists for a longer duration than the air admission stage. This difference becomes more
pronounced as h increases. For h = 40 m, the air expulsion stage lasts 71 s, while the air
admission stage lasts 36 s. On the other hand, for h = 20 m, the air expulsion stage lasts
14 s, while the air admission stage lasts 13 s.

4.2. Stages for Large-Outflow-Capacity Air Valve

Figure 3 shows the water hammer stages in the first water hammer cycle in a pipeline with
an air valve with both large-inflow-capacity and large-outflow-capacity orifices considering
L1 = 3000 m and three values for the air valve elevation (20, 30, and 40 m). Like in Figure 2,
each image in Figure 3 shows the overall extreme HGLs, the extreme HGLs until the
conclusion of the corresponding stage, and the HGL at the end of the corresponding stage.

The depressurisation and air admission stages in Figure 3 are similar to those in
Figure 2. In these two initial stages, the outflow function of the air valve does not influence
the transient response. The timings of the depressurisation and air admission stages are
equivalent for corresponding air valve elevations in Figures 2 and 3.

The air expulsion and secondary wave stages, however, are notably distinct be-
tween Figures 2 and 3 for corresponding air valve elevations. For example, in contrast to
Figure 2c,g,k, in Figure 3c,g,k, the secondary waves formed as a consequence of air valve
closure are much larger in comparison to the neighbouring HGL variations. In contrast
to what is shown in Figure 2c,g,k, in Figure 3c,g,k, the air pocket pressure as the air valve
closes is close to the atmospheric pressure.

For h = 30 m and h = 40 m, in Figure 3, similar to Figure 2, most of the overall
maximum HGL has been formed by the end of the secondary wave stage. In contrast,
for h = 20 m, in Figure 3, similar to Figure 2, the maximum HGL does not coincide with the
end of the secondary wave stage. In Figure 3, similar to Figure 2, there is a notable tendency
for larger HGL values to occur for points closer to the upstream reservoir. In contrast to
Figure 2, in Figure 3, except for h = 20 m, there is a clear discontinuity of the maximum
HGL at the air valve location.

In Figure 3, similar to Figure 2, the water hammer cycle is the longest for h = 40 m
and the shortest for h = 20 m. However, for each h value, tc is shorter in Figure 3 than
in Figure 2. The air valve with a reduced-outflow-capacity orifice imposes significant
resistance against air expulsion, while the air valve with a large-outflow-capacity orifice
allows for the free exhaust of air. As a result, while the duration of the air expulsion stage is
longer than the duration of the air admission stage in Figure 2, in Figure 3, such durations
are equivalent. In Figure 3, for h = 40 m, the duration of the air expulsion stage is 34 s,
while the duration of the air admission stage is 36 s.

In Figure 3, tc is 80% longer for h = 40 m than for h = 30 m, and almost three times
longer than the value found for h = 20 m. A larger sensitivity of tc to h is found in Figure 2
in comparison to Figure 3. Indeed, for a small-outflow-capacity air valve, tc increases
substantially as h increases.

In Figure 3, the least intense HGL values occur for h = 40 m. The transient magnitudes
for h = 20 m and h = 30 m, though, are quite similar—HGmax is about 168 m for h = 20 m,
and about 175 m for h = 30 m. Notably, the least intense transient event shown in Figure 3
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(for h = 40 m) has a magnitude comparable to the most intense event shown in Figure 2
(for h = 20 m).

Figure 3. The four water hammer stages in the first water hammer cycle considering L1 = 3000 m and
air valve with large outflow capacity (d/D = 0.10): (a–d) h = 40 m; (e–h) h = 30 m; (i–l) h = 20 m.

5. Attenuated and Water-Hammer-Dominated Events
5.1. Effect of Air Valve Size on Transient Evolution

Figure 4 shows the evolution of the hydraulic head at the air valve considering
L1 = 3000 m, h = 40 m, din/D = 0.20, and d/D varying from 0.02 to 0.12. Two extreme
transient behaviours can be distinguished: Figure 4a (d/D = 0.02) shows a transient
with long-period, mild, and smooth head oscillations (such behaviour can be classified as
attenuated or type 1 behaviour); Figure 4j (d/D = 0.12) shows a transient with short-period,
intense, and sharp head oscillations (such behaviour can be classified as water-hammer-
dominated or type 3 behaviour). In addition, the behaviour shown in Figure 4e (d/D = 0.06)
can be classified as intermediary or type 2 behaviour. Note that distinguishing between
these behaviours might become a little vague for intermediate d/D values.

For type 1 behaviour, the head evolution at the air valve includes at least one instance
of relatively smooth head-versus-time variation with substantial compression of the air
pocket before its collapse with a subsequent mitigated secondary wave (examples of type 1
behaviour are shown in Figure 4a–d). For type 2 behaviour, even though there is some
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compression of the air pocket before its collapse, the subsequent secondary wave is only
partially mitigated (examples of type 2 behaviour are shown in Figure 4e,f). For type 3
behaviour, the air is essentially freely exhausted, resulting in a very sharp secondary wave
upon air valve closure (an example of type 3 behaviour is shown in Figure 4j). The graphs
in Figure 4g–i display the secondary head spike which typifies type 3 behaviour. However,
note how in such cases the maximum hydraulic head increases as d/D increases. This
indicates that for these cases, there is still a residual air cushioning effect.
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Figure 4. Hydraulic head at the air valve considering L1 = 3000 m and h = 40 m: (a) d/D = 0.02;
(b) d/D = 0.03; (c) d/D = 0.04; (d) d/D = 0.05; (e) d/D = 0.06; (f) d/D = 0.07; (g) d/D = 0.08;
(h) d/D = 0.09; (i) d/D = 0.10; (j) d/D = 0.12.

In Figure 4a, the secondary wave stage is notably absent. For this case, tc = 423 s,
which is beyond the time range depicted in the figure. From Figure 4b onwards, however,
the graphs include the secondary wave stage. The air pocket collapse time reduces as
d/D increases—tc = 157 s for d/D = 0.03, tc = 110 s for d/D = 0.04, and tc = 86 s for
d/D = 0.05. However, for large d/D values, tc is more stable—tc = 76 s for d/D = 0.07,
and tc = 73 s for d/D = 0.12. In Figure 4, the oscillation period decreases from d/D = 0.02
to d/D = 0.05. However, from d/D = 0.07 onwards, the oscillation period becomes
independent of d/D.
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The mild and long-period head oscillations shown in Figure 4a occur due to the high
resistance against air exhaust imposed by the small outflow orifice. In Figure 4j, however,
air is exhausted under very reduced pressure differentials. For type 3 behaviour, sudden
and large head rises are generated upon air valve closure (i.e., upon air pocket collapse).
In general, for both type 1 and type 3 behaviours, the head oscillations while the air pocket
is inside the pipeline are smooth, while the head oscillations after the closure of the air valve
and before air re-admission are sharp and erratic. Figure 4 demonstrates the substantial
variability in the fundamental nature of the transient response depending on air valve size.

The time evolution of the hydraulic conditions at the upstream section of the pipeline
is also of interest. Figure 5 shows the time evolution of the HG at the upstream section of
the pipeline (right downstream of the pumping station) considering L1 = 3000, h = 40 m,
din/D = 0.20, and d/D varying from 0.02 to 0.12. Type 1 behaviour is noticeable in
Figure 5a, while type 3 behaviour is noticeable in Figure 5j. The upstream section (at −2 m
elevation) experiences transient pressure fluctuations with a much larger amplitude than
those at the air valve. For d/D = 0.07, the HG rise after the collapse of the air pocket
reaches a value of about 128 m, whereas the corresponding head rise at the air valve reaches
only about 55 m.
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Figure 5. Hydraulic grade at the upstream section of the pipeline considering L1 = 3000 m and
h = 40 m: (a) d/D = 0.02; (b) d/D = 0.03; (c) d/D = 0.04; (d) d/D = 0.05; (e) d/D = 0.06;
(f) d/D = 0.07; (g) d/D = 0.08; (h) d/D = 0.09; (i) d/D = 0.10; (j) d/D = 0.12.
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For d/D = 0.02, the oscillation pattern is characterised by a high frequency, while for
large d/D values, the oscillation pattern is divided into two consecutive periods: (i) an
initial period with higher-frequency and lower-amplitude oscillations, and (ii) a posterior
period with lower-frequency and higher-amplitude oscillations. In Figure 5, especially
visible for the large d/D values, the sudden HG rises occur slightly after the sudden
head rises in Figure 4. In fact, the transient oscillations at these two locations are causally
connected. While the head rise in Figure 4f occurs at about 76 s, the associated HG rise in
Figure 5f occurs at about 79 s (the timing difference corresponds to L1/a, i.e., the time the
transient wave takes to travel from the air valve to the upstream section of the pipeline).

5.2. Evolution of Key Transient Quantities

To complement the story told in Figures 4 and 5, Figures 6 and 7 show the evolution
of key transient quantities for type 1 and type 3 behaviours. Figure 6 shows the evolution
of the HG at both the air valve and the upstream section of the pipeline, accompanied by
the water velocities upstream and downstream of the air valve.
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Figure 6. Hydraulic grade (HG) at the air valve, HG at the upstream section of the pipeline, and water
velocity upstream (vup) and downstream (vds) of the air valve considering L1 = 3000 m: (a) HG at
the air valve for type 1 behaviour (T1B); (b) HG at the air valve for type 3 behaviour (T3B); (c) HG at
the upstream section for T1B; (d) HG at the upstream section for T3B; (e) vup for T1B; (f) vup for T3B;
(g) vds for T1B; (h) vds for T3B.
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Figure 7. Air pocket volume upstream and downstream of the air valve, total air pocket volume,
and air pocket mass considering L1 = 3000 m: (a) upstream volume for type 1 behaviour (T1B);
(b) upstream volume for type 3 behaviour (T3B); (c) downstream volume for T1B; (d) downstream
volume for T3B; (e) total volume for T1B; (f) total volume for T3B; (g) mass for T1B; (h) mass for T3B.

If an air valve contains entrapped air, the hydraulic head evolution is relatively smooth
(type 1 behaviour) or with negligible magnitude (type 3 behaviour). The type 1 behaviour
in Figure 6c is characterised by a lower-amplitude HG evolution in comparison to the type
3 behaviour in Figure 6d. The HG evolution at the upstream section, though more complex
than that at the air valve, also reveals essential aspects of the transient. This difference is of
particular note since monitoring pressure signals close to a pumping station is generally
more convenient than at remote locations, including at air valves.

The graphs in Figure 6e–h show that, after the transient inception, the water velocity
in the upstream branch (vup) varies around vup = 0, while the water velocity downstream
(vds) progressively decreases. When vds reaches vds = 0, the maximum air pocket volume
is attained. Thereafter, vds becomes negative (i.e., the flow reverses). The reverse flow
progressively intensifies until the air pocket is fully exhausted through the air valve. Such
behaviour patterns for vup and vds have also been identified by Ramezani and Karney
(2017) [10], implying that the main contributor to the growth of the entrapped air pocket is
the downstream branch. In fact, the physical process in the downstream branch during
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which vds remains positive and which is associated with air admission through the air
valve constitutes a form of draining event. Given the 1.5 m/s initial steady water velocity,
the air valve should be capable of accommodating air intake for a water draining velocity
of a similar magnitude, especially during the initial part of the air admission stage. As this
requirement significantly exceeds the conventional range of 0.3 to 0.6 m/s for controlled
line draining [5], accounting for the pump trip scenario is essential when determining the
size of the air valve’s admission orifice.

As shown in Figure 6g,h, the water column in the downstream branch takes longer to
be arrested for h = 40 m than for h = 30 m. Indeed, the velocity changes in Figure 6g are
smaller than those in Figure 6h. Such a difference occurs because h is larger in Figure 6g
than in Figure 6h. When the air valve is positioned at a higher elevation, a smaller portion
of the initial under-pressure wave can traverse the high point and travel towards the
downstream reservoir. Consequently, the initial reductions in head and water discharge
in the downstream branch—along with subsequent changes in water discharge—are less
pronounced for the higher-elevation air valve. Indeed, in Figure 6g,h, even when vds is still
positive (i.e., there is no influence from the different d/D assumptions), the vds changes
are smaller for the case with higher h. Note that a decrease in vds occurs with a periodicity
of 2(L2 + L3)/a. This period represents the time the wave requires to travel from the air
valve to the downstream reservoir and back. Note that a reduction in vds occurs both when
the wave reaches the downstream reservoir and when it returns to the air valve.

The dependence between the magnitude of the vds changes and h has also been
identified by Ramezani and Karney (2017) [10]. However, by design, such work explicitly
excluded the air cushioning effect that arises when a reduced-outflow-capacity air valve
is used. This effect is marked by the water column’s deceleration resulting from the
compression of the entrapped air pocket. In Figure 6g, the outflow orifice is small and the
air cushioning effect is relevant, whereas in Figure 6h, the outflow orifice is large and the
entrapped air pocket presents no resistance against the moving water column during air
expulsion. In Figure 6g, vds reaches zero at 34 s. It then progressively reduces, reaching
−0.68 m/s at 64 s. Afterwards, vds starts to increase, reaching 0.10 m/s at 87 s. Following
this, vds decreases again, reaching −0.43 m/s at 107 s. Once again, vds starts to increase,
reaching −0.13 m/s when the air valve closes at 110 s. However, in Figure 6h, the behaviour
of vds differs, with the air valve closing when vds reaches its minimum value. Additionally,
no deceleration of the periodic vds reductions is observed in this case.

Figure 7 shows the air pocket evolution for type 1 and type 3 behaviours. The graphs
in Figure 7a,b show the contribution of the upstream branch to the total air pocket volume,
while the graphs in Figure 7c,d show the contribution of the downstream branch. Summing
the volumes from the graphs in Figure 7a,c results in the total volume shown in Figure 7e,
and summing the volumes from the graphs in Figure 7b,d results in the total volume
shown in Figure 7f. The air pocket volume is mainly influenced by the movement of
the water column in the downstream branch, while the upstream branch has a minor
impact. Water discharge in the upstream branch oscillates around zero, leading to periodic
expansion and contraction of the air pocket in this branch. Conversely, in the downstream
branch, the water velocity is slower to reverse, creating an opportunity for the formation
of a sizeable entrapped air pocket. Note that both the upstream and downstream air
pocket volumes are integral components of the resulting volume of air that is expected to
accumulate at or near the air valve.

6. Maximum Air Pocket Volume

The current study maintains din/D = 0.20 throughout all simulations (such a din/D
value allows the free entry of air into the pipeline); however, it explores a wide range of
relative d/D values. Given that the maximum air pocket volume (Vmax) occurs at the end
of the air admission stage, unaffected by the outflow orifice, Vmax for a given air valve
inflow capacity is expected to be influenced by the initial pipeline flow conditions and the
air valve location. For instance, Tasca et al. (2021) [14] mention that an air valve positioned
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at a higher elevation leads to a larger Vmax value compared to a lower elevation, assuming
other factors remain constant.

Figure 8 shows the relationship between Vmax and the air valve location (determined
by L1 and h). For each L1 value, increasing h leads to smaller vds reductions that occur
periodically each round trip across the downstream branch during the air admission stage.
Consequently, with an increase in h, the duration of the air admission stage also extends.
Similarly, for each h, decreasing L1 increases the time taken for a wave round trip in the
downstream branch. Hence, as h increases or L1 decreases, the duration of the air admission
stage increases. The range of the Vmax values spans from 0.1 m3 (for L1 = 5000 m and
h = 20 m) to 5.5 m3 (for L1 = 1000 m and h = 40 m), representing a substantial difference
of nearly 50 times. For L1 = 1000 m and h = 20 m, Vmax = 2.2 m3, while for L1 = 5000 m
and h = 40 m, Vmax = 1.3 m3.
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Figure 8. Dependence between the maximum air pocket volume and the air valve location.

The largest Vmax value obtained in the simulations (approximately 5.5 m3) corresponds
to an air-occupied length of about 28 m, which is small relative to the pipeline length. Inter-
estingly, the largest air pocket volume corresponds to the case with the largest descending
pipe segment downstream of the air valve. Nonetheless, if the descending segment con-
nected to the air valve were to have a mild slope, the air pocket could extend considerably
farther. Since the Vmax values found in the current study are small in relation to the length
of the descending downstream segment, a metric that considered the ratio between air
pocket volume and pipe volume was not used, though it might sometimes be of value.

7. Sensitivity Study
7.1. Assessing Extreme Transient Heads

The physical quantities most relevant to the study of extreme transient heads are
as follows: pipeline length experiencing negative pressures (Ls), maximum HG in the
system (HGmax), and mean maximum hydraulic head (Hmax). Variations in the following
parameters are considered: five values for L1 (1000, 2000, 3000, 4000, and 5000 m), five
values for h (20, 25, 30, 35, and 40 m), and 17 values for d/D (ranging from zero to 0.40).
Furthermore, the response without air valve protection is also included for comparison.

Air valves are typically thought of as devices responsible for mitigating negative
pressures. However, as illustrated in Figures 2 and 3, even with a system equipped with
a large-inflow-capacity air valve, momentary negative pressures can still occur during
the pump trip scenario. Figure 9 shows how Ls/L is influenced by variations in L1, h,
and d/D. Generally, for the smallest h values (20 and 25 m), negative pressures are prevalent
throughout the entire pipeline length, irrespective of d/D. Particularly for larger h values,
smaller outflow orifices correspond to smaller Ls/L values. In fact, the smallest Ls/L values
are those associated with h = 40 m and L1 = 1000 m. Interestingly, even for the cases with
the smallest Ls/L values, Ls/L > 0.60. As exemplified in Figures 2a–d and 3a–d, especially
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for the largest h values, the region of the pipeline neighbouring the low point downstream
of the air valve is the least susceptible to negative pressures. Nonetheless, in the absence of
air valve protection, the whole pipeline is generally subjected to negative pressures.

Figure 9. Ratio between the pipeline length that experiences negative pressures and the total pipeline
length (Ls/L): (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m; (d) L1 = 4000 m; (e) L1 = 5000 m.

Having an air valve with a sufficiently small outflow orifice can help mitigate the
intensity of secondary pressures upon air valve closure. Moreover, as shown in Figure 10,
the presence of an air valve can also help mitigate the maximum transient HG at the
upstream section of the pipeline. Figure 10 shows how HGmax is influenced by variations in
L1, h, and d/D. Figure 10 reveals that, except for L1 = 5000 m and h = 20 m (case with the
smallest Vmax value), reducing d/D leads to greater attenuation of HGmax values. For every
combination of L1 and h (i.e., for every location of the air valve), the HGmax versus d/D
data contains two distinct regions: a lower left region associated with smaller d/D values
(indicating type 1 behaviour), and a higher right region associated with larger d/D values
(indicating type 3 behaviour).

For L1 = 1000 m and L1 = 2000 m, with h ranging from 25 to 40 m, the transient
magnitude tends to increase as h decreases. Similarly, for L1 = 3000 m and L1 = 4000 m,
with h ranging from 30 to 40 m, the transient magnitude also tends to increase as h decreases.
Interestingly, for the air valve location furthest from the upstream reservoir, the transient
magnitude tends to decrease as h decreases. For L1 = 1000 m and L1 = 2000 m, HGmax is
larger for the cases without an air valve than for the cases with it. Pipelines with smaller
h values or those located farther from the upstream reservoir are more susceptible to
macro-cavitation and tend to have smaller admitted air volumes. As mentioned earlier,
the effectiveness of the air valve in reducing the transient magnitude is linked to the air
cushioning effect, which is less pronounced in these situations.
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Figure 10. Maximum hydraulic grade in the system (HGmax): (a) L1 = 1000 m; (b) L1 = 2000 m;
(c) L1 = 3000 m; (d) L1 = 4000 m; (e) L1 = 5000 m.

Even though HGmax is an important parameter for evaluating the magnitude of the
transient (since the upstream section of the pipeline must withstand the head associated
with HGmax), the mean maximum hydraulic head (Hmax) offers a more comprehensive
assessment of the entire transient event. Figure 11 shows how Hmax is influenced by
variations in L1, h, and d/D. The results in Figure 11 resemble those in Figure 10. However,
the Hmax versus d/D data in Figure 11 appear smoother and show more distinct left and
right plateaus. It is important to note that if the d/D ranges considered in Figures 10 and 11
were narrower, the presence of the left and right plateaus could shrink or even disappear.
The effectiveness of a small-outflow-capacity air valve in mitigating transient events is
evident in Figure 11. For L1 = 3000 m and h = 40 m, Hmax = 51 m for d/D = 0.02,
whereas Hmax = 93 m for d/D = 0.10 (a 45% difference). For L1 = 3000 m and h = 20 m,
Hmax = 90 m for d/D = 0.02, whereas Hmax = 115 m for d/D = 0.10 (a 22% difference).
It is important to highlight the significance of air valve elevation: e.g., for L1 = 3000 m,
the water-hammer-dominated event for h = 40 m (with a lower driving head to induce
reverse flow) displays a transient magnitude similar to that of the attenuated event for
h = 20 m.
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Figure 11. Mean maximum transient head (Hmax): (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m;
(d) L1 = 4000 m; (e) L1 = 5000 m.

The data shown in Figure 11 are reinterpreted in Figure 12 using a dimensionless
parameter denoted as Hmax/Hsteady, a parameter that relativises the mean maximum
transient head (Hmax) relative to steady values (Hsteady). Note that there is a slight variation
in the Hsteady value depending on the location of the air valve. The highest Hmax/Hsteady
value, approximately 3, is observed for L1 = 1000 m, the lowest air valve elevations,
and type 3 behaviour. In contrast, the smallest Hmax/Hsteady value, approximately 1.2, is
observed for L1 = 1000 m, h = 40 m, and type 1 behaviour. This implies that locating the
air valve closer to the upstream reservoir results in more intense transient pressures for
type 3 behaviour. However, locating the air valve near the upstream reservoir also offers
the greatest potential for water hammer mitigation for type 1 behaviour.

Figures 10–12 show how the transient magnitude is significantly influenced by the
air valve location. Figure 13 details the effect of h on Hmax for three L1 values (1000, 3000,
and 5000 m) and two d/D values (0.05 and 0.20). For both L1 = 1000 m and L1 = 3000 m,
Hmax tends to increase as h decreases. For d/D = 0.05 and L1 = 5000 m, the dependence
between Hmax and h is unclear, while for d/D = 0.20 and L1 = 5000 m, Hmax shows some
tendency to decrease as h decreases. For each air valve location, Hmax is generally smaller
for d/D = 0.05 than for d/D = 0.20. Figure 13 reveals that, in the context of the pump trip
scenario, it is the lower high points that result in more intense transient events.
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Figure 12. Mean maximum transient head (Hmax) divided by the mean head during steady flow
(Hsteady): (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m; (d) L1 = 4000 m; (e) L1 = 5000 m.
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Figure 13. Influence of air valve elevation on Hmax considering the h range from 20 to 49 m in detail:
(a) d/D = 0.05; (b) d/D = 0.20.

7.2. Assessing the Timing of the Transient

As previously discussed, the duration of the initial water hammer cycle tends to extend
with decreasing values of d/D and L1, as well as increasing values of h. As illustrated in
Figures 2 and 3, the initial duration of the water hammer cycle is typically slightly longer
than tc, making tc a suitable proxy for this duration. Figure 14 shows how tc is influenced
by variations in L1, h, and d/D. In this figure, the case with d/D = 0 was excluded because
of the absence of air pocket collapse.

Figure 14 shows that, for each L1 and d/D combination, as h decreases, so does tc.
For each h and d/D combination, as L1 increases, tc decreases. For each air valve location
(i.e., for each L1 and h combination), as d/D decreases, tc increases exponentially, while as
d/D increases, tc tends to a constant value. Indeed, for each air valve location, the largest tc
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value occurs for d/D = 0.02. Notably, the tc value for a small outflow orifice can be several
times longer than that for a large outflow orifice. For L1 = 1000 m and h = 40 m, tc = 423 s
for d/D = 0.02, whereas tc = 109 s for d/D = 0.20 (a 74% reduction). For L1 = 1000 m and
h = 20 m, tc = 145 s for d/D = 0.02, whereas tc = 43 s for d/D = 0.20 (a 70% reduction).
For L1 = 5000 m, tc is much smaller than for L1 = 1000 m. For example, for L1 = 5000
m, h = 20 m, and d/D = 0.02 (type 1 behaviour), tc = 14 s—a value much smaller than
that for type 3 behaviour considering L1 = 1000 m, h = 20 m, and d/D = 0.20 (tc = 43 s).
A combined examination of Figures 11 and 14 reveals a consistent trend: event intensity
attenuates with increasing tc, as momentum considerations would indicate.

Figure 14. Air pocket collapse time (tc): (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m;
(d) L1 = 4000 m; (e) L1 = 5000 m.

An essential aspect regarding transient timing is the moment when the maximum
hydraulic grade in the system (HGmax) occurs. The moment when HGmax occurs is referred
to as tHGmax . As discussed, a peak HG value occurs at the upstream section of the pipeline
after the first instance of air pocket collapse. Yet, this peak HG does not always correspond
to HGmax. In Figure 3, for example, the peak HG values at the upstream section of the
pipeline at the conclusion of the secondary wave stage correspond to the HGmax values.
However, since such correspondence is not always the case, one method to assess the
timing of the maximum HG in the system is by comparing it to the air pocket collapse
time. Figure 15 shows how tHGmax minus tc is influenced by variations in L1, h, and d/D.
A negative bar in this figure indicates that HGmax occurs before tc, whereas a positive bar
indicates the opposite.

In Figure 15, three distinct tHGmax − tc patterns can be identified, which are somewhat
dependent on the air valve location and outflow capacity: (i) HGmax occurs much before tc
(typical for small d/D values); (ii) HGmax occurs much after tc (sometimes observed for
intermediate d/D values); (iii) HGmax occurs right after tc (typical for large d/D values).
For L1 = 5000 m (especially for lower h values like 20, 25, and 30 m), the tHGmax − tc
patterns become less distinct compared to other L1 values. For the smallest d/D values,
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HGmax occurs much before tc, while for the largest d/D values, HGmax usually occurs right
after tc. In the context of type 3 behaviour, the usually relatively small and positive value
of tHGmax − tc for large d/D values reinforces the connection between air valve closure and
the occurrence of HGmax. However, for intermediate d/D values, tHGmax − tc can be several
times the pipeline’s period.

Figure 15. Time for the maximum hydraulic grade in the system (tHGmax ) minus the air pocket collapse
time (tc): (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m; (d) L1 = 4000 m; (e) L1 = 5000 m.

The striking difference in transient timing between type 1 and type 3 behaviours is
evident in Figure 15. For L1 = 1000 m and h = 40 m, tHGmax − tc = −49 s for d/D = 0.04
(which is actually a non-extreme case), which is a value comparatively much larger in
absolute magnitude than tHGmax − tc = 4 s for d/D = 0.10. In Figure 15, the number
of d/D cases with negative tHGmax − tc values decreases as L1 increases or h decreases.
Negative tHGmax − tc values indicate that HGmax occurs while the air pocket remains. Thus,
in such cases, it makes sense to infer that tHGmax is associated with the air expulsion
stage, i.e., HGmax occurs while the air pocket is being compressed by the reverse flow
in the downstream branch. The transient timings associated with type 1 and type 2
behaviours occurring well before or much after tc, respectively, do not necessarily rule out
the possibility of a peak transient head occurring at the upstream section of the pipeline
immediately after the air valve closure.

Figure 16 shows the evolution of the HG at the upstream section of the pipeline
(i.e., close to the pumping station) for types 1, 2, and 3 behaviours. For d/D = 0.02
(Figure 16a), HGmax occurs much before tc. For this case, tc is about four times longer
than tHGmax . For d/D = 0.05 (Figure 16b), tHGmax is considerably longer than tc. For this
case, HGmax occurs after the second instance of air pocket collapse. In Figure 16b, note the
similarity in the HG signal right after tc and right before tHGmax . This kind of HG variation
is typical of the secondary wave stage. Also, note that in Figure 16b, the magnitude of the
HG peak right after tc is similar to the magnitude of HGmax. For d/D = 0.20 (Figure 16c),
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HGmax occurs right after tc. In general, in Figure 16, prior to tc, the transient variations
share the same frequency across all three cases.
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Figure 16. Hydraulic grade at the upstream section of the pipeline considering L1 = 1000 m and
h = 40 m: (a) d/D = 0.02; (b) d/D = 0.05; (c) d/D = 0.20.

Figure 17 shows the evolution of the HG at the upstream section of the pipeline for
three examples of type 1 behaviour (i.e., for three L1 values) considering h = 35 m and
d/D = 0.02. Across all three cases, tHGmax < tc. Prior to tc, the frequency of the transient
oscillations decreases as L1 increases. The time it takes for the transient wave to traverse the
upstream branch is directly proportional to L1. The absolute value of tc − tHGmax decreases
as L1 increases. Unlike the wave pattern depicted in Figure 16b,c, the HG oscillation in
Figure 17 is not momentarily disrupted after the collapse of the air pocket. Following tc,
the oscillation period stabilises at 4L/a for all three L1 cases in the figure. For L1 = 5000 m,
with its relatively short tc value, it becomes somewhat difficult to discern the period of the
HG oscillation before tc. In Figure 17a,b, the oscillation period before tc is determined by
4L1/a (as predicted by Ramezani and Karney (2017) [10]), resulting in 4 s for L1 = 1000 m
and 12 s for L1 = 3000 m.
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Figure 17. Hydraulic grade at the upstream section of the pipeline considering h = 35 m and reduced
air valve outflow orifice (d/D = 0.02): (a) L1 = 1000 m; (b) L1 = 3000 m; (c) L1 = 5000 m.

Figure 18 shows the evolution of the HG at the upstream section of the pipeline for
three examples of type 3 behaviour (i.e., for three L1 values) considering h = 40 m and
d/D = 0.20. Across all three cases, tHGmax > tc. In contrast to Figure 17, in Figure 18,
the tHGmax − tc values across all three cases are similar. The frequency of the transient
oscillations decreases as L1 increases. Notably, the frequency of the oscillations remains
the same both before and after the collapse of the air pocket. This behaviour pattern
arises from the multiple instances of air admission and expulsion characteristic of type 3
behaviour, as shown in Figure 18, in contrast to the type 1 behaviour shown in Figure 17.
This observation aligns with the data presented in Figure 7. The frequency of the transient
oscillations in Figure 18 is determined by 4L1/a. In contrast to Figure 17, in Figure 18,
the secondary wave stage can be easily discerned as a discontinuity in the HG oscillations.
In Figure 18b, three instances of secondary wave stages can be observed, each showing
progressively attenuated associated HG peaks.
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Figure 18. Hydraulic grade at the upstream section of the pipeline considering h = 40 m and a large
air valve outflow orifice (d/D = 0.20): (a) L1 = 1000 m; (b) L1 = 3000 m; (c) L1 = 5000 m.

7.3. Representing the Sensitivity Data

The air exchange apertures commonly examined in the literature are orifices and
air valves. It is important to highlight the distinction in pipeline transient behaviour
between these apertures. For the filling procedure in a pipeline with a downstream orifice,
the absolute maximum transient head (often referred to as H∗

max) increases with increasing
d/D until the maximum H∗

max value is reached. Then, H∗
max starts to decrease as d/D

increases. The d/D value associated with the maximum H∗
max value is referred to as the

critical d/D value. The pipeline transient behaviour associated with the occurrence of the
maximum H∗

max value can be classified as water-hammer-dominated and is characterised by
a sudden increase in head resulting from the impact of the filling water column against the
downstream orifice. References providing data on the transient magnitude versus d/D for
the pipeline filling procedure involving a downstream orifice include Zhou et al. (2002) [37],
Lee (2005) [38], Zhou et al. (2019) [39], and Zhou et al. (2020) [3].

When filling a line with a downstream orifice, the orifice initially vents air to accom-
modate the incoming water. Nonetheless, as the water front reaches the orifice and in the
subsequent moments, the orifice might expel not only air but also a mixture of air and
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water. In contrast, when filling involves a downstream air valve, only air is expected to
be discharged. Even in cases where there might be a delay in air valve closure or if the
last portion of the exhausted air contains moisture, the release of water or a mixture of air
and water through the air valve is only momentary. Since air valves are designed to close
upon contact with liquid water, the transient magnitude is anticipated to stabilise for large
d/D values (i.e., to remain the same for d/D values for which the air cushioning effect
is negligible). In fact, the air expulsion stage during the pump trip scenario represents
a variation of the filling scenario, albeit within a more complex transient event. Notably,
the transient magnitude during the pump trip scenario is directly influenced by the extent
of the air cushioning effect during the air expulsion stage. As a result, both the pump trip
and the pipeline filling scenarios share significant similarities, permitting a comparison
between the physical processes involved in both situations.

Figure 19 allows a comparison between the transient responses associated with a pump
trip and pipeline filling. Specifically, Figure 19a shows the relationship between Hmax and
d/D for the pump trip scenario involving air exchanges through an air valve. Figure 19b
shows the relationship between H∗

max/H∗
r (ratio between the absolute maximum transient

head and the absolute inlet head) and d/D for the pipeline filling scenario involving air
exchanges through a simple orifice. In Figure 19a,b, a strong similarity in transient response
is evident between the two cases for small d/D values. In both cases, if there is an increase
in the maximum air pocket volume (achieved, for example, by decreasing L1 in the pump
trip scenario) or the initial air pocket volume, the intensity of the transient event decreases
for d/D values consistent with type 1 behaviour. However, a significant difference in
transient response arises if the d/D values are large.
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Figure 19. Influence of aperture size for air exchanges on system transient behaviour: (a) pipeline
with distinct high point with air valve subjected to the pump trip scenario (data from the current
study); (b) horizontal pipeline with downstream orifice subjected to the filling procedure (data from
Zhou et al. (2020) [3]).

The critical aperture size for type 3 behaviour (referred to as dc3) determines the thresh-
old d/D value above which the transient can be classified as water-hammer-dominated.
For the pump trip scenario, dc3 is defined here as the d/D value above which the transient
magnitude stabilises. For the filling procedure, dc3 is defined here as the d/D value asso-
ciated with the maximum transient magnitude. On the other hand, the critical aperture
size for type 1 behaviour (referred to as dc1) determines the d/D value below which the
transient can be classified as attenuated. Figure 19 compares pump trip (Figure 19a) to
filling (Figure 19b), showing that the transient magnitude curves experience a sharp incline
immediately after the low left plateau. However, for small d/D values prior to this incline,
the transient magnitude is relatively constant. The general shape of the curves in Figure 19a
resembles that of a logistic curve. Each of these curves features a lower plateau to the
left, followed by a steep (transitional) incline, ultimately reaching a higher plateau to the
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right. On the other hand, the general shape of the curves in Figure 19b resembles that of a
right-skewed probability density function. Each of these curves features a lower plateau
to the left, followed by a steep incline that reaches a maximum point, with a subsequent
gradual descent.

Figure 20 shows the comprehensive Hmax versus d/D results obtained from the main
set of numerical simulations. The curves in Figure 20 exhibit a similar shape to those in
Figure 19a, except for the case with L1 = 5000 m and h = 20 m, which is associated with
the smallest Vmax value. As mentioned, this distinctive shape resembles the shape of a
logistic curve. In Figure 20, for both L1 = 1000 m and L1 = 2000 m, regardless of whether
it is type 1 or type 3 behaviour, the transient magnitude increases as h decreases. For L1
values ranging from 1000 to 4000 m, this trend remains relatively consistent, particularly
with respect to the low left plateaus. With the exception of L1 = 5000 m, scenarios with
h = 40 m consistently exhibit the mildest transient magnitudes for both type 1 and type 3
behaviours across different L1 values.

Figure 20. Hmax versus d/D data: (a) L1 = 1000 m; (b) L1 = 2000 m; (c) L1 = 3000 m; (d) L1 = 4000 m;
(e) L1 = 5000 m.
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Figure 21 validates the appropriateness of fitting logistic curves to the Hmax versus
d/D results. In Figure 21a, Hmax remains relatively constant for large d/D values. In this
figure, the length of the high right plateau is significantly longer than that of the low left
plateau. In fact, a significant part of the d/D range in Figure 21a, specifically the largest
d/D values, is of limited relevance for sizing. Air valves with d/D values exceeding 0.20
are typically not considered in practice. In Figure 21b, interpolated data is incorporated
into the actual Hmax versus d/D results to establish an evenly spaced set of Hmax versus
d/D pairs. These interpolated values are considered in the curve fitting process. The fitted
curves shown in Figure 21b have the ability to predict the transient magnitude for both
type 1 and type 3 behaviours.
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Figure 21. Detailed Hmax versus d/D data: (a) 0 ≤ d/D ≤ 1 and L1 = 3000 m; (b) actual data and
interpolated data considering 0 ≤ d/D ≤ 0.40 and L1 = 1000 m.

Figure 22 shows logistic curves fitted to the dataset shown in Figure 20. In Figure 22,
two points along each curve are emphasised: (dc1/D, Hmaxc1), which delimits type 1
behaviour; and (dc3/D, Hmaxc3), which delimits type 3 behaviour. The dc1/D value is
determined as the d/D value corresponding to the minimum Hmax plus 5% of the logistic
curve’s height, while dc3 is determined as the d/D value corresponding to the maximum
Hmax minus 5% of the logistic curve’s height. These definitions for the critical air valve ori-
fice sizes, while simple, effectively capture the transitions between the transient behaviours.
Using logistic curves instead of raw data enhances the ease of comparing various scenarios
and determining the critical orifice sizes.

Table 1 summarises the dc1/D and dc3/D values for all the cases considered in the main
set of simulations, as shown in Figure 22. Significant variation is found in both the dc1/D
and dc3/D values, depending on the specific combination of L1 and h. For example, for the
range of h values considered in this paper, for L1 = 3000 m, the range of dc1/D spans from
0.024 to 0.042, while the range of dc3/D spans from 0.064 to 0.092. To provide greater context,
consider the dc1/D ranges, which define type 1 behaviour, and the dc3/D ranges, which
define type 3 behaviour, based on the data reported in Zhou et al. (2019) [39] for vertical
pipe filling and in Zhou et al. (2020) [3] for horizontal pipe filling with H∗

r /H∗
atm = 2.58

(ratio between the absolute inlet head and the absolute atmospheric head). When filling
a line with a downstream orifice, the transient magnitude versus d/D data has a low
left plateau for type 1 behaviour, but there is no high right plateau for type 3 behaviour,
as shown in Figure 19. In a manner similar to the approach used in Figure 22 to define
dc1/D, for pipeline filling with a downstream orifice, the value of dc1/D is the d/D value
associated with the transient magnitude determined by adding 5% of the difference between
the maximum value of the curve and the value of the low left plateau to the value of the low
left plateau itself. Additionally, for this case, the value of dc3/D is the d/D value associated
with the maximum on the transient magnitude versus d/D curve.
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Figure 22. Logistic curves fitted to the Hmax versus d/D data together with the predicted points
for the inception of type 1 (dc1/D, Hmaxc1 ) and type 3 (dc3/D, Hmaxc3 ) behaviours: (a) L1 = 1000 m;
(b) L1 = 2000 m; (c) L1 = 3000 m; (d) L1 = 4000 m; (e) L1 = 5000 m.

Table 1. Critical orifice ratios for the inception of both type 1 (dc1/D) and type 3 (dc3/D) behaviours.

Length of the Upstream
Pipeline Branch

1000 m 2000 m 3000 m 4000 m 5000 m

dc1/D range 0.026–0.043 0.032–0.041 0.024–0.042 0.009–0.036 0.001–0.047
dc3/D range 0.077–0.091 0.074–0.088 0.064–0.092 0.070–0.101 0.079–0.098

dc1/D for h = 20 m 0.032 0.032 0.030 0.009 —
dc3/D for h = 20 m 0.084 0.081 0.064 0.084 —

dc1/D for h = 25 m 0.026 0.035 0.024 0.027 0.002
dc3/D for h = 25 m 0.091 0.077 0.088 0.070 0.090

dc1/D for h = 30 m 0.041 0.040 0.026 0.035 0.001
dc3/D for h = 30 m 0.077 0.074 0.090 0.101 0.084

dc1/D for h = 35 m 0.043 0.041 0.042 0.034 0.034
dc3/D for h = 35 m 0.078 0.079 0.080 0.093 0.079

dc1/D for h = 40 m 0.032 0.036 0.035 0.036 0.047
dc3/D for h = 40 m 0.087 0.088 0.092 0.098 0.098
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Figure 23 presents the data from Zhou et al. (2019) [39] and Zhou et al. (2020) [3]
concerning the filling procedure with H∗

r /H∗
atm = 2.58. This figure also presents both the

curves that represent the data (i.e., right-skewed probability density curves fitted to the
data) and the dc1 and dc3 values associated with each curve. Only data within the range
of 0 ≤ d/D ≤ 0.25 was considered for two main reasons. Firstly, very large d/D values
are generally not considered in practice. Secondly, these larger d/D values sometimes
correspond to transient magnitude values lower than the low left plateau of the data. This
poses challenges for fitting the representational curves, as the chosen function for fitting
the data assumes identical vertical axis values for both the left and right low plateaus. Not
imposing this limitation on the considered d/D range for curve fitting would compromise
the predictive accuracy of the fitted curve for type 1 behaviour.

Figure 23. Critical orifice ratios for the pipeline filling procedure considering H∗
r /H∗

atm = 2.58:
(a–f) vertical pipe filling (data from Zhou et al. (2019) [39]); (g–i) horizontal pipe filling (data from
Zhou et al. (2020) [3]).

In Figure 23a–f (with data from Zhou et al. 2019 [39]), the dc1/D values range from
0.023 to 0.054, while the dc3/D values range from 0.081 to 0.148. In Figure 23g–i (with data
from Zhou et al. 2020 [3]), the dc1/D values range from 0.068 to 0.098, while the dc3/D
values range from 0.167 to 0.215. The critical d/D values identified in the current study
(which are presented in Table 1) exhibit greater similarity to those reported in Zhou et al.
(2019) [39] than to those reported in Zhou et al. (2020) [3]. This analysis indicates that the
critical d/D values for both type 1 and type 3 behaviours are notably influenced by the
specific characteristics of each system and the transient event. Note that the definitions used
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herein for type 1 and type 3 behaviours differ from those used in Zhou et al. (2019) [39] and
Zhou et al. (2020) [3]. While not necessarily indicating a direct cause-and-effect relationship,
similar to the current study, the experiments carried out by Zhou et al. (2019) [39] involved
significantly reduced air fractions. Additionally, when compared to a horizontal filling
procedure as examined in Zhou et al. (2020) [3], vertical filling procedures and the air
expulsion stage with inclined pipe segments connected to the air valve are expected to
exhibit a more predictable air–water interface behaviour.

7.4. Additional Intervening Parameters

The main set of numerical simulations considers v0 = 1.5 m/s, ∆Z = 50 m, a = 1000 m/s,
and C = 130. However, such parameters themselves have an effect on the Hmax versus d/D
results. Such an effect is explored in Figure 24. The transient magnitude, especially for type
3 behaviour, is shown to increase with v0, ∆Z, a, and C. It should be borne in mind that C is
a conductance, so that increases in C correspond to decreased friction. In relation to v0 and
a, indeed, in the Joukowsky equation, the transient magnitude is proportional to the velocity
variation that causes the transient and to a. In relation to ∆Z, having a downstream reservoir
at a higher elevation, while maintaining the water discharge, means that the necessary head
at the upstream section of the pipeline must be increased. In relation to C, it is worth noting
that the attenuation of the transient during the pump trip scenario can be due to the air
cushioning effect (for small d/D values) or due to friction (for any outflow orifice size).
In scenarios with a high-outflow-capacity air valve, the transient attenuation is primarily
due to friction. As the air admission and expulsion stages proceed, there is water movement
in both the upstream and downstream branches. Such movement results in energy losses
due to friction. Such energy dissipation in a system with water column separation due to air
admission by an air valve has been investigated by Ramezani and Karney (2017) [10].
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Figure 24. Considering additional variation in the initial parameters: (a) initial steady water veloc-
ity (v0); (b) elevation difference between reservoirs (∆Z); (c) wave speed (a); (d) friction coefficient
according to the Hazen–Williams equation (C).
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In Figure 25, logistic curves have been fitted to the Hmax versus d/D data shown in
Figure 24. Notably, Figure 25a shows larger dc3/D values for larger v0 values—from 0.075
(for v0 = 0.5 m/s) to 0.102 (for v0 = 2.0 m/s). Similarly, in Figure 25d, dc3/D ranges from
0.082 (for C = 90) to 0.091 (for C = 150). Figures 24 and 25 demonstrate that the patterns
observed in the results from the main set of numerical simulations are also present in a
broader spectrum of system configurations. Moreover, the outcomes of the current study
corroborate and supplement the prior findings reported in Tasca et al. (2022) [11] and in
Tasca et al. (2021) [14].

Figure 25. Logistic curves fitted to transient magnitude versus d/D data considering additional
variation in the initial parameters: (a) initial steady water velocity (v0); (b) elevation difference
between reservoirs (∆Z); (c) wave speed (a); (d) friction coefficient according to the Hazen–Williams
equation (C).

7.5. Non-Slam Air Valves

To implement in practice the concept of enabling unrestricted inflow while restricting
outflow, a non-slam air valve can be employed. A typical non-slam air valve contains two
floats, which do not hinder air inflow. With the air valve under a reduced positive head,
they do not obstruct the air flow through the large orifice of the valve. However, if this
positive head exceeds the transition head, the upper float closes, permitting air flow only
through a small orifice. Both floats move to the closing position when the water reaches the
valve, effectively sealing it. The main design parameters of a non-slam air valve are the
diameter of the inflow orifice, the diameter of the large outflow orifice, the diameter of the
small outflow orifice, and the transition head. Schematics of non-slam air valves can be
found in Tran (2017) [40] and Li et al. (2022) [18].

Figure 26 shows the transient response of a pipeline with a non-slam air valve during
the pump trip scenario. The inflow orifice ratio is set as din/D = 0.20. The small outflow
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orifice ratio is set as d/D = 0.04, which is an orifice ratio found to be effective for transient
attenuation. Figure 26 assesses the influence of the following parameters on the transient
response: transition head (∆Htransition), which is the threshold head for transitioning from
the large outflow orifice to the small outflow orifice; large outflow orifice ratio (dlarge/D);
and air valve elevation (h). The ∆Htransition values considered in this figure are in line with
typical values found in product catalogues.
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Figure 26. Influence of transition head (∆Htransition) and large outflow orifice (dlarge) on the ability
of the non-slam air valve to mitigate the transient event considering L1 = 3000 m and d/D = 0.04:
(a) h = 40 m; (b) h = 20 m.

As shown in Figure 26, in general, as dlarge/D decreases, the behaviour of the non-slam
air valve becomes more similar to that of the air valves with a single and small outflow
orifice. This similarity becomes most pronounced when the ∆Htransition value falls below a
specific threshold for each dlarge/D value. This ∆Htransition threshold decreases as dlarge/D
increases. Figure 26 highlights the importance of carefully selecting both dlarge/D and
∆Htransition. In this sense, inadequate selection of these parameters may render the non-
slam air valve ineffective in mitigating transients. This can happen if dlarge/D is oversized
so that ∆Htransition is never reached, or if ∆Htransition is too large for a given dlarge/D value.

Figure 27 shows the evolution of both the HG at the air valve and the air pocket
volume across four distinct situations: air valve with a single and small outflow orifice
(Figure 27a,b), effective non-slam air valve (Figure 27c,d), ineffective non-slam air valve
(Figure 27e,f), and air valve with a single and large outflow orifice (Figure 27g,h). For the
non-slam air valve with dlarge/D = 0.10 and ∆Htransition = 0.10 m (Figure 27c,d), the tran-
sient response is similar to the case with the air valve with a single and small outflow
orifice (Figure 27a,b). However, for the non-slam air valve with dlarge/D = 0.16 and
∆Htransition = 0.30 m (Figure 27e,f), the air valve fails to attenuate the transient event.
In fact, the transient response for the case with the air valve with a single and large out-
flow orifice (Figure 27g,h) is similar to the case with the ineffective non-slam air valve
(Figure 27e,f). Notably, having a small ∆Htransition value or a small dlarge/D value might
render the air valve unsuitable for pipeline filling, which usually requires a high air
exhaust rate.
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Figure 27. Regular air valve versus non-slam air valve considering L1 = 3000 m, h = 40 m,
and din/D = 0.20: (a,b) regular air valve with d/D = 0.04; (c,d) non-slam air valve with
dlarge/D = 0.10, ∆Htransition = 0.10 m, and d/D = 0.04; (e,f) non-slam air valve with dlarge/D = 0.16,
∆Htransition = 0.30 m, and d/D = 0.04; (g,h) regular air valve with d/D = 0.16.

8. Conclusions

As future conditions can never be perfectly anticipated, and real-world systems invari-
ably deviate from numerical idealisations, it becomes crucial for design and operational
engineers to gauge the potential impact of real-world variability in system parameters
on anticipated system performance. This paper seeks to at least partially address this
concern, aiming to comprehend through extensive simulations coupled with a physical
understanding how design choices and system variations can influence the critical tran-
sient pressures. Specifically, this paper considers a key transient event, namely, the pump
trip event, but also extracts a number of insights relative to pipeline filling and draining.
But significantly, the sensitivity of the system’s transient response to varying conditions is
shown to be remarkably diverse, demonstrating strong reactivity to changes in some cases
with noticeable insensitivity in others.

In practice, the uses and specifications of air valves are vexing and problematic to
many system designers and operators. This is because their behaviour is highly non-linear,

47



Water 2023, 15, 3476

sometimes showing high sensitivity to assumed conditions and sometimes displaying
robust and stable results. This is at least partly because anything involving two phases is
likely to be complex, but also because there is such a vast number of interacting components,
including the many characteristics of the system (length, location, friction, initial state,
pumping configuration), the specifics of the air valve (the absolute and relative sizes of both
its admission and discharge orifices, its vertical and horizontal position, whether or not it
possesses slow closing features, etc.) and of the transient itself (in this case, power failure).
This work attempts the most comprehensive characterisation to date of the anticipated
response of a realistic set of systems to a vast combination of characteristics. The immediate
goal is to provide a systematic exploration and elucidation of the likely variation in transient
response associated with a wide range of system and valve attributes. The long-term goal
is to provide system owners, operators, designers, and managers a better understanding of
air–system interactions so they can make better choices. This better understanding provides
design engineers with a much clearer idea of what and where variations are likely to matter,
and which ones do not.

Following pump trip, four stages constitute and complete a water hammer cycle:
depressurisation, air admission, air expulsion, and the creation of a secondary wave. While
most of the minimum hydraulic grade line (HGL) is formed during the initial two stages,
the maximum HGL is often only completed after the first instance of air pocket collapse.
But a key point is that each stage tends to be sensitive to different system attributes. So,
for example, the smallest pipeline lengths experiencing negative pressures (i.e., smallest Ls
values) are associated with small L1 values but with large h values. Ls is found to be only
slightly sensitive to d/D (ratio between the outflow orifice of the air valve and the pipe
diameter). Especially for large h values, there is a tendency of having smaller Ls values for
smaller d/D values. Moreover, if the air valve is located closer to the upstream reservoir
rather than farther downstream, there is a tendency to observe milder transient magnitudes
for higher h values.

Three main transient behaviours have been identified: attenuated (type 1 behaviour)
for small d/D values, intermediate (type 2 behaviour) for moderate d/D values, and water-
hammer-dominated (type 3 behaviour), which typically occurs for large d/D values.
For type 1 behaviour, the head evolution at the air valve includes at least one instance of
smooth head-versus-time variation with substantial compression of the air pocket prior to
its collapse. However, for type 3 behaviour, the pressure level at the air valve remains close
to the atmospheric pressure while there is still trapped air within the pipeline, i.e., there
is no substantial compression of the air pocket prior to its collapse. For small d/D values,
prior to air pocket collapse, the transient oscillation period at the air valve decreases as d/D
increases. For large d/D values, however, the transient oscillation, which encompasses
sequential instances of air pocket admission and collapse, becomes independent of d/D.
Importantly, in cases exhibiting type 1 behaviour, the increase in head at the air valve
immediately after the collapse of the air pocket is significantly reduced compared to cases
exhibiting type 3 behaviour.

For type 3 behaviour, there is a causal connection between the closure of the air valve
and a subsequent pressure peak at the upstream section of the pipeline. Notably, the
hydraulic head magnitude is consistently larger at the upstream section of the pipeline
than at the air valve. In fact, the maximum HGL tends to be higher at locations closer to the
upstream reservoir. During the transient event, the water velocity in the upstream branch
of the pipeline (vup) varies around zero. In the downstream branch, though, the water
velocity (vds) progressively decreases until reaching a minimum negative value, i.e., until
a maximum reverse flow is reached. The periodic vds changes every round trip in the
downstream branch increase as h decreases. Because of this, as h increases, both the time
required for reverse flow to occur and the time for air pocket collapse (tc) increase. While
the variation in vds follows a linear pattern for type 3 behaviour, the variation in vds for
type 1 behaviour initially appears linear but transitions to a non-linear pattern during the
air expulsion stage. This non-linearity occurs due to the air cushioning effect.
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Regarding air pocket evolution, the water velocity variations in the upstream branch
have a minimal influence, while the water velocity variations in the downstream branch
have a substantial impact. In cases exhibiting type 1 behaviour, a single large air pocket
typically forms within the pipeline. Conversely, in cases exhibiting type 3 behaviour,
a series of air pockets forms sequentially, each with progressively smaller volumes. Max-
imum air pocket volume increases with h but decreases with L1. The difference in maxi-
mum air pocket volume between the least favourable location for air pocket entrapment
(L1 = 5000 m and h = 20) and the most favourable one (L1 = 1000 m and h = 40 m) is
approximately 50 times.

The smallest Ls values are found for type 1 behaviour, L1 = 1000 m, and h = 40 m.
For type 1 behaviour, there is a tendency of having smaller Ls values for larger h values.
Nonetheless, in the current study, Ls/L is always greater than 60%. In fact, in case the
pipeline does not contain an air valve, the entire pipeline experiences negative pressures.
For L1 = 1000 m and L1 = 2000 m, not having an air valve leads to more pronounced
transient pressures compared to having an air valve, regardless of the value of d/D. In the
transient magnitude versus d/D data, for each air valve location, there is a lower left
plateau (type 1 behaviour) and a higher right plateau (type 3 behaviour). Intermediate
transient magnitudes correspond to type 2 behaviour. For example, for L1 = 3000 m and
h = 40 m, the mean maximum transient head for type 1 behaviour is about 50 m, while for
type 3 behaviour, it is about 100 m. Especially for small L1 values, there is a tendency for
the transient magnitude to be milder as h increases.

For each air valve location, tc increases exponentially as d/D decreases but stabilises
for large d/D values. The collapse time of the air pocket is significantly affected by the
location of the air valve. For example, for type 3 behaviour and h = 40 m, tc = 109 s for
L1 = 1000 m, but tc = 31 s for L1 = 5000 m. The timing of the maximum HG in the system
(tHGmax) can be divided into three groups: well before tc (typical of type 1 behaviour),
right after tc (typical of type 3 behaviour), and well after tc (sometimes present for type 2
behaviour). Even when tHGmax occurs well after tc, there is a pressure peak at the upstream
section of the pipeline causally connected with the collapse of the air pocket. While the
air pocket remains inside the pipeline, the frequency of the pressure oscillations at the
upstream section of the pipeline increases as L1 decreases. More specifically, the period of
the pressure oscillations is given by 4L1/a.

Since the transient magnitude is determined during the air expulsion and secondary
wave stages—with the air expulsion stage being a type of pipeline filling event—the
comparison between the pump trip scenario and the filling scenario is meaningful. Previous
studies concerning the filling scenario, which include a detailed assessment of transient
magnitude in relation to aperture size for air exchanges, generally consider a system with
a downstream end orifice instead of an air valve. For this reason, while the transient
magnitude versus d/D results in the current work resemble a logistic curve, the results
found in the literature regarding the pipeline filling scenario with a downstream orifice
resemble a skewed-to-the-right normal probability density function. If the system contains
an air valve, no water is expelled through the air exchange aperture, in contrast to the case
with an orifice. For each air valve location, fitting a logistic curve to the transient response
data allows for defining the dc1/D and dc3/D values for the inception of type 1 and type 3
behaviours, respectively. For each air valve location, if d/D < dc1/D, then type 1 behaviour
occurs; if d/D > dc3/D, then type 3 behaviour occurs; and if dc1/D < d/D < dc3, then
type 2 behaviour occurs. For example, for L1 = 3000 m, for the range of h values from 20
to 40 m, the dc1/D values range from 0.024 to 0.042, while the dc3/D values range from
0.064 to 0.092. The dc1/D and dc3/D values are dependent on the air valve location and
the initial flow conditions.

The current study examines the impact of varying certain key initial parameters that
are initially locked-in for the main set of numerical simulations. Such parameters are
the initial steady water velocity (v0), elevation difference between the downstream and
upstream reservoirs (∆Z), wave speed (a), and friction coefficient (C). The influence of
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varying these parameters on the transient response is more evident in relation to type 3
behaviour compared to type 1 behaviour. Particularly in the case of type 3 behaviour, it
is observed that Hmax increases with v0, a, ∆Z, and C. Of note, the same three transient
behaviours found in the main set of transient simulations are also present when additional
variations are considered for these initial parameters.

The current study assesses the impact of using a non-slam air valve with a single
inflow orifice but two outflow orifices in comparison to an air valve with a single inflow
orifice and a single outflow orifice. It is found that a well-sized non-slam air valve can
mimic the behaviour of a large inflow orifice and small outflow orifice air valve during
the pump trip scenario. For a non-slam air valve to be effective in mitigating the transient
event, both the transition head (∆Htransition) and the large outflow orifice (dlarge/D) should
be sufficiently small. The transition head must be sufficiently small to enable the utilisation
of the small outflow orifice for expulsion. It is found that the transition head threshold for
ensuring the switching from the large outflow orifice to the small one during the transient
event decreases as the size of the large outflow orifice increases.
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Notation

a Wave speed (m/s)
C Friction coefficient according to the Hazen–Williams equation
D Pipe diameter (m)
d Diameter of the outflow orifice of the air valve (m)
dc1 Critical orifice diameter below which an attenuated event occurs (m)
dc3 Critical orifice diameter above which a water-hammer-dominated event occurs (m)
din Diameter of the inflow orifice of the air valve (m)
dlarge Diameter of the large outflow orifice of the non-slam air valve (m)
dsmall Diameter of the small outflow orifice of the non-slam air valve (m)
HG Hydraulic grade (m)
HGmax Maximum hydraulic grade in the system (m)
HGmax Mean maximum hydraulic grade in the system (m)
Hmax Mean maximum hydraulic head (m)
Hsteady Mean hydraulic head during steady flow (m)
H∗

atm Absolute atmospheric head (m)
H∗

max Absolute maximum transient head (m)
H∗

r Absolute inlet head (m)
h Air valve elevation (m)
L Pipeline length (m)
L1 Length of the upstream branch of the pipeline in relation to the air valve (m)
L2 Length of the descending pipe segment downstream of the air valve (m)
L3 Length of the ascending pipe segment connected to the downstream reservoir (m)
Ls Pipeline length experiencing negative pressures (m)
T1B Type 1 behaviour (attenuated event)
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T3B Type 3 behaviour (water-hammer-dominated event)
tc Air pocket collapse time (s)
tHGmax Timing of the maximum HG in the system (s)
V Air pocket volume (m3)
Vds Air pocket volume at the downstream branch (m3)
Vmax Maximum air pocket volume (m3)
Vup Air pocket volume at the upstream branch (m3)
v0 Initial steady water velocity (m/s)
vds Water velocity downstream of the air valve (m/s)
vup Water velocity upstream of the air valve (m/s)
Z Pipe elevation (m)
Z Mean pipeline elevation (m)
∆Htransition Transition head of the non-slam air valve to switch from dlarge to dsmall (m)
∆Z Elevation difference between the downstream and upstream reservoirs (m)
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Abstract: Dimensionless governing equations of unsteady flow and solutions for the pipeline systems
having a surge tank were developed. Frequency domain pressure response expressions for two
widely used water supply systems were analyzed in dimensionless frequency and time domains.
One is the simple reservoir pipeline surge tank valve system and the other is the pipeline system
with pump and check valve protected by surge tank. Two different dimensionless expressions for the
surge tank were developed and the performance of two expressions was compared. The frequency
response pattern of impedance at the downstream valve indicated that the system resonance was
determined by the lengths of the main pipeline and the connector and the locations of the surge
tank and check valve for the protection of the pumping station. The difference between the simple
pipeline system and that of a pump with a check valve was expressed in terms of the phase difference
in frequency response distribution. The integrated pressure response for the protected pipeline
section was evaluated considering the impact of surge protection in the frequency domain. A better
understanding of system behavior can be obtained in terms of specific component isolation both in
the frequency and time domain pressure responses. The driven responses in the frequency and time
domain can be an important basis for optimum design and operation conditions of water supply
systems in dimensionless space.

Keywords: water hammer; pipelines with surge tank; dimensionless responses; pump with check valve

1. Introduction

Water hammers in pipeline systems had been an important engineering problem
due to burst, leakage, and water quality issues. Transient events can be generated from
sudden valve maneuvers, and the abrupt action of pump and check valve reactions in
pipeline systems. Pressure waves can originate from abrupt changes in the flow velocity,
which introduce either overpressure or low pressure along the pipeline. Although high
pressure can burst a weakened section of the pipeline, low pressure can generate column
separation and cavitation, thus severely damaging the pipeline system. To protect pipeline
structures from hydraulic transient events, surge protection devices such as surge tanks
and air chambers have been widely used in front of control valves and pump stations.
Therefore, the evaluation of water hammer events is a critical requirement for the proper
design of pipeline surge arrest devices such as the surge tank and air chamber. The
impact of surge pressure depends on various factors such as pipeline dimensions, layout,
transient introducing conditions, and various hydraulic structures (e.g., valves and pumps).
Substantial works have been explored to address many factors to consider each particular
system feature.

To analyze surge events in pipeline systems, the characteristic method (MOC) has
been [1–4]. Additionally, the size and location of surge protection devices have been deter-
mined to relax abrupt pressure variations, while considering the cost of surge protection [5–10].
Many studies showed that the control of water hammers or the design of surge tanks in
pipeline systems can be performed based on an MOC basis [11,12].
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Pressure wave generation and its propagation along the pipeline system can introduce
pressure oscillations, which can be expressed by the surface water variation of the surge
tank [13]. The length of the main pipeline and the location, cross-sectional area, and
connector length of the surge tank in the pipeline system are important variables for
determining the resonance characteristics of the pressure response. The application of the
impedance method demonstrates the potential of the frequency domain approach in the
context of resonance characterization for the design of hydraulic structures via transient
analysis as well as its complementary time domain response [14]. Assuming that the layouts
of pipeline systems with a surge tank are simple and similar to each other (e.g., the surge
tank valve of a reservoir pipeline), the pressure wave propagation pattern of the pipeline
system can be generalized via the dimensionless development of governing equations
and its optimum solution in the time domain response [15]. Actually, the dimensionless
approach can substantially generalize the characteristics of the pressure response pattern
if the layout of the pipeline system is identical. In other words, if the general response
pattern in dimensionless space is determined, then simple conversion into real dimension
provides numerous representations of analysis as long as the structure of the pipeline
system is identical.

Time domain responses of dimensionless solutions provided a general guideline for the
design of surge tanks. However, a dimensionless analysis based on the pressure response
must be performed in the frequency domain to configure the interaction of each pipeline
segment and component, which allows one to comprehensively understand the system
behavior and to conduct better management for various transient scenarios. Furthermore,
a more general layout of pipeline systems, such as a pipeline system with pumping stations
and check valves, must be developed and compared between systems with/without a
specific component to provide a holistic evaluation of the pressure response in regard to
impact identification for specific events. Actually, computational fluid dynamic analyses
have been performed to improve the design of centrifugal pumps using multiple objective
optimizations [16,17].

This study can be categorized into the following two aspects:
First, dimensionless transient governing equations for two widely adapted water-

supply systems are developed: a reservoir pipeline surge tank valve reservoir system and a
reservoir pump check valve pipeline surge tank valve reservoir system. Both a standard
dimensionless expression for the surge tank and a simplified dimensionless lumped inertia
are introduced, and solutions for combinations of various structures are developed.

Second, both frequency and time domain solutions for the two distinct systems are
presented and compared. The effect of the surge tank on a specific section of the pipeline
is investigated via the introduction of an integrated solution, and a comparison between
different systems is performed to provide insights into the system response in terms of the
contribution of isolation in the pressure response for a specific component.

Section 2 covered dimensionless governing equations and their solutions for two
different water supply systems with surge tanks in the frequency domain. Section 3
provided frequency response functions and time domain responses for two systems in
terms of point and integrated hydraulic impedance, respectively. Strengths and differences
over other existing methods were discussed in Section 4. The summary of this study and
future issues from this study were addressed in Section 5.

2. Materials and Methods
2.1. One-Dimensional Dimensionless Governing Equation with Steady Friction

The pressure head and flow rate variations in a pressurized pipeline system can
be expressed using the partial differential equation (PDE) of continuity and momentum
conservation as a function of two independent variables, i.e., time (t) and distance (x) [1].
Based on these PDFs, the dimensionless continuity and momentum equations can be
developed as follows:

∂V
∂t

+ g
∂H
∂x

+
f V|V|
2DA2 = 0 (1)
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a2

g
∂V
∂x

+
∂H
∂t

= 0, (2)

where V is the mean velocity for the cross-sectional area A, H the piezometric head, a the
wave propagation speed, g the gravitational acceleration, f the Darcy–Weisbach friction
factor, and D the diameter.

This section may be divided into subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn. By introducing the mean flow rate Q, which represents
the mean velocity by multiplying the cross-sectional area, the dimensionless PDEs of
momentum and mass conservation can be developed. The dimensionless independent

variables for time and distance are defined as t̂ = at/L and
︷︸︸︷

x = x/L, respectively, where
L denotes the length of the pipeline system. The dependent dimensionless variables are
︷︸︸︷

H = gAH/(4aQo) for the pressure head and Q̂ = Q/Q0 for the flow rate, where Q0 is
the steady flow rate.

The dimensionless continuity and momentum equations can be derived as follows:

∂Q̂
∂t̂

+
∂Ĥ
∂x̂

+ R̂ = 0 (3)

∂Ĥ
∂t̂

+
∂Q̂
∂x̂

= 0, (4)

where R̂ is the dimensionless resistance, which can be estimated as R̂ = f LQo/(2DAa)
under steady friction.

Applying the perturbation theory [1] to the dimensionless pressure head and flow
rate expressed in Equations (3) and (4) yields the trigonometric relationship between the
upstream and downstream dimensionless frequency (ŝ) as follows:

ĤD = ĤUcoshγ̂x̂− ẐcQ̂Usinhγ̂x̂ (5)

Q̂D = − ĤU

Ẑc
sinhγ̂x̂ + Q̂Ucoshγ̂x̂, (6)

where the dimensionless propagation constant, γ̂, can be expressed as

γ̂ =

√
ŝ
(

ŝ + R̂
)

, (7)

where ŝ is the dimensionless frequency.

2.2. Dimensionless Hydraulic Impedance from Surge Tank to Joining Point

The two-dimensional PDEs for the continuity and momentum in terms of time (t),
axial distance (x), and radial distance (r) are expressed as follows:

∂u
∂x

+
g
a2

∂h
∂t

= 0 (8)

∂u
∂t

+ g
∂h
∂x

+
ν

r
∂

∂r

(
r

∂u
∂r

)
= 0 (9)

where u and ν are the axial velocity and dynamic viscosity, respectively.
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By introducing dimensionless variables x̂ = x/L; t̂ = at/L; r̂ = r/R; ĥ = gh/a2; and
û = u/a, two-dimensional dimensionless equations for mass and momentum conservation
can be derived as follows:

∂ĥ
∂t̂

+
∂û
∂x̂

= 0 (10)

∂2û
∂r̂2 +

1
r̂

∂û
∂r̂
− 1

Sa

∂û
∂t̂

=
1
Sa

∂ĥ
∂x̂

(11)

where Sa = νL/aR2 is a dimensionless surge number. Based on the assumption of zero
heat radiation, the integration of Equations (10) and (11) provides unsteady functions in
the dimensionless frequency domain. The dimensionless pressure head and flow rate
relationships between the upstream and downstream for Equations (10) and (11) can be
expressed as follows:

ĤD(ŝ) = ĤU(ŝ)coshΓ(ŝ)− Q̂U(ŝ)Zc(ŝ)sinhΓ(ŝ) (12)

Q̂D(ŝ) = −
ĤU(ŝ)
Zc(ŝ)

sinhΓ(ŝ) + Q̂U(ŝ)coshΓ(ŝ) (13)

where ĤD(ŝ) and ĤU(ŝ) denote dimensionless complex heads; and Q̂D(ŝ) and Q̂U(ŝ) are
dimensionless complex discharges for the downstream and upstream points, respectively.

The dimensionless characteristic impedance can be expressed as follows,

Zc(ŝ) =

√√√√√
J0(
√
(Ŝ/Sa)i)

J0(
√
(Ŝ/Sa)i)− 2/(

√
(Ŝ/Sa)i)J1(

√
(Ŝ/Sa)i)

(14)

where J0 and J1 are Bessel functions of 0th and 1st order, respectively. The dimensionless
propagation constant can be expressed as follows:

Γ(ŝ) = x̂ŝ

√√√√√
J0(
√
(Ŝ/Sa)i)

J0(
√
(Ŝ/Sa)i)− 2/(

√
(Ŝ/Sa)i)J1(

√
(Ŝ/Sa)i)

(15)

2.3. Dimensionless Hydraulic Impedance from Surge Tank to Joining Point

The fluctuation in the flow rate from the surge tank to the main pipeline can be
expressed as q′ = −ASdh′/dt, where AS is the surge tank area. The disturbance of the
pressure head (h′) can be approximated as h′ = HSest, where HS is the steady pressure
head in the surge tank. By defining the dimensionless fluctuations of pressure head and
flow rate as ĥ′ = gAh′/(aQo) and q̂′ = q′/Qo, respectively.

The dimensionless pressure head variation at the surge tank entrance can be expressed as

ĥ′ = ĤSe
iŝt̂

, (16)

where ĤS = gAHS
aQo

.
The dimensionless flow rate fluctuation at the surge tank entrance can be expressed as

q̂′ = Q̂Seiŝt̂, (17)

where Q̂S = − ASaHS
LQo

iŝ.
The hydraulic impedance at the surge tank outlet can be expressed as

ẐS =
gAL

ASa2 ŝ
(18)
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If the surge tank is connected to the main pipeline by a connector, then the hydraulic
impedance at the joining point of the main pipeline can be expressed as

ẐJ = Ĥj(ŝ)/Q̂J(ŝ) (19)

The dimensionless pressure head and flow rate at the junction can be expressed,
respectively, as follows:

Ĥj(ŝ) = ĤS(ŝ)coshΓc(ŝ)− Q̂S(ŝ)Zcc(ŝ)sinhΓc(ŝ) (20)

Q̂j(ŝ) = −
ĤS(ŝ)
Zcc(ŝ)

sinhΓc(ŝ) + Q̂S(ŝ)coshΓc(ŝ), (21)

where Zcc(ŝ) =

√
J0(
√

(Ŝ/Sac)i)

J0(
√

(Ŝ/Sac)i)−2/(
√

(Ŝ/Sac)i)J1(
√

(Ŝ/Sac)i)
, Sac = νLc/aRc

2; Lc and

Rc are the length and radius of the connector, respectively; and Γc(ŝ)

= x̂ŝ
√

J0(
√

(Ŝ/Sac)i)

J0(
√

(Ŝ/Sac)i)−2/(
√

(Ŝ/Sac)i)J1(
√

(Ŝ/Sac)i)
.

2.4. Dimensionless Lumped Inertia

Expression for accumulator in frequency domain had been approximated using the
lumped inertia [1], which can be applied to surge tanks with short connectors. In this study,
the existing lumped inertia expressions were extended into the dimensionless lumped
inertia. The dimensionless lumped inertia model can widely address the effect of the
surge tank. By introducing dimensionless variables for the lumped inertia, i.e., Ĥ = gA

aQo
H,

Q̂ = Q/Qo, l̂c = lc/L, the dimensionless relationship can be expressed as follows:

ĤD = ĤU − l̂ciŝQ̂U (22)

Assuming that the dimensionless upstream flow rate is identical to that of the down-
stream flow for a short connector, the following dimensionless relationship can be derived:

ẐD = ẐU − l̂ciŝ (23)

where ẐD and ẐU are the dimensionless hydraulic impedances downstream and upstream
of the surge tank connector, respectively.

2.5. Development of Dimensionless Hydraulic Impedance for Two Different Systems

A surge tank is typically installed in a simple pipeline system, as shown in Figure 1. A
hydraulic transient can be introduced through the abrupt closure of the downstream valve
or the abrupt termination of the upstream pump. This can cause severe damage owing to
either the overpressure or underpressure, which occasionally introduces cavitation.
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Figure 1. Schematic illustration of reservoir pipeline surge tank pipeline valve (R-P-ST-P-V) system. 

The other widely used systems comprise a pump and check valve in the upstream 

section (see Figure 2), which allow the upstream pressure head to be increased when the 

Figure 1. Schematic illustration of reservoir pipeline surge tank pipeline valve (R-P-ST-P-V) system.

The other widely used systems comprise a pump and check valve in the upstream sec-
tion (see Figure 2), which allow the upstream pressure head to be increased when the pres-
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sure head of the upstream reservoir is low, or when the distribution of the pipeline elevation
requires an elevating additional pressure head to secure flow conveyance downstream.
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Figure 2. Schematic illustration of reservoir pump check valve pipeline surge tank pipeline valve
(R-PP-CV-P-ST-P-V) system.

To generalize the system response feature in dimensionless space, the upstream length
between the upstream reservoir and surge tank, LU , can be converted into an upstream
dimensionless length as L̂U = LU/L, and the dimensionless downstream length can be
defined as L̂D = LD/L. If the driver of the hydraulic transient is the downstream valve in
the pipeline system shown in Figure 1, then a dimensionless impedance from the upstream
to downstream direction should be derived. The dimensionless hydraulic impedance
upstream of the joining point is expressed as follows:

ẐUJ = −Ẑctanhγ̂L̂U , (24)

where Ẑc = γ̂/ŝ and γ̂ =
√

ŝ(ŝ + R̂).
If the transient pressure head from downstream introduces a reversed flow in the

upstream direction, then the check valve at the outlet of the pump can be instantly closed to
protect the pump, and the system shown in Figure 2 can be changed in terms of the primary
hydraulic impedance from the upstream boundary which can be expressed as follows:

ẐUJ = −Ẑccothγ̂L̂U (25)

The dimensionless hydraulic impedance of the main pipeline downstream of the
connecting element for the system shown in Figure 1 can be expressed as follows:

ẐDJ =
−Ẑctanhγ̂L̂U

1− Ẑctanhγ̂L̂U/ẐJ
(26)

The corresponding dimensionless hydraulic impedance downstream of the connecting
element in Figure 2 can be expressed as follows:

ẐDJ =
−Ẑccothγ̂L̂U

1− Ẑccothγ̂L̂U/ẐJ
(27)

The dimensionless hydraulic impedance at the downstream valve can be expressed as
follows:

ẐDV =
ẐDJ − Ẑctanhγ̂L̂D

1− ẐDJ/Ẑctanhγ̂L̂D
(28)

The dimensionless pressure head response from the downstream flow rate variation,
such as the valve maneuver between the downstream valve and the connecting point for
the surge tank, can be derived as follows:

ĤxD

Q̂DV
= ẐDV cosh γ̂x̂D + Ẑcsinhγ̂x̂D, (29)
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where x̂D is the dimensionless distance from the downstream valve to an upstream point
up to the connecting point.

The dimensionless pressure head response between the connecting point and upstream
reservoir can be derived as follows:

ĤxU

Q̂DV
= ẐUc cosh γ̂x̂U + Ẑcsinhγ̂x̂U , (30)

where x̂U is the dimensionless distance from the connecting point to a point up to the
upstream reservoir. The dimensionless hydraulic impedance upstream of the connection
point can be estimated as

ẐUc =
ẐJ − ẐDc

ẐDcẐJ
, (31)

The dimensionless hydraulic impedance downstream of the connecting point can be
estimated as

ẐDc =
ẐDV + Ẑctanhγ̂L̂D

1 + ẐDV/Ẑctanhγ̂L̂D
(32)

If the hydraulic transient is introduced from the pump stoppage of upstream reservoir,
then the derivation should be performed from the reservoir downstream to the pump
upstream, and the dimensionless hydraulic impedance at the pump can be expressed as

Ẑp =
ẐPU + Ẑctanhγ̂L̂U

1 + ẐPU/Ẑctanhγ̂L̂U
, (33)

where ẐPU = (ẐJ Ẑctanhγ̂L̂D)/(ẐJ − Ẑctanhγ̂L̂D). The dimensionless pressure head re-
sponse from the abrupt pressure change in the pump between the pump and connecting
point can be derived as follows:

Ĥxu

Ĥp
= cosh γ̂x̂u −

Ẑc

Ẑp
sinhγ̂x̂u, (34)

where x̂u is the dimensionless distance from the upstream to downstream connecting point.
The dimensionless pressure head response from the sudden pressure change in the pump
between the connecting point and downstream valve can be evaluated as follows:

Ĥxd

Ĥp
= cosh γ̂x̂d −

Ẑc

Ẑcd
sinhγ̂x̂d, (35)

where x̂d is the dimensionless distance from the connecting point downstream, Ẑcd

= ẐcuẐJ/(Ẑcu + ẐJ), and the dimensionless hydraulic impedance upstream of the connec-
tion point can be expressed as

Ẑcu =
cosh γ̂L̂U − Ẑc/Ẑpsinhγ̂L̂U

−sinhγ ̂̂LU/Ẑc + cosh γ̂L̂U/Ẑp

(36)

The dimensionless impedance approach provides an integrated pressure response
along a specific pipeline section. The total pressure response between the connecting point
and the downstream valve owing to valve closure can be expressed as follows:

∫ L̂D

0
ĤxD/Q̂DVdx̂ =

ẐD
γ̂

sinhγ̂L̂D +
Ẑc

γ̂
(cosh γ̂L̂D − 1) (37)
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The total pressure response between the upstream pump and connecting point due to
valve closure can be expressed as follows:

∫ L̂U

0
ĤxU/Q̂DVdx̂ =

ẐU
γ̂

sinhγ̂L̂U +
Ẑc

γ̂
(cosh γ̂L̂U − 1) (38)

The total pressure response between the upstream pump and connecting point due to
pump termination can be expressed as follows:

∫ L̂U

0
Ĥxu/Ĥpdx̂ =

1
γ̂

sinhγ̂L̂U −
Ẑc

Ẑpγ̂
(cosh γ̂L̂U − 1) (39)

The total pressure response between the connecting point and downstream valve
owing to pump termination can be expressed as follows:

∫ L̂D

0
Ĥxd/Ĥpdx̂ =

1
γ̂

sinhγ̂L̂D −
Ẑc

Ẑcdγ̂
(cosh γ̂L̂D − 1) (40)

3. Results

In this study, the pipeline system used in a previous study was used to apply the
proposed approach, as the widely used time domain modeling method (e.g., the method
of characteristics) has been compared with the developed methods in multiple cases [16].
The total length of the pipeline was 150 m, and the diameters of the main and connected
pipelines were 0.02 m. The pipeline lengths upstream and downstream from the surge
tank were 145 and 5 m, respectively. The wave propagation speed in the pipeline was
estimated at 1210.5 m/s The steady flow rate from the upstream reservoir or pump was
0.928 × 10−4 m3/s. The diameter of the surge tank was assumed to be 2 m, and the length
of the connector was 0.5 m. The abrupt valve closure and termination of the check valve
might introduce hydraulic transients. The maximum frequency for frequency domain
modeling was terminated in 3812 rad/s and the number of fast Fourier transform for the
conversion of the frequency domain to time domain response function is 32,768.

3.1. Frequency Response Function

The amplitudes of the dimensionless hydraulic impedances at the downstream valves
of the systems shown in Figures 1 and 2 are presented in Figure 3. The solid line in Figure 3,
denoted as R-P-ST-P-V, is the dimensionless frequency response function of the hydraulic
impedance at the downstream valve in Figure 1. The dotted line in Figure 3 represents
the corresponding frequency response of the system (R-PP-CV-P-ST-P-V), as shown in
Figure 2. The overall shapes of the frequency response functions of the two systems were
similar, showing positive peak responses at 43 and 132 and negative peaks at 87 and 178 in
the dimensionless frequency domain. The difference in the primary resonance response
from the lower frequency to the higher frequency increased from 43 to 46 for the four
peak responses. The resonance pattern of the dimensionless hydraulic impedance can vary
depending on the location of the surge tank. The difference in the frequency response
between R-P-ST-P-V and R-PP-CV-P-ST-P-V was the phase shift, which can be explained
by the difference in the transient generation positions between the two systems. Whereas
the hydraulic transient for R-P-ST-P-V was generated from the downstream valve, that for
R-PP-CV-P-ST-P-V was initiated from the upstream check valve.

60



Water 2023, 15, 2934
Water 2023, 15, x FOR PEER REVIEW 9 of 13 
 

 

 

Figure 3. Amplitudes of dimensionless hydraulic impedance at downstream valve for reservoir 

pipeline surge tank pipeline-valve system (R-P-ST-P-V) in Figure 1 and that of reservoir pump check 

valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) shown in Figure 2. 

 

Figure 4. Amplitudes of dimensionless hydraulic impedance at downstream valve for reservoir 

pump check valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) using dimension-

less surge tank (DLST) and dimensionless lumped inertia (DLLI). 

The dimensionless frequency domain approach allows flexible analytical develop-

ments, such as obtaining integrated responses along any designated section of the pipeline 

system. This approach is particularly useful when the pipeline manager is required to 

estimate the potential pressure effect for a specific section and several designated points. 

Figure 5 shows the integrated dimensionless hydraulic impedances in the upstream sec-

tion of the surge tank, which were protected by the surge tank from the generated hydrau-

lic transient originating from the downstream valve. The distributions of the integrated 

frequency responses of the two systems were similar. The mitigated frequency responses 

compared with those in Figure 3 indicate that both systems were well protected by the 

surge tank. The phase discrepancy in the integrated frequency response between the two 

systems can be explained by the difference in the pressure wave reflections from the dis-

tinct upstream boundaries. 

0.001

0.01

0.1

1

10

100

1000

0 30 60 90 120 150 180

D
im

en
si

o
n

le
ss

 H
I

Dimensionless Freq.

R-P-ST-P-V R-PP-CV-P-ST-P-V

0.001

0.01

0.1

1

10

100

1000

0 30 60 90 120 150 180

D
im

en
si

o
n

le
ss

 H
I

Dimensionless Freq.

DL ST DL LI

Figure 3. Amplitudes of dimensionless hydraulic impedance at downstream valve for reservoir
pipeline surge tank pipeline-valve system (R-P-ST-P-V) in Figure 1 and that of reservoir pump check
valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) shown in Figure 2.

Next, the frequency responses of the dimensionless expressions for the surge tank were
analyzed. Figure 4 shows the amplitudes of the dimensionless hydraulic impedances at the
downstream valve for the dimensionless surge tank expression (DLST) and dimensionless
lumped inertia (DL LI) for the R-PP-CV-P-ST-P-V system. Even though slight differences
in the amplitudes between the two distinct approaches were observed at several points,
the distributions of the frequency responses were consistent with the development of the
resonance pattern. This indicates that the dimensionless lumped inertia can be a reasonable
approximation when the connector is short, which is applicable to most systems.
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Figure 4. Amplitudes of dimensionless hydraulic impedance at downstream valve for reservoir pump
check valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) using dimensionless surge
tank (DLST) and dimensionless lumped inertia (DLLI).

The dimensionless frequency domain approach allows flexible analytical develop-
ments, such as obtaining integrated responses along any designated section of the pipeline
system. This approach is particularly useful when the pipeline manager is required to
estimate the potential pressure effect for a specific section and several designated points.
Figure 5 shows the integrated dimensionless hydraulic impedances in the upstream section

61



Water 2023, 15, 2934

of the surge tank, which were protected by the surge tank from the generated hydraulic
transient originating from the downstream valve. The distributions of the integrated fre-
quency responses of the two systems were similar. The mitigated frequency responses
compared with those in Figure 3 indicate that both systems were well protected by the
surge tank. The phase discrepancy in the integrated frequency response between the two
systems can be explained by the difference in the pressure wave reflections from the distinct
upstream boundaries.
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Figure 5. Amplitudes of integrated dimensionless hydraulic impedance along upstream section of
surge tank for reservoir pipeline surge tank pipeline valve system (R-P-ST-P-V) in Figure 1 and that
of reservoir pump check valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) shown
in Figure 2.

3.2. Time Domain Pressure Response

The dimensionless frequency responses of the hydraulic impedance can be used
to separate the corresponding time domain responses. Assuming that an abrupt flow
rate change is introduced from the downstream valve via an instant valve closure, the
flow rate variation can be convolved into the time domain response functions shown in
Figures 3–5. Figure 6 shows the pressure responses at the downstream valve for R-P-ST-P-V
and R-PP-CV-ST-P-V at the instant of the downstream valve closure. Figure 6 shows two
distinct patterns in the pressure responses: a high-frequency component pattern between
the downstream valve and surge tank, and a lower-frequency response pattern for all
systems, which corresponds to the theoretical period of the pipeline system (4L/a). Both
pressure responses showed perfectly matching results up to a dimensionless time of 2,
which corresponded to a round travel time between different upstream boundaries and the
downstream valve. The difference in the upstream boundary conditions between the two
systems may have contributed to the phase difference in the pressure response from the
dimensionless time 2, as shown in Figure 6.

As illustrated in Figure 4, the integrated pressure responses allow one to comprehen-
sively evaluate the pipeline section. Figure 7 shows the normalized integrated pressure
response for the upstream section of the system, as similarly shown in Figures 1 and 2.
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Figure 6. Normalized pressure responses at downstream valve due to instant valve closure of
reservoir pipeline surge tank pipeline valve system (R-P-ST-P-V) in Figure 1 and that of reservoir
pump check valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) in Figure 2.
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Figure 7. Normalized integrated pressure responses for upstream section of surge tank due to instant
valve closure for reservoir pipeline surge tank pipeline valve system (R-P-ST-P-V) in Figure 1 and
that of reservoir pump check valve pipeline surge tank pipeline valve system (R-PP-CV-P-ST-P-V) in
Figure 2.

The scales of the integrated pressure response were substantially smaller than those of
the pressure at the downstream valve, thereby indicating a significant surge-arresting effect
of the surge tank. The integrated pressure responses for R-P-ST-P-V and R-PP-CV-P-ST-P-V
matched perfectly with each other up to a dimensionless time of 1, which corresponded to
the wave travel time from the downstream valve to the upstream boundary. As shown in
Figure 7, the difference in the integrated responses was initiated from dimensionless time 1,
and the pattern of R-P-ST-P-V reflected the mitigation from the upstream reservoir, whereas
that of R-PP-CV-P-ST-P-V was doubled increasingly between dimensionless times 1 and
2 owing to the dead-end boundary from the check valve. The development of integrated
pressure response patterns was evident at each dimensionless time interval, thus indicating
that the dimensionless time defined in this study is a useful measure for characterizing
pressure response patterns based on the boundary conditions and operational practices for
pipeline systems.
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4. Discussion

The solutions of a partial differential equation (PDE) for water hammer events have
been explored through the conversion of PDE into an ordinary differential equation, namely
MOC, in most applications. However, discretization approaches (e.g., MOC) have a critical
restriction in representing the system. The requirement of Courant number related to wave
speed and time–space interval in modeling introduces substantial computation costs and
accurate representation of system dimensions. The location of the surge tank, check valve,
pump and the dimensions of the surge tank should be fitted into the Courant number con-
dition, which needs either assumptions or substantial computational costs. However, the
introduction of a general solution in the frequency domain not only solved many existing
issues in transient analysis but also provided the resonance response feature. The solutions
of a hydraulic transient in the dimensionless space extend the applicability of the proposed
method in general purpose if the system layout is identical. Furthermore, the evaluation of
hydraulic impedance in dimensionless frequency provides a comprehensive understanding
of system behavior as well as a universal solution in frequency response. As the dimen-
sionless variables of system features, such as the location of the surge tank and dimensions,
are changed, the frequency responses (Figures 3 and 5) provide an intuitive understanding
of resonance response between pipeline and hydraulic structures. One additional strength
of the frequency domain approach is the integrated expressions (Equations (37)–(40)). The
direct integration in the frequency domain provides the evaluations of pressure or flow
rate along a specific section. This means that the objective function for the optimization of
hydraulic structure can be formulated not only from a point evaluation perspective but
also through spatial integration, which can be useful for surge protection for vulnerable
sections of the pipeline system.

5. Conclusions

Frequency domain responses due to the surge tank in pipeline systems with and with-
out pumping stations and check valves were investigated. The frequency response of the
hydraulic impedance at the downstream valve indicated that the resonance of the system
can be explained by the pipeline length and the locations of the pipeline structures, such as
the surge tanks, pumps, and check valves. The dimensionless approach provides response
features in dimensionless time and amplitude, thus providing an intuitive explanation
for the travel time, phase, and magnitude of the pressure response with the referenced
scale. The difference in the frequency domain response was consistent with that in the
time domain response, which depends on the system layout. The integrated response
of the pressure along the pipeline segment allows one to comprehensively evaluate the
pressure at a designated section. The difference in the time domain response between the
two systems indicates that the amplification and mitigation originated from the boundary
conditions with interaction with the surge tank. The dimensionless time and hydraulic
impedance provide an intuitive understanding of the system response in the context of
system dimensions, both in time and space. The characterization of the system behavior can
be obtained through the evaluation of isolated hydraulic components in a dimensionless
space. Future studies can be conducted to address the dynamic features of pumps and
nonlinear valve behaviors. Additionally, the optimization of specific external disturbances
(such as surges) can be considered in the design of surge protection devices.
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Abstract: In various water transmission systems such as long-distance water transfer projects and
hydropower stations, accurate simulation of water hammer is extremely important for safe and
stable operation and the realization of intelligent operations. Previous water hammer calculations
usually consider only steady-state friction, underestimating the decay of transient pressure. A second-
order Finite Volume Method (FVM) considering the effect of unsteady friction factor is developed
to simulate the water hammer and the dynamic behavior of air cushion surge chamber in a water
pipeline system, while an experimental pipe system is conducted to validate the proposed numerical
model. Two unsteady friction models, Brunone and TVB models, were incorporated into the water
hammer equations, which are solved by the MUSCL–Hancock method. One virtual boundary method
was proposed to realize the FVM simulation of Air Cushion Surge Chamber. Comparisons with water
hammer experimental results show that, while the steady friction model only accurately predicts the
first pressure peak, it seriously underestimates pressure attenuation in later stages. Incorporating
an unsteady friction factor can better predict the entire pressure attenuation process; in particular,
the TVB unsteady friction model more accurately reproduces the pressure peaks and the whole
pressure oscillation periods. For water pipeline systems with an air cushion surge chamber, energy
attenuation of the elastic pipe water hammer is primarily due to pipe friction and the air cushion.
The experimental results with the air cushion surge chamber demonstrate that the proposed FVM
model with the TVB unsteady friction model and the air chamber polytropic exponent near 1.0 can
well reproduce the experimental pressure oscillations.

Keywords: air cushion surge chamber; finite volume method; unsteady friction; water hammer

1. Introduction

Water hammer often occurs in various water pipe systems, including long-distance
water transfer projects and hydropower stations. An abnormal pressure surge may lead
to a pipe burst, so many water hammer protection measures are introduced to reduce
the water hammer intensity. The air cushion surge chamber is a closed chamber that is
partially filled with water and compressed air [1]. As compared to an open-type pressure
regulating chamber, it is rarely restricted by geological or topographical features, and
offers numerous advantages, such as shorter construction supply, lower excavation volume,
cost-effectiveness, and minimal ecological impact [2]. The air cushion surge chamber is
widely used in hydroelectric power plants for water hammer protection, ensuring the

Water 2023, 15, 2742. https://doi.org/10.3390/w15152742 https://www.mdpi.com/journal/water
67



Water 2023, 15, 2742

safe hydraulic operation of the water pipe system. In order to realize the safe and stable
operation of water systems and the realization of intelligent operations, it is extremely
important to accurately simulate the transient flow of pipe systems with an air cushion
surge chamber.

The Method of Characteristics (MOC) is currently a widely used simulation tool for
modeling the hydraulic transition process of hydroelectric power plants. However, there
are some complicated situations, such as short pipes, T-junctions, and series pipes, in
actual water delivery systems. When using MOC, interpolation or wave speed regulation
is required, which reduces computational efficiency and accuracy and introduces com-
putational errors. Moreover, most existing water hammer calculation models only adopt
a steady friction model, implying that the friction inside the pipeline remains the same
as the steady-state during the transient process. However, in actual transient processes,
the friction inside the pipeline is influenced by multiple factors, leading to significantly
different calculation results from the actual results. Additionally, they cannot accurately
describe the waveform distortion and peak attenuation of pressure waves [3].

The FVM discretized the calculation area in the pipeline into independent control units,
and solved the differential equations in each unit separately. Godunov et al. [4] proposed
a numerical scheme for solving nonlinear Riemannian problems. This scheme is very
suitable for approximating smooth solutions and discontinuous solutions. Therefore, in
recent years, a large number of researchers have gradually begun to construct the Godunov
scheme to solve the hydraulic transient water hammer problem.

Yazdi et al. [5] pointed out in 2007 that when calculating hydraulic transients, if the
Courant number condition is not met, the second-order Godunov scheme is more stable
than the MOC method. Bi Sheng et al. [6] adopted the Godunov scheme to solve the
two-dimensional flow-transport equation. This model can simultaneously solve the water
flux and transport flux, which is highly efficient for simulating the dynamic characteristics
of water flow in complex terrain, and effectively eliminates problems such as excessive
numerical damping and unstable oscillation caused by the convection term in numerical
calculation. Zheng Jieheng et al. [7] used the Godunov scheme to study the hydraulic
transients in sequential transmission pipelines. Based on the finite volume method, Zhao
Yue et al. [8] proposed a treatment method with double virtual boundary to numerically
simulate the phenomenon of water hammer and water column separation in pipelines.
Zhou et al. [9–11] proposed a method to simulate a liquid column separation-bridging
water hammer using a second-order GODUNOV scheme. Hu et al. [12] proposed the
application of a second-order GODUNOV scheme to simulate non-pressurized flow.

Currently, there are two main unsteady friction models extensively utilized. These
models are the weighted function model represented by the Zielke [13] and the empirical
correction model represented by the Brunone [14]. According to the Zielke unsteady friction
model, the instantaneous shear stress in the pipe due to transient flow is composed of a
constant term and an additional term. The additional term uses the weighted function
to account for the impact of historical velocity and acceleration on the current flow state.
However, this method has a long calculation time and requires a large storage space.
Subsequently, Zielke’s model was simplified by Trikha [15], Vardy [16], and other scholars,
resulting in a weighted function class unsteady friction model with higher computational
efficiency. The Brunone unsteady friction model links unsteady friction with instantaneous
local acceleration and convective acceleration and proposes a new dynamic friction model.
Vitkovsky [17] improved the Brunone model by predicting the direction of water flow and
wave propagation, as well as the effects of specific acceleration and deceleration stages.

To simulate more accurately the hydraulic transient process of the pressurized delivery
pipeline system with an air cushion surge chamber, this paper introduces the second-order
Godunov format of FVM during the calculation process, incorporating the Trikha–Vardy–
Brunone (TVB) and Brunone unsteady friction models. One virtual boundary method was
proposed to realize the FVM simulation of an air cushion surge chamber. An experimental
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pipe system was designed and conducted to validate the proposed models in simulating
the water hammer and dynamic behavior of an air cushion surge chamber.

The novelty of the paper is that a second-order FVM considering the effect of unsteady
friction factor is developed to simulate the dynamic behavior of the air cushion surge
chamber in a water pipeline system, while an experimental pipe system is conducted
to validate the proposed numerical model. Pressure damping and energy dissipation of
transient flow in a water pipeline system with air cushion surge chamber are carefully
investigated and modeled, which have not been well considered in previous work.

2. Mathematical Models
2.1. Water Hammer Control Equations

Equations of motion and continuity for water hammer are [18]:

g
∂H
∂x

+ V
∂V
∂x

+
∂V
∂t

+ g
(

JQ + Ju
)
= 0 (1)

V
∂H
∂x

+
∂H
∂t

+
a2

g
∂V
∂x

= 0 (2)

The matrix forms of the above two equations can be expressed as follows:

∂U
∂t

+ A
∂U
∂x

= S (3)

where U = (H
V), A =

(
V a2/g
g V

)
, S = ( 0

gS0−J), where: x is the distance along the pipe axis

coordinate. H is the piezometric head; V is the flow velocity in the pipe; a is the wave
velocity of the water hammer; D is the inner diameter of the pipe; JQ and Ju represent steady
friction and unsteady friction Ju; and t is time.

If V = 0, the convection term can be ignored and the classical water hammer governing
equation can be changed.

∂U
∂t

+
∂F
∂x

= S (4)

where F = AU, A =

(
0 a2/g
g 0

)
.

Brunone used instantaneous local acceleration and convective acceleration to represent
the unsteady frictional component of dynamic frictional resistance, resulting in an empiri-
cally modified model. Based on Brunone’s work, Vitkovsky later added the identification
of the flow direction of water and obtained an improved instantaneous acceleration model
with higher calculation accuracy. The specific model forms are as follows:

Ju =
k
g

(
∂V
∂t

+ a·sign(V)

∣∣∣∣
∂V
∂x

∣∣∣∣
)

(5)

in which the Brunone coefficient of friction k =
√

C∗/2; C* is the shear attenuation con-
stant and the value depends on the Reynolds number. When the water flow in the
pipe is laminar flow, C* = 0.00476; when the water flow in the pipe is turbulent flow,
C∗ = 7.41/

[
Relog10 (14.3/Re0.05)

]
. if V ≥ 0 then sign(V) = 1; if V < 0 then sign(V) = −1.

The Zielke model simplified by Vardy and Brown (TVB model) is as follows

Ju =
16v
gD2

1

∑
i=8

τu (6)
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τu(t + ∆t) = 4ρv
D

N
∑

i=1

[
Yai(t)exp

(
−niv/R2∆t

)

+ mi D2

4niv∆t
(
1− exp

(
−niv/R2∆t

))
(V(t + ∆t)−V(t))

] (7)

where τu is the unsteady shear stress; ρ is density of fluid; ν is kinematic viscosity of
the fluid; N is number of cells along the pipeline; Yai(t) is weighting function; and R is
pipe radius; When the water flow in the pipe is laminar flow, the values of the weighted
function coefficients ni and mi are shown below ni {i = 1, ..., 8} = {26.3744; 102; 102.5; 103;
104; 105; 106;107} and mi {i = 1, ..., 8} = {1; 2.1830; 2.7140; 7.5455; 39.0066; 106.8075; 359.0846;
1108.3666}.

When the water flow in the pipe is turbulent flow, the values of the weighted function
coefficients ni and mi are shown below ni

* (n∗i = ni − B∗) and mi
* (m∗i = mi/A∗) ni

*{ i = 1,
..., 13} = {10; 101.5; 102; 102.5; 103; 103.5; 104; 104.5; 105; 105.5; 106; 106.5; 107} and mi

* { i = 1, ...,
13} = {9.06; −4.05; 12; 8.05; 22.7; 35.2; 65.9; 115; 206; 363; 664; 1070; 2620}.

The computational domain is discretized along both the x-axis and t-axis using the
finite volume method. This results in the formation of multiple computational control
volumes or cells, as shown in Figure 1. Calculations are then performed on these volumes.
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Integrate Equation (4) from the control surface i − 1/2 to control surface i + 1/2.
Additionally, since the control variable uniformly and continuously changes, substitute
Ui =

1
∆x
∫ i+1/2

i−1/2 udx to obtain the integration expression for control variable U:

Un+1
i = Un

i −
∆t
∆x

(
Fi+ 1

2
− Fi− 1

2

)
+

∆t
∆x

∫ i+1/2

i−1/2
sdx (8)

where: Fi+1/2 and Fi−1/2 are the fluxes at i + 1/2 and i − 1/2, respectively; ∆t is the time
step; ∆x is the length of control volume; the superscript n denotes the current time step;
and n + 1 denotes the subsequent time step.

2.2. Control Equations of Air Cushion Surge Chamber

The continuity equation for node P at the bottom of the surge chamber is [18]

QT = Q + QS (9)

where QT is the flow rate at the upstream pipe outlet of the surge chamber; Q is the flow
rate of the downstream pipeline inlet; and QS is the flow into or out of the surge chamber
(Figure 2).
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Figure 2. Schematic diagram of the air cushion surge chamber.

In order to determine the pressure tube head at the bottom point P of the surge
chamber, it is necessary to use the feature compatibility equation of the last calculation
section of the upstream pipeline and the first calculation section of the downstream pipeline
in the surge chamber.

C+ : HP = CP − BPQT (10)

C− : HP = CM + BMQ (11)

where Hp is the piezometric head at the bottom of air cushion surge chamber.
Equations (10) and (11) are substituted into continuity Equation (9) at point P, and the

variables QT and Q are eliminated

HP = C2 − C1Qs

C1 = 1
1

BP1
+ 1

BM2

; C2 = C1

(
CP1
BP1

+ CM2
BM2

)


 (12)

where CP1, BP1, CM2, and BM2 are known variables at time t.

CP1 = Hi−1 + BQi−1 (13)

CM2 = Hi+1 − BQi+1 (14)

BP1 = B + R|Qi−1| (15)

BM2 = B + R|Qi+1| (16)

in which B is a function of the physical properties of the fluid and the pipeline, often called
the pipeline characteristic impedance, and B = a/gA; R is the pipeline resistance coefficient
R = f ∆x/(2gDA2); f is the Darcy–Weisbach friction factor; D is pipe diameter; and A is the
cross-section area.

Neglecting the water flow inertia and frictional head loss in the air cushion surge
chamber, a relationship can be found between the pressure at the center point of the bottom
and the water level in the air cushion surge chamber:

Ha = HP − Zs + Hatm −
(

RS +
1

2gA2
S

)
|QS|QS (17)

where Ha is the absolute head equal to the gauge plus barometric pressure heads; Zs is the
elevation of the air–water interface in air chamber; Hatm is the absolute barometric pressure
head; Rs is the head loss coefficient of the impedance hole of the air chamber; and As is the
cross-section area of the air chamber.
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The air was assumed to follow the reversible polytropic relation [18]

PVn
a = P0Vn

0 = Constant (18)

where Va is the volume of the air within the air chamber, and n is the polytropic exponent.
After combining Equations (12)–(18), the flow rate, pressure head, and water level at

the air chamber can be obtained.

3. Second order Godunov Solution Scheme
3.1. Computation of Flux Term

The Riemann problem-solving method can be applied to obtain the flux values at the i
+ 1/2 and i + 1/2 boundary interfaces. The average value of the control variable U on the
left side of the i + 1/2 interface is represented by Un

L , and the average value of the control
variable U on the right side of the i + 1/2 interface is represented by Un

R .

Un
x =

{
Un

L x < xi+1/2
Un

R x > xi+1/2
(19)

The flux values at i + 1/2 can be calculated by:

Fi+1/2 = Ai+1/2ui+1/2 =
1
2

Ai+1/2

{(
1 a/g

g/a 1

)
Un

L −
(−1 a/g

g/a −1

)
Un

R

}
(20)

The MUSCL-Hancock method for second-order linear reconstruction is used to realize
the second-order accuracy of computation results.

First step: Data Reconstruction.

Ui,L = Ui,n − 0.5∆xMINMOD
(
σn

i , σn
i−1
)

(21)

Ui,R = Ui,n − 0.5∆xMINMOD
(
σn

i , σn
i−1
)

(22)

Second step: Advance time calculation

UL
i = UL

i +
1
2

∆t
∆x

(
AUL

i −AUR
i

)
(23)

UR
i = UR

i +
1
2

∆t
∆x

(
AUL

i −AUR
i

)
(24)

Third step: Solve the Riemann problem. To compute intercell flux fi+1/2, the conven-
tional Riemann problem with data can be calculated by

Un
L ≡ UR

i , Un
R ≡ UL

i+1 (25)

By inserting the solved Equations (24) and (25) into the Equation (20), the fluxes in the
second-order Godunov scheme at the boundary of each element can be obtained.

3.2. Time Integral

To advance the solution of the Godunov flux calculation at the n + 1 time step with
second-order accuracy, time integration of Equation (8) is necessary. In the absence of
friction, the following formula can be derived:

Un+1
i = Un

i −
∆t
∆x

(
Fn

i+(1/2) − Fn
i−(1/2)

)
(26)
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The second-order Runge–Kutta method is used to obtain explicit results with a second-
order calculation accuracy when pipe friction is taken into account. The specific calculation
process is shown as follows:

First step:

Un+1
i = Un

i −
∆t
∆x

(
fn

i+(1/2) − fn
i−(1/2)

)
(27)

Second step:

U
n+1
i = Un+1

i +
∆t
2

S
(

Un+1
i

)
(28)

Last step:

Un+1
i = Un+1

i + ∆tS
(

U
n+1
i

)
(29)

3.3. Boundary Condition

The virtual boundary method is used to process the boundary. To implement this
method, virtual cells numbered 0, −1, N + 1, and N + 2 are added to the upstream and
downstream boundaries, respectively. The condition that the upstream boundary is and
the downstream boundary is U−1 = U0 = U1/2, UN+1 = UN+2 = UN+1/2 enable the deter-
mination of the flux value at the boundary using the Riemann invariant equation. Solving
the Riemann invariant equation at the upstream boundary of the reservoir yields [10]:

H1/2 −
a
g

V1/2 = Hn
1 −

a
g

Vn
1 (30)

where Vn
1 and Hn

1 are the velocity and pressure head of the first control volume, and V1/2
and H1/2 are the velocity and pressure head at 1/2 interface at the upstream boundary.

Solving the Riemann invariant equation at the upstream boundary of the reservoir
yields [10]:

Hn
N +

a
g

Vn
N = HN+1/2 +

a
g

VN+1/2 (31)

where Vn
N and Hn

N are the velocity and pressure head of the last control volume, and
VN+1/2 and HN+1/2 are the velocity and pressure head at N + 1/2 interface at the down-
stream boundary.

The physical variable values at each transient moment of the air cushion surge chamber
can be determined by calculating the physical variable values of the virtual units at the
upstream and downstream sides of the chamber based on the control equation. Thus, in
combination with the Riemann invariant equation, CP1, BP1, CM2, and BM2 are known
variables at time t, which can conclude that:

CP1 = Hn
Nu +

a
g

Vn
Nu (32)

BP1 =
a

gA1
(33)

CM2 = Hn
1d +

a
g

Vn
1d (34)

BM2 =
a

gA2
(35)

where Vn
Nu and Hn

Nu represent the flow rate and the water head of the last control domain
of the air cushion surge chamber on the upstream side pipeline, while Vn

1d and Hn
1d, respec-

tively, represent the flow rate and water head of the first control domain of the air cushion
surge chamber on the downstream side pipeline. A1 and A2 are the pipe cross-section areas
at the upstream and downstream of the air chamber.
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By substituting Equations (32)–(35) into Equation (8), the relation between the water
level in the piezometric head at the bottom of the air cushion surge chamber and the flow
rate into the air cushion surge chamber under virtual boundary conditions can be solved.

4. Results and Discussion
4.1. Experimental Setup

An experimental pipe system was designed and conducted to validate the proposed
models in simulating the water hammer and dynamic behavior of the air cushion surge
chamber. Figure 3 displays the experimental setup. The system consists of an upstream
reservoir, variable frequency pump, constant pressure tank, upstream pipe, upstream
electromagnetic flowmeter, and 1# ball valve. After the 1# ball valve, the pipeline serves
as a return pipe. The water hammer experimental pipeline is 582 m long and is made of
copper tubes, which have a wall thickness of 2 mm and an inner diameter of 21 mm. Along
the pipeline, one 1/4 ball valve (1# ball valve) is arranged at the end, which is 582 m away
from the upstream constant pressure tank. Additionally, five pressure sensors have been
installed on the pipeline, with PT-1# measuring the pressure at the bottom of the constant
pressure tank, PT-2# measuring 270 m downstream, PT-3# measuring 581.22 m downstream,
PT-4# measuring 581.82 m downstream of the constant pressure tank, and PT-5# installed
on the top of the air cushion surge chamber and used to measure the pressure of the gas in
the gas chamber.
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Figure 3. Experimental setup.

4.2. Water Hammer Problem in a Simple Reservoir–Pipe–Valve System

Four experimental conditions were conducted. The relevant parameters are shown in
Table 1. H0 is constant pressure head in the upstream pressure tank.

Table 1. Water hammer case.

Case V0 (m/s) H0 (m)

1 0.08 31
2 0.08 57
3 0.27 31
4 0.27 57

Cases 1 and 2 exhibit laminar flow with Re = 1284, while cases 3 and 4 demonstrate
low Reynolds number turbulence with Re = 4334.

The wave velocity of the water hammer in this experiment is calculated according
to the experimental data measured by the pressure sensor. According to the pressure
experimental data, the time difference between any two adjacent wave peaks is recorded
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as 2T, and then, according to the pipeline length L, water hammer wave a = 2L/T can be
obtained. In addition, many factors can affect the water hammer wave velocity. In order
to eliminate the interference, repeated tests were carried out on different experimental
conditions and many times. Finally, the average value of multiple tests was taken as the
value of the water hammer wave velocity in the subsequent numerical simulation. The
wave velocity of the water hammer measured by the experiment is between 1260 m/s
and 1360 m/s. In the numerical simulations, the wave speed is a = 1290 m/s and the
experimentally observed range of the average resistance coefficient for the pipeline system
under stable flow conditions is 0.0312~0.0356. Valve closing times ranged between 0.012 s
and 0.026 s. The experimental results show that the valve closing time is much less than
half of the pressure fluctuation period. Therefore, it is believed that the valve is closed
instantaneously.

As shown in Figure 4, Cases 1 and 2 can produce a similar trend for experimental
pressure oscillations, although with different reference values. This is because Cases 1 and
2 have the same Reynolds number Re = 1284, but different driving pressure heads (H0 = 31
and 57). When the initial steady condition is under laminar flow in Case 1 and Case 2, the
steady friction water hammer model can only accurately predict the first pressure peak,
but fail to calculate well the subsequent pressure oscillations. The reason should be that,
during the fast transient flow event, the pressure damping is mainly caused by the dynamic
shear force near the pipe wall. However, the traditional water hammer model assumes that
the dynamic shear force coefficient is constant. In order to verify this, the unsteady friction
factor is considered in the water hammer events. Figure 4a,b show that, compared to the
steady friction water hammer model, the TVB and Brunone unsteady friction models can
provide the much better simulation results. Meanwhile, it can be found that the TVB model
shows the highest consistency with experimental results, while the Brunone unsteady
friction model still produces the differences in simulating the later pressure peaks and the
pressure oscillations. The main reason is that, as described above, the Brunone unsteady
friction model is an empirically modified model, and the TVB model is a mechanism model
which is derived from the physical equations.
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Figure 5 shows the calculated and experimental results under the turbulence flow
condition in Case 3 and Case 4. Cases 3 and 4 still produce a similar trend for experimental
pressure oscillations, although with reference values. Similar to laminar flow cases, the
comparisons still demonstrate that, under turbulence flow condition, the steady friction
model can accurately predict only the first pressure peak, and significantly underestimates
the pressure damping in the later pressure oscillations. In contrast to the steady friction
model, the TVB and Brunone unsteady friction models can accurately predict the entire
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pressure attenuation process. Among these models, the TVB model can most accurately
reproduce the experimental results.
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It can also be found from Figures 4 and 5 that, as the Reynolds number increases, the
steady friction water hammer model can give better simulation results.

Overall, the TVB model can accurately reproduce the experimental results, regardless
of the presence of laminar or turbulent flow, and is recommended to simulate the water
hammer events.

4.3. Water Hammer Problem with Air Cushion Surge Chamber

Figure 1 demonstrates that, by opening ball valve #3 on the connection pipe of the air
cushion surge chamber, the experimental device transforms into a pressurized pipeline
water supply system equipped with an air cushion surge chamber. Furthermore, a pressure
sensor PT-5# is placed on top of the air cushion chamber to monitor the gaseous pressure
inside it, and the steady-state gas pressure of the cushion surge chamber is also measured
by this pressure sensor. The velocity of pressure wave in the air cushion surge chamber
experiment is consistent with that of the above water hammer experiment without air cush-
ion surge chamber, i.e., the wave speed is a = 1290 m/s. Table 2 presents the experimental
conditions of the air cushion surge chamber.

Table 2. Air cushion surge chamber case.

Case V0 (m/s) H0 (m) Gas Volume (mL)

1 0.27 31 475 mL
2 0.08 43 275 mL
3 0.20 57 775 mL

The gas polytropic index, n, is varied to 1.0, 1.2 and 1.4, where n = 1.0 corresponds to
an isothermal process, n = 1.4 corresponds to an adiabatic process, and n = 1.2 for the two
in between, respectively, and the simulation results are depicted in Figure 6.

Figure 6a,b display the results calculated by steady friction model and experimental
results in Case 1 (laminar flow) and Case 3 (turbulent flow). Results show that a value of
n = 1.0 can simulate the pressure transient process of the gas in its first cycle more effectively
than n = 1.2 and n = 1.4, although it still does not reproduce well the subsequent pressure
oscillations.
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Compared to n = 1.2 and n = 1.4, why is the result of n = 1.0 closer to the experimental
data? The main reasons are: (1) during the transient flow, air in the chamber experiences
an expansion and deceleration process, which involves complicated heat transfer and
thermodynamics; (2) in the existing numerical models, the air was assumed to follow the
reversible polytropic relation [18]; (3) the gas polytropic index, n, is varied to 1.0, 1.2 and
1.4, where n = 1.0 corresponds to an isothermal process, n = 1.4 corresponds to an adiabatic
process, and n = 1.2 for middle process; (3) in this work, the heat transfer is serious, which
makes the thermal process close to the isothermal process (n = 1.0).

Meanwhile, why, even for n = 1.0, do the calculated pressure oscillations attenuate
lower than the measured ones? The reasons are that: (1) in the transient event in this work,
the pressure damping (namely energy dissipation) is attributed to two aspects, in which
one is energy loss due to heat transfer during air compression and expansion of air chamber,
and another is hydraulic loss caused by the pipe friction; (2) results in Figure 6 only consider
the effect of the steady friction factor, neglecting the effect of unsteady friction.

Therefore, in the following section, the effect of unsteady friction will be included
in the numerical simulation to enhance the numerical accuracy, as well as to verify the
above explanation.

Figure 7 gives the results calculated by numerical models (steady and unsteady
friction water hammer model) and experimental results in Case 1 (laminar flow) and
Case 3 (turbulent flow). According to Section 4.2, the TVB unsteady friction model per-
forms better simulations for water hammer pressure of the pipeline in this experimental
system. Therefore, the TVB unsteady friction model is adopted for this section. Addi-
tionally, examination of the simulation results from steady friction models indicated that
n = 1.0 provides the optimal simulation effect. Consequently, when using unsteady friction
simulation, n is set to 1.0.

As shown in Figure 7, the results of Case 1 (laminar flow) and Case 3 (turbulent
flow) both show that introduction of the unsteady friction model causes the first peak
pressure to slightly increase, compared to the steady friction model. This is because air
in the chamber experiences an expansion and deceleration process when the valve is
quickly closed, and the unsteady friction model suppresses its deceleration, which results
in the first pressure peak value increasing. However, in comparison to the steady friction
model, the peak and cycle of the first period align more closely with experimental data.
The peak value and cycle of the pressure decay process also exhibits better agreement
with experimental data, indicating that the use of the unsteady friction model can more
accurately simulate the hydraulic transient process of the pressurized pipeline water supply
system. The difference between the peak pressure of the numerical simulation and the
experimental results becomes larger, which is caused by the absence of wall heat exchange
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in the mathematical model. In future work, we will also take into account the energy loss
caused by the heat exchange of the tube wall.
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5. Conclusions

A second-order FVM considering the effect of unsteady friction factor is developed
to simulate the water hammer and the dynamic behavior of air cushion surge chamber
in a water pipeline system, while an experimental pipe system is conducted to validate
the proposed numerical model. Two unsteady friction models, Brunone and TVB models,
were incorporated into the water hammer equations, and the virtual boundary method
was proposed to realize the FVM simulation of the air cushion surge chamber.

Comparisons with water hammer experimental results show that, while the steady
friction model only accurately predicts the first pressure peak, it seriously underesti-
mates pressure attenuation in later stages. Incorporating the unsteady friction factor can
better predict the entire pressure attenuation process; in particular, the TVB unsteady
friction model more accurately reproduces the pressure peaks and the whole pressure
oscillation periods.

For water pipeline systems with an air cushion surge chamber, energy attenuation
of the elastic pipe water hammer is primarily due to pipe friction and air cushion. The
experimental results for the air cushion surge chamber demonstrate that the proposed FVM
model with TVB unsteady friction model and the air chamber polytropic exponent near
1.0 can well reproduce the experimental pressure oscillations.

However, the difference between the peak pressures of the numerical simulation
and the experimental results becomes larger, which is caused by the absence of wall heat
exchange in the mathematical model. In the future, we will also take into account the
energy loss caused by the heat exchange of the tube wall.
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Gas Release and Solution as Possible Mechanism of Oscillation
Damping in Water Hammer Flow
Giuseppe Pezzinga

Department of Civil Engineering and Architecture, University of Catania, Via Santa Sofia 64,
95123 Catania, Italy; giuseppe.pezzinga@unict.it

Abstract: Water hammer flow is examined, putting into evidence that unsteady friction cannot be fully
responsible for observed oscillation damping. The measured piezometric head oscillations of water
hammer flow experimental tests carried out for very long time (about 70 periods) are presented and
compared with the numerical results of a quasi-two-dimensional (2D) flow model. The hypothesis is
made that the energy dissipation could be partially due to the process of gas release and solution. An
equation for the balance of gas mass is taken into account, already successfully used to improve the
comparison between numerical and experimental head oscillations for transient gaseous cavitation.
The models are based on a particular implementation of the method of characteristics (MOC-Z). The
calibration of the empirical parameters of the models is carried out with a micro-genetic algorithm
(micro-GA). The better performance of the proposed model is quantified with comparison of the
mean absolute errors for three experimental tests at different Reynolds numbers, ranging from 5300
to 15,400. The corresponding ratios between the mean absolute errors of the models with and without
gas release range between 47.3% and 17.7%. It is also shown that different turbulence models give
very similar results. The results have some relevance in water hammer research, because sometimes
dissipation that is not due to unsteady friction is attributed to it. However, the hypothesized
mechanism has to be deepened and validated with further studies.

Keywords: water hammer; 2D models; energy dissipation; gas release; calibration; micro-GA

1. Introduction

Unsteady friction is one of the most important topics in water hammer flow. It is
well known that analysis carried out using one-dimensional (1D) models with steady
or quasi-steady resistance formulas gives rise to underestimation of friction forces and
damping [1]. In 1D models, it is possible to adopt unsteady resistance, usually with
dissipation terms to be added to quasi-steady resistance terms. However, in these models
the evaluation of parameters is not general and rigorous [2]. The evaluation of energy
dissipation due to friction can be carried out more properly with 2D models, in which
the variation of the longitudinal component of velocity along the radial coordinate is
considered. Different turbulent stress models were studied in 2D flow schematization [3–7],
showing very similar results.

Vardy, in a recent review paper [8], examines the different possible mechanisms of
dissipation and dispersion for water hammer flows, considering unsteady friction, fluid–
structure interaction, viscoelasticity, bubbly flows, and porous pipe linings. He observes
that it is important to distinguish between mechanisms with dissipative behaviour, giving
rise to oscillation damping, and mechanisms with dispersive behaviour (in particular fluid–
structure interaction), due to superposition of waves, that can lead to reduction of pressure
amplitudes but also to pressure amplifications. Ferras et al. [9] deepened the mechanism of
fluid–structure interaction, comparing the results obtained for four different experimental
set-ups, showing the possibility of pressure reduction or amplification.

Many authors have proposed models in which the effects of free gas on transients are
taken into account [10–16]. This aspect is mainly considered for the analysis of transient

Water 2023, 15, 1942. https://doi.org/10.3390/w15101942 https://www.mdpi.com/journal/water
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gaseous cavitation, and the reader can refer to the review paper by Bergant et al. [17]
on water hammer with column separation for a more complete analysis of the literature.
The reason for such attention is that water flowing through hydraulic plants usually
contains free air or dissolved air very close to the theoretical saturation point [18]. In
some of the models taking into account the effects of free gas on transients, the mass of
free gas is considered constant for the sake of simplicity, whereas in others the process
of dissolved gas release is taken into account. Models of the first kind reproduce the
salient characteristics of the phenomenon, and in particular, the effect on the propagation
of the increased compressibility of the liquid–gas mixture. Models of the second kind,
assuming a release formulation that takes a relaxation process into account, can also explain
the dissipation not due to friction. Although the bulk viscosity of pure liquid cannot be
responsible for relevant dissipation, following Landau and Lifshitz [19] an equivalent
bulk viscosity can be expressed, taking into account that when in transient phenomena
the pressure variations are rapid with respect to the relaxation processes of restoration
of equilibrium, and these processes, by nature irreversible and then characterized by
energy dissipation, become important [19,20]. Only a few studies attempt to consider the
combined effect of both unsteady friction and gas release and solution [20,21]. In particular
the results of analysis of transient gaseous cavitation [21] showed that, although unsteady
friction was taken into account by using a 2D model, there is a need to postulate other
possible damping mechanisms to explain the observed pressure oscillation. Among the
hypothesized mechanisms, that is, the thermic exchange between the gaseous phase and the
surrounding liquid, and the dynamic of free gas due to dissolved gas release and solution,
the first improves the simulation of experimental runs but does not always explain the
observed dissipation, whereas the latter seems to explain the observed energy dissipation.

In the current study the results of long-duration experimental tests (about 70 periods)
of water hammer without cavitation are presented. The experimental head oscillations are
compared with the results of a 2D model [22]. The pipeline of the installation, on which
the experimental tests were carried out, has long horizontal parts. Despite the presence of
several air release valves, it is very difficult to completely eliminate the air from the circuit.
Then the process of gas release and solution is considered as a possible reason for further
oscillation damping for water hammer flow without cavitation. The process of gas release
and solution is taken into account with a proper mass balance equation. The calibration of
the model parameters is carried out with a micro-GA. A different turbulence model [23] is
also considered for comparison.

2. Mathematical Models
2.1. Continuity Equation

The fundaments of modelling water hammer flow are well-established in the litera-
ture [24]. The assumptions here considered to obtain the presented model were already
stated in a previous study [19], are well-established in the literature, appear very reasonable
in the context of the considered phenomena, and are indirectly validated using a com-
parison with experimental results. Gas bubbles are distributed throughout the pipe and
they are very small compared to pipe diameter; the difference in pressure due to surface
tension across a bubble surface is neglected, as well as the momentum exchange between
gas bubbles and surrounding liquid, so that gas bubbles and liquid have the same velocity.
Under these hypotheses, the continuity equation can be written in the 1D form:

∂

∂t

[
ρl A

(
1 − mRT

p

)]
+ ρl A

(
1 − mRT

p

)
∂V
∂x

= 0 (1)

where m = mass of free gas per unit volume, R = gas constant, T = absolute temperature,
p = absolute pressure, x = distance along the pipe, t = time, ρl = liquid density, A = cross-
sectional area of pipe, and V = mean velocity.
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Considering the mixture density as a function of time through pressure and, in general,
also through mass of free gas, the continuity equation for a 1D two-phase flow in an elastic
pipe, for small gas fraction, i.e., mRT/p � 1, can be written as:

(
1 +

ρla2
0mRT
p2

)
∂p
∂t

− ρla2
0RT
p

∂m
∂t

+ ρla2
0

∂V
∂x

= 0 (2)

with a0 wave speed of pure liquid in an elastic pipe.
This form of the equation differs from that previously proposed [21] and is simpler,

because of neglecting the density of gas with respect to the density of liquid.
Introducing the auxiliary variable ϕ defined as:

ϕ =
p

ρl g
− a2

0mRT
gp

(3)

where g is the gravitational acceleration, the continuity equation of the mixture can be
written in the form [21]:

∂ϕ

∂t
+

a2
0

g
∂V
∂x

= 0 (4)

A quasi-2D form of the continuity equation can be obtained by simply assuming a
single instantaneous value of ϕ in each section by substituting the velocity component in
the longitudinal direction u to the mean velocity V:

∂ϕ

∂t
+

a2
0

g
∂u
∂x

= 0 (5)

where u = u(x, r, t), r being the radial coordinate (distance from the pipe axis), while
ϕ = ϕ(x, t); in Equation (5), a0 is then the value pertaining to the whole section.

After the auxiliary variable ϕ is known, the pressure can be computed as the positive
solution of the quadratic equation derived from Equation (3)

p =
ρl gϕ +

√
(ρl gϕ)2 + 4ρla2

0mRT

2
(6)

2.2. Gas Release and Solution Equation

As regards the gaseous phase, neglecting both the spatial derivative and the deforma-
bility of the area with respect to the term ∂m/∂t, the continuity equation can be written
as [22,25]:

∂m
∂t

=
1

θm

β

RT
(ps − p) (7)

in which θm is a relaxation time, β the Henry’s law constant, and ps the gas saturation
pressure computed as

ps = p0 +
RT
β

(m0 − m) (8)

where p0 and m0 are the steady state values of p and m, respectively. By substituting
Equation (8) in Equation (7), the continuity equation for the gaseous phase becomes

∂m
∂t

=
1

θm

[
m0 − m +

β

RT
(p0 − p)

]
(9)
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2.3. Momentum Equations

The momentum equation for a liquid–gas mixture in a pipe with circular cross section
and axial-symmetric 2D flow, with the usual assumption of neglecting the convective term,
can be expressed in cylindrical coordinates in the form [19]:

∂u
∂t

+ g
∂H
∂x

+
1
ρr

∂(rτ)

∂r
= 0 (10)

in which τ is the shear stress and H the piezometric head. In Equation (13) τ = τ(x, r, t)
while H = H(x, t). The piezometric head is expressed with the following relation:

H = z +
p + pv − pa

ρl g
(11)

where pv is the vapour pressure, pa is the atmospheric pressure, and z is the elevation head.
The vapour pressure is added to the gas pressure because the gas bubbles also contain
water vapour [24].

For turbulent flow, the shear stress depends on both viscosity and density. Here, the
shear stress is expressed with the two-zone turbulence model of Santoro et al. [26].

In the 1D flow model, the following momentum equation is used instead of Equation (10):

∂V
∂t

+ g
∂H
∂x

+
2τ0

ρr0
= 0 (12)

where τ0 is the wall shear stress and r0 is the pipe cross section radius.
In Equation (12), τ0 is computed as τ0 = f ρV2/8, with the friction factor f evaluated

as described by Santoro et al. [26].

2.4. Boundary Conditions

The same boundary conditions are used in all models; namely, with regard to the
specific experimental installation that will be described below, a constant level reservoir
with static head Hs at the downstream end (x = L, with L pipe length), and velocity linearly
variable in time, from the initial steady state value to zero at the complete valve closure time
Tc. For the latter condition, using pressure data from the literature for many other cases
of transient flow, the author indirectly calibrated the law for the valve area by computing
the coefficients of a third-order power function. In the examined cases of very fast closure,
no differences existed, from a practical point of view, between the results obtained with a
calibrated manoeuvre or with linear variation of discharge [26].

2.5. Method of Characteristics

By combining the continuity and momentum equations with standard treatment, the
equations valid on the characteristic lines can be obtained. From Equations (5) and (10) for
the 2D model one can write:

∂u
∂t

+ g
∂ϕ

∂x
+ g

∂(H − ϕ)

∂x
+

1
ρr

∂(rτ)

∂r
+ λ

(
∂ϕ

∂t
+

a2
0

g
∂u
∂x

)
= 0 (13)

where λ = auxiliary variable. In Equation (13) the term g∂ϕ/∂x has been added and
subtracted. Considering the conditions of the characteristic lines:

dx
dt

=
g
λ

(14)

dx
dt

=
λa2

0
g

(15)
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Equation (13) can be written as:

dϕ

dt
± a0

g
du
dt

± a0
∂(H − ϕ)

∂x
± a0

ρgr
∂(rτ)

∂r
= 0 (16)

valid on the characteristic lines:
dx
dt

= ±a0 (17)

When the process of dissolved gas release and solution is taken into account, Equation (9)
is resolved in addition.

2.6. Numerical Scheme

Equation (16) and, for variable mass, Equation (9), are solved on a cylindrical grid with
constant step ∆x in the longitudinal direction and constant area ∆A in the radial direction.
Velocity is defined halfway in the radial direction, and shear stresses on the internal and
external sides (Figure 1). All the calculations were carried out with 100 longitudinal steps
and 50 steps in the radial mesh. Time step was ∆t = ∆x/a0.
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Figure 1. Grid for the 2D models.

The adopted numerical scheme is defined as Z-mirror scheme, due to the shape of
the characteristic line coupled with the lines along which the ∂(H − ϕ)/∂x derivative is
calculated (Figure 2). When the equation along the positive characteristic line is used, all
the terms are computed on the segment AP, except the term containing the derivative with
respect to x of (H − ϕ), that is computed on the segment AM in the predictor step (p+),
and on the segment EP in the corrector step (c+), respectively. When the equation along the
negative characteristic line is used all the terms are computed on the segment BP, except
the term containing the derivative with respect to x of (H − ϕ), that is computed on the
segment MB in the predictor step (p−), and on the segment PF (c−) in the corrector step,
respectively. Segments EP, AP and AM form a “Z”, while segments PF, BP, and MB form a
“Z” as reflected in a mirror. For these reasons the scheme is defined as Z-mirror scheme
and the associated model is called MOC-Z.
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In the predictor step, Equation (16) is solved as

ϕ
p
i −ϕn−1

i−1
∆t + a

g
up

i,j−un−1
i−1,j

∆t + a
Hn−1

i −ϕn−1
i −Hn−1

i−1 +ϕn−1
i−1

∆x

+ 2πa
ρg

rj+1τ
p+
j+1−rjτ

p+
j

∆A = 0
(18)

ϕ
p
i −ϕn−1

i+1
∆t − a

g
up

i,j−un−1
i+1,j

∆t − a
Hn−1

i+1 −ϕn−1
i+1 −Hn−1

i +ϕn−1
i

∆x

− 2πa
ρg

rj+1τ
p−
j+1−rjτ

p−
j

∆A = 0
(19)

where indices i, j, and n, refer, respectively, to directions x, r, and time t.
In the corrector step the corresponding set of equations is

ϕc
i − ϕn−1

i−1
∆t

+
a
g

uc
i,j − un−1

i−1,j

∆t
+ a

Hp
i − ϕ

p
i − Hp

i−1 + ϕ
p
i−1

∆x
+

2πa
ρg

rj+1τc+
j+1 − rjτ

c+
j

∆A
= 0 (20)

ϕc
i − ϕn−1

i+1
∆t

− a
g

uc
i,j − un−1

i+1,j

∆t
− a

Hp
i+1 − ϕ

p
i+1 − Hp

i + ϕ
p
i

∆x
− 2πa

ρg

rj+1τc−
j+1 − rjτ

c−
j

∆A
= 0 (21)

In both steps, for the evaluation of the shear stress an implicit scheme is adopted [6].
At each step, velocity components u with quasi-2D models can be obtained by subtracting
the negative characteristic equation from the positive one, without the need for know-
ing the “new” piezometric head nor the “new” auxiliary variable ϕ, as they cancel out.
Then the variable ϕ is computed by adding Equations (18) and (19) (predictor step) or
Equations (20) and (21) (corrector step). An analogous scheme is adopted for the 1D form
of the equations.

It has been noted [22] that the MOC-Z models, not requiring interpolations, appear
simpler and more straightforward if compared to the classic characteristics model based on
the specified time intervals method [24].

2.7. Micro-GA

In order to compare numerical and experimental results, the calibration of m0 and θm,
considered as constants, has to be carried out. This was accomplished with a micro-GA.
This optimization tool works with small populations, and it has the advantage, with respect
to a genetic algorithm, of containing the calculation times. This is particularly useful when
each evaluation of the fitness function requires the comparison of numerical results of a
time-consuming mathematical model with experimental results.

The fitness of the micro-GA was evaluated as the inverse of the mean absolute error
(MAE) function, as already explained by Pezzinga and Santoro [22],

MAE =
∑N

k=1

∣∣∣Hk
c − Hk

m

∣∣∣
N

(22)

where Hk
c and Hk

m are, respectively, the computed and measured head, and N is the number
of experimental values. Given that the considered duration of the experimental runs
was 30 s and the experimental sampling frequency was 100 Hz, N is equal to 3001. A
ten-bit binary coding (giving 210 = 1024 possible values) of the parameters m0 and θm,
ranging, respectively, between 0 and 100 mg/m3, and between 10 and 1000 s, was used. A
population size NP = 5 was used for the calibration of gas mass in the models with constant
gass mass, where NP = 9 was used for the calibration of initial gas mass and relaxation time
in the models with variable gas mass [22].
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3. Experimental Installation

The numerical results of the proposed mathematical model were compared with
experimental results of water hammer flow tests, carried out on the installation sketched in
Figure 3. Such installation is composed mainly of a pipe anchored to the wall. Furthermore,
previous experimental tests showed pressure traces similar to that obtained for straight
pipe by Ferras et al. [8]. These considerations lead to excluding any relevant effect due to
structural damping [27] or to fluid–structure interaction. The pipe is made of zinc-plated
steel (internal diameter 53.9 mm, thickness 3.2 mm, modulus of elasticity 2.06 × 1011 N/m2,
roughness 0.1 mm, length 144.3 m) and it is fed by a centrifugal pump. A pressure tank is
located at the downstream end of the pipe. The line pressure was measured with strain
gauge pressure transducers, having a range of 0 to 10 bar, with maximum error of ±0.5%
of full-scale pressure. Discharge measurements were carried out with an electromagnetic
flowmeter with adjustable full-scale velocity, with maximum errors of ±0.1% of full scale.
Each experimental test started from steady-state conditions by manually closing the ball
valve at the upstream end of the pipe. The valve closure was estimated to take 0.04 s.
Temperature as measured in all the experimental tests was 24 ◦C. Each physical property
of water and air was indirectly evaluated as a function of the measured temperature. In
Table 1, for each experimental test, values of initial discharge Q0 and static head Hs referred
to the laboratory floor are shown.
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Table 1. Physical parameters of the experimental tests.

Test Q0 (L/s) V0 (m/s) Hs (m) Re0

L1 0.207 0.091 68.12 5300
L2 0.409 0.179 66.87 10,500
L3 0.598 0.262 60.08 15,400

4. Analysis of Results

The comparison among results of all models is summarized in Figure 4, where MAEs
for all tests are reported, respectively, for the 1D model without gas (1D m = 0), the 2D
model without gas (2D m = 0), the 2D model with constant mass of gas (2D m const), and
the 2D model with variable mass of gas (2D m var). It can be noted firstly the great decrease
in MAE allowed with 2D models with respect to quasi-steady 1D models, confirming the
importance of unsteady friction. Further reductions of MAE can be obtained by considering
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the presence of gas. When the mass of gas is considered as constant, the MAE reduction
is due to the regulation of phase of the phenomenon, because the presence of gas allows
the reduction of wave speed to match the experimental period and the computed one. The
MAE for the models with variable mass of gas is the minimum for all the experimental
tests, because the relaxation process taken into account in gas release and solution causes
additional energy dissipation that allows a better reproduction of the experimental head
oscillation. The ratios between the mean absolute errors of the models with and without
gas release are, respectively, 47.3% for Test 1, 28.8% for Test 2, and 17.7% for Test 3.
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These considerations are confirmed by observing the detailed comparisons reported in
Figures 5 and 6 between the measured head oscillation Z with respect to the static head and
the computed one with different models. The long duration of the test allows putting into
evidence the great improvement due to the 2D flow models with respect to the 1D models
(Figure 5). Furthermore, in Figure 6 the analogous results are reported for the 2D model
with constant mass of gas, and with variable mass of gas. A similar behaviour to that of the
model with constant mass of gas could also be obtained by reducing the wave speed of
0.5% with respect to the theoretical value (1361 instead of 1367), but with the same poor
simulation of the amplitude of the oscillations. Instead, the comparison of the 2D model
with variable mass of gas shows very good results in terms of phase and amplitude of the
oscillations, due to cumulative effects of unsteady friction and relaxation due to gas release
and solution. Longer durations were not considered due to the unreliability of smaller and
smaller head oscillations.

To analyse the performance of different turbulence models, Figure 7 reports the
comparison of the head oscillations computed with the Santoro et al. [26] turbulence model
and the Lam and Bremhorst low Reynolds number k-ε turbulence model [23] with the
experimental results. It is confirmed [7] that different turbulence models give almost the
same results in terms of pressure head. Obviously more refined models can give more
information on the turbulent variables, such as, for the k-ε models, the turbulent kinetic
energy k and its dissipation rate ε.
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Figure 5. Comparison of head oscillations computed with the 1D or 2D model without free gas with
the experimental results for Test L3: (a) 1D model, t = 0 − 15 s; (b) 2D model, t = 0 − 15 s; (c) 1D
model, t = 15 − 30 s; (d) 2D model, t = 15 − 30 s.
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Figure 6. Comparison of head oscillations computed with the 2D model with constant or variable
mass of free gas with the experimental results for Test L3: (a) 2D model with constant mass of free
gas, t = 0 − 15 s; (b) 2D model with variable mass of free gas, t = 0 − 15 s; (c) 2D model with constant
mass of free gas, t = 15 − 30 s; (d) 2D model with variable mass of free gas, t = 15 − 30 s.
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Figure 7. Comparison of head oscillations computed with the 2D present model or with the Lam
and Bremhorst [23] model without free gas with the experimental results for Test L3: (a) 2D present
model, t = 0 − 15 s; (b) 2D Lam and Bremhorst model, t = 0 − 15 s; (c) 2D present model, t = 15 − 30 s;
(d) 2D Lam and Bremhorst model, t = 15 − 30 s.
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The calibrated vales of the parameters for the 3 considered tests are reported in Table 2.
An increase in the values of the mass of gas for increasing discharge already observed
for transient gaseous cavitation can be noted [22]. However, this effect is probably due
to particular conditions of the installation and of the experiments. With regard to the
relaxation time, it can be observed that the calibrated values are of the same order of
magnitude of the calibrated values for tests with transient gaseous cavitation [22].

Table 2. Values of calibrated parameters.

Test
2D—Constant Mass 2D—Variable Mass

m0 (mg/m3) m0 (mg/m3) θm (s)

L1 1.96 0.00 753.2

L2 17.30 6.16 754.2

L3 28.64 14.96 815.2

5. Conclusions

In the present study, the use of both 1D and 2D models was considered, as well as
both constant and variable gaseous mass for water hammer flow. The use of such models
has the aim to examine the damping of head oscillations for tests of very long duration
(about 70 periods). Main conclusions follow.

From the methodological point of view, a recently developed form of the MOC, called
MOC-Z, was used, operating without the need FOR interpolation as the standard MOC
for flow with liquid and gas. The calibration of the parameters was carried out with a
micro-GA, to obtain results with contained computer times.

The main improvement was in the modelling of head oscillation damping results
from the 2D flow schematization with respect to the 1D one with quasi-steady friction.
Taking into account the mass of gas, considered as constant, reduces the MAE because
it allows to phase the computed oscillations, approaching it to the observed one. If the
mass of free gas is considered as a variable, taking into account a gas release and solution
process, the oscillation damping is caught altogether, provided that a proper calibration of
the parameters of the model is made.

In conclusion, the oscillation damping observed in water hammer flow is mainly due
to unsteady friction, but other mechanisms of dissipation exist. The attribution of further
energy dissipation to the gas release and solution process, here used as a hypothesis, can
explain the observed oscillation damping, with values of calibrated parameters similar
to other ones previously obtained. Neglected effects, in particular the thermic exchange
between bubbles and surrounding liquid, could influence the values of the calibrated
parameters, but, as already obtained previously [21], they do not seem capable of fully
reproducing the observed pressure traces. The obtained results have some relevance in
the field of water hammer research, mainly because sometimes all the energy dissipation
is attributed to unsteady friction, for example calibrating the coefficients of 1D unsteady
friction models using comparison of numerical and experimental pressure oscillations.
The use in this study of a 2D flow model and the comparison with very long duration
experimental tests allows correctly putting into evidence the role of unsteady friction and
the need of other possible mechanisms of dissipation. However, the proposed hypothesized
mechanism of gas release and solution has to be deepened and validated with further
experimental and theoretical studies. In particular, more complex models of gas release
and solution could be considered in future studies.
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Abstract: Water hammer is a transient phenomenon that occurs when a flowing fluid is rapidly
decelerated, which can be harmful and damaging to a piping system. Three-dimensional computa-
tional fluid dynamics (CFD) with three-dimensional geometry is a common tool for studying water
hammer, which is more accurate than numerical simulation with one-dimension approximation of
the geometry. There are different methods with different accuracy and computational costs for valve
closure modelling. This paper presents the result of water hammer 3D simulation with three main
technics for modelling an axial valve closure: dynamic mesh, sliding mesh, and immersed solid
methods. The variation of the differential pressure variation and the wall shear stress are compared
with experimental results. Additionally, the 3D effects of the flow after the valve closure and the com-
putational cost are addressed. The sliding mesh method presents the most physical results compared
to the other two methods. The immersed solid method predicts a smaller pressure rise which may be
the result of using a source term in the momentum equation instead of modelling the valve movement.
The dynamic mesh method adds fluctuations to the primary phenomenon. Moreover, the sliding
mesh is less expensive than the dynamic mesh method in terms of computational cost (approximately
one-third), which was the primary method for axial valve closure modelling in the literature.

Keywords: CFD; water hammer; dynamic mesh; sliding mesh; immersed solid

1. Introduction

Water hammer is a transient phenomenon caused by a sudden deceleration of the
water in a closed system. Water hammer may cause a considerable pressure spike, just
after the deceleration or acceleration of the fluid, followed by a pressure wave that travels
periodically along the pipe. The wave is damped as it travels back and forth along the
pipe. Water hammer may create strong vibrations, which put piping and equipment such
as pumps and turbines in significant danger. Detailed information about pressure variation
during this physical phenomenon can be used in designing pipe networks. Therefore, it is
essential to accurately estimate the pressure rise during the water hammer.

An application which requires a decelerating flow, similarly to the water hammer, is
the pressure-time method which is used for flow measurement in hydropower. This method
takes advantage of the conversion of momentum into pressure during the deceleration of a
liquid mass, caused by a valve or guide vane closure, to predict the flow rate [1]. Flow rate
can be calculated by integrating the differential pressure and pressure losses due to friction
during the water hammer in Equation (1).

Q =
A
ρL

∫ t f

0

(
∆p + ∆p f

)
dt + q, (1)
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where, Q, L, ρ, tf, A, ∆p, ∆pf, and q are the flow rate, length between the measuring
cross-sections, density, final limit of integration, cross-section area, differential pressure,
pressure losses due to friction, and leakage flow rate after valve closure. Transient viscous
losses shall be estimated accurately during the water hammer to calculate the flow rate
accurately. The existing evaluation method assumes one-dimensional flow limiting its
applicability considerably. There is a need to extend the evaluation method to account for
geometry variation as well as for second flows. Thus, 3-dimensional numerical simulations
to evaluate the experimental data seem to be the next step for a better overall accuracy of
the flow rate estimated.

Different boundary conditions were used in previous research to simulate transient
flow regimes. Refs. [2,3] used a combination of 1D water hammer equations solved using
the method of characteristics (1D-MOC) and CFD simulation to couple a pipe system to
a more complex geometries such as a pump or turbine. Moreover, 1D-MOC was used to
obtain the variation of the variables during valve closure. The mentioned variables were
applied to the interface of the 1D and 3D domains for transient CFD simulation of the
flow inside the pump and turbine. Saemi et al. [4] used 2D and 3D CFD simulations for
modelling water hammer during a gate valve closure. They showed that a local recirculation
zone appeared close to the gate for a downward valve closure, making the flow three-
dimensional. However, 2D simulation can be used instead of 3D simulation for a distance
larger than 2.33D from the gate as the recirculation zone created near the valve vanishes.

Refs. [5–8] changed the outlet boundary to the wall boundary condition for modelling
the transient water hammer, simplifying the CFD simulation as the valve did not need to
be modelled. However, this approach is not entirely accurate as the flow rate reduction
is not instantaneous in reality. Ref. [9] used a velocity reduction at the outlet boundary
instead of modelling the valve closure. They argued that a better agreement between CFD
results and experimental data was obtained than with the MOC. However, the flow rate
reduction curve may not always be available. The modelling of the valve closure may be
necessary for more truthful simulation results.

There are several methods that can be used for modelling valve closure. The dynamic
mesh method [4,10,11] has been used to model axial gate valve closure. In this method,
the boundary moves, and the mesh deforms. Refs. [4,10,11] used total pressure at the inlet
and static pressure at the outlet for the simulations. Remeshing with the dynamic mesh
approach increases the simulation time and can cause divergence, especially at the end of
the valve closure when re-meshing is performed in a smaller zone.

Refs. [12–15] used the sliding mesh method for modelling water hammer caused by the
closure of a spherical valve, i.e., a circular movement of the valve. The results showed that
the sliding mesh is an accurate tool for modelling the fast closure of ball valves rotational
movement. In this method, separate zones move relative to each other. Despite the high
capability of this method, no study using the sliding mesh method for a gate or sliding
valve closure with vertical movement has been used yet.

Kalantar et al. [16] used the immersed solid method to model the valve closure. The
immersed solid method defines a source term in the momentum equation to force velocity
in the fluid domain to be the same as the immersed solid. Kalantar et al. [16] argued that
only opening and total pressure at the inlet could predict oscillation [16]. This method is
less time-consuming and more stable than the dynamic mesh method used for axial valve
movement as the mesh deformation and re-meshing steps are removed.

The available literature presents results for the mentioned methods for modelling
fast valve closure during a water hammer transient. They are applied to different cases
with different types of valve closures. There is no study comparing the different methods
for modelling valve closure during such a water hammer transient in terms of modelling
accuracy and computational cost. Moreover, the sliding mesh has not been used for
modelling the axial valve closure.

In this paper, the water hammer in a straight 3D pipe during an axial gate valve closure
is modelled using CFD. Three methods: dynamic mesh, sliding mesh, and immersed solid
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methods are used for modelling the valve closure. The transient results are compared
with experimental data from Ref. [17] that include the variation of the differential pressure
between two cross-sections and the wall shear stress. Moreover, the three-dimensionality
of the flow after the valve closure and the computational cost of mentioned methods
are addressed.

2. Materials and Methods
2.1. Test Case

The analyzed test case of this study is based on an experimental investigation con-
ducted by Sundstrom et al. [17]. The geometry is a straight pipe with a constant internal
diameter of 300 mm. A schematic of the test apparatus used for the experiment is shown
in Figure 1. The water flows by gravity from a head tank, situated H = 9.75 m above the
measuring section. The maximum flow rate is Q = 0.410 m3/s.
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A gate valve is used to decrease the flow rate which can be reduced to zero in 4.68 s.
A differential pressure transducer with a range of 0–5 bar and an accuracy of 0.04% of
full scale measures the pressure variation between two sections, 11 and 15 m upstream
of the valve. In addition, the wall shear stress at the cross-section 10 m upstream of the
valve was measured using a hot-film probe. The flow rate during the measurement was
Q = 0.169 m3/s, i.e., a Reynolds number Re = 7 × 105.

The geometry is considered a straight pipe, and other parts such as elbows and fittings
are eliminated in the CFD geometry for simplification. The length of the pipe is considered
to be 36 m to match the water hammer period obtained in the experiments.

2.2. Mathematical Modelling

The continuity and momentum equations for a time-dependent isothermal compress-
ible turbulent flow are given by:

∂ρ

∂t
+

∂
(
ρUj

)

∂xj
= 0, (2)

∂(ρUi)

∂t
+

∂
(
ρUjUi

)

∂xj
= − ∂P

∂xi
+

∂

∂xj

(
µ

∂Ui
∂xj
− ρuiuj

)
, (3)

where P, ρ, Ui, and µ are the pressure, fluid density, mean velocity, and fluid dynamic
viscosity, respectively. To model the Reynolds shear stress term (−ρuiuj) in the turbulent
flow, the low Reynolds k-ω SST model [18] is used. Ref. [12] demonstrated that low-Re
SST k-ω turbulence models predict more acceptable results for pressure variation during
water hammer than high-Re turbulence models. The k-ε model with wall functions cannot
capture the variation of the velocity profile close to the wall. This turbulence model was
used in similar studies with satisfactory results [4,10–12]. To model the fluid compressibility,
Hooke’s law with Equation (4) describing the variation of the density with the pressure [19]
is used. The effects of pipe elasticity [11] are accounted in modified bulk modulus K′f ,
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Equation (5), where E, e, and D are the Young’s modulus of elasticity, thickness, and pipe
diameter, respectively.

dP/dρ = K f /ρ (4)

K′f =
K f

1 +
K f D
eE

(5)

To eliminate the impact of the outlet boundary condition, the pipe was extended
for 6 m downstream the valve, i.e., 20 × D. The total pressure value at the inlet
([P + 1

2 ρU2]inlet = constant) is adjusted in the steady-state simulation to match the ex-
periment’s flow rate, while at the outlet the atmospheric pressure (Poutlet = patm) is used.
The boundary condition and the geometry used for the simulation is shown in Figure 2.
A converged steady-state solution with a constant flow rate is employed for the initial
condition of the transient simulation including the valve movement. A root-mean-square
(RMS) residual level of 10-5 is considered for the convergence of the variables.
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Figure 2. The boundary conditions and geometry used for the simulation.

2.3. Valve Closure Modeling

Three methods were used to model the valve closure: dynamic mesh, mesh motion,
and immersed solid. Two codes were used: Ansys-Fluent and Ansys-CFX as immersed
solid is unavailable in Ansys-Fluent and the sliding mesh is not available for domain
translation in Ansys-CFX.

2.3.1. Immersed Solid Method

In the immersed solid method, the valve body is modelled by the domain named im-
mersed solid domain. The immersed solid domain overlaps the fluid domain, represented
by a pipe, as the valve enters the pipe, shown in Figure 3. In this method, there is no mesh
deformation, re-meshing, or domain interface, making this method simple to implement
and computationally effective. Instead, the region of overlap between the fluid domain
and immersed solid domain is identified at each time step of the simulation. At the fluid
cells overlapping with the immersed solid cells, a source term is defined in the momentum
equation to match the fluid velocity to the solid velocity [20]. As the momentum equations
enforce the fluid velocity in the fluid region to be the same as the velocity of the immersed
solid, it will not precisely model the same physical phenomena. The part of the fluid
domain that overlaps with the immersed solid has a downward velocity similar to the gate.
However, there should be no water there. Moreover, the estimation of the source term by
the solver could lead to some leakage through the immersed solid [16].
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2.3.2. Dynamic Mesh

In the dynamic mesh method, the complete geometry is modelled with 3 domains:
the pipe upstream the valve (domain 1), the space to be occupied by the valve in the pipe
(domain 2), and the pipe downstream the valve (domain 3), see Figure 4. The lower part of
the valve is represented by the upper part of domain 2. As the valve moves inside the pipe,
the upper part of domain 2 moves downward, decreasing the volume of domain 2. The
movement shall be normal to the boundary and involves mesh deformation and remeshing.
As the valve moves inside the pipe, a space modelling the valve, i.e., a solid, appears
between domain 1 and domain 3. Interfaces connect the domains which are updated at
each time step.
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Figure 4. Dynamic mesh method grid cut in half: (a) before valve movement; (b) at t = 4 s close to the
end of valve closure.

The dynamic mesh is available in Ansys-Fluent allowing smoothing and re-meshing at
each time step. Re-meshing is not available at Ansys-CFX; therefore, Ansys-Fluent is used.
Both smoothing and re-meshing are used in mesh deformation. The spring/Laplacian-
based smoothing method [21] is employed. According to Hooke’s law, a displacement
at a moving boundary node will produce a force proportional to the displacement along
the grid. The spring/Laplacian smoothing process moves each mesh vertex closer to its
surrounding vertex’s geometric center. Cell deformation with smoothing for considerable
displacement becomes excessively skewed [21]. Therefore, re-meshing is used when the
quality of the mesh decreases below thresholds; the maximum face skewness (0.5) and
maximum cell skewness (0.7). Moreover, only triangular or tetrahedral mesh can be used
for re-meshing in the dynamic mesh zone.

The re-meshing makes the simulation more time-consuming and expensive compared
to the other two methods. At the end of the valve closure, as the space to re-mesh is smaller
and smaller, there is a higher possibility of divergence as it is challenging to ensure a good
quality. To solve the problem, a lower under-relaxation factor value and a higher number
of iterations at each time step is considered, making the simulation even more expensive.
Moreover, as the mesh is updated at each time step through deformation or a new mesh,
the data from the previous time step will be interpolated, which could cause some errors.
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2.3.3. Sliding Mesh

In the sliding mesh method, the computational domain is represented by three sub-
domains, like for the dynamic mesh. However, domain 2 is now sliding; thus, no defor-
mation or mesh adjustment is performed. The other fluid zones are stationary. The mesh
representing the volume to be occupied by the gate, domain 2, moves along the interface
relative to the stationary mesh. After sliding the domain, the interface re-establishes the
zone connectivity at each time step. Each zone (stationary or sliding) has at least one
“interface zone” around it where it intersects with the neighboring cell zone. In the case
of non-overlapping boundaries, wall boundaries are considered. Since the mesh does not
deform, the downward movement of the valve zone extends at the bottom of the pipe,
shown in Figure 5. Therefore, the bottom of the pipe at the position of domain 2 presents
a cavity during the transient that does not present in reality. This could be why dynamic
mesh is used for all previous research on gate valve closure [4,10,11]. However, as the
valve body thickness is small compared to the pipe’s diameter (0.06 × D), it may have a
neglectable effect on the results compared to the expensive method such as the dynamic
mesh method. The axial and rotational sliding of mesh are available in Ansys-Fluent;
however, the axial movement is not available at Ansys-CFX.
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Figure 5. Sliding mesh method grid cut in half: (a) at t = 0 s before valve movement; (b) at t = 4 s
close to the end of valve closure.

2.4. Computational Setup

As mentioned, all methods are not available in both ANSYS-CFX and ANSYS-Fluent.
Therefore, both solvers are employed based on the valve closure method. For the immersed
solid method, ANSYS-CFX is used to solve the continuity, momentum, turbulence eddy
frequency, and turbulence kinetic energy equations using the coupled finite volume method.
The high-resolution scheme is used to solve the terms in the mentioned equations. The
high-resolution scheme in CFX is equilibrium to upwind with the number of iterations to
increase accuracy. Moreover, CFX uses a couple solver.

The pipe mesh is made of hexahedral elements with a finer mesh in the viscous
sublayer to obtain y+ < 1 at the wall. Moreover, a finer mesh close to the valve is also used
to have better accuracy, see Figure 6.
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Three different meshes, including both fluid and immersed solid, with grid nodes of
1 × 106, 2.4 × 106, and 4.5 × 106 are made using a time step size of 0.1 ms to study the
effect of the mesh on the transient simulation solution. The average aspect ratio is around
1021, and the skewness is 0.13.

The average absolute pressure variation at the surface 11 m upstream of the valve is
monitored for the three grids during the valve closure and is presented in Figure 7. This
point is one of the points that were later used for validation in the differential pressure
measurement. The coarse grids predict different results, frequency, and amplitude of the
pressure oscillations. The denser and medium grids present similar results. Therefore, the
mesh with 2.4 × 106 nodes is considered for the simulation.
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Figure 7. Average absolute pressure monitoring at section 11 m upstream of valve for three different grids.

Four time steps ranging from 1 ms to 0.1 ms were applied to the simulation to study
the result’s sensitivity to the time step size. The larger time step is not able to predict the
pressure oscillations (Figure 8). By reducing the time step size, the oscillation’s amplitude
increases and becomes less sensitive to it. A time step size 0.1 ms is considered for inde-
pendent simulation, which is used in a similar simulation by Kalantar et al. [16]. With a
smaller time step, the simulation became too long and gave unphysical results.

Water 2023, 15, x FOR PEER REVIEW 7 of 14 
 

 

Three different meshes, including both fluid and immersed solid, with grid nodes of 

1 × 106, 2.4 × 106, and 4.5 × 106 are made using a time step size of 0.1 ms to study the effect 

of the mesh on the transient simulation solution. The average aspect ratio is around 1021, 

and the skewness is 0.13. 

The average absolute pressure variation at the surface 11 m upstream of the valve is 

monitored for the three grids during the valve closure and is presented in Figure 7. This 

point is one of the points that were later used for validation in the differential pressure 

measurement. The coarse grids predict different results, frequency, and amplitude of the 

pressure oscillations. The denser and medium grids present similar results. Therefore, the 

mesh with 2.4 × 106 nodes is considered for the simulation. 

 

Figure 7. Average absolute pressure monitoring at section 11 m upstream of valve for three different 

grids. 

Four time steps ranging from 1 ms to 0.1 ms were applied to the simulation to study 

the result’s sensitivity to the time step size. The larger time step is not able to predict the 

pressure oscillations (Figure 8). By reducing the time step size, the oscillation’s amplitude 

increases and becomes less sensitive to it. A time step size 0.1 ms is considered for inde-

pendent simulation, which is used in a similar simulation by Kalantar et al. [16]. With a 

smaller time step, the simulation became too long and gave unphysical results. 

 

Figure 8. Average absolute pressure monitoring at section 11 m upstream of valve for four different 

time steps. 

For modelling the valve movement with the dynamic mesh method, ANSYS-Fluent 

is employed. SIMPLE algorithm is used for solving the coupled equations of motion using 

the finite volume method. The third-order monotonic upwind method (MUSCL) is em-

ployed to discretize all transport equations’ non-linear convective terms. A similar num-

ber of the elements (2.2 mil grid nodes) and time step (0.1 ms) to Ref. [4,10] are employed 

Figure 8. Average absolute pressure monitoring at section 11 m upstream of valve for four different
time steps.

101



Water 2023, 15, 1510

For modelling the valve movement with the dynamic mesh method, ANSYS-Fluent is
employed. SIMPLE algorithm is used for solving the coupled equations of motion using the
finite volume method. The third-order monotonic upwind method (MUSCL) is employed
to discretize all transport equations’ non-linear convective terms. A similar number of the
elements (2.2 mil grid nodes) and time step (0.1 ms) to Refs. [4,10] are employed for the
simulations. In the dynamic mesh method, the maximum face skewness of 0.5 and the
maximum cell skewness of 0.7 are considered as the threshold for re-meshing.

For the sliding mesh, ANSYS-Fluent with a similar configuration is used. However,
the domain slides and does not need any smoothing or re-meshing.

3. Results
3.1. Pressure Variation

The result of the simulations with different valve modelling has been validated with
experimental data from Ref. [17]. The differential pressure variation at the pressure tap
between two cross-sections, 11 m and 15 m upstream of the valve, is compared with
experimental data in Figure 9. The numerical pressure is obtained at the position of the
experimental pressure taps. The maximum peak is lower than the experimental one for the
immersed solid method. After the supposed complete valve closure, there is a leakage flow
rate, 0.06% of the initial flow rate. This leakage also happens during the valve movement,
which leads to a delay in the flow deceleration and thus conversion of momentum into
pressure which can be seen in the small delay of pressure the rise before t = 4 s in Figure 9.
The underestimation of the maximum peak is certainly related to the leakage and delay in
the flow reduction, which affects the maximum pressure rise. The pressure oscillations after
the valve closure are also underestimated, which could be for the same reason. Moreover,
possible source term estimation errors may add a fluctuation to the main phenomenon, as
seen in Figure 9.
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Figure 9. The variation of differential pressure with time during the valve closure between two
cross-sections 11 m and 15 m upstream of the valve.

The maximum pressure peak in the immersed solid method happens earlier than the
experimental one and other CFD results, about 0.1 s. It could be the effect of the downward
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movement of the water in the fluid zone overlapping the immersed solid. As mentioned,
part of the fluid domain overlapping the immersed solid has a downward velocity similar
to the gate. However, there should be no water there.

Fluctuations are observed at the start of the valve movement for the dynamic mesh.
Changing the mesh at each time step, extrapolation of data to new mesh and skewed mesh
during the smoothing leads to error in the simulation, which may be the reason for the
instability. Smoothing and re-meshing lead to a higher deviation from the experiment
compared to results from sliding mesh, with high-quality mesh.

The sliding mesh technic has a better agreement in predicting the maximum pressure
peak and oscillation after the valve closure than the immersed solid and dynamic mesh
methods. This method models the same phenomena that happen compared to the immersed
solid method. Furthermore, the sliding mesh method uses a higher-quality grid and predicts
pressure variation with less fluctuation than the dynamic mesh. Moreover, this method is
less computationally intensive than the dynamic mesh.

Results from the sliding and dynamic mesh methods overestimate the pressure os-
cillations after the valve closure compared to the experimental ones. The reason could be
the geometrical differences, simplification in the geometry, and the experimental results’
sensitivity to the tubing in differential pressure measurement. The irregularities and the
tank in the test rig may have a higher damping ratio compared to the geometry used in
the simulation.

For a better comparison, the predicted differential pressure during the valve movement
closure with the sliding mesh method, the closest model to the experiment minus the
experimental value, is presented in Figure 10.
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Figure 10. The deviation of estimated differential pressure by sliding mesh with the experiment
between two cross-sections 11 m and 15 m upstream of the valve.

As it can be seen, the highest deviation to the experiment happens at the end of the
valve closure, and the simulation underestimates the peak. At this time, the variation of
the pressure during the water hammer is maximum and based on Equation (4), the highest
fluid density variation occurs.

3.2. Wall Shear Stress Variation

The normalized magnitude of the wall shear stress is presented for the different
methods used in Figure 11. The results from the sliding mesh agree better than the other
methods with the experimental values. The immersed solid method overestimates the wall
shear stress between 3 and 4.6 s. The reason could be the delay in flow rate reduction and
possible leakage with the method. The dynamic mesh has a good agreement for predicting
the wall shear stress during the valve closure. However, there is a slight overestimation of
the wall shear stress from 3 to 4.6 s. The sliding mesh has the best agreement for predicting
the wall shear stress during the valve closure compared to the other methods. All the
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methods overestimate the wall shear stress after the valve closure during the oscillations.
The irregularities, such as elbow and contractions, and the tanks in the test rig may have a
higher damping ratio compared to the simplified geometry used, a single pipe. Therefore,
a lower flow rate will be expected during the oscillation compared to the geometry used in
the simulation.
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the valve.

3.3. 3D Effects

As mentioned, a non-symmetrical recirculation region appears near the gate valve with
its movement. Therefore, the flow is 3D close to the valve; however, far from the valve, the
flow is 2D. The 3D flow related to the valve closure during the water hammer is visualized
by contours of the axial velocity close to the valve at the end of the closure. Streamlines
and axial velocity contour of the flow inside the pipe are presented in Figure 12. This
non-symmetrical recirculation region extends approximately two to three pipe diameters
depending on the simulation method. In Figure 12, the streamlines are presented at
time t = 4.75 s; however, the immersed solid method models may have a small time shift
regarding the delay in the flow rate reduction. Immersed solid method predicts a shorter
length of 3D effect because of possible leakage and weaker water hammer. Dynamic mesh
indicates a negative axial velocity at the bottom of the pipe close to the valve, which other
methods do not predict. The reason could be the skewed mesh at the end of valve closure,
inducing an unphysical value for the velocity profile. The sliding mesh, the most physical
method, predicts the most extended 3D effects.

The 3D effect can be observed more accurately with 3D flow streamlines close to the
valve at the end of valve closure, shown in Figure 13. The leakage flow can be observed
in the 3D streamlines obtained from the immersed solid method. The two-dimensional
streamlines cannot show the recirculation zone along to the pipe wall. For the simulations
performed using the sliding mesh and dynamic mesh techniques, the recirculation around
the top and sides of the pipe wall is similar and recirculation zone at the bottom of the
pipe is weaker. However, the recirculation zones close to the top of the pipe are weaker
for simulation by the immersed solid technique than other results. It could be related to
leakage through the immersed solid during the valve closure. The 3D streamlines predicted
a similar 3D structure after the valve closure for simulation using the sliding mesh and
dynamic mesh techniques.
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The axial velocity profile at the vertical line with distances 25 cm, 50 cm, and 75 cm
upstream of the valve at the end of the valve closure is presented in Figure 14. The velocity
profiles are more asymmetrical closer to the valve. The flow field gradually becomes
symmetrical away from the valve. By moving from the valve towards the inlet, the 3D
effect decreases, and in line ‘’c” (with a distance of 75 cm upstream of the valve), the 3D
effect ends. Therefore, the pressure measurement for application, like the pressure-time
method, shall be performed at a section before this area.
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The 3D effect is more significant for the results from sliding mesh and the immersed
solid method predicts the least 3D effects because of possible leakage and weaker water hammer.

3.4. Computational Cost

Another essential aspect to consider is the computational cost of each method. Im-
mersed solid method and sliding mesh have quite the same computational cost. For
dynamic mesh, the process of re-meshing is added to the calculation. Moreover, the lower
quality of regenerated mesh makes it more possible to diverge. Therefore, a lower under-
relaxation factor and, consequently, a higher number of iterations per time step is applied
in the simulation. The mentioned drawbacks made the computational cost of the dynamic
mesh method around three times more than the sliding mesh and immersed solid method.
The details of the computational resources and time used for the simulation with the
different methods are summarized in Table 1.

Table 1. Computational resources and time allocated to the simulations.

Method Number of CPU (2.60 GHz) App. Time (h)

Immersed solid method 48 60
Dynamic mesh method 48 170
Sliding mesh method 48 65

106



Water 2023, 15, 1510

4. Conclusions and Discussion

The current method presents a CFD simulation of the water hammer caused by the
axial movement of a gate valve in a straight pipe. Three techniques for modelling valve
closure are employed, including immersed solid (Ansys-CFX), dynamic, and sliding mesh
methods (Ansys-Fluent). The results show that immersed solid method has a delay in
flow rate reduction, which underestimates differential pressure rise and overestimates
wall shear stress close to the end of valve closure. The dynamic mesh method models the
same physical phenomenon. However, it is more time-consuming and three times more
expensive in terms of computational cost than other methods. Furthermore, the dynamic
mesh was unstable, with the possibility of divergence.

As an inexpensive and stable technique, the sliding mesh method predicts the closest
result to the experimental value. It was proved that for a thin gate valve, the axial movement
of the valve can be modelled by mesh movement without any mesh deformation. This
method can predict more physical results for the conditions mentioned in the paper.
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Abstract: The current paper aims at assessing the effect of the radial mesh on the description of the
axial velocity in steady-state and transient conditions and at presenting the results of a new optimized
equal-area mesh. For this purpose, a quasi-2D model is implemented and tested for different mesh
configurations and sizes. A new two-region mesh geometry with 40 cylinders is proposed to optimize
the description of the wall shear stress immediately after each pressure variation. This mesh is
composed of two regions: one with a high-resolution near the pipe wall and the second with a coarser
grid in the pipe core. Different configurations of this mesh are analysed for both steady and unsteady
conditions. Results are compared with those obtained by a 1D model and with experimental data for
laminar flows, discussed in terms of the computation effort and accuracy. The proposed two-region
mesh has demonstrated: (i) a reduction in the simulation error by five times when compared with
standard meshes for the same computational effort and for the instantaneous valve closure; (ii) an
important improvement in accuracy for an experimental S-shape valve maneuver, particularly for
meshes with few cylinders; and (iii) a correct description of the transient pressures collected in the
experimental tests.

Keywords: hydraulic transient; unsteady friction; laminar flow; quasi-2D model; axisymmetric
model; 1D model; radial mesh; experimental tests

1. Introduction

A hydraulic transient corresponds to an intermediate state between two stationary
flows, generated by valve maneuvers, pumps or turbines. This phenomenon can occur
not only in water supply systems, but also in hydropower systems, the aircraft industry,
railways tunnels, etc. [1–3]. Hydraulic transient analysis is particularly important in the
design stage of pressurized systems in order to specify the pipe material and wall thickness,
and, whenever necessary, to design surge protection devices.

Classic transient analysis, considering steady-state friction formulas (amongst other
assumptions), is commonly used for design purposes, as it describes the maximum and
minimum pressure variations reasonably well [2–4]. However, these models cannot ac-
curately represent the complete transient phenomenon due to the wave propagation and
complex diffusion mechanisms that significantly affect the pressure wave dissipation, dis-
persion and shape. This is particularly relevant in fast and high-frequency transient events,
in which unsteady friction has a dominant effect [5,6]. Several efforts have been made to
develop models with more accurate, simpler and lower computational demands, and the
description of energy dissipation in pressurized transient flows has been a major challenge
over the past decades; these models can be one-dimensional (1D), two-dimensional (2D)
and three dimensional (3D) models, as briefly described in the following paragraphs.

In 1D models, several formulations have been proposed to compute unsteady fric-
tion for both laminar [5,7–9] and turbulent flows [10–15]. These formulations can be
classified as instantaneous acceleration-based [16–18] or convolution-based [5,9,14,19–22].
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Acceleration-based approaches introduce an additional term relating the local and the
convective acceleration to the momentum equation. This formulation is quick to compute,
but has a low accuracy; some formulations (e.g., [16–18]) must be calibrated based on
experimental results. Convolution-based formulations consider the complete history of
the local acceleration. This approach is consistent and theoretically more robust, but is
very time-consuming, which is why several approximate solutions have been developed
(e.g., [12,20,22]).

Axisymmetric models, also referred as quasi-two-dimensional models (Q2D), have
been traditionally considered a good compromise between accuracy and computational
time [6,23]. Q2D models have demonstrated consistency, regarding the physics of the
phenomenon, and numerical robustness, ensuring the calculation of energy dissipation
with high accuracy. More efficient versions than that initially proposed by Vardy and
Hwang [6] have also been developed [24–27]. A second promising feature is the enhanced
definition of the radial grid, which can ensure higher accuracy simulations with fewer
cylinders and reduced computation time.

Finally, tri-dimensional computational fluid dynamics (3D-CFD) models, integrating
turbulent models, are the most powerful and comprehensive hydraulic analysis models in
pressurized pipes, though extremely computationally expensive in terms of time and data
storage for regular use in engineering practice [28–32].

In any numerical model (1D, Q2D or 3D-CFD), the mesh size and configuration
strongly affects the computational effort, as well as the accuracy of the results [6,33]. Not
so intuitive, but equally important, is that the mesh must adapt to geometrical boundaries
and to the flow physics to ensure that the velocity variation is of the same order along
the numerical mesh. In practice, a non-uniform grid should be generated, with a higher
resolution near the pipe wall, due to the high gradients observed. Calibrating the grid
according to the velocity gradient history can reduce the number of mesh points at the same
accuracy level [34]. Q2D models have a high potential for future improvements, particularly
as concerns the mesh definition and optimization to be used in engineering practice.

This paper aims at the assessment of radial mesh influence on the computation of
unsteady energy dissipation in pressurized pipes using a Q2D model. An extensive
numerical analysis of the effect of the numerical schemes and of the radial mesh on the
computation of unsteady energy is carried out. Several radial meshes are defined, as a
compromise between flow dynamics and total mesh points. A comprehensive analysis
and comparison of the Q2D results obtained with experimental data with results from
1D model are conducted for laminar flows and for two valve closure maneuvers (i.e., an
instantaneous and a S-shape closure).

The key innovative features of the current paper are: (i) the analysis of a new optimized
equal-area mesh (divided into high and low-resolution regions) applying transient laminar
flows created by an instantaneous valve closure; (ii) the application of the new mesh to
transient tests observed in an experimental facility, created by a S-shaped valve closure;
and (iii) the assessment of the advantages of neglecting the lateral velocity transfer for both
instantaneous and calibrated valve maneuvers.

2. Numerical Models
2.1. The Vardy and Hwang (1991) Model: Basic Equations, Assumptions and Numerical Scheme

The Q2D model makes the same traditional 1D model assumptions concerning the
fluid and the pipe, namely: (i) the fluid is one-phase, homogenous, almost incompressible
and isothermal (i.e., fluid properties—density and viscosity—are constant); and (ii) the
pipe is uniform, is completely constrained from any axial or lateral movement and has
linear-elastic rheological behavior. The axisymmetric flow assumptions allow neglect of
the radial velocity and the viscous terms not perpendicular to the flow, simplifying the
momentum equation in the conduit direction—Equation (1)—and eliminating the radial
momentum equation. Consequently, the pressure is constant in the radial direction (the
reason why axisymmetric models are also referred to as quasi-2D models). The governing
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equations constitute a system of two partial differential equations with three unknown
parameters (p, u, υ) with the following form [6,24]:

∂H
∂t

+
c2

g
∂u
∂x

= − c2

gr
∂(rυ)

∂r
(1)

1
g

∂u
∂t

+
∂H
∂x

=
1
rρ

∂rτ

∂r
(2)

τ = ρν
∂u
∂r

(3)

where x is the distance along the pipe; r is the distance from the axis in the radial direction;
t is time; H is the piezometric head; u(x, r, t) is the local axial velocity; υ(x, r, t) is the local
radial velocity; g is the gravitational acceleration; c is the wave speed; ρ is the liquid density;
τ is the shear stress; and ν is the liquid kinematic viscosity.

The Q2D model divides the pipe radial section into NC concentric and hollow cylinders,
extended along the whole pipe length (Figure 1). The pipe length, L, is divided into NX
equal reaches, such that ∆x = L/NX, and each hollow cylinder has ∆x length. Each
cylinder is defined by the respective index, j, increasing from the centerline (j = 0) to the
pipe wall (j = NC − 1). The wall thickness of the jth cylinder is denoted by ∆rj (= rj − rj−1),

the external radius by rj (= ∑
j
0 ∆rj) and the cylinder center radius is rj =

(
rj−1 + rj

)
/2.

The time step is determined according to the Courant condition, ∆t = ∆x/c. Each conduit
section, referred to as xi, is located at a distance x = ∆x.i from the upstream end of the pipe.

Water 2023, 15, x FOR PEER REVIEW 3 of 23 
 

 

momentum equation. Consequently, the pressure is constant in the radial direction (the 

reason why axisymmetric models are also referred to as quasi-2D models). The governing 

equations constitute a system of two partial differential equations with three unknown 

parameters (p, 𝑢, 𝜐) with the following form [6,24]: 

𝜕𝐻

𝜕𝑡
+
𝑐2

𝑔

𝜕𝑢

𝜕𝑥
= −

𝑐2

𝑔𝑟

𝜕(𝑟𝜐)

𝜕𝑟
 (1) 

1

𝑔

𝜕𝑢

𝜕𝑡
+
𝜕𝐻

𝜕𝑥
=
1

𝑟𝜌

𝜕𝑟𝜏

𝜕𝑟
 (2) 

𝜏 = 𝜌𝜈
𝜕𝑢

𝜕𝑟
 (3) 

where x is the distance along the pipe; r is the distance from the axis in the radial direction; 

t is time; H is the piezometric head; 𝑢(x, r, t) is the local axial velocity; 𝜐(x, r, t) is the local 

radial velocity; g is the gravitational acceleration; c is the wave speed; 𝜌 is the liquid den-

sity; 𝜏 is the shear stress; and 𝜈 is the liquid kinematic viscosity. 

The Q2D model divides the pipe radial section into NC concentric and hollow cylin-

ders, extended along the whole pipe length (Figure 1). The pipe length, L, is divided into 

𝑁𝑋 equal reaches, such that ∆𝑥 = 𝐿 𝑁𝑋⁄ , and each hollow cylinder has ∆𝑥 length. Each 

cylinder is defined by the respective index, j, increasing from the centerline (𝑗 = 0) to the 

pipe wall (𝑗 = 𝑁𝐶 − 1). The wall thickness of the jth cylinder is denoted by ∆𝑟𝑗 (= 𝑟𝑗 − 𝑟𝑗−1), 

the external radius by 𝑟𝑗 (= ∑ ∆𝑟𝑗
𝑗
0 ) and the cylinder center radius is 𝑟�̅� = (𝑟𝑗−1 + 𝑟𝑗) 2⁄ . 

The time step is determined according to the Courant condition, ∆𝑡 = ∆𝑥 𝑐⁄ . Each conduit 

section, referred to as xi, is located at a distance 𝑥 = ∆𝑥. 𝑖 from the upstream end of the 

pipe. 

 

Figure 1. Radial grid system for numerical solution with Q2D model. 

The Q2D model uses the Method of Characteristics to numerically solve the axial 

propagation of the pressure wave in each cylinder, defined by the terms on the left-hand 

side of Equations (4) and (5). The terms on the right-hand side of these equations are ap-

proximated by a second-order central difference formula. Accordingly, the Q2D model 

equations at each cylinder are: 

𝐻𝑖
𝑡+1 − 𝐷𝑗𝜃2𝑞𝑖,𝑗−1

𝑡+1 + 𝐷𝑗𝜃2𝑞𝑖,𝑗
𝑡+1 − 𝐴𝑗𝜃1𝑢𝑖,𝑗−1

𝑡+1 + (
𝑎

𝑔
+ 𝐶𝑗𝜃1) × 𝑢𝑖,𝑗

𝑡+1 − 𝜃1𝐵𝑗𝑢𝑖,𝑗+1
𝑡+1

= 𝐻𝑖−1
𝑡 + 𝐷𝑗 × (1 − 𝜃2) × 𝑞𝑖−1,𝑗−1

𝑡 − 𝐷𝑗 × (1 − 𝜃2) × 𝑞𝑖−1,𝑗
𝑡 + 𝐴𝑗 × (1 − 𝜃1) × 𝑢𝑖−1,𝑗−1

𝑡

+ (
𝑎

𝑔
− (1 − 𝜃1) × 𝐶𝑗) × 𝑢𝑖−1,𝑗

𝑡  +(1 − 𝜃1) × 𝐵𝑗 × 𝑢𝑖−1,𝑗+1
𝑡  

(4) 

Figure 1. Radial grid system for numerical solution with Q2D model.

The Q2D model uses the Method of Characteristics to numerically solve the axial
propagation of the pressure wave in each cylinder, defined by the terms on the left-hand
side of Equations (4) and (5). The terms on the right-hand side of these equations are
approximated by a second-order central difference formula. Accordingly, the Q2D model
equations at each cylinder are:

Ht+1
i − Djθ2qt+1

i,j−1 + Djθ2qt+1
i,j − Ajθ1ut+1

i,j−1 +
(

a
g + Cjθ1

)
× ut+1

i,j − θ1Bjut+1
i,j+1

= Ht
i−1 + Dj × (1− θ2)× qt

i−1,j−1 − Dj × (1− θ2)× qt
i−1,j + Aj × (1− θ1)× ut

i−1,j−1

+
(

a
g − (1− θ1)× Cj

)
× ut

i−1,j + (1− θ1)× Bj × ut
i−1,j+1

(4)

Ht+1
i − Djθ2qt+1

i,j−1 + Djθ2qt+1
i,j + Ajθ1ut+1

i,j−1 −
(

a
g + Cjθ1

)
× ut+1

i,j + θ1Bjut+1
i,j+1

= Ht
i+1 + Dj × (1− θ2)× qt

i+1,j−1 − Dj × (1− θ2)× qt
i+1,j − Aj × (1− θ1)× ut

i+1,j−1

−
(

a
g − (1− θ1)× Cj

)
× ut

i+1,j − (1− θ1)× Bj × ut
i+1,j+1

(5)
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Aj =

{
0 ; j = 0

c∆tνj−1
rj ∆rjg

× rj−1

(rj−rj−1)
; j > 0 (6)

Bj =





c∆tνj
rj ∆rj+1g ×

rj
rj+1−rj

; j < NC − 1
c∆tνj

rj ∆rj+1g ×
rj

rj+1−rj
; j = NC − 1

(7)

Cj = Aj + Bj (8)

Dj =
c2∆t

g
× 1

rj ∆rj
(9)

where q is the lateral mass transfer (q = rυ); θ1 and θ2 are the weighting coefficients (θ1 and
θ2 vary between 0 and 1, while θ1 + θ2 = 1); subscripts i and j are the conduit grid point
and radial grid point, respectively; and t refers to the time.

The general central difference formula truncation error is given by:

(
∂ω

∂r

)

j
=

ωj+1 −ωj−1

rj+1 − rj−1
−∆rj+1 − ∆rj

2
×
(

∂2ω

∂r2

)

j
− ∆rj+1

2 + ∆rj+1.∆rj + ∆rj
2

6
×
(

∂3ω

∂r3

)

j︸ ︷︷ ︸
Truncation error

(10)

This formula is second-order accuracy, O
(
∆r2), if the variation of the grid size is very

small (∆rj+1 ≈ ∆rj) and, consequently, the first term of the truncation error tends to zero.
In a general non-uniform scheme, the second-order central difference scheme loses one
order of accuracy and the truncation error is O(∆x). The main conclusion is that, generally,
different formulas can lose at least one order of accuracy in non-uniform grids.

2.2. The Complete Zhao and Ghidaoui (2003) Model

The original Vardy and Hwang (1991) [6] model is numerically inefficient, since it
requires the inversion of a (2NC × 2NC) sparse matrix. Zhao and Ghidaoui (2003) [24]
proposed an improved higher efficiency numerical model, developed by algebraic manipu-
lation of Equations (3) and (4) into two smaller systems with tridiagonal matrices. The use
of tridiagonal matrices allows the use of a faster form of Gaussian elimination, named the
Thomas algorithm [35]. This algorithm obtains the solution via NC operations instead of
NC

3 operations needed by the original Vardy and Hwang (1991) model, where NC is the
matrix dimension.

A tridiagonal system is defined and allows elimination of the piezometric-head and
mass transfer from the coefficient matrix, Au, and unknown vector, zu, at time t + 1 by
subtracting Equations (4) to (5) for each cylinder.

Au × zu = bu (11)

The axial velocities matrix, Au, for each cylinder at time t + 1 is described as follows:

Au =




2×
(

a
g + θ1Cj=0

)
−2θ1Bj=0

a
g

. . . a
g

a
g

a
g

a
g
a
g
a
g

a
g − 2Ajθ1

a
g
a
g

2×
(

a
g + θ1Cj

)

a
g
a
g

−2θ1Bj
a
g

a
g

. . .

−2Aj=Ncθ1
a
g

a
g
a
g

2×
(

a
g + θ1Cj=Nc

)




(12)

The zu = (ut+1
i,j=0, . . . , ut+1

i,j , . . . , . . . , ut+1
i,j=NC) is the axial velocities’ unknown vector.

The result vector, bu, at time t depends on the piezometric head, axial velocities and lateral
mass transfer and is defined as follows:
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bu =





Ht
i−1 − Ht

i+1 +
(

a
g − (1− θ1)× Cj

)
× ut

i−1,j +
(

a
g − (1− θ1)× Cj

)
× ut

i+1,j + (1− θ1)× Bj × ut
i−1,j+1 + (1− θ1)× Bj × ut

i+1,j+1

−Dj × (1− θ2)× qt
i−1,j + Dj × (1− θ2)× qt

i+1,j

...
Ht

i−1 − Ht
i+1 + Aj × (1− θ1)× ut

i−1,j−1 + Aj × (1− θ1)× ut
i+1,j−1 +

(
a
g − (1− θ1)× Cj

)
× ut

i−1,j +
(

a
g − (1− θ1)× Cj

)
× ut

i+1,j

+(1− θ1)× Bj × ut
i−1,j+1 + (1− θ1)× Bj × ut

i+1,j+1 + Dj × (1− θ2)× qt
i−1,j−1 − Dj × (1− θ2)× qt

i+1,j−1 − Dj × (1− θ2)× qt
i−1,j + Dj × (1− θ2)× qt

i+1,j

...
Ht

i−1 − Ht
i+1 + Aj × (1− θ1)× ut

i−1,j−1 + Aj × (1− θ1)× ut
i+1,j−1 +

(
a
g − (1− θ1)× Cj

)
× ut

i−1,j +
(

a
g − (1− θ1)× Cj

)
× ut

i+1,j

+Dj × (1− θ2)× qt
i−1,j−1 − Dj × (1− θ2)× qt

i+1,j−1





(13)

The lateral velocities and the piezometric-head are calculated by adding Equations (4)
and (5) for each cylinder, and the equation obtained for the first cylinder is subtracted from
the second equation and so on, obtaining the coefficient matrix, Aq, and unknown vector,
zq, at time t + 1.

Aq × zq = bq (14)

The mass transfer and piezometric-head coefficient matrix, Aq, for each cylinder at
time t + 1 is described as follows:

Aq =




a
g 2 2θ2Dj=0 −2.θ2.

(
Dj=n−1 − Dj=n−2

)

a
g

...
. . . a

g
a
g −2.θ2.

(
Dj=n−1 − Dj=n−2

)

a
g 0 a

g .θ2.Dj=0
a
g 2θ2Dj−1

a
g − 2θ2 ×

(
Dj−1 + Dj

)
+ a

g 2θ2Dj+ −2. a
g .
(

a
g Dj=n−1 − Dj=n−2

)

a
g

... a
g .θ2.Dj=0

a
g .θ2.Dj=0 −2.Dj=Nc−1θ2

a
g +2.θ2. a

gj

. . . + −2. a
g .
(

a
g Dj=n−1 − Dj=n−2

)

a
g 0 a

g .θ2.Dj=0
a
g .θ2.Dj=0 −2.Dj=Nc−1θ2

a
g

a
g 2θ2Dj=Nc−2 −2θ2 ×

(
Dj=Nc−1 − Dj=Nc−2

) a
g




(15)

The zq = (Ht+1
i , qt+1

i,0 , . . . , qt+1
i,j , . . . , qt+1

i,j=NC−1) is the unknown vector. The result
vector, bq, depends on the piezometric-head and on the velocities (axial and lateral) at the
time t and is defined by:

bq =





Ht
i−1 + Ht

i+1 +
(

a
g − (1− θ1)× Cj=0

)
×
(

ut
i−1,j=0 − ut

i+1,j=0

)
+ (1− θ1)× Bj=0 ×

(
ut

i−1,j=1 − ut
i+1,j=1

)
− Dj=0 × (1− θ2)×

(
qt

i−1,j=0 + qt
i+1,j=0

)

...
Aj × (1− θ1)×

(
ut

i−1,j−1 − ut
i+1,j−1

)
− Aj−1 × (1− θ1)×

(
ut

i−1,j−2 − ut
i+1,j−2

)
+
(

a
g − (1− θ1)× Cj

)
×
(

ut
i−1,j − ut

i+1,j

)

−
(

a
g − (1− θ1)× Cj−1

)
×
(

ut
i−1,j−1 − ut

i+1,j−1

)
+ (1− θ1)× Bj ×

(
ut

i−1,j+1 − ut
i+1,j+1

)
− (1− θ1)× Bj ×

(
ut

i−1,j − ut
i+1,j

)

+Dj .(1− θ2)×
(

qt
i−1,j−1 + qt

i+1,j−1 − qt
i−1,j − qt

i+1,j

)
− Dj−1 × (1− θ2)×

(
qt

i−1,j−2 + qt
i+1,j−2 − qt

i−1,j−1 − qt
i+1,j−1

)
× qt

i+1,j

...
Aj=n−1 × (1− θ1)×

(
ut

i−1,j=n−2 − ut
i+1,j=n−2

)
− Aj=n−2 × (1− θ1)×

(
ut

i−1,j=n−3 − ut
i+1,j=n−3

)

+
(

a
g − (1− θ1)× Cj=n−1

)
×
(

ut
i−1,j=n−1 − ut

i+1,j=n−1

)
−
(

a
g − (1− θ1)× Cj=n−2

)
×
(

ut
i−1,j=n−2 − ut

i+1,j=n−2

)

−(1− θ1)× Bj=n−1 ×
(

ut
i−1,j=n−1 − ut

i+1,j=n−1

)
+ Dj=n−1 × (1− θ2)×

(
qt

i−1,j=n−2 + qt
i+1,j=n−2 − qt

i−1,j=n−1 − qt
i+1,j=n−1

)





(16)

2.3. The Simplified Zhao and Ghidaoui (2003) Model

Usually, the radial velocity is of significantly lower magnitude than the axial velocity,
thus justifying the respective elimination from Equation (1), with further computation
simplifications [26]. Using the scheme of Zhao and Ghidaoui (2003) [24], the axial velocity
for each cylinder is calculated by Equations (12) and (13) and the piezometric head uses the
tradition 1D model discretization form of Equation (17), obtained by summing the MOC
characteristics equations [2,26]. The wall shear stress is defined by the axial velocity in the
wall cylinder using Equation (18) and the mean velocity is calculated by the radial velocity
integration, as presented in Equation (19).

Ht+1
i =

1
2

(
Ht

i−1 + Ht
i+1 +

c
g
×
(
Ut

i−1 + Ut
i+1
))
− (1− θ∗)× c∆t

ρgR
×
(

τwt
i−1
− τwt

i+1

)
(17)
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τw = µj=Nc ×
uj=Nc

R− rj=Nc
(18)

U =
1
S

j=NC+1

∑
j=0

uj∆sj (19)

where U is the mean velocity in the complete pipe cross section; R is the pipe radius; θ* is
a weighting coefficient considered equal to 0.5, ∆sj = 2πrj∆rj is the cross section of each
hollow cylinder, and S is the complete pipe cross section.

Additionally, neglecting the radial velocity allows the use of θ1 = 1 in Equations (12)
and (13), which further simplifies the calculation of vector zq.

2.4. Radial Mesh Discretization

The radial mesh (or grid) generation is crucial for the accurate simulation of the flow,
both in steady and unsteady conditions. A computer code was implemented to allow the
definition of the three traditional radial meshes (Figure 2): (i) geometric sequence cylinders
(GS); (ii) equal area cylinders (EAC); and (iii) equal thickness cylinders (ETC).
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Figure 2. Radial meshes with different geometries for NC = 40: (a) GS5%40; (b) EAC40; and (c) ETC40.

The geometric sequence (GS) mesh is defined by fixing the first cylinder thickness
near the pipe wall, ∆rj=NC−1, and the geometric sequence common ratio, CR. The thickness
of cylinder j is calculated as follows:

∆rj = ∆rj=NC−1 × (1 + CR)
NC−j (20)

A particular GS mesh is referred to as “GS CR NC”, in which NC represents the
total number of cylinders. This radial geometry has been widely used by several re-
searchers [24,25,27].

The equal area cylinder (EAC) mesh assumes cylinders with a uniform area along the
pipe radius, as follows:

∆rj+1
2 − ∆rj

2 = const (21)

Bratland [23] and Vardy and Hwang [6] used a mesh that is only defined by NC, that
is “EAC NC”.

The equal thickness cylinder (ETC) mesh, also implemented by Vardy and Hwang [6],
ensures a constant thickness of the radial grid and is also only described by the total number
of cylinders, NC, as “ETC NC”, as follows:

∆rj+1 − ∆rj = const (22)
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3. Experimental Facility Description

Transient tests for laminar flow conditions were carried out in the experimental facility
assembled at the Laboratory of Hydraulics and Water Resources of the Instituto Superior
Técnico (Figure 3). These tests were conducted for a discharge of 0.016 L/s, corresponding
to a Reynolds number (Re = UD/ν) equal to 1000. Water was at 20 ◦C with a density
ρ = 1000 kg/m3 and a kinematic viscosity ν = 1.01 × 10−6 m2/s.
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Figure 3. Experimental test facility: (a) upstream anchored copper pipe; (b) downstream pipe end;
and (c) pneumatically actuated ball valve.

The system has a reservoir-pipe-valve configuration, with a rigidly supported straight
copper pipe with an inner diameter, D, of 20 mm, wall thickness, e, of 0.001 m and a total
length, L, of 15.2 m. A centrifugal pump with a hydro-pneumatic vessel is installed at the
upstream end of the pipe to simulate a constant level reservoir. Two in-line ball valves
are installed at the downstream end of the pipe: one valve, manually actuated, is used to
control the flow rate and the other valve, pneumatically actuated, is used to generate the
transient event. Different closure times are attained by varying the operating pressure of
the pneumatic valve [36].

The data acquisition system (DAS) is composed of a computer, a Picoscope 3424
oscilloscope, a trigger-synchronizer, an electromagnetic flowmeter (with a 0.4% accuracy)
and two strain-gauge type pressure transducers (WIKA S-10, 25 bars nominal pressure and
0.25% full-scale span accuracy). The first transducer is at the upstream end of the ball valve
and the second is at the pipe mid-length.

The experimental wave speed, c, estimated based on the travelling time of the pressure
wave between the two transducers, is 1250 m/s, which is consistent with values of previous
studies carried out in the same experimental facility [36–41].

The valve closure law of the ball valve was thoroughly studied by Ferreira et al. [36].
The authors concluded that, despite the valve total closure time being higher than the
system characteristic time, 2L/c, the effective closure of the ball valve corresponds to 1/10
to 1/8 of the total closure time, and a rapid maneuver is always attained. The maneuver
can be described by the sigmoidal-type closure law, as follows:

Q
Q0

=

(
1

1 + eξ(τ−95)

)η

(23)

where τ is the valve closure percentage, and ξ and η are the coefficients that best fit the
numerical results with collected pressure-head data.

In the current study, the considered manoeuvre has total and effective closure times of
0.045 and 0.005 s, respectively. Accordingly, the experimental and Q2D models’ calibrated
results are presented in Figure 4. The calibrated flow rate variation is shown in Figure 4a.
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The piezometric head obtained in the Q2D model fits almost perfectly with the collected
data (Figure 4b).
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4. Numerical Results for the Instantaneous Valve Closure
4.1. Introduction

This section presents the results obtained by the Q2D model proposed by Zhao and
Ghidaoui (2003) applied to an experimental pipe system for simulation of an instantaneous
maneuver in a laminar flow. First, the effect of the mesh size near the pipe wall is analyzed
for several standard equal area meshes, and results are compared with the reference
Zielke’s solution implemented in 1D models. Secondly, results from the Q2D model with
an optimized equal-area cylinder, and with 40 cylinders, are compared with those from
standard equal area meshes.

4.2. Standard Equal-Area Cylinder Mesh: Effect of the Mesh Discretization

The numerical Q2D results for the wall shear stress and the piezometric-head with the
standard equal-area cylinder mesh (EAC) and a variable number of cylinders (Nc = 20, 40,
60 and 150) are depicted in Figure 5. Zielke’s 1D model is also plotted in this figure and
used as the benchmark solution for comparison.

The effect of the number of cylinders, NC, is observed immediately after the first
pressure wave arrival. The 1D model shows a high wall shear stress peak after each
pressure surge, followed by an exponential decay (Figure 5a). Low NC meshes show a
lower peak and a linear decay with time. Increasing the NC value brings the Q2D model
simulation closer to Zielke’s 1D solution. The NC = 20 mesh reduces the Zielke’s peak more
than 17 times; the NC = 150 mesh increases the previous value almost eight times but is still
approximately half the 1D model peak.

As expected, a more precise wall shear stress calculation leads to a better piezometric
description. For the NC = 20 mesh, the Q2D model piezometric-head results (Figure 5b–d)
do not depict the correct wave shape (the round-shape), showing a square shape geometry,
and present a poor calculation of the wave damping (e.g., for t/T = 0.25, the difference
to the 1D model is noticeable). Increasing the number of cylinders allows progressive
approximation of Zielke’s results.

The Q2D model computes the wall shear stress and the piezometric-head at a given
time based on the axial velocity calculation. Figure 6 shows the axial velocity profile for the
EAC150 mesh simulation at five-time steps during the first pressure surge (0 ≤ t/T ≤ 0.25).
The time steps are equally spaced: t0 is the velocity profile immediately after the pressure
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wave arrival, and each new time adds t/16T to the previous one (t0 = 0, t1 = t/16T, t2 = t/8T,
t3 = 3/16T and t4 = 1/4T).
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Figure 5. Q2D simulations for EAC meshes with increasing NC using Zielke’s 1D model as benchmark:
(a) wall shear stress; (b) piezometric-head; (c,d) details of the piezometric-head.

The pressure surge arrival shifts the steady-state axial velocity profile and an inflection
point with a high axial velocity gradient appears near the pipe wall because of the no-slip
condition. From t0 to t5, the velocity profile gradient near the wall reduces as the inflection
point moves into the pipe core. The transient flow changes occur close to the pipe wall. At
t4, just before the next pressure surge, the inflection point maximum displacement from the
pipe wall is less than 4% of the pipe radius. Therefore, a high percentage of the pipe profile
is unaffected and the Q2D model’s cylinders maintain a steady-state profile axial velocity.

The Q2D model numerical scheme accuracy is estimated by the finite difference
truncation error, Equation (10). This means that high axial velocity variations must be
followed by considerably lower grid intervals, ∆r, to achieve the same accuracy. The
formation of the inflection point leads to a high numerical error in the pipe wall area and a
low error in the pipe core, because it maintains the steady-state axial velocity profile with a
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parabolic variation (∂2u/∂2r ≈ constant). The mesh refinement should focus on the wall
area where the high axial velocity variations occur.
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Figure 6. Axial velocity for four instances equally spaced in time during the first pressure wave:
(a) complete pipe radius, 0 ≤ r (mm) ≤ 10; (b) close to the pipe wall, 8 ≤ r (mm) ≤ 10.

The EAC mesh geometry uniformly reduces the grid space in the pipe section, imply-
ing a considerable computational effort to approximate the 1D model results, especially
immediately after each pressure surge. The use of EAC150 mesh corresponds to almost
eight times the EAC20 computational effort, as it increases linearly with the number of
cylinders for the implemented numerical scheme.

4.3. Optimized Equal-Area Cylinder Mesh
4.3.1. Mesh Description

The optimized equal-area cylinder (OEAC) mesh, innovatively proposed in this re-
search, has a high-resolution grid close to the pipe wall and a low-resolution grid in the
pipe core, as presented in Figure 7. Two equal-area cylinder meshes are implemented, with
the lowest cylinder area near the wall. The underlying principle is to use a finer mesh in
areas with high-velocity gradients and a coarse mesh in the low-velocity gradient region,
thus, reducing the computational effort.
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Figure 7. Radial mesh for the OEAC40 N5% = 20.
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The new mesh is characterized by three parameters: (i) the total number of cylinders,
NC; (ii) the limit of the high-resolution grid, r, defined as a percentage of the pipe radius
and measured from the pipe wall; and (iii) the number of cylinders in the high-resolution
region, NHR. Thus, the optimized equal area cylinder (OEAC) meshes are expressed as
follows, OEACNC Nr = NHR. For instances, OEAC40 N5% = 20 stands for a mesh that has a
total of 40 cylinders (NC = 40); the limit of the high-resolution mesh occurs at r = 9.5 mm
(r/R = 5%) and has 20 cylinders in this high-resolution region.

This mesh is referred to as optimized since it provides better results than those for the
standard EAC meshes for the same number of cylinders, as demonstrated in the following
sections. This analysis will be carried out for NC = 40, because the EAC mesh with
40 cylinders does not lead to an accurate simulation of the piezometric head (Figure 5b),
representing a good comparison with optimized mesh.

4.3.2. Shear Stress Results

The wall shear stress obtained by the Q2D model for the optimized equal-area cylinder
(OEAC) meshes with NHR between 10 to 30, r = 5% and NC = 40 are presented in Figure 8.
The r = 5% corresponds to the inflection point maximum displacement determined in
the previous analysis (Figure 6). All simulations’ accuracy has significantly improved
compared to the EAC results (Figure 4), for the same total number of cylinders (NC = 40).
The new mesh with more than 20 cylinders in the wall region (OEAC40 N5% = 20) also
presents better results than the 150 equal area cylinder meshes (EAC150). These results are
compared with those obtained by the Zielke formulation used in the 1D model.
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Figure 8. Wall shear stress obtained for OEAC meshes and for the Zielke’s 1D model: (a) OEAC40
N5% = 30; (b) OEAC40 N5% = 20; (c) OEAC40 N5% = 10.

The OEAC40 N5% = 30 mesh allows an almost perfect adjustment to Zielke’s results
(Figure 8a), whereas the OEAC40 N5% = 10 mesh leads to a maximum wall shear stress four
times lower than the Zielke’s value. This shows that the higher the number of cylinders
in the high-resolution area, the more accurate the prediction of the maximum wall stress
and of the subsequent decay. A second aspect concerns the relation between the wall shear
stress peak values in the deceleration (t/T = 0 and t/T = 0.25) and the acceleration (t/T = 0.50
and t/T = 0.75) phases. For the meshes with higher resolution near the wall (NHR ≥ 20),
the peaks decay with time, as in the Zielke model; on the contrary, for the low resolution
mesh (Figure 8c), the peaks increase compared with the previous surge for t/T = 0.25 and
t/T = 0.75, as observed for the standard meshes (Figure 8a).

The mean absolute error (MAE) is used to measure the Q2D accuracy, using paired
observation from the 1D Zielke model, and is given by:

MAE =
∑n

i=1|yi − xi|
n

(24)
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in which n is the total number of time step at the pipe middle section, y is the Zielke model
value (assumed as exact) and x is the Q2D predicted value, both for the same instance i.

The MAE calculation for the wall shear stress simulation during the first pressure wave
period (0 < t/T ≤ 1) confirms the previous assessment (Figure 9). MAE shows an almost
exponential increase along with the NHR reduction. For the same number of cylinders,
the EAC40 mesh results have an error almost 10 times higher than that of the best OEAC
mesh (OEAC40 N5% = 30). The EAC150 results present the same MAE as the OEAC40
N5% = 15 and a higher error than when using a higher NHR value. This analysis highlights
that a higher accuracy can be achieved with one-quarter of the number of standard mesh
cylinders (40/150). OEAC mesh’s results are clearly better than those obtained for the EAC
grid, considering the same (EAC40), or even a higher (EAC150), value of the total number
of cylinders.
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Figure 9. Mean absolute error (MAE) for the wall shear stress for different meshes.

4.3.3. Mean Velocity and Piezometric Head Results

The Q2D model simulation accuracy for the mean velocity and piezometric head
depends not only on the unsteady wall shear stress calculation, but also on the steady-state
velocity profile calculation. Figure 10 shows the relative steady-state mean velocity error for
EAC and OEAC meshes, described by (U2D −U1D)/U1D, in which U1D is the steady-state
mean velocity obtained by Hagen–Poiseuille solution and U2D is the Q2D model steady-
state flow approximation for each mesh. Firstly, OEAC meshes have a worse steady-state
velocity representation than the EAC meshes (i.e., the EAC40 mesh leads to a lower error).
Secondly, this error increases exponentially with the NHR increase. The OEAC40 N5% = 10
mesh has a 0.08% error, which is close to EAC40 (0.06%), but the OEAC40 N5% = 30 error
rises to 0.64% (i.e., 8 to 10 times higher).

All meshes show similar wall shear stress values close to the pipe wall (see r = 10 mm
in Figure 11b). Nevertheless, the highest resolution OEAC meshes tend to have higher
shear stress values in the pipe core (see r < 2 mm in Figure 11a). Increasing the distance
between grid points, ∆r, towards the pipe axis implies a higher numerical error in the
pipe core. Additionally, the OEAC meshes have a discontinuity between the high and the
low-resolution regions, this discontinuity being more pronounced for higher values of NHR
(Figure 11b; see black and green curves for r = 9.5 mm). This discontinuity occurs in the
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transition between the two regions of the OEAC meshes (i.e., at r= 9.5 mm), being more
noticeable for the OEAC40 N5% = 30 mesh.
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Figure 10. Steady-state velocity profile error for standard and optimized meshes.
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Figure 11. Shear stress profile for EAC40, EAC150, OEAC40 N5% = 10 and OEAC40 N5% = 30:
(a) 0 ≤ r ≤ 10 mm; and (b) 9.0 ≤ r ≤ 10 mm.

The OEAC meshes with high NHR values allow a considerable improvement in the
wall shear stress simulation results without increasing NC; however, a balance with higher
steady-state error must be accomplished. The MAE of the mean velocity simulation is
calculated in the first wave period (t/T < 1) using Zielke’s model as benchmark, as depicted
in Figure 12a. The EAC meshes (EAC40 and EAC150) and OEAC meshes with NC = 40, and
varying the NHR values from 30 to 10, are considered. OEAC40 N5% = 20 has the lowest
error (MAE = 0.15), close to that of the standard EAC150 (MAE = 0.16) and five times lower
than that for the standard EAC40 mesh (with the same number of cylinders). Increasing
the number of cylinders in the wall region (NHR from 20 to 30) increases the MAE value
because a higher wall shear stress accuracy does not compensate for a lower steady velocity
profile accuracy; decreasing the number of cylinders in the wall region also increases the
error for the opposite reason. The piezometric-head results lead to the same conclusions
(Figure 12b).
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Figure 12. MAE for EAC and varying the NHR value in OEAC meshes: (a) wall shear stress; (b) piezo-
metric head.

5. Numerical Results for the Calibrated Valve Closure
5.1. Introduction

This section presents the analysis of the Q2D model results for a non-instantaneous fast
valve maneuver. This maneuver has a S-shape and resulted from the calibration of the 1D
and Q2D models with the collected data (see Figure 4a). In this analysis, the NHR/NC = 0.5
ratio is considered, as it presented the best results for an instantaneous valve closure. First,
results obtained with traditional radial meshes (i.e., EAC, ETC and GS) are compared and
discussed for both steady and unsteady flow conditions. Second, the Q2D results with an
OEAC20 mesh are compared with the experimental data and with results from 1D models.

5.2. Comparison with Traditional Meshes’ Results
5.2.1. Steady-State Mesh Assessment

The steady-state mean velocity relative error is assessed for the four analyzed mesh
geometries (ETC, EAC, OEAC and GS), according to the total number of cylinders (NC),
and presented in Figure 13. The relative error is given by (U2D −U1D)/U1D in which U1D
is the input mean velocity and U2D is the Q2D model steady-state mean velocity (i.e., after
the convergence process).

These results show that the error decreases exponentially with the NC increase. The
equal thickness cylinders mesh (ETC) has the best performance. The ETC mesh error drops
25 times with the ∆r reduction to 1/5 (increasing NC from 20 to 100), as expected by the
finite difference scheme truncation error, O(∆r2); see Equation (10). The cylinders have
a uniform thickness along the pipe radius, and there is no error associated with the grid
non-uniformity.

The non-uniform grids (GS, EAC and OEAC) show a lower error decrease with the
NC increase, because the cylinder thickness reduces faster in the wall area than in the pipe
core. The OEAC meshes give overall worse results. Only with NC = 60 does this geometry
present a higher accuracy than the ETC20 (i.e., with three times the NC value and computer
effort). The equal area cylinder mesh (EAC) presents better results than those of the OEAC
meshes. The GS mesh does not show the same accuracy improvement with NC increase; for
NC = 20, this mesh is close to the best results (ETC20); on the contrary, for NC = 100, it tends
to the mesh with the worst results (OEAC100). With the NC increase, the GS geometry
focuses its refinement on the wall area, where the axial velocity has lower values. The mesh
refinement in the wall area explains the GS slower error reduction with NC and the lower
overall performance of OEAC.
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Figure 13. Steady-state mean velocity error according to the total number of cylinders (log scale).

5.2.2. Unsteady-State Mesh Assessment

The simulations are carried out for the analyzed four mesh geometries (ETC, EAC,
OEAC and GS) and for a 10-wave period. A high-resolution mesh with NC = 300 is
considered for benchmark comparison. The number of cylinders for each geometry varies
from 20 to 100 (NC = 20, 40, 60, 80 and 100). Figure 14 shows the piezometric head results
for the different meshes, plotting only results with significant differences from those of the
benchmark mesh.

The OEAC mesh results approach those of the reference mesh, with only 20 cylinders,
OEAC20 (Figure 14a). The GS mesh doubles the previous NC value (GS40) to ensure
the same global accuracy (Figure 14b). The EAC mesh requires 80 cylinders (i.e., four
times the OEAC effort) to achieve the same accuracy (Figure 14c). Only the ETC grid
with the maximum number of 100 cylinders (ETC100) and five times the OEAC20 mesh
computational effort can ensure the same simulation accuracy (Figure 14d). The wave
damping is correctly calculated by most meshes, except for non-OEAC meshes with the
lowest NC.

The wall shear stress and piezometric head mean that absolute error, MAE, is calcu-
lated at the pipe midsection for the previous four meshes (Figure 15) and for the complete
simulation (0 ≤ t/T ≤ 10). The quasi-steady and Trikha [9] 1D model results are also
presented, as these represent low computation time solutions. The OEAC grids show an
exceptional energy dissipation accuracy for low NC values (NC ≤ 60). Compared with the
second-best results (EAC20, GS40 and GS60), this mesh allows an overall error reduction
of 86%, 88% and 66% for NC = 20, 40 and 60, respectively. Traditional meshes with a low
number of cylinders are not capable of correctly describing the τwall peak and its subsequent
exponential decay. For higher Nc values (NC ≥ 80), the GS meshes have higher accuracy
than the OEAC meshes. EAC and ETC meshes have the worst results: for instance, the
OEAC20 has a similar MAE value to the EAC100 and is three times smaller than ETC100,
both with five times the new mesh computer effort. The quasi-steady 1D model results are
incompatible with an accurate energy dissipation and with double the worst Q2D mesh
error (i.e., ETC20). Trikha’s 1D results are comparable with those of low resolution meshes
but do not match the best Q2D model’s results.
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Figure 14. Piezometric head time history for the S-shape valve closure: (a) OEAC, (b) GS, (c) EAC,
and (d) ETC.
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Figure 15. MAE according to Nc and radial geometry. (a) Wall shear stress, (b) piezometric head.

The OEAC mesh has demonstrated itself to be the best radial geometry in order to
calculate unsteady energy dissipation with fewer cylinders; however, these meshes have the
highest steady-state error due to the low mesh resolution in the pipe core (Figure 13). The
piezometric head MAE calculation (Figure 15b) accounts for both the steady and unsteady
simulation accuracy. The piezometric head and wall shear stress MAE results shows a
similar behavior. This similarity is due to the minor importance of the steady velocity profile
error concerning overall unsteady energy dissipation and OEAC mesh improvement.

5.3. Comparison with Experimental Data

Experimental data are compared with the results from the Q2D model with the
OEAC20 mesh (OEAC20 N5% = 10). The quasi-steady and Trihka’s 1D models are also
included, for comparison purposes. The analysis excludes Zielke’s 1D model, as it produces
similar results to those obtained by the Q2D model, requiring higher computation time. All
model simulations consider the calibrated valve closure presented in Figure 4a.

Figure 16a shows the results for the first wave period (0 ≤ t/T ≤ 1). All models
present comparable results. This similarity reinforces the idea that the simplest models
(quasi-steady and Trikha’s 1D models) are applicable for a first pressure surge simulation
or maximum pressure calculation because of the low energy dissipation observed during
this short period.

The results are considerably different for a 10-wave periods analysis (Figure 16a,c).
The quasi-steady 1D model is not capable of describing the pressure wave attenuation, nor
the wave round shape over time, and this model underestimates the pressure damping by
75% at t/T = 10. The Trikha’s model ensures the correct wave damping but not the correct
wave shape, with a rectangular shaped pressure front wave, due to this model’s inability
to correctly compute the high energy dissipation period immediately after each pressure
surge (Figure 16c,d). The previous conclusion, regarding the practical adequacy of 1D
models for the estimation of transient pressures in the first pressure wave period, is not
valid for longer time periods.

The Q2D model simulation using the optimized mesh and the lowest NC value
(OEAC20) ensures both the wave attenuation (compare the Q2D model and the test data
for the middle point of each wave peak) and the front wave shape (see Figure 16c,d).
However, the Q2D model cannot correctly describe the symmetric wave shape observed in
the experimental data.
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Figure 16. Piezometric head time history at conduit midsection, comparing experimental data,
quasi-2D and 1D models: (a) 0.0 ≤ t/T ≤ 10.0; (b) 0.0 ≤ t/T ≤ 1.0; (c) 9.0 ≤ t/T ≤ 10.0.

6. Complete Versus Simplified Q2D Models

Results presented in previous sections refer to the complete Q2D model from Vardy
and Hwang (1981) [6], with Zhao and Ghidaoui’s implementation [24]. The simplified
Q2D model neglects the lateral mass transfer and allows a computation effort reduction of
30% and 40% with θ1 = 0.5 and θ1 = 1.0, respectively. The accuracy of the three models—
complete Q2D, simplified Q2D (θ1 = 0.5) and simplified Q2D (θ1 = 1)—is assessed herein
for the instantaneous and for the calibrated valve maneuvers.

6.1. Instantaneous Valve Manoeuvre

The wall shear stress results are analysed for NC values from 20 to 100 and compared
with the Zielke’s analytical solution for ∆x = 0.01m. For NC = 100, a slight difference is
registered between the three models during the high velocity-gradient immediately after
the pressure surge and fades shortly after (Figure 17). The complete model has the best
accuracy, and the simplified model with θ1 = 1.0 the worst. Nevertheless, for the lowest NC
meshes (NC = 60 and NC = 80), the differences between the three models are hardly observed
because the period immediately after the pressure surge is not described so accurately.

Figure 18 shows the product between the accuracy (described by MAE) and the CPU
time for the different NC values. The rationale is to combine these two aspects in a single pa-
rameter for best selection of the numerical model. The MAE value exponentially decreases
with NC. Increasing the NC value ensures a better simulation accuracy independently of
the numerical model selected. Increasing the model complexity is not justifiable for meshes
with low NC, and the simplified model with θ1 = 1.0 is the best option. For higher NC values
the simplified model with θ1 = 0.5 compensates for the additional computation time. The
complete model is only recommended for a detailed evaluation in the period immediately
after the pressure surge.
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Figure 18. MAE and CPU time product calculation for the three numerical schemes using 1D Zielke
model as benchmark: (a) for 20 ≤ NC ≤ 100; and (b) detail for NC = 80 and 100.

6.2. Calibrated Valve Manoeuvre

The calibrated valve closure (Figure 4) is used to analyze the accuracy of the three
numerical models results for the traditional mesh geometries (GS, EAC and ETC) and
the new optimized mesh (OEAC). For the sake of simplicity, only the NC = 100 meshes
are considered, since the results for lower NC values were negligible for instantaneous
valve closure.

A slower valve closure maneuver reduces the wall shear stress peak and, consequently,
approximates the results for the three traditional mesh geometry models, compared to the
instantaneous valve closure. Additionally, the EAC and ETC meshes show a low accuracy
and the simulation results are independent of the selected Q2D model, thus, the fastest
numerical scheme should be considered (simplified model with θ1 = 0.5). On the contrary,
the results of the high-resolution grids (OEAC and GS) are influenced by the model, and
the conclusions are similar to those obtained for the instantaneous valve maneuver.

7. Conclusions

An optimized equal area cylinder (OEAC) radial mesh is proposed to ensure the
Q2D model accuracy without increasing the computation effort. The new mesh, with
40 cylinders, is defined by a high-resolution grid near the pipe wall and a lower-resolution
grid in the pipe core. For an instantaneous valve closure, this mesh reduced the calculation
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time by four times with similar simulation error, compared to the standard equal area
cylinder (EAC) mesh.

The results of the new mesh are compared with those obtained for the traditional mesh
geometries (GS, ETC and EAC) for a calibrated S-shape valve closure. Compared to the
geometric sequence (GS) mesh, the new geometry achieved a significant improvement in
accuracy for meshes with fewer cylinders (NC ≤ 60). The other two radial meshes (ETC and
EAC) do not provide the same accuracy. The new mesh correctly describes the experimental
data with only 20 cylinders, which is not achieved by the fastest 1D models.

The simplified Q2D model (i.e., neglecting the lateral velocity) reduces the compu-
tational effort without significant loss of accuracy for low resolution meshes in the wall
region. If a higher accuracy simulation is required, it is recommended to increase the
number of cylinders instead of using the complete Q2D model.

The new two-region mesh has been applied herein to laminar flows, for which there
is an exact analytical solution for unsteady friction (Zielke’s formulation) that is used
as a benchmark solution for comparison. In future works, the same approach can be
applied to turbulent flows by including an adequate turbulent model in the fundamental
equations, and the results obtained can be analyzed and compared with experimental
data. Additionally, future research could explore the possibility of using a dynamic-mesh,
reconfigured during the transient event according to the axial velocity gradient, in order
to reduce the computation effort, but maintaining a high accuracy; this will imply the
development of a new specific numerical scheme, adequate for non-uniform meshes, to
avoid the loss of accuracy due to high grid space variations.
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Nomenclature

Aj, Bj, Cj, Dj quasi-2D model coefficients (-)
CR geometric sequence common ratio (-)
c pressure wave speed (m/s)
D pipe inner diameter (m)
g acceleration due to gravity (m/s2)
H piezometric head (m)
L pipe length (m)
NC total number of cylinders of the radial mesh (-)
NHR total number of cylinders in the high-resolution area (OEAC meshes)
NX number of axial mesh points in the pipe direction (-)
Q flow-rate or discharge (m3/s)
R pipe inner radius (m)
Re Reynolds number, Re = UD/ν (-)
r distance from the axis in the radial direction (m)
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rj external radius of the jth cylinder measured from the pipe axis (m)
rj center radius of the jth cylinder measured from the pipe axis (m)
T pressure wave period, T = 4L/c (s)
t time (s)
U mean velocity of the fluid in the pipe cross-section (m/s)
u axial velocity (m/s)
υ radial velocity (m/s)
x distance along the pipe (m)
∆t numerical time step (s)
∆x numerical spatial step (m)

∆rj wall thickness of the jth cylinder
(

∆rj = rj − rj−1 )

ε pipe wall roughness (m)
θ1, θ1 weighting coefficient (θ1 + θ2 = 1 )
ν kinematic viscosity of liquid (m2/s)
ρ liquid density (kg/m3)
τ wall shear stress (Pa)

Abbreviations

CFD Computation fluid dynamics
CFL Courant-Friedrich-Lewy
EAC Equal area cylinder mesh
ETC Equal thickness cylinder mesh
GS Geometric sequence cylinder mesh
MAE Mean absolute error
MOC Method of Characteristics
Q2D Quasi-2D model
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Abstract: Omission of frequency-dependent hydraulic resistance (skin friction) during modelling
of the water hammer phenomenon is unacceptable. This resistance plays a major role when the
transient liquid flow occurs in rigid-walled pipes (steel, copper, etc.). In the literature, there are
at least two different modelling approaches to skin friction. The first group consists of models
based on instantaneous changes in local and convective velocity derivatives, and the second group
are models based on the convolution integral and full history of the flow. To date, more popular
models are those from the first group, but their use requires empirical coefficients. The second
group is still undervalued, even if based on good theoretical foundations and does not require any
empirical coefficients. This is undoubtedly related to the calculation complexity of the convolution
integral. In this work, a new improved effective solution of this integral is further validated, which is
characterised with the use of a simplified weighting function consisting of just two exponential
terms. This approach speeds the numerical calculations of the basic flow parameters (pressure
and velocity) significantly. Presented comparisons of calculations using the new procedure with
experimental pressure runs show the usefulness of the proposed solution and prove that it maintains
sufficient accuracy.

Keywords: water hammer; hydraulic transients; unsteady friction; convolution-based model;
numerical simulation

1. Introduction

In water supply networks, power hydraulics systems, transmission and heating lines,
etc., unsteady flows are common. Sudden changes in flow velocity are the source of
pressure waves which propagate in these systems. Conditions caused by breakdowns or
those related to incorrectly set operating conditions of the components (valves, pumps,
motors, distributors, pipelines, etc.) are particularly dangerous in the event of a power
failure. Large pressures may occur in the case of liquid column separation and unwanted
wave interference. Their values may even exceed the Joukowsky pressure rise ∆p:

∆p = ρc∆v, (1)

where: ρ—liquid density; c—pressure wave speed; ∆v—velocity change at the valve after
its closure.
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An interesting practical example can be drawn using the dependency graph for pres-
sure wave speeds in water flows presented in Pothof and Karney’s Chapter 1 of Guidelines
for Transient Analysis in Water Transmission and Distribution Systems [1]. It is shown that
a typical pressure wave speed in a steel pipe with elasticity modulus E = 2·1011 N/m2

and inner diameter to wall thickness ratio (D/e) equal to 2·102 is about 1300 m/s, while
for the same ratio of D/e in a PVC pipe (E = 3.5·1010 N/m2) c is about 400 m/s and in a
HDPE pipe (E = 8·109 N/m2) c is just about 200 m/s. These values show that the pressure
wave speed in metal pipes is more than three times larger than in PVC pipes and more
than six times than in HDPE ones. Therefore, the initial pressure rise resulting from the
Equation (1) is significantly larger in metal pipes than in plastic pipes, and that is why metal
pipes are the subject of this research. During water hammer events, several accompanying
phenomena may occur, including: cavitation [2–4] (when the pressure drops to the vapour
pressure of the liquid), unsteady friction [5–7] (resistance of the liquid during unsteady
flow against the pipe wall), and fluid–structure interaction [8–10] (interactions of movable
or deformable pipe structure with an internal or surrounding fluid flow). Assuming the
adequate restraint of the pipe elements and pressure above the liquid vapour pressure,
then the modelling of the unsteady friction remains the greatest challenge. To date, most of
the hydraulic resistance models can be classified into one of two groups: (a) instantaneous
acceleration-based (IAB) models or (b) convolution-based models (CBM).

IAB-type models were introduced by Daily et al. [11], Carstens and Roller [12],
and Safwat and van der Polder [13]. Chronologically, this model approach was refined
by Brunone et al. [14], Vítkovský et al. [15], Ramos et al. [16], Reddy et al. [17], and
Cao et al. [18]. Currently, it is widely used [19–23], despite a serious drawback which is the
necessity to experimentally calibrate the dissipation coefficient k.

The CBM-type models are derived theoretically. A pioneering work has been done
by Zielke [24]. The model is based on the convolutional integral. The solution of the
convolutional integral requires a continuous return to the historical values of the local fluid
accelerations, which are multiplied by analytical weighting factors. Such a procedure in its
original form requires a large number of calculations, which translates into a large load for
computer processors in the analysis of long transient runs (t > 4 s). Trikha [25] developed a
method that simplifies these calculations significantly. It requires an approximation form of
the weighting function. Trikha’s method was improved by Kagawa et al. [26], Schohl [27],
and recently by Urbanowicz [28]. In this work, the procedure simplifying the CBM model
is verified by referring to the experimental studies of water hammer carried out at the
Institute of Fluid-Flow Machinery of the Polish Academy of Sciences by Adamkowski
and Lewandowski [29]. The simplification of CBM consists in filtering the weighting
function to just two exponential terms. The CBM solution requires simplifications, as the
review of commercial programs [22] for modelling transients in pressurized conduits has
shown that the quasi-steady model and IAB are widely used, and the CBM model has
still not been implemented. However, the CBM model is characterised by high model
consistency in a wide range of Reynolds numbers (transient laminar and turbulent pipe
flows—the weighting function for laminar flow was developed by Zielke [24] and for
turbulent flows by Vardy and Brown [30]). The objective of this paper is aimed to further
test a computationally effective and accurate CBM model developed by Urbanowicz [31].
In an earlier work, this approach was verified only for the case of unsteady flows with
cavitation [31]; therefore, in this paper, we validate the model against the experimental
results without cavitation [29]. The second objective is verification of the effectiveness of
Johnston’s lumped friction model [32], according to which the unsteady friction can be
concentrated only at the boundary nodes of the numerical grid.
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2. Basic Equations

The basic continuity (2) and momentum (3) equations describing the unsteady pipe
flow in horizontal pipes [33] follow:

∂p
∂t

+ ρc2 ∂v
∂x

= 0, (2)

∂p
∂x

+ ρ
∂v
∂t

+
2
R

τ = 0, (3)

where: p—pressure; t—time; v—average liquid velocity; R—inner pipe radius; τ—wall
shear stress.

The system of Equations (2) and (3) above contains three unknowns: v, p, and τ.
In order to close the system, an additional relationship should be established, which is
most often the relationship between the wall shear stress τ and the average flow velocity
τ = f (v). Numerical details of modelling the wall stress on the pipe wall are the subject of
the next section in this work.

Using the commonly known method of characteristics [33], Equations (2) and (3) can
be led to the form:

C+ :

{
dx
dt = +c

1
cρ

dp
dt +

dv
dt +

2
ρR τ = 0

C− :

{
dx
dt = −c

− 1
cρ

dp
dt +

dv
dt +

2
ρR τ = 0

. (4)

At any internal point D of the characteristics grid (Figure 1), through which two
characteristics C+ and C− pass, between points D and A as well as D and B, the integration
can be performed using the finite linear differences. As a result, the following equations
are obtained:

1
cρ (pD − pA) + (vD − vA) +

2∆t
ρR τA = 0

− 1
cρ (pD − pB) + (vD − vB) +

2∆t
ρR τB = 0

}
. (5)
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Solving the system of Equation (5), one can find the final formulas for the calculated
values of pressure and velocity at the inner node D of the characteristics grid in the
following form:

pD =
1
2

[
(pA + pB) + cρ(vA − vB) +

2c∆t
R

(τB − τA)

]
, (6)
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vD =
1
2

[
(vA + vB) +

1
cρ

(pA − pB)−
2∆t
ρR

(τA + τB)

]
. (7)

In order to develop a complete solution of the presented task, it is necessary to know
the boundary conditions (Figure 2).

Water 2022, 14, 3151 4 of 19 
 

 

Solving the system of Equation (5), one can find the final formulas for the calculated 
values of pressure 𝑝  and velocity 𝑣  at the inner node D of the characteristics grid in 
the following form: 𝑝 = (𝑝 + 𝑝 ) + 𝑐𝜌(𝑣 − 𝑣 ) + (𝜏 − 𝜏 ) , (6) 

𝑣 = (𝑣 + 𝑣 ) + (𝑝 − 𝑝 ) − (𝜏 + 𝜏 ) . (7) 

In order to develop a complete solution of the presented task, it is necessary to know 
the boundary conditions (Figure 2). 

 
Figure 2. Boundary conditions. 

When at the i = 1 node (cross-section) of the characteristics grid, the flow velocity v is 
determined (quickly closing valve) for time t > 0, and at the i = N + 1 node the pressure p is 
known (reservoir pressure), then: 𝑝 = 𝑝 + 𝑐𝜌(𝑣 − 𝑣 ) + 𝜏 , (8) 

𝑣 = 𝑣 − (𝑝 − 𝑝 ) − 𝜏 . (9) 

Conversely, if the pressure p was determined as the boundary condition at the i = 1 
node of the characteristics grid (reservoir section), and the value of the flow velocity v at 
the i = N + 1 node (valve section), then: 𝑣 = 𝑣 + (𝑝 − 𝑝 ) − 𝜏 , (10) 

𝑝 = 𝑝 − 𝑐𝜌(𝑣 − 𝑣 ) − 𝜏 . (11) 

3. Modelling Wall Shear Stress 
Commonly used quasi-steady, one-dimensional model of friction losses based on 

the Darcy–Weisbach formula can be used in the case of slow changes in liquid velocity at 
the pipe cross-section. However, it fails in the case of simulation for fast-changing flow, 
i.e., in the case of water hammer, the calculated results significantly differ from the re-
sults of measurements [29,34,35]. 

Models of unsteady friction losses, as mentioned in the introduction, can be divided 
into two groups. The first group consists of models based on the instantaneous values of 

k+1

i = 1

k

t+Δt

i = 2

C−

t
Δt

t+2Δt
Δx

ΔtM

Δx

C+

xi = N i = N+1

k+2

k−1
O

R

T t−ΔtT

S

N

P

x = x0 x = x0+Δx x = x0+(i−1)Δx x = x0+L
.........
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When at the i = 1 node (cross-section) of the characteristics grid, the flow velocity v is
determined (quickly closing valve) for time t > 0, and at the i = N + 1 node the pressure p is
known (reservoir pressure), then:

pM = pR + cρ(vM − vR) +
2c∆t

R
τR, (8)

vN = vS −
1
cρ

(pN − pS)−
2∆t
ρR

τS. (9)

Conversely, if the pressure p was determined as the boundary condition at the i = 1
node of the characteristics grid (reservoir section), and the value of the flow velocity v at
the i = N + 1 node (valve section), then:

vM = vR +
1
cρ

(pM − pR)−
2∆t
ρR

τR, (10)

pN = pS − cρ(vN − vS)−
2c∆t

R
τS. (11)

3. Modelling Wall Shear Stress

Commonly used quasi-steady, one-dimensional model of friction losses based on the
Darcy–Weisbach formula can be used in the case of slow changes in liquid velocity at
the pipe cross-section. However, it fails in the case of simulation for fast-changing flow,
i.e., in the case of water hammer, the calculated results significantly differ from the results
of measurements [29,34,35].

Models of unsteady friction losses, as mentioned in the introduction, can be divided
into two groups. The first group consists of models based on the instantaneous values of
velocity and acceleration (in literature often named Instantaneous Accelerated Based (IAB)
model). The forerunner in this group was the model proposed by Daily et al. [11]. The term
associated with the unsteady shear stress at pipe wall is proportional to the acceleration of
liquid. This model was later improved by other researchers [12,13]. In this group falls the

134



Water 2022, 14, 3151

Brunone et al. model [14], in which the wall shear stress is proportional not only to local
derivative of flow velocity but also to its convective derivative:

τ =
fqρv|v|

8
+

kρD
4

(
∂v
∂t
− c

∂v
∂x

)
, (12)

where: fq—Darcy–Weisbach friction factor; k—empirical unsteady friction coefficient of the
IAB model; D—inner pipe diameter.

This model underwent further modifications. Vítkovský et al. [15] rightly pointed out
that the acoustic convection term c(∂v/∂x) should be added or subtracted depending on
the type of the flow:

τ =
fqρv|v|

8
+

kρD
4

(
∂v
∂t

+ c
|v|
v

∣∣∣∣
∂v
∂x

∣∣∣∣
)

. (13)

The next major change was the introduction of separate unsteady friction coefficients
for the local derivative kt and convective derivative kx by Ramos et al. [16]:

τ =
fqρv|v|

8
+

ρD
4

(
kt

∂v
∂t

+ kxc
|v|
v

∣∣∣∣
∂v
∂x

∣∣∣∣
)

. (14)

Ramos et al. [16] proved numerically that the expression kt(∂v/∂t) affects the phase
shift of pressure waves and that kx(∂v/∂x) affects the rate of attenuation of these waves.
The coefficients kt and kx can be calculated on the basis of known experimental results
using the method presented by Reddy et al. [17]. The main disadvantage of this approach
is the need to determine kt and kx empirically, and that the shape of simulated pressures
differs significantly from the shape observed in experiments. Owing to its simplicity, the
expression above is often cited and used in practise. It should be noted, however, that the
details of the implementation of Equation (14) in the method of characteristics have been
described in a comprehensive and clear manner only in one conference article, namely, in
reference [15] written by Vítkovský et al. In all other papers the procedure to determine the
spatial derivative ∂v

∂x , in particular at the boundary, is unclear. The most recent improvement
of this model has been presented by Cao et al. [18]:

τ =
fqρv|v|

8
+

kρD
4

(
∂v
∂t

+ c
|v|
v

∣∣∣∣
∂v
∂x

∣∣∣∣
)
− kdρD

4

∣∣∣∣
∂2v
∂x2

∣∣∣∣, (15)

where: kd = µ′
ρ ≈ 716.1·ln(0.135·ln(Re)); µ′—is the second viscosity coefficient.

This model is a further modification of Vítkovský et al. model Equation (13). It takes
into account an additional energy dissipation term describing a compression–expansion
effect of the fluid. Although the Cao et al. model is an interesting alternative, but this
model has a problem with guaranteeing the appropriate dispersion (delay, phase shift) of
the pressure wave for low Reynolds numbers [18].

The second group consists of models based on the history of the flow
(CBM—convolution-based models). The wall shear stress (and hence the instantaneous
coefficient of friction losses) depends here on the frequency of changes in flow and pressure.
These models reflect relatively well not only the degree of dissipation of pressure waves
but also dispersion. They treat the pressure histories in detail. The forerunner in this
group of models has been proposed by Zielke [24], who developed the wall shear stress
for transient laminar pipe flow in the form of the sum of quasi-steady shear stress and
unsteady contribution, which is an integral convolution of the mean local acceleration of
the liquid and a weighting function w(t):

τ(t) = τq + τu =
4µ

R
v +

2µ

R

∫ t

0
w(t− u)

∂v(u)
∂t

du, (16)

where: µ—dynamic viscosity; u—time, used in convolution integral; w(t)—weighting function.
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The wall shear stress time domain solution given above is an inverse Laplace transform
of the WSS function written in the frequency domain. For laminar flow, this function has a
form based on multiplication of a certain frequency-dependent function F̂(s) with a partial
time derivative of velocity transform. This form was firstly derived and presented by Zielke
in his doctoral thesis [36]:

τ̂(s) = F̂(s)
∂v̂(s)

∂t
=

ρR

j
√

s R2
ν J0

(
j
√

s R2
ν

)

J1

(
j
√

s R2
ν

) − 2

∂v̂(s)
∂t

, (17)

where: s—Laplace parameter; ν—kinematic viscosity of liquid; j—imaginary unit; J0 and
J1—Bessel functions of the first kind (order 0 and 1). Zielke calculated the inverse Laplace
transform of F(s), which gives the following time domain function:

F(t) =
4µ

R
+

2µ

R ∑∞
n=1 e−κ2

n t̂. (18)

A time-domain solution of multiplication of two frequency-dependent functions is a
convolutional integral, Equation (16). According to Equation (18), the weighting function
in Equation (16) is an infinite series of exponential terms that has the following form for the
laminar flow [36]:

wlam
(
t̂
)
= ∑∞

n=1 e−κ2
n t̂. (19)

where κn in the power of exponent are nth zeros of the Bessel function of type J2. Zielke
approximated this function [24,36] in the following way:

wlam,classic
(
t̂
)
= ∑6

i=1 mi t̂(i−2)/2, for t̂ ≤ 0.02, (19a)

wlam,classic
(
t̂
)
=

5

∑
i=1

e−mi t̂, for t̂ > 0.02, (19b)

where: m1 = 0.282095; m2 =−1.25; m3 = 1.057855; m4 = 0.9375; m5 = 0.396696; m6 =−0.351563;
n1 = 26.3744; n2 = 70.8493; n3 = 135.0198; n4 = 218.9216; and n5 = 322.5544.

For turbulent flow, much more complicated formulas for impedance have been derived
by Vardy and Brown [30] and Zarzycki [37]. Both Zarzycki and Vardy and Brown concluded
that in time domain the solution of Equation (16) can be used for turbulent flow, the
only difference is that in this flow the weighting function shape depends not only on
dimensionless time but also on the initial Reynolds number and characteristic roughness
size. In this work, the Vardy and Brown weighting function is used for transient turbulent
pipe flow:

wturb,classic
(
t̂, Re

)
≈ A∗e−B∗ t̂

√
t̂

, (20)

where: A∗ =
√

1/4π, B*= Reκ/12.86, κ = log10(15.29/Re0.0567)—for smooth pipes [30]

and A∗ = 0.0103 ( ε
D )

0.39√
Re, B∗ = 0.352Re

(
ε
D
)0.41 for rough pipes [38]; the ratio ε/D is a

relative roughness.
In the method of characteristics based on a rectangular grid, the classical numerical

solution of the convolution integral Equation (16) can be expressed as:

τu =
2µ

R ∑n−1
j=1

(
vi,j+1 − vi,j

)
· w
(
(n− j)∆t̂− ∆t̂

2

)
=

2µ

R ∑n−1
j=1

(
vi,n−j+1 − vi,n−j

)
· w
(

j∆t̂− ∆t̂
2

)
. (21)
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In the above equation, ∆t̂ is a dimensionless time step, which is:

∆t̂ = ∆t · ν

R2 =
∆x
c
· ν

R2 =
L
N
· ν

c · R2 =
Wh
N

, (22)

where: ∆t—numerical time step; ∆x—reach length between the nodes; L—pipe length;
N—number of reaches (number of analysed pipe cross-sections—spatial nodes); Wh = νL

cR2

—water hammer number [39].
One can see in Equation (21) that the number of iterations required to determine the

shear stress increases with the time of simulation of the transient event. In the last forty
years, a number of authors showed at least three distinct effective solutions. A simplified
recursive solution was first presented by Trikha in 1975 [25]. Its drawback is due to an
excessive number of simplifications; thus, it is not suitable for the calculation in a wide
range of dimensionless times. Improved forms of recursive formulas have been presented
by Kagawa et al. [26] and Schohl [27], respectively:

τu(t + ∆t) ≈ 2µ

R ∑j
i=1


yi(t) · e−ni ·∆t̂ + mi · e−ni ·( ∆t̂

2 ) ·
[
v(t+∆t) − vt

]

︸ ︷︷ ︸
yi(t+∆t)


, (23)

τu(t + ∆t) ≈ 2µ

R

j

∑
i=1




yi(t) · e−ni ·∆t̂ +
mi

∆t̂ · ni
·
[
1− e−ni ·∆t̂

]
·
[
v(t+∆t) − vt

]

︸ ︷︷ ︸
yi(t+∆t)




. (24)

Kagawa et al. [26] assumed that the integral of the weighting function can be approxi-
mated in the following form:

∫ t+∆t

t
eni · ν

R2 ·udu ≈ eni · ν
R2 ·(t+ ∆t

2 ) ·
∫ t+∆t

t
du. (25)

Schohl [27] calculated the same integral symbolically:

∫ t+∆t

t
eni · ν

R2 ·udu =
R2

ni · ν
·
[
eni · ν

R2 ·(t+∆t) − eni · ν
R2 ·t
]
. (26)

It is worth noting that in all efficient solutions the weighting function needs to be
written as a finite sum of exponential terms:

we f f . = mieni ·t̂. (27)

Recently, Vardy-Brown [40] pointed out an overlooked error in a classical computa-
tionally inefficient methodology of Equation (21) and suggested calculating the wall shear
stress by using the following equation:

τu =
2µ

R ∑n−1
j=1

[
(
vi,n−j+1 − vi,n−j

)
·
∫ j∆t̂

(j−1)∆t̂
w
(
t̂
)
dt̂

]
. (28)

That is why in this work a corrected solution of CBM is used, which is an effective
counterpart of the above-corrected Equation (28):

τu =
2µ

R ∑j
i=1

[
yi(t) · Ai + η · Bi ·

[
v(t+∆t) − v(t)

]
+ [1− η] · Ci ·

[
v(t) − v(t−∆t)

]]

︸ ︷︷ ︸
yi(t+∆t)

, (29)
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where: η—correction factor. The details of the derivation of Equation (29) can be found
in [28]. The constants in the formula above are calculated as follows:

Ai = e−ni ·∆t̂; Bi =
mi

∆t̂ · ni
· [1− Ai]; Ci = Ai · Bi, (30)

where: ni and mi—coefficients describing the effective weighting functions. The algorithm
for determining the values of these coefficients is presented in Appendix A. In this efficient
formula, Equation (29), the effective weighting function, does not need to have an extended
range of applicability in dimensionless time to correctly model transient flows. For the
dimensionless time range from 0 to ∆t̂, the integral for the effective weighting function
is replaced with either the integral from the classical laminar-flow weighting function
according to the Zielke Equation (19) or the turbulent-flow weighting function according
to Vardy-Brown Equation (20) (depending on the type of flow that takes place: laminar or
turbulent) as presented in Figure 3. In addition to the standard model in which the friction
term is calculated in the same way at each node of the numerical grid of characteristics, this
work also investigates a model lumping the unsteady friction factor only at the boundary
nodes of the pipe. The author of this approach is Johnston, who described its basics in [32].
The lumping of τu at the sections i = 1 and i = N + 1 significantly shortens the numerical
computational time, because in all other nodes calculations are based on the quasi-steady
solution (τq). However, this approach requires modification of the velocity values vM,c and
vN,c at the boundary nodes, as follows:

vM,c =
1
2

(
vM +

pM
ρc

)
; vN,c =

1
2

(
vN +

pN
ρc

)
, (31)
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Figure 3. Areas under classic and efficient weighting function for low dimensionless times.

Equation (31) is used to determine the lumped values of the wall shear stress at the
boundary nodes. This model has been recently investigated by Xu et al. [41] with an
objective to develop an ultrafast numerical solution based on a gridless scheme.

In some recent works [31,42], the impact of (i) the number of terms describing the
effective weighting function, (ii) the scope of applicability in dimensionless time, and
(iii) the lumped friction model, were analysed. The main conclusion from these studies
was that the time range of applicability of the effective weighting function in order to
model unsteady pressure events with sufficient accuracy should be from ∆t̂ to ∆t̂·103.
This indicates that the effective weighting functions do not need to be composed of many
exponential terms, as only two are sufficient and it is less than in the well-known effective
weighting function presented by Trikha [25]. In addition, Bergant et al. [43] found that CBM
cannot produce a small-frequency shift in pressure history observed in experimental results.

138



Water 2022, 14, 3151

This deficiency can be eliminated either by inclusion of the momentum correction factor in
the inertia term of Equation (3) or by using the measured pressure wave propagation speed.

4. Analysis of the Results

The experimental tests of Adamkowski and Lewandowski [29], in which a simple
water hammer event in a reservoir–pipeline–valve system occurred due to rapid closure
of the valve, were selected for our comparison analysis. A test stand was located at the
Institute of Fluid-Flow Machinery in Gdańsk, Poland, the main element of which was a
long metal copper pipe. The pipe was 98 m long and a large part of it was wound on a steel
cylinder (with a diameter of about 1.6 m; please note that pipe was rigidly mounted to the
cylinder coating in order to minimise its vibrations), as can be seen in Figure 4. Horizontal
parts of the pipeline (not coiled) were constrained with the help of steel clamps, spaced
at about every 0.4 m to the concrete base of the laboratory. The upstream end tank is a
pressure reservoir with a capacity of 1.6 m3. Its main role was to maintain constant pressure
during steady-flow conditions and near-constant pressure under transient operation. The
test rig was equipped with absolute semiconductor pressure transducers (measuring range
from 0 to 4 MPa; transmitted frequency band from 0 to 2 kHz, and precision class equal to
0.2%), turbine flowmeter (range of 1.5 m3/h and precision class of 1%), ball valve (installed
between the quick-closing valve and flowmeter), and feed pump (with adjustable rotational
speed). The two elements mentioned (ball valve and feed pump) were used to adjust
required initial conditions in the system. A water hammer event was generated by a
quick-closing valve in which the closing time was minimised using a specially designed
spring driving mechanism.
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Detailed values describing the basic parameters of the experimental apparatus are
presented in Table 1, where: Tvc—valve full closing time; T—temperature; e—pipe wall
thickness. These parameters were used as input parameters in a proprietary computer
program written in the MATLAB environment.

Table 1. Test rig details.

L
[m]

D
[m]

e
[m]

Tvc
[s]

T
[°C]

ν
[m2/s]

ρ
[kg/m3]

98.11 0.016 0.001 0.003 22.6 9.493·10−7 997.65

Comparative analysis was performed for nine test cases. Additional details on the
boundary and initial conditions necessary to model these cases are summarized in Table 2.
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Table 2. Analysed flow cases.

Case v0 [m/s] Re0 [−] pR [Pa] c [m/s]

01 0.066 1100 1.265·106 1300
02 0.162 2750 1.264·106 1300
03 0.340 5750 1.265·106 1300
04 0.467 7900 1.253·106 1305
05 0.559 9400 1.264·106 1300
06 0.631 10,650 1.264·106 1303
07 0.705 11,900 1.263·106 1300
08 0.806 13,600 1.263·106 1300
09 0.940 15,850 1.264·106 1300

v0 and Re0—initial velocity and Reynolds number, respectively; pR—reservoir pressure.

Water hammer simulation, especially with the use of the classical full-convolutional
integral and its computationally ineffective solution, takes a long time. Therefore, the com-
parative studies were limited to computational time of t = 5.5 s. This time covers eighteen
water hammer periods (t/(4L/c)), more than enough for an adequate comparison study.

The influence of the mesh refinement of the method of characteristics on the ob-
tained results was also examined. The results obtained for the simplified CBM model
(SM—Equation (29)) and the lumped friction model (LFM—Equation (31)) were analysed
for meshes with the following densities: coarse mesh N = 32 (nodes ≈ 77,000); N = 52
(nodes ≈ 201,000), N = 102 (nodes ≈ 766,000), and very fine mesh N = 202
(nodes ≈ 2,989,000). The N parameter influences not only the mesh refinement along
its length, but also the time step ∆t, which determines the mesh refinement in time (due to
Courant–Friedrichs–Lewy CFL stability condition):

∆x = L/N and ∆t = ∆x/c. (32)

All the results using the classical computationally ineffective solution of the convolu-
tional integral (FULL CONV.) were realised only for N = 32. In this case, to perform 5.5 s
simulation required about an hour; thus, in order to save the time, it was decided not to
repeat these tests for fine meshes.

When analysing the results of experimental studies by Adamkowski and Lewandowski,
one can notice an atypical pressure peak at the first amplitude of all the runs (Figure 5) to a
value much higher than the predicted value, which can be calculated from the Joukowsky
Equation (1). These short-duration peaks at the first pressure amplitude plateau are most
probably the result of undesired mechanical vibrations produced by the valve closing
drive [44]. They are quickly damped out for all types of supports and are present only at
the first pressure pulse and do not influence further water hammer pressure oscillations.
The other reason for these peaks (initial disturbances) can be probably linked to the system
response due to the excitation from the step-load induced by the fast-closing valve [45]. An-
other source of such peaks can be explained to be the result of the type of valve used [46,47].
The use of the globe valve instead of the ball valve allows elimination of their presence in
experiments. These peaks, however, with the correct restraint of the valve and pressure
measurement sections, should not occur; therefore, the maximum pressure values from
these peaks are not taken into account in the quantitative analysis. The maximum bulk
pressure pulse is taken into consideration, as illustrated in Figure 5. At subsequent ampli-
tudes, the observed maximum pressure values and the times in which these maximums
appeared were taken into account (see Figure 6).
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Figure 5. Pressure overshoot at the first bulk pressure amplitude. 
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Figure 6. Analysed bulk pressure peaks in the quantitative comparison.

As an example, the simulation results (N = 102) for Case 02 (Re = 2750) are shown in
Figure 7. On the other hand, Figure 8 shows the enlargement of the three initial pressure
amplitude crests (Figure 8a) and valleys (Figure 8b). It can be seen that the LFM slightly
underestimates the pressure in the initial period of the water hammer event and delicately
distorts the valleys of these amplitudes. However, from the fourth amplitude to the
eighteenth amplitude, there is a reasonable match. The analysed quantitative parameters
were calculated from the following formulas:

Ep =
∑18

i=1

∣∣∣ pis−pie
pie

∣∣∣ · 100%

18
; Et =

∑17
i=1

∣∣∣ tis−tie
tie

∣∣∣ · 100%

17
. (33)

Note: In the time analysis, while calculating the Et parameters, the focus was on the
times of the peaks at successive amplitudes starting from the second (excluding first). It is
related to the registered fact of “overpressures” and their influence on this parameter on
the first amplitude; if they were taken into account, the error Et value would be distorted.

The final results of the Ep errors from all simulation tests are summarised graphically
(Figure 9), while the results of the Et errors are summarised in Table 3.
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Figure 9. Variation in Ep error coefficient for: (a) standard method (SM); (b) lumped friction
method (LFM).
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Table 3. Quantitative results of the Et coefficients.

Case
Velocity

[m/s]
SM—Standard Method LFM—Lumped Friction Method Full

Conv.N = 32 N = 52 N = 102 N = 202 N = 32 N = 52 N = 102 N = 202

01 0.066 1.72 1.59 1.49 1.49 1.82 1.66 1.54 1.53 1.48
02 0.162 0.96 0.82 0.70 0.70 1.02 0.87 0.75 0.75 0.66
03 0.340 0.92 0.78 0.67 0.66 0.98 0.84 0.73 0.72 0.63
04 0.467 1.10 0.97 0.86 0.85 1.16 1.02 0.91 0.90 0.86
05 0.559 1.16 1.03 0.93 0.91 1.22 1.09 0.98 0.97 0.86
06 0.631 0.94 0.81 0.71 0.69 1.00 0.87 0.77 0.75 0.69
07 0.705 0.72 0.61 0.50 0.48 0.78 0.65 0.56 0.54 0.48
08 0.806 1.32 1.21 1.11 1.09 1.39 1.26 1.16 1.14 1.01
09 0.940 1.03 0.92 0.82 0.80 1.10 0.98 0.88 0.85 0.86

Table 3 shows that the time consistency Et of the transient pressure waveforms sim-
ulated in the way proposed in this work was worse than the waveforms simulated with
the full-convolutional integral. However, it was noticed during the implementation of
these simulations that this disadvantage representing the simplified simulations can be
easily minimised. Namely, during the simulation for N = 32, assuming only one param-
eter other than in the case of the waveform simulated with the full convolution (ineffec-
tive), this parameter is a speed of pressure wave propagation c. Assuming the value of
ce = 1.01 * cfc (one percent higher) during effective simulations, a significant improvement
in the temporal consistency of the simulated waveforms is obtained (compare exemplary
results presented in Figures 10 and 11 for Case 09—Re = 15,850), while maintaining very
good agreement of the modelling of the maximum pressures (Figure 11). This necessity to
modify the speed of pressure wave propagation can be explained by the use of a simplified
weighting function in the calculations (made up of only two exponential terms). The quan-
titative results obtained from the additional simulations performed, presented in Figure 12,
also indicate the improvement of the compliance fit. This improvement confirms similar
findings by Bergant et al. [44].
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Figure 12. Variation in error coefficients: (a) Ep; (b) Et.

Completed extensive simulations have shown that modelling of hydraulic resistance
during water hammer using the SM does not have to be a very complicated issue. The
main conclusions of the research carried out are as follows:

- Use of simplified weighting functions, as shown in this paper, built from only two expo-
nential terms, guarantees the results of a high agreement with the experimental results;

- Division of the pipeline along its length into 52 computational reaches guarantees the
results with the lowest Ep errors;

- The smallest errors of parameter Et representing the time compliance of the simulated
amplitudes were obtained using the largest division, i.e., 202 elements. It should be
noted, however, that the application of a simple correction in the form of a slight
increase (decrease) in the value of the pressure wave speed c significantly reduces
this error.

Apart from the advantages, there are also disadvantages of the above-examined procedure:

- Necessity to use a constant time step (in a way, it is also a disadvantage of the
characteristics method);

- Necessity of one-time analytical calculation of appropriate values of the weighting
function coefficients (from the formulas presented in the Appendix A);

- Owing to the filtering of the upper range of the weighting function (from 103·t̂ to ∞),
this method can only be used for modelling water hammer. Thus, preliminary analyses
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showed that it is not suitable for modelling typically unidirectional flows (accelerated
and delayed).

Further work should be aimed at an attempt to completely replace the weighting
function built from a sum of exponential expressions with another simple function.

5. Conclusions

This paper investigates the performance of the computationally effective and accurate
convolutional-based unsteady skin friction model (CBM) developed recently by Urbanow-
icz [31]. The weighting function is constructed from just two exponential terms, although
then the coefficients mi and ni need to be calculated from the formulas given in the Ap-
pendix A. These coefficients are a function of the assumed dimensionless time step ∆t̂ in
the numerical method. The simplification of the weighting function in conjunction with
the corrected effective method for solving the convolution integral enables the determina-
tion of resistances from the final formulas of mathematical complexity similar to the IAB
model. Contrary to the IAB models, in the analysed CBM approach, there is no need to
calibrate the parameters describing the wall shear stress. A further possibility to simplify
the modelling of unsteady resistance may be to use a model that lumps unsteady friction at
the boundary nodes. The simulations carried out with the use of Johnston’s model showed
that the analysed transient waveforms were simulated with sufficient compliance with
this model, which also used the two-term weighting function. Thus, we do hope that the
validated simplifications of the CBM model implemented in this paper will find wider
practical application, for example, in commercial programs for modelling transient flows in
hydraulic pipe networks.
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Nomenclature

Ai, Bi and Ci unsteady friction coefficients (-)
c pressure wave speed (m/s)
D pipe internal diameter (m)
Ep and Et pressure and time compliance parameters (%)
e pipe-wall thickness (m)
f transient friction factor (-)
fq Darcy–Weisbach friction factor (-)
g acceleration due to gravity (m/s2)
j imaginary unit (-)
k empirical unsteady friction coefficient of the IAB model (-)
L pipe length (m)
mi and ni frictional weighting function coefficients (-)
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N number of computational reaches (-)
p pressure (Pa)
pR reservoir pressure (Pa)
R pipe internal radius (m)
Re0 initial Reynolds number (-)
s Laplace parameter (1/s)
T temperature in Celsius degrees (◦C)
t time (s)
u dummy variable (s)
Wh water hammer number (-)
w weighting function of unsteady friction (-)
v average flow velocity (m/s)
v0 initial liquid velocity (m/s)
x space coordinate (m)
yi time dependent historical velocity effect (m/s)
∆t numerical time step (s)
∆t̂ dimensionless time step (-)
∆x numerical spatial step (m)
∆v velocity change at the valve (m/s)
ε pipe-wall roughness (m)
η correction factor of unsteady friction (-)
κn nth zeros of the Bessel function of type J2 (-)
µ dynamic viscosity (Pa·s)
µ′ second viscosity coefficient (Pa·s)
ν kinematic viscosity of liquid (m2/s)
ρ liquid density (kg/m3)
τ wall shear stress (Pa)
Acronyms
CBM convolution-based model
CFM Courant–Friedrichs–Lewy condition
CORR corrected
EXP experimental
FULL CONV ineffective solution of the convolutional integral
HDPE high-density polyethylene
IAB instantaneous acceleration-based model
LFM lumped friction method
MOC method of characteristics
PVC polyvinyl chloride
SM standard method

Appendix A. Estimation of the Weighting Function Coefficients

The estimation of the weighting function coefficients is performed at the initial stage
of transient simulations (set-up of the initial conditions) by the following procedure:

I. First calculate the constant time step ∆t, next the dimensionless time step:

∆t̂ = ∆t · ν

R2 =
Wh
N

, (A1)

where: Wh = νL
cR2 is a water hammer number.

II. When a dimensionless time step is known, calculate efficient weighting function
coefficients m1, m2 and n1, n2 (for a simplified two-term function):

(a) m1 calculation when ∆t̂ ≤ 10−4:

m1 = 0.03234 · ∆t̂−0.5 + 48.35 · ∆t̂0.5437 + 9.717 · ∆t̂3.85 − 1.318, (A2)

m1 calculation when ∆t̂ > 10−4:
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m1 = 0.148 · exp
(
−∆t̂ · 188.8

)
+ 0.3227 · exp

(
−∆t̂ · 1316

)
+ 0.8039 · exp

(
−∆t̂ · 5728

)
+ 2.458 · exp

(
−∆t̂ · 19, 270

)
+ 1, (A3)

(b) m2 calculation when ∆t̂ ≤ 10−4:

m2 = 0.1963 · ∆t̂−0.5 + 2.88 · ∆t̂3.575 − 0.2661 · ∆t̂5.276 − 0.2351, (A4)

m2 calculation when ∆t̂ > 10−4:

m2 = 2.214 · exp
(
−∆t̂ · 62.02

)
+ 4.155 · exp

(
−∆t̂ · 386.6

)
+ 7.929 · exp

(
−∆t̂ · 2191

)
+ 20.485 · exp

(
−∆t̂ · 12, 570

)
+ 1, (A5)

(c) n1 calculation when ∆t̂ ≤ 10−5:

n1 = 0.001476 · ∆t̂−1 + 0.1203 · ∆t̂−0.5 + 526.7 · ∆t̂0.5567 + 6.091, (A6)

n1 calculation when ∆t̂ > 10−5:

n1 = 9.317 · exp
(
−∆t̂ · 4459

)
+ 87 · exp

(
−∆t̂ · 29, 320

)
+ 188.1 · exp

(
−∆t̂ · 104, 300

)
+ 477.43 · exp

(
−∆t̂ · 290, 500

)
+ 26.3744, (A7)

(d) n2 calculation when ∆t̂ ≤ 10−4:

n2 = 0.09021 · ∆t̂−1 + 0.382 · ∆t̂−0.4592 + 218.1 · ∆t̂0.2615, (A8)

n2 calculation when ∆t̂ > 10−4:

n2 = 56.56 · exp
(
−∆t̂ · 79.71

)
+ 136.5 · exp

(
−∆t̂ · 489.6

)
+ 396.7 · exp

(
−∆t̂ · 2880

)
+ 1903.3 · exp

(
−∆t̂ · 15, 760

)
+ 70.8493. (A9)

III. Calculate correction coefficient η:

(a) For laminar flow when ∆t̂ ≤ 0.02:

η =

[
2 ·m1z · ∆t̂0.5 + m2z · ∆t̂1 +

(
2
3

)
·m3z · ∆t̂1.5 +

(
1
2

)
·m4z · ∆t̂2 +

(
2
5

)
·m5z · ∆t̂2.5 +

(
1
3

)
·m6z · ∆t̂3

]

∑2
i=1

mi
ni
·
(

1− e−ni ·∆t̂
) , (A10)

where: m1z = 0.282095; m2z = −1.25; m3z = 1.057855; m4z = 0.9375; m5z = 0.396696; and
m6z = −0.351563.

For laminar flow when ∆t̂ > 0.02:

η =
C1 + C2

∑2
i=1

mi
ni
·
(

1− e−ni ·∆t̂
) , (A11)

where:

C1 = 2 ·m1z · 0.020.5 + m2z · 0.021 +

(
2
3

)
·m3z · 0.021.5 +

(
1
2

)
·m4z · 0.022 +

(
2
5

)
·m5z · 0.022.5 +

(
1
3

)
·m6z · 0.023, (A12)

C2 = ∑5
i=1

(
1− e−niz ·∆t̂

)

niz
−∑5

i=1

(
1− e−niz ·0.02)

niz
, (A13)

and: n1z = 26.3744; n2z = 70.8493; n3z = 135.0198; n4z = 218.9216; and n5z = 322.5544;

(b) For turbulent flow (Re > 2320):
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η =
A∗ ·

√
π
B∗ · er f

(√
∆t̂ · B∗

)

∑2
i=1

mi
nis
·
(

1− e−nis ·∆t̂
) , (A14)

where:

A∗ =

√
1

4π
; B∗ =

Reκ

12.86
; κ = log10

(
15.29/Re0.0567

)
, (A15)

nis is scaled coefficient using a universal scaling procedure:

n1s = n1 − 171.6545 + B∗; n2s = n2 − 171.6545 + B∗. (A16)

IV. Calculate the constants in the efficient solution of convolution integral

A1 = e−n1·∆t̂; B1 =
m1

∆t̂ · n1
· [1− A1]; C1 = A1 · B1, (A17)

A2 = e−n2·∆t̂; B2 =
m2

∆t̂ · n2
· [1− A2]; C2 = A2 · B2 . (A18)

Finally, the temporary unsteady friction factor during simulations is calculated by the
following equation:

f(t+∆t) = fq,(t+∆t) +
32ν

D
∣∣∣v(t+∆t)

∣∣∣v(t+∆t)

·
2

∑
i=1

[
yi(t) · Ai + η · Bi ·

(
v(t+∆t) − v(t)

)
+ (1− η) · Ci ·

(
v(t) − v(t−∆t)

)]

︸ ︷︷ ︸
yi(t+∆t)

(A19)

Note that:

• when calculated velocity is in range −10−5 < v < 10−5, assume v = −10−5 if it has a
minus sign and v = 10−5 when it has a positive sign (to avoid division by zero);

• select optimal number of grid points through the pipe axis; it should generally not
exceed N = 52;

• set yi(t) = 0 as an initial condition (for steady flow).
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Abstract: This paper experimentally and numerically investigates the water hammer phenomenon in
serially connected steel and HDPE pipes with different diameters. The aim of the laboratory tests
was to obtain the time history of the pressure head at the downstream end of the pipeline system.
Transient tests were conducted on seven different pipeline system configurations. The experimental
results show that despite the significantly smaller diameter of the HDPE pipe compared to the
steel pipe, introducing an HDPE section makes it possible to suppress the valve-induced pressure
surge. By referring to the results of the experimental tests conducted, the comparative numerical
calculations were performed using the fixed-grid method of characteristics. To reproduce pressure
wave attenuation in a steel pipe, Brunone-Vitkovský instant acceleration-based model of unsteady
friction was used. To include the viscoelastic behavior of the HDPE pipe wall, the one-element Kelvin–
Voigt model was applied. By calibrating the unsteady friction coefficient and creep parameters,
satisfactory agreement between the calculated and observed data was obtained. The calibrated values
of parameters for a single experimental test were introduced in a numerical model to simulate the
remaining water hammer runs. It was demonstrated that using the same unsteady friction coefficient
and creep parameters in slightly different configurations of pipe lengths can be effective. However,
this approach fails to reliably reproduce the pressure oscillations in pipeline systems with sections of
significantly different lengths.

Keywords: water hammer; hydraulic transients; serially connected pipes; unsteady friction;
viscoelasticity

1. Introduction

Any rapid alteration in the fluid flow velocity results in a pressure wave that propa-
gates through the pipeline system. Such events, known as hydraulic transients or water
hammer, can cause serious problems. It is well known that violent pressure surges may lead
to pipe bursts, hydraulic device failures or water contamination [1,2]. Due to the fact that
pipeline systems are subjected to a wide variety of operating conditions, transient flows
commonly occur. For this reason, in recent decades, numerous studies have been conducted
on this topic. In practice, pressurized fluid distribution systems often consist of serially
connected pipes with different properties, i.e., different pipe-wall materials and different
diameters. Nevertheless, to date, only a few researchers have addressed the problem of
hydraulic transients in complex multi-pipe systems.

Gong et al. [3] investigated the possibility of replacing a metallic pipe with a plastic
section in order to attenuate the pressure waves. They demonstrated that it is feasible
to mitigate pressure surges in water distribution systems if the branch that links the
transient source and the water main is connected to a plastic section instead of steel
pipe. Garg and Kumar [4] studied the water hammer in a pipeline with two different
materials and their combined configuration and reported that pipes made of viscoelastic
material can be used to renovate existing water pipelines to effectively control the water
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hammer. Triki [5] proposed a protection technique based on replacing a short section
of the transient sensitive regions of the existing piping system by another one made of
polymeric material. Ferrante [6] investigated the effect of the junction between two pipes
with different polymeric materials on the transient pressure wave and proved that the
reflection coefficient at the junction between the two pipes depends on the viscoelastic
parameters and on the transient time-history. Bettaieb et al. [7] studied the performance of
metallic–polymeric pipe configurations under transient conditions caused by pump failure
and demonstrated that wave reflections from junction connections significantly affect the
pressure wave in water distribution systems.

Despite this interest, no one—to the best of our knowledge—has studied the water
hammer phenomenon in a serially connected steel–plastic pipeline system with significantly
different inner diameters and for several different lengths of each section. The present
work aimed to experimentally and numerically investigate a valve-induced water hammer
phenomenon in serially connected pipes with different properties, in terms of both the pipe
dimensions and the pipe-wall material. The measurements were taken on a setup from
which it was possible to collect transient data in a pipeline that consisted of steel and high-
density polyethylene (HDPE) sections connected in series. Moreover, the experiments were
carried out for various lengths of steel and HDPE sections, while maintaining a constant
total length of the pipeline system. By referring to the results of the conducted experimental
tests, the comparative numerical calculations were performed using the fixed-grid method
of characteristics.

This paper is divided into six sections. In the second section, some theoretical aspects
of hydraulic transients in pressurized pipes are presented. Experimental tests are outlined
in the third section. Numerical calculations are addressed in Sections 4 and 5. Conclusions
are drawn in the final section.

2. Mathematical Description of Hydraulic Transients in Pressure Pipes

The 1D unsteady pressure pipe flow is governed by the system of first-order hyperbolic
partial differential equations resulting from mass and momentum conservation [8]:

∂V
∂t

+ V
∂V
∂x

+ g
∂H
∂x

+ f
V|V|
2D

= 0 (1)

∂H
∂t

+ V
∂H
∂x

+
c2

g
∂V
∂x

= 0 (2)

where f is the friction factor (−), c is the pressure wave velocity (m/s), H is the piezometric
head (m), V is the mean flow velocity (m/s), g is the gravity acceleration (m/s2), x is the
space coordinate (m), t is time (s), and D is the internal pipe diameter (m).

Equation (1) is the momentum equation and Equation (2) is called the continuity
equation. In classic (elastic) water hammer theory, the pressure wave velocity is defined by:

c =

√√√√
K
ρ

1 + α KD
Es

(3)

where α is the parameter dependent on the pipe diameter and constraints (−), K is the bulk
modulus of elasticity of the liquid (Pa), ρ is the fluid density (m3/s), E is the modulus of
elasticity of the pipe-wall material (Pa) and s is the pipe-wall thickness (m).

Traditionally, transient analyses were carried out by incorporating a steady or quasi-
steady friction factor into the momentum equation. It is well known that this approach
overestimates pressure oscillations during fast transient events [9]. For this reason, the
efforts of many researchers have been focused on identifying the dynamic effects accounting
for pressure wave damping. Generally, two types of models have been proposed in
the literature to reduce discrepancies between the measurements and calculation results:
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unsteady friction models and viscoelastic models. In the following subsections, the models
used in this paper were briefly described.

2.1. Unsteady Friction

In general, two approaches are widely used to take into account unsteady friction:
the weighting function-based (WFB) method and instantaneous acceleration-based (IAB)
method. The WFB method involves including the friction term in the form of convolution
related to the instantaneous flow velocity and to the weighted past velocity changes. This
approach, first proposed by Zielke [10] for unsteady laminar flow, was later adapted
for transient turbulent flow [11,12]. In the IAB method, the unsteady friction coefficient
depends on the local and instantaneous convective acceleration of flowing liquid. Due
to its simplicity, probably the best-known example of this method is the model proposed
by Brunone [13,14] and later improved by Vítkovský [15] by including an additional
sign operator in the convection term. To date, Brunone-Vítkovský model is the only
unsteady friction model used in some of the available commercial software tools for
simulation of hydraulic transients [16]. In this approach, the friction factor is given by the
following equation:

f = fq +
kV

V|V|

(
∂V
∂t

+ csign(V)

∣∣∣∣
∂V
∂x

∣∣∣∣
)

(4)

where fq is the quasi-steady friction factor (−), kV is the unsteady friction coefficient (−)
and sign(V) = (+ 1 for V > 0 or −1 for V < 0).

The sign term in Equation (4) gives the correct sign of the convective term for all possi-
ble flow [17]. The presented approach combines local inertia and wall friction unsteadiness.
In order to analytically determine kV, the Vardy and Brown shear decay coefficient can be
used [18]:

kV =

√
C∗
2

, (5)

where for laminar flow, C* is equal to:

C∗ = 0.00476 (6)

and for turbulent flow, C* is given by:

C∗ = 7.41

Relog (14.3/Re0.05)
, (7)

where Re—Reynolds number (−).
Issues regarding the compliance of the measurement data and the calculation results

using this particular unsteady friction model are discussed in Section 5. More details on
unsteady friction modeling can be found in [17,19].

2.2. Viscoelastic Behavior of Polymer Pipes

In contrast to elastic materials, viscoelastic materials exhibit a retarded strain after initial
instantaneous strain upon applied loading [20]. For this reason, the classic formulation of
the continuity equation is no longer suitable for describing unsteady flow in polymer pipes.
Polymers exhibit both elastic and viscous characteristics. In order to correctly mathematically
describe this property, the response of viscoelastic material is often represented by the me-
chanical response of an elastic spring connected to the viscous dashpot [21]. This approach,
known as “mechanical analogs”, is widely used in simulating hydraulic transients in plastic
pipes. Figure 1 presents the scheme of the generalized Kelvin–Voigt model.
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Figure 1 shows a series of N Kelvin–Voigt elements with a modulus of elasticity Ek
(subscript k denotes the number of a particular element), viscosity of µk, creep compliance
Jk = 1/Ek and compliance J0 = 1/E0. The creep function corresponding to the generalized
Kelvin–Voigt model is given by:
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term to the continuity equation [22,23]:
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+
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2c2

g

N

∑
k=1
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where ε—radial strain of the k-th Kelvin–Voigt element (−).
Equation (9) and Equation (1) describe the unsteady fluid flow in polymer pipes.

Further detailed mathematical description of the 1D viscoelastic behavior of polymer pipes
during transient flow can be found, e.g., in [23–25]. The analysis of transients in viscoelastic
pipelines by means of 2D Kelvin-Voigt model is detailed in [26,27].

3. Laboratory Tests

The aim of the experiments presented in this paper was to record pressure changes
during a valve-induced water hammer in a horizontal pipeline system that consists of
serially connected pipes with different pipe-wall materials, with different inner diame-
ters and with different lengths. Transient data were collected on a laboratory setup that
consisted of three essential elements: a pressure tank, pipeline with fittings, and data
acquisition system. Two different conduits were used—steel pipe with an inner diameter of
DS = 0.053 m and HDPE pipe with an inner diameter of DP = 0.032 m and wall thickness
of sP = 0.0024 m (DS/DP = 1.65). In order to capture the influence of the length of each
section on pressure changes, tests were performed for different proportions of the length
of both pipes, keeping the total length of the system constant. To reduce complexity, the
order in which the pipes were fitted was always the same, i.e., the steel pipeline was always
connected to the pressure tank that supplied the system. The scheme of the laboratory
setup is presented in Figure 2.
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plastic pipes [28], the experiments were conducted, taking care to maintain a constant wa-
ter temperature (19 °C) for each system configuration. The water hammer was initiated 
by a manual valve closure. For each run, the registered valve closing time was between 
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in the HDPE pipe (m/s). 

It is worth highlighting that the internal diameters of the pipes used in this setup 
differ significantly. Hence, for a given initial discharge, the mean flow velocity in the plas-
tic section is much higher than that in the steel section. Since the plastic section is located 
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Figure 2. Laboratory setup: 1—pressure tank; 2—Bourdon pressure gauge; 3—water supply system;
4—pressure sensor; 5—valve initiating water hammer; 6—inductive flowmeter; 7—regulating valve;
8—data logger; 9—laptop; LS—length of the steel section (m); LP—length of the plastic (HDPE)
section (m); LT—total length of the pipeline system (m).

The valve that initiated the water hammer as well as the pressure sensor were con-
nected to the short steel section at the downstream end of the pipeline system with the
same diameter as the main steel pipe. The distances between the end of the HDPE pipe
and pressure sensor (element 4 in Figure 2) and between the end of the HDPE and the
valve (element 5 in Figure 2) were 10 cm and 30 cm, respectively. All pipeline sections were
rigidly fixed to the floor. The data acquisition system consisted of an inductive flowmeter,
a piezoresistive pressure sensor with the range of −0.1–1.2 MPa, and a valve closing timer
connected to the laptop through a data logger. Pressure samples were recorded with a
frequency of 500 Hz. As mentioned before, the main goal was to perform water hammer
tests for different lengths of steel and HDPE sections. Six different steel–plastic configu-
rations were considered. An additional water hammer run was conducted in a straight
steel pipeline (without any HDPE section). Overall, seven different configurations of the
pipeline systems were considered. In order to be able to compare individual experiments,
for each pipeline system configuration, the water hammer phenomenon was initiated for
a constant steady-state discharge of approximately 9.167 × 10−4 m3/s. Due to the fact
that the water temperature significantly affects the pressure wave during transient flow
in plastic pipes [28], the experiments were conducted, taking care to maintain a constant
water temperature (19 ◦C) for each system configuration. The water hammer was initiated
by a manual valve closure. For each run, the registered valve closing time was between
0.04–0.11 s. The main parameters of the pipeline system along with the values of the mean
flow velocity during steady flow conditions are listed in Table 1.

Table 1. Dimensions of the pipeline system in each configuration and steady state flow parameters.

System
Config.

LS
(m)

LP
(m)

LT
(m)

LS/LT
(%)

V0S
(m/s)

V0P
(m/s)

#1 15.75 32.35 48.10 33 0.43 0.97
#2 18.90 29.20 48.10 39 0.42 0.95
#3 25.15 22.95 48.10 52 0.41 0.93
#4 31.40 16.70 48.10 65 0.41 0.93
#5 39.15 8.95 48.10 81 0.42 0.95
#6 45.40 2.70 48.10 94 0.41 0.93
#7 48.10 0.00 48.10 100 0.42 0.95

Note: where V0S—initial steady flow velocity in the steel pipe (m/s); V0P—initial steady flow velocity in the
HDPE pipe (m/s).
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It is worth highlighting that the internal diameters of the pipes used in this setup
differ significantly. Hence, for a given initial discharge, the mean flow velocity in the plastic
section is much higher than that in the steel section. Since the plastic section is located at
the downstream side of the pipeline system and connected near the valve that initiates
unsteady flow, this consequently translates into a higher pressure increase during a water
hammer event. In order to compare the pressure signals obtained in each water hammer
run, the collected transient data are summarized in Figure 3.
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As expected, it is apparent from Figure 3 that, with the increase in the share of the
steel section in the total length of the pipeline system, the mean pressure wave velocity
of the entire pipeline system increases. This can be observed as each subsequent pressure
signal shifts to the left, i.e., the return time of the wave reflected from the tank shortens.
Interestingly, even despite the much higher initial flow velocity in the HDPE section than
in the steel section (during steady state conditions V0P/V0S = 2.26), the maximum pressure
increase in each system configuration with a plastic section (systems from #1 to #6) is lower
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than that in the steel pipeline (system #7). This is due to the viscoelastic properties of
the HDPE pipe, which result in less severe transients for the same flow change compared
to steel pipe. It can be observed in Figure 3e,f that the second positive pressure peak
recorded in system #6 (red line) is practically the same as the first one. Apparently, for
this particular LS/LT ratio, the overlapping of pressure waves due to sudden pipeline
contraction occurs. Furthermore, similarly to the results of water hammer experiments in
viscoelastic pipeline systems with sudden cross-section changes [29,30], the effect of the
diameter change is only visible in the first phases of pressure oscillations. Unlike in the case
of water hammer in a steel pipeline with sudden contractions and expansions [31], after a
couple of consecutive amplitudes, the pressure wave becomes smoothed and resembles
oscillations in a simple, single-diameter pipeline. In order to compare differences in the
first pressure peak, transient data obtained from all runs are compiled in Figure 4.
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Figure 4. First phase of pressure oscillations registered during all water hammer runs.

In Figure 4, it can be observed that, in the case of water hammer in systems #1 and #2
(gray and green lines), the H(t) curve becomes almost horizontal for the first half period of
the reflection wave. This is typical for viscoelastic pipeline systems and indicates that the
pipe-wall material creeps greatly at this time interval [32]. In each case, the interference of
pressure waves resulting from the cross-section change is visible. After the first pressure
peak, an increase in the pressure level can be observed, which results from the transmission
of the pressure wave from a steel section (large diameter) through an HDPE section (small
diameter). This effect becomes more significant as the length of the steel section increases,
which also affects the maximum pressure rise more. In the pipeline system #1, which has
the longest HDPE section, the observed maximum pressure increase is ∆Hmax = 31.62 m,
whereas in the steel pipeline (system #7), ∆Hmax = 48.28 m (where ∆Hmax = Hmax − H0).
Changes in the dimensionless maximum pressure increase (Hmax/H0) as a function of the
LS/LT ratio are presented in Figure 5.
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Figure 5. Values of dimensionless maximum pressure increase as a function of LS/LT.

Figure 5 shows a clear trend in the increase in the maximum pressure caused by the
lengthening of the steel section. This result indicates that using an in-line polymeric pipe
section in order to suppress pressure surges is also possible for pipes with significantly
smaller internal diameter compared to the diameter of the original pipe. Evidently, the
larger the diameter and longer the length of the polymeric section, the better the pressure
wave damping that can be obtained. However, in some fluid distribution systems, increas-
ing the mean flow velocity may be advantageous (e.g., hydraulic transportation systems).
In order to analyze the influence of the length of each section on the pressure wave velocity,
an attempt to calculate its value was made. The pressure signal obtained from steel–HDPE
pipelines is distorted due to sudden cross-section changes. Pressure wave reflections are
especially visible in the initial phases of water hammer phenomenon. To minimize the
error in the calculation of c, the time difference between the occurrence of the fifth and sixth
pressure peaks was taken into account. The results of the calculations are presented as a
function of the LS/LT ratio in Figure 6.

Water 2022, 14, x FOR PEER REVIEW 8 of 18 
 

 

Figure 5. Values of dimensionless maximum pressure increase as a function of LS/LT. 

Figure 5 shows a clear trend in the increase in the maximum pressure caused by the 
lengthening of the steel section. This result indicates that using an in-line polymeric pipe 
section in order to suppress pressure surges is also possible for pipes with significantly 
smaller internal diameter compared to the diameter of the original pipe. Evidently, the 
larger the diameter and longer the length of the polymeric section, the better the pressure 
wave damping that can be obtained. However, in some fluid distribution systems, increas-
ing the mean flow velocity may be advantageous (e.g., hydraulic transportation systems). 
In order to analyze the influence of the length of each section on the pressure wave veloc-
ity, an attempt to calculate its value was made. The pressure signal obtained from steel‒
HDPE pipelines is distorted due to sudden cross-section changes. Pressure wave reflec-
tions are especially visible in the initial phases of water hammer phenomenon. To mini-
mize the error in the calculation of c, the time difference between the occurrence of the 
fifth and sixth pressure peaks was taken into account. The results of the calculations are 
presented as a function of the LS/LT ratio in Figure 6. 

 
Figure 6. Values of mean pressure wave velocities in tested systems as a function of LS/LT. 

As can be seen in Figure 6, for all steel‒HDPE pipeline configurations, the pressure 
wave velocity increases linearly with the increase in the LS/LT ratio. However, for a pipe-
line system without any HDPE section (system #7; LS/LT = 100%), there is a clear sudden 
increase in the value of pressure wave velocity. This effect is attributed to the method of 
determining the value of c presented on the right side of the plot. In principle, the experi-
mentally obtained H(t) signal is a harmonic function with a period equal to the pipeline 
period of reflection time. In order to calculate the pressure wave velocity, the time interval 
between successive maximum pressure peaks was taken into account. In fact, this is a 
measure of the phase speed, not a direct measure of the speed of sound. Despite the limi-
tations of this method of calculating c, Figure 6 to some extent illustrates the changes of 
pressure wave velocity due to the change in lengths of each section. Detailed discussion 
on the pressure wave velocity in pipeline systems can be found in [33].  

Further analysis of Figure 3 shows that, despite the differences in the values of ΔHmax 
and c in each water hammer run, the observed pressure wave decays at a similar rate for 
each steel‒HDPE configuration. In order to quantify the damping rate of each particular 
pipeline system, the logarithmic damping decrement can be calculated as [34]: 

δ
+

 
=   

 

1 ln m

m n

H
n H

 (10) 

Figure 6. Values of mean pressure wave velocities in tested systems as a function of LS/LT.

As can be seen in Figure 6, for all steel–HDPE pipeline configurations, the pressure
wave velocity increases linearly with the increase in the LS/LT ratio. However, for a
pipeline system without any HDPE section (system #7; LS/LT = 100%), there is a clear
sudden increase in the value of pressure wave velocity. This effect is attributed to the
method of determining the value of c presented on the right side of the plot. In principle,

158



Water 2022, 14, 3107

the experimentally obtained H(t) signal is a harmonic function with a period equal to the
pipeline period of reflection time. In order to calculate the pressure wave velocity, the time
interval between successive maximum pressure peaks was taken into account. In fact, this
is a measure of the phase speed, not a direct measure of the speed of sound. Despite the
limitations of this method of calculating c, Figure 6 to some extent illustrates the changes of
pressure wave velocity due to the change in lengths of each section. Detailed discussion on
the pressure wave velocity in pipeline systems can be found in [33].

Further analysis of Figure 3 shows that, despite the differences in the values of ∆Hmax
and c in each water hammer run, the observed pressure wave decays at a similar rate for
each steel–HDPE configuration. In order to quantify the damping rate of each particular
pipeline system, the logarithmic damping decrement can be calculated as [34]:

δ =
1
n

ln
(

Hm

Hm+n

)
(10)

where n is the number of subsequent pressure peaks used to calculate the damping decre-
ment and m is the number of the first pressure peak taken into account.

Calculated values of the logarithmic damping decrement for m = 1 and n = 10 are
presented in Figure 7.
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Figure 7 shows that the pressure magnitudes damped at similar rates for each steel–
HDPE pipeline system configuration as the calculated values of δ are between 0.174 and
0.221. As anticipated, the weakest damping of the pressure wave was obtained for the
pipeline without any HDPE section (δ = 0.087). It should be noted that no clear corre-
lation between the length of each section and the logarithmic damping decrement was
revealed. This is probably due to the cross-section changes, which cause the initial pressure
amplitudes not to be damped regularly.

4. Water Hammer Solver

To numerically model the water hammer events obtained during the laboratory tests, a
hydraulic transient solver that is able to take into account both the pipe-wall viscoelasticity
and unsteady friction presented in [35,36] was used. Here, for brevity, only its simplified
description is given.
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In most practical cases, the convective acceleration terms V(∂V/∂x) and V(∂H/∂x)
are negligibly small [37]. Hence, simplified governing equations are usually used to
numerically simulate hydraulic transients:

∂H
∂t

+
c2

gA
∂Q
∂x

+
2c2

g

N

∑
k=1

∂εk
∂t

= 0 (11)

∂Q
∂t

+ gA
∂H
∂x

+
f Q|Q|
2DA

= 0 (12)

where Q is the volumetric flow rate (m3/s).
This set of differential equations was solved using the fixed-grid method of character-

istics with a specified time interval. A fragment of the uniformly spaced computational
grid is presented in Figure 8.
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The unknown values of pressure and discharge are calculated from positive and
negative characteristics equations:

C+ : Qi,t = CP − Ca+Hi,t (13)

C− : Qi,t = CN + Ca−Hi,t (14)

where CN, Ca+, CP, and Ca− are known coefficients used to describe the steady-state friction,
the unsteady friction, and viscoelasticity of the pipe-wall material, respectively.

In general form, these coefficients are defined as:

CP =
Qi−1,t−1 + BHi−1,t−1 + C′P1 + C′′P1 + C′′′P1

1 + C′P2 + C′′P2
(15)

CN =
Qi−1,t−1 + BHi−1,t−1 + C′P1 + C′′P1 + C′′′P1

1 + C′P2 + C′′P2
(16)

Ca+ =
B + C′′′P2

1 + C′P2 + C′′P2
(17)

Ca− =
B + C′′′N2

1 + C′N2 + C′′N2
(18)

where parameter B, defined as B = gA/c, depends on the fluid and pipe properties.
In Equations (15)–(17), indexes ′, ′′ and ′′′ refer to steady-state friction, unsteady

friction, and viscoelasticity, respectively. In order to model the pipeline systems used in the
experiments, for each section (steel and HDPE), individual computational grids connected
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with series junction were created. For both sections, steady-state friction was taken into
account. For first-order accuracy calculations, the values of C′P1 and C′N1 are equal to:

C′P1 = −R∆t|Qi−1,t−1|Qi−1,t−1, (19)

C′N1 = −R∆t|Qi+1,t−1|Qi+1,t−1. (20)

Apart from the steady-state friction term, in each section, different dynamic effects
were taken into account. In the steel pipe, Brunone-Vitkovský IAB unsteady friction
model described in Section 2.1 was applied. For the HDPE section, unsteady friction
was neglected and only the viscoelastic behavior of the pipe-wall material was taken into
account. Descriptions of the remaining CN, Ca+, CP, and Ca− coefficients for each section of
the pipeline are listed in Table 2.

Table 2. Coefficients CN, Ca+, CP, and C a− are used to model each section of the pipeline.

Steel Section

C′′P1 = kvθQi,t−1 − kv(1− θ)
(
Qi−1,t−1 −Qi−1,t−2

)
−

kvsgn
(
Qi−1,t−1

)∣∣Qi,t−1 −Qi−1,t−1
∣∣ (21)

C′′N1 = kvθQi,t−1 − kv(1− θ)
(
Qi+1,t−1 −Qi−1,t−2

)
−

kvsgn
(
Qi+1,t−1

)∣∣Qi,t−1 −Qi+1,t−1
∣∣ (22)

C′′P2 = C′′N2 = kvθ (23)
C′′′P1 = C′′′N1 = C′′′P2 = C′′′N2 = 0 (24)

HDPE Section

C′′P1 = C′′P2 = C′′N1 = C′′N2 = 0 (25)

C′′′P1 = −C′′′N1 = −2cA∆t
N
∑

k=1

{
−C0

Jk
τk

Hi,0 + C0
Jk
τk

[
1−

(
1− e−∆t/τk

)
τk
∆t

]
Hi,0+

−C0
Jk
τk

[(
1− e−∆t/τk

)
τk
∆t − e−∆t/τk

](
Hi,t−1 − Hi,0

)
− e−∆t/τk

τk
εk(i,t−1)

(26)

C′′′P2 = C′′′N2 = 2cA∆tC0
N
∑

k=1

[
Jk
τk

(
1− e−∆t/τk

)]
(27)

C0 = αDSγ
2sP

, (28)

where γ—volumetric weight of the fluid (kg/m3); θ—relaxation coefficient dependent on a
numerical scheme (in our calculations, θ = 1).

Boundary conditions were applied according to [2]. In the first node, a constant level
upstream reservoir was assumed. As mentioned before, the connection node between two
pipeline sections was defined as a series junction. In the last node, the downstream valve
boundary was used, with the relative valve closing function defined as:

τ =

(
1− t

tc

)2
(29)

where tc—valve closing time (s).

5. Numerical Calculations

The aim of the numerical calculations was to simulate the water hammer runs that
were conducted during the experimental study. In all cases, the experimental values of
the flow rate, initial pressure, and valve closing time were used as input. The observed
pressure signals were used to calibrate the numerical model, i.e., to determine the values of
the unsteady friction coefficient and creep parameters that reproduce the observed pressure
oscillations. Calibrated values of the parameters for a single experimental test were later
introduced in a numerical model to simulate the remaining runs.

The procedure of the numerical calculations was as follows: in the first step, the
experiment concerning the water hammer in a steel pipeline without an HDPE section was
analyzed (system #7). At this stage, the unsteady friction coefficient kV was calibrated. In
the second step of numerical analysis, the pipeline system configuration with the longest
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HDPE section was considered (system #1). In order to simulate the dynamic effect of
pressure wave attenuation in the steel section, the earlier calibrated value of kV was used
as an input. The calibration of the model at this stage consisted of determining the creep
parameters of the HDPE section which provided good compliance between the observed
and calculated H(t) curve. In the third step, the simulations of the remaining experimental
configurations were made (systems #2–#6) by using the kV coefficient determined in the first
step and the creep parameters calibrated in the second step of the numerical calculations.

While calibrating the numerical model simulating system #7 (steel pipeline without
HDPE section), the lowest discrepancy between the experimental data and the results of
numerical calculations was obtained for the pressure wave velocity cS = 1195 m/s and
unsteady friction coefficient kV = 0.042. To obtain a stable solution, the CFL condition had to
be satisfied. Calculations were made for the space interval in the steel section of ∆xS = 1 m.
In order to obtain the Courant number as close as possible to unity, the time interval
∆t = 0.00083 s was applied (Ca = 0.99). For comparison, calculations were also performed
for kv determined using analytically derived shear decay coefficients (Equations (5) and (7)).
The results are presented in Figure 9.
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As can be seen in Figure 9a, the calculated pressure oscillations using kv determined
with the use of the shear decay coefficient over-predict successive amplitudes of the pressure
wave compared to the experimental data. The calibrated value of kv is exactly three times
higher than predicted with theoretical formulas. From Figure 9b, it is apparent that for
kv = 0.042, satisfactory agreement between the experimental and simulated H(t) curves
is obtained.

Turning now to simulating the transient response in the steel–HDPE configuration with
the longest plastic section (system #1), the calibration of creep parameters was performed
assuming the total number of Kelvin–Voigt elements equal to one. Although in [23] it was
indicated that the results obtained for N = 1 are poor, in other works, it was reported that it
is possible to obtain satisfactory agreement between the simulated and observed pressure
signal with the one-element model [38,39]. As the calibration was performed with a simple
“trial and error” method to minimize the square error between the calculated and observed
transient data, such simplification considerably facilitates the whole process. The best
compliance between the calculations results and measurements in system #1 was obtained
for J = 2.20 × 10−10 Pa and τ = 0.034 s. The value of the pressure wave velocity in the
HDPE section (also determined by “trial and error” method) used as an input was equal
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to cP = 300 m/s. To avoid numerical diffusion and dispersion, the space interval applied
for the HDPE section was ∆xP = 0.25 m (Ca = 0.99). In numerical calculations simulating
hydraulic transients in all steel–plastic configurations, the same value of space interval in
the steel section of ∆xS = 1 m and the time interval ∆t = 0.00083 s was applied.

In order to check the suitability of the previously calibrated parameters for pipeline
systems with different lengths of each section, calculations simulating tests in the remaining
configurations (systems #2–#6) were conducted. A comparison between the calculated and
measured pressure oscillations for all steel–HDPE configurations is presented in Figure 10.

The results in Figure 10a show that the approach adopted to simulate a valve-induced
water hammer event in the steel–HDPE pipeline can lead to satisfactory results in terms
of the simulated pressure oscillations compared to the measured data. It is worth noting
that although the phase shift and extreme pressure peaks are reasonably well reproduced,
the shape of the calculated first peak differs from the observed one (zoom in Figure 10).
This is probably due to the short steel section at the downstream end of the laboratory
setup in which the pressure sensor was connected, which was not taken into account in
the numerical model. Despite the fact that the distance from the end of the plastic pipe to
the pressure sensor was not long, the cross-section change at this section could distort the
observed pressure signal. Figure 10b shows that using the same unsteady friction coefficient
and creep parameters in a slightly different configuration of pipe section lengths can be
effective. The calculated pressure oscillations are similar to the experimental transient data
in terms of both the extreme pressures and the effective pressure wave velocity of the entire
pipeline system. However, systems #1 and #2 differ only slightly, as the proportion of the
length of the steel section to the total pipeline length (LS/LT) is equal to 33% and 39%,
respectively.

Figure 10c–f demonstrate that introducing parameters calibrated on a particular
pipeline system to a numerical model with significantly different lengths of each sec-
tion fails to predict the experimental data. Although the maximum and minimum pressure
peaks are well reproduced, the shape of the pressure signal differs distinctly. In Figure 10c,d,
the calculated effective pressure wave velocity is lower than the observed one as the simu-
lated signal shifts to the right. Interestingly, as can be seen in Figure 10e for LS/LT = 81%,
the calculated and experimental H(t) curves have the same pressure wave period time.
In the pipeline system with the longest steel section (Figure 10f), the calculated effective
pressure wave velocity is higher than the observed one.

Figure 10 shows that, as the share of the steel section in the total length of the pipeline
increases, the difference in the damping rate of the calculated and experimental pressure
oscillations becomes clearer, i.e., the calculated pressure wave decays faster than the
observed one. This is probably related to the fact that the viscoelastic pipe wall’s behavior
is more significant in a low-frequency pipeline system [40]. The calibrated values of the
creep parameters referred to the pipeline system with the longest HDPE section, in which
the pressure wave propagated at a relatively low speed. In such a pipeline system, the
plastic pipe has more time to dissipate the energy due to the viscous resistance of HDPE. As
observed in the experimental study, the elongation of the steel section causes the pressure
wave velocity to increase, and thus, the creep process of the plastic material is disturbed
by the returning (reflected from the tank) pressure wave sooner. As a consequence, there
is less time for the HDPE section to absorb the energy of the water. This result also
supports previous findings presented by Mitosek and Chorzelski [41] who experimentally
demonstrated that the pressure wave velocity in viscoelastic pipes strongly depends on
their length.
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pressure wave velocity, and the logarithmic damping decrement), calculated for both
experimental and numerical data, are compiled in Figure 11.
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Comparison of the pressure wave parameters shown in Figure 11 confirms the conclu-
sions drawn from the visual analysis of simulated and observed pressure signals. It should
be noted that, in all cases, values of the dimensionless pressure increase obtained on the
basis of experimental data are similar, although slightly lower than those obtained with
the use of the numerical model. Figure 11 also shows that, as the LS/LT ratio increases,
the mean velocity of the pressure wave increases at a different rate for the calculated and
observed H(t) curves. The greatest discrepancy can be seen in the logarithmic damping
decrement. Figure 11 illustrates the opposite trend of the change of δ with the increase in
the length of the steel section. As expected, experimental data indicate that as the LS/LT
ratio increases, the pressure wave decays slower. However, pressure oscillations calculated
for steel-pipeline systems tend to attenuate faster with the increase in the LS/LT ratio. This
indicates that the calibrated values of creep compliance and retardation time which referred
to the system with the longest plastic section are overestimated in terms of describing a
transient response in higher-frequency pipeline systems. The obtained results show that
calibrated creep parameters do not have any global character. Any alteration in the pipeline
system (e.g., shortening or lengthening of the plastic section in multi-pipe system) requires
these parameters to be recalibrated.

6. Conclusions

In this study, the water hammer phenomenon in serially connected steel and HDPE
pipes with different inner diameters was analyzed from both an experimental and a numer-
ical point of view. Laboratory tests were conducted on a simple tank–pipeline–valve model
and included different configurations of lengths of each pipe. The collected transient data
revealed that the maximum pressure increase linearly depended on the share of the steel
section in the total pipeline length. Despite the significantly smaller diameter of the HDPE
pipe compared to the steel pipe, introducing an in-line plastic section into the pipeline
system suppressed the valve-induced pressure surges.

In order to numerically simulate experimental water hammer events, a transient solver
which made it possible to take into account unsteady friction and the viscoelastic behavior
of the pipe wall was used. The combination of Brunone-Vitkovský IAB model applied to
the steel section and the one-element Kelvin–Voigt model accounting for the viscoelastic
properties of the HDPE pipe made it possible to obtain satisfactory agreement between the
calculated and measured pressure signals.
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Numerical parameters calibrated on a single pipeline system were introduced in a
numerical model to simulate the water hammer in different configurations of lengths of
steel and HDPE sections. It was demonstrated that this approach fails to reproduce the
observed H(t) curve for a pipeline system with significantly different lengths of each section.
From a practical standpoint, any change in the configuration of the pipeline system causes
requires the creep parameters to be recalibrated.

This research has raised many questions in need of further investigation. Future work
will concentrate on the performance of the WFB model of unsteady friction in numerical
models simulating the water hammer in steel–plastic pipeline systems. Moreover, the
influence of applying a different number of Kelvin–Voigt elements on simulating hydraulic
transients in multi-pipe systems will be examined.
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Abbreviations

Nomenclature
A cross-sectional area of water stream (m2)
c pressure wave velocity (m/s)
D pipe internal diameter (m)
E0 elastic bulk modulus of the spring (Pa)
Ek elastic bulk modulus of the k-th Kelvin–Voigt element (Pa)
f friction factor (−)
g gravity acceleration (m/s2)
H pressure head (m)
∆Hmax maximum pressure head increase (m)
J0 instantaneous creep compliance (Pa−1)
Jk creep compliance of the k-th Kelvin–Voigt element (Pa−1)
K bulk modulus of elasticity of the liquid (Pa)
kV unsteady friction coefficient (−)
L length of the individual pipe section (m)

m
the number of the first pressure peak taken into account to
calculate logarithmic damping decrement (−)

n
the number of subsequent pressure peaks used
to calculate damping decrement (−)

N total number of Kelvin–Voigt elements (−)
Q volumetric flow rate (m3/s)
s pipe-wall thickness (m)
t time (s)
tc valve closing time (s)
V mean flow velocity (m/s)
X space coordinate (m)
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∆t time interval (s)
∆x space interval (m)
α parameter dependent on pipe diameter and constraints (−)
γ volumetric weight of the fluid (kg/m3)
δ logarithmic damping decrement (−)
ε0 instantaneous (elastic) strain (−)
ερ retarded strain (−)

θ
relaxation coefficient for flow-time derivative calculation
in IAB model numerical scheme (−)

µκ viscosity of the k-th dashpot (kg/sm)
τκ the retardation time of k-th Kelvin–Voigt element (s)
Acronyms
IAB instantaneous acceleration-based model of unsteady friction
HDPE high-density polyethylene
WFB weighting function-based model of unsteady friction
Subscripts
i number of computational node
k number of Kelvin–Voigt element
S steel section
P HDPE section
0 steady-state flow parameter
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Abstract: Various potential causes of damping of pressure waves in water-hammer-like flows are
discussed, with special attention being paid to their qualitative influences on measured pressure
histories. A particular purpose is to highlight complications encountered when attempting to interpret
causes of unexpected behaviour in pipe systems. For clarity, each potential cause of damping is
considered in isolation even though two or more could exist simultaneously in real systems and
could even interact. The main phenomena considered herein are skin friction, visco-elasticity, bubbly
flows and porous pipe linings. All of these cause dispersive behaviour that can lead to continual
reductions in pressure amplitudes. However, not all are dissipative and, in such cases, the possibility
of pressure amplification also exists. A similar issue is discussed in the context of fluid–structure
interactions. Consideration is also given to wavefront superpositions that can have a strong influence
on pressure histories, especially in relatively short pipes that are commonly necessary in laboratory
experiments. For completeness, attention is drawn towards numerical damping in simulations and
to a physical phenomenon that has previously been wrongly cited as a cause of significant damping.

Keywords: damping; attenuation; water-hammer; pressure waves; wavespeed; unsteady friction;
fluid–structure interaction; wave superposition; valve closure

1. Introduction

The root causes of pressure surges in pipeline systems are well understood and the
analysis of them is a relatively mature subject. At first sight, it might be expected that
this would imply that systems can always be designed with high confidence whereas, in
practice, this is not the case. Likewise, it might be expected that, if a system does not behave
in the originally intended manner, it should be relatively straightforward to infer the reason
why. Again, however, this is not always the case; indeed, it is rarely so. One reason for this
is that many different phenomena can occur simultaneously and interact with one another.
Even if an engineer is well familiar with each individual phenomenon, it may be difficult
to predict the consequences of interactions or to recognise their relative importance—or
even their existence—in systems that are behaving in an unexpected manner.

In both cases, the task can be especially challenging when damping phenomena
cause significant changes in the amplitudes and/or shapes of the wavefronts propagating
through the systems. Accordingly, it is beneficial to have a clear understanding of the
potential sources of damping and their likely importance in any particular situation. This
paper is an attempt to summarise the common causes and to give a degree of guidance
on when they are likely to be significant. It is not intended as a review, and neither is it
intended to be comprehensive. These objectives would not be practicable, partly because
of space limitations, but also because of the author’s own ignorance, which has frequently
been exposed when attempting to unravel secrets that nature has hidden in unforeseen
behaviour. Indeed, identifying the causes of unwanted behaviour can be highly challenging
even for persons with much wider experience than the author.

1.1. Damping

The focus of this paper is on the so-called damping of pressure waves propagating
in an essentially one-dimensional (1-D) manner. For simplicity, most of the descriptions

Water 2023, 15, 385. https://doi.org/10.3390/w15030385 https://www.mdpi.com/journal/water
169



Water 2023, 15, 385

refer to pipes and these are assumed to be of a circular cross-section. However, many of
the phenomena are also observed in other contexts, notably free-surface flows. The term
‘damping’ is used generically. It usually implies a continuing reduction in amplitudes as
time evolves and it often also implies changes in the shapes of waves as they propagate.
Commonly, it is a consequence of phenomena that cause significant dissipation, but this is
not always the case. The examples given below also include cases where it results from
dispersive behaviour that, at least as a first approximation, simply redistributes energy. This
is not a trivial distinction. Dissipative phenomena always cause damping, and dispersive
phenomena often do so, but there are exceptions in which re-distributions of energy cause
superpositions that would not otherwise have occurred. Examples of this are given below.

In the context of water-hammer in pipelines, damping is usually beneficial. It can
enable strong disturbances to decay before the arrival of subsequent disturbances, thereby
reducing the potential consequences of superpositions. However, it is not always helpful.
For example, it complicates the application of leak-detection techniques based on intention-
ally created pressure waves. Even when the damping is not strong enough to prevent good
estimates of the locations of leaks or restrictions, etc., it may downgrade the reliability of
estimations of their sizes.

1.2. Outline of Paper

Most of this paper is devoted to presenting the causes of damping and to summarising
their consequences. Thereafter, attention is focussed on the use of this knowledge in
the assessment of measured pressures. In such cases, the outcomes are known, and
the challenge is to deduce what caused them. To avoid unnecessary complications, the
discussion centres on the flows in two simple geometrical configurations. One is the almost
trivial case of a single pipe along which a wave is travelling. The other is the classical
reservoir-pipe-valve system typically chosen in many studies of water-hammer. The first of
these is adequate for studies of phenomena in which significant damping occurs during the
propagation of individual waves. The second is more representative of studies undertaken
in laboratories. Typical practical applications include additional complications, of course,
such as networks, pumps, air valves, etc., but their inclusion herein would complicate and
extend this paper unnecessarily. Likewise, attention is focussed exclusively on individual
causes of damping, not on the many possible combinations thereof. This is important for
clarity of presentation, and it is also realistic. Although it will be common for two or more
causes of damping to exist simultaneously, it will be usual for one of these to be dominant
and the others to be of secondary importance.

For completeness, it is declared that the remainder of this paper focusses exclusively
on waves that may be regarded as travelling in a plane-wave manner. That is, they can be
represented with sufficient accuracy without taking account of the variations in pressure
over the pipe cross-section (even though lateral variations in axial velocity will exist). This
limitation will rarely, if ever, have significant consequences for persons assessing waves
caused by strong flow disturbances of the type that are usual in water-hammer-like flows,
i.e., resulting from events such as valve closure or pump trip. In such cases, low-frequency
components of waves are dominant. In some other types of application, however, high-
frequency components can be dominant. This is commonly the case in studies of acoustics,
and it is also important in specialist applications such as leak detection in pipelines. When
waves are of a sufficiently high frequency for their wavelengths to be shorter than a
few pipe diameters, cross-sectional variations in pressure become significant. Indeed, in
the case of waves with frequencies greater than well-known cut-off frequencies, radial
disturbances dominate axial ones. Many possible modes of vibration exist simultaneously
at any frequency, but plane-wave behaviour is strongly dominant at frequencies smaller
than, say, a quarter of the lowest cut-off frequency. Thereafter, radial modes rapidly increase
in importance and plane-wave components decay rapidly.

The scope of this paper is also limited to interpretations in the time domain. Again,
this is appropriate for the water-hammer-like flows at which this paper is targeted and
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in which low frequencies are dominant. In principle, however, it is possible to convert
time-domain histories into frequency-domain spectra and to interpret everything in the
context of frequency-dependence. This can be advantageous in particular applications, such
as leak and blockage detection, even when attention is directed primarily at frequencies
that are well below cut-off frequencies. It would be useful for another paper to discuss
damping in applications in which frequency-domain interpretations are more instructive
than time-domain ones. However, such a paper would need to be written by a different
author with a sufficiently deep knowledge of the assessment of frequency-dependent
damping in relevant applications.

Throughout this paper, the focus is on readily observable flow behaviour or, more
strictly, on readily measurable properties of the flow, especially on pressure histories. These
can be measured with a good accuracy by surface-mounted sensors, whereas measurements
of parameters such as velocity and shear stress are not normally available in practical
engineering applications with rapidly varying flows. Indeed, even if they were, it is unlikely
that they would simplify interpretations greatly. This is because strong variations can exist
even in individual cross-sections at a single instant in time. For them to add significantly to
the usefulness of pressure measurements, it would be necessary to be able to deduce their
average values (e.g., cross-sectional flow rates, not just point velocities). For analogous
reasons, this paper does not attempt to use energy-based methods to assess damping even
though they can be used to good effect in theoretical modelling (e.g., Karney [1], Axworthy
et al. [2]).

2. Skin Friction

The most well-known cause of damping is skin friction. Its influence can be illustrated
in a simple manner by considering an instantaneous step change in pressure at one end of
a semi-infinite pipe. In the absence of friction (and all other complications), the wavefront
would propagate in an unchanged form, illustrated by the dotted line in Figure 1. If, instead,
the existence of skin friction is acknowledged, the pressure will decrease downstream
because a longitudinal pressure gradient is needed to counter the resistance at the wall.
The greater the distance travelled by the wavefront, the greater the overall resistance and
so the pressure at the wavefront reduces continually. This effect was discussed by Leslie
and Tijsseling [3] in the context of a wavefront generated by a valve closure. The reducing
amplitude of the step at the leading edge of the wave implies a reducing change in the
velocity. That is, the flow is decelerating, and the magnitude of the pressure gradient is
influenced by this.
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Figure 1. Influence of skin friction on a compressive wavefront in pipe flow.

A first approximation to the magnitude of the evolving shear stress at any location can
be obtained by assuming that, at any instant, the velocity distribution over the cross-section
is identical to that in a steady flow. In this case, the wall shear stress will be deduced from
the steady-flow relationships and the resulting pressure distribution will be as indicated
in Figure 1 by the broken line labelled ‘quasi-steady’ friction. Strictly, even for the single
wavefront under consideration, the assumption of quasi-steady behaviour does not imply
that the velocity behind the wavefront is axially uniform (although it will often be nearly so).
The reason for this is that the continual increase in resistance resulting from the increasing
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distance travelled by the wavefront causes a continual reduction in the pressure change
at the wavefront and, hence, also of the velocity change. Such changes are transmitted
back to the upstream boundary at the speed of sound and their reflections at the boundary
travel back downstream, albeit at almost the same speed as the wavefront itself. For
completeness, it is noted that even the speed of the propagation of the wavefront itself does
not remain exactly constant, although the variation is of negligible consequence in almost all
liquid flows.

The assumption that skin friction behaves in a quasi-steady manner is, at best, an
approximation. In reality, at any location, the response of the velocity profile to a change in
the flow rate is time-dependent. The outermost regions of the cross-section respond first
and vorticity diffusion gradually causes consequential changes in the core region of the flow.
The times required for the radial vorticity diffusion to cause the necessary adjustments of
the velocity profiles are far greater than those required for the wavefronts to propagate
over similar distances. This leads to pressure distributions resembling the continuous lines
in Figure 1. The greater the distance of any particular location behind the step, the greater
the elapsed time since the step passed that location. Therefore, the greater the time during
which the velocity profile has been adjusting, the closer its approximation to a quasi-steady
form. The processes of vorticity diffusion are somewhat different in laminar and turbulent
flows and the consequences of this can be significant. Ghidaoui and Kolyshkin [4] discuss
this in detail and show that it is responsible for differences between the small-time effects
seen in Figure 2 below and longer-term effects measured in some other experiments, e.g.,
Shuy [5].
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Figure 2. Measured pressures following rapid valve closure in a laboratory pipe (after Holmboe, [6]).
(a) At the valve. (b) At mid-pipe.

The strength of this unsteady effect at any instant depends upon the rates of change
in the flow rate, not only at the current instant, but also before this instant because of the
time needed for vorticity diffusion. These are strong during the passage of a wavefront
and much weaker after its passage and this is the root cause of the characteristic shape
of the wavefront seen in Figure 1. This shape is commonly seen in measurements made
in laboratory studies of the phenomenon, but it is usually less pronounced in full-scale
measurements. There is a simple reason for this. Although wavefronts generated by events
such as a valve closure or pump-start-up can be quite compact, no such generalisation
can be made about the time intervals between them because these depend on the overall
system, not on local phenomena. As pointed out by Duan et al. [7], pipe length:diameter
(L/D) ratios are important in this respect. These tend to be much longer in full-scale
engineering applications than in laboratory experiments, so the time intervals between
the successive reflections of any particular wavefront are correspondingly larger. Overall,
therefore, the relative importance of unsteady-friction effects is usually much greater in
laboratory investigations than in most practical applications. It is somewhat ironic that the
need for researchers to understand the consequences of unsteady friction exists, in part,
because their experiments cannot reproduce full-scale L/D ratios.
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Measured Pressures

Quasi-steady friction in pipe flows is well understood and widely available repre-
sentations of it are adequate for most engineering purposes. The position with unsteady
friction is less secure, but it is not the purpose of this paper to review analytical models of
it. Instead, the key is to be able to recognise it in physical measurements. In practice, this
has to be done at second-hand through measurements of pressures because shear stresses
are almost never measured directly except in highly specialised laboratory experiments
designed expressly for this purpose (e.g., Shuy [5], Vardy et al. [8]).

Figure 2 shows well-known experimental measurements obtained by Holmboe [6]
in a reservoir-pipe-valve system. These experiments were reported by Holmboe and
Rouleau [9] and used by Zielke [10] to assess his ground-breaking model of unsteady
friction in laminar flows. Because the experiments were designed explicitly to assess the
influences of skin friction, the pipe was encased in concrete, thereby eliminating any risk
of significant influences of pipe movement. The pressure disturbances were caused by
sudden closures of the valve following a period of steady flow. This caused steep pressure
wavefronts to travel upstream towards the reservoir and the figure shows such a wavefront
together with successive wavefronts after reflections at both ends of the pipe. The left-hand
box shows pressures just upstream of the valve and the right-hand box shows pressures at
the mid-length of the pipe. Both laminar flow and turbulent flow cases are shown and, to
facilitate comparisons, the pressures are scaled by the Joukowsky pressure.

Consider first the turbulent flow case. Temporarily disregarding the sharp peak, the
initial pressure rise is a close approximation to a step increase and the subsequent reflections
after the wavefront has propagated back and forth along the pipe are almost equally steep.
During the early periods, the pressure between successive reflections is nearly constant, but
it becomes progressively less so with increasing time. The reason for this can be inferred
from the corresponding measurements for the laminar flow case. The first reflection clearly
exhibits the behaviour described above in relation to unsteady friction and the distortion
becomes increasingly pronounced with each subsequent reflection. Indeed, the distortion
is so strong that it visibly affects the shape of the whole of the wavefront, even in the
first reflection. With this basis for comparison, it is possible to infer with high confidence
that the similar, but much less pronounced, trend in the turbulent flow measurements
is also attributable to unsteady friction. In both cases, the pressures between successive
passes of the leading tips of the wavefronts can be interpreted as approaching quasi-steady
values asymptotically.

For completeness, brief attention should be paid to the slightly noisy nature of the
turbulent flow measurements. Although other explanations are possible, it seems likely
that these are attributable to the pressure sensors, not to the flow itself. This inference is
supported by the fact that the noise is consistently greater at the valve than at the mid-pipe.
The strong initial overshoot in the turbulent flow traces is also assumed to be due to this
cause. The only other possibility envisaged by the present author, namely a very strong
axial vibration of the valve, seems implausible.

In both the laminar and turbulent cases, the peak positive and negative values decrease
monotonically in time. This is a natural consequence of the dissipative influences of viscous
phenomena, both quasi-steady and unsteady. However, it is also seen that the decay in
amplitudes is stronger at the mid-pipe than at the valve, especially in the laminar flow case.
At first sight, this might seem counter-intuitive, but it is a natural consequence of the ever-
increasing length in the wavefront that has been influenced significantly by the unsteady
component. When this length exceeds the length of the pipe, the superposition of the
wavefronts propagating in opposite directions prevents the development of the complete
pressure changes associated with the individual wavefronts. This effect is discussed more
fully in Section 8 below.

Holmboe’s experiments were close to ideal for researchers studying unsteady friction.
However, it is emphasised that the influence of unsteady components of skin friction in
practical applications is less strong than that seen in Figure 2. There are three reasons
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for this. First, the measurements were made in a pipe with a very small length:diameter
ratio so the time intervals between successive steps are short. Second, the valve closure
was as rapid as the experimenters could achieve. Third, the Reynolds numbers of the
initial steady flows were smaller than will be usual in large-scale engineering. The second
and third of these factors are highly desirable for researchers studying unsteady friction
and even the first has advantages. Nevertheless, it must not be inferred that the overall
influence of unsteady friction in practical pipe systems is so strong. It is indeed strong close
to sudden wavefronts, but highly abrupt wavefronts are less common in practice and the
time intervals between successive wavefronts are usually much greater than those required
for vorticity diffusion over a pipe’s cross-section.

Figure 3 shows theoretical predictions of pressure histories from a study described by
Vítkovský et al. [11] caused by rapid and slow valve closures in a turbulent pipe flow. This
enables the relative influences of the quasi-steady (QS) and unsteady (US) contributions to
be assessed. Using the discussion on Figure 1 above, it can be inferred that the damping is
caused primarily by the quasi-steady component, whereas the distortion of the leading part
of the wavefront is caused primarily by the unsteady component. Moreover, in common
with Figure 2 above, successive wavefront reflections arrive at intervals that are shorter than
those needed for vorticity diffusion to enable cross-sectional velocity profiles to approach
quasi-steady conditions closely. With the slower valve closure, the differences between
predictions with and without unsteady friction are less obvious visually than for the rapid
closure. This is consistent with expectations discussed above in relation to timescales, but
these histories are also strongly influenced by the superpositions of successive wavefronts.
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Figure 3. Influence of skin friction on simulated pressures in an unsteady, turbulent, pipe flow
induced by rapid and slow valve closures. (a) Progressive decay. (b) Detailed form.

3. Pipe Wall Properties

In the preceding section, no account was taken of pipe wall flexibility. This is some-
times a close approximation to reality—tunnels, pipes encased in concrete, etc. In such
cases, the wavespeed is controlled almost exclusively by the fluid properties. For water at
normal pressures and temperatures, this is of the order of 1450 m/s. At the other extreme,
e.g., in blood vessels, the wavespeed may be controlled almost exclusively by the vessel
wall properties. In this section, attention is focussed on pipes for which the wavespeeds are
determined mostly by the fluid properties, but the influence of pipe flexibility is neverthe-
less significant. Nevertheless, it is assumed that the wall stresses are in radial equilibrium
with the fluid pressure at all times. That is, radial inertia is disregarded. This is a good
approximation except in the case of very high frequency fluctuations.

The simplest case is characterised by steel pipes that are thin-walled, but of sufficient
thickness to withstand all water-hammer pressures that could occur. In this case, when a
sudden event such as rapid valve closure occurs, the principal water-hammer wavefront
is somewhat smaller than in a rigid pipe because the increased pressure causes a small
increase in the cross-sectional area. In effect, the expansion reduces the overall stiffness,
thereby reducing the wavespeed and, hence, also the pressure rise needed to cause the
required change in the velocity. In most applications, it is sufficient to analyse such flows
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in the same manner as for a nominally rigid pipe except for using a reduced, but constant,
wavespeed. The expected pressure histories then differ from those in rigid pipes only by
reduced amplitudes and by increased intervals between successive reflections.

Although usually unnecessary, a more rigorous assessment of the influence of pipe
elasticity would acknowledge that, because of Poisson’s Ratio effects, the circumferential
stresses that resist radial expansion must give rise to axial stresses. This topic is addressed
in Section 4. First, however, consideration is given to the waves in pipes that respond
gradually to changes in the fluid pressure.

Inelastic Pipe Walls

Steel pipes (and other metal pipes) are conventionally treated as linearly elastic in
studies of water-hammer. PVC pipes, however, are far from linearly elastic and yet they
are commonplace in practical applications such as water supply. The wall material of such
pipes can behave in a visco-elastic manner. That is, the pipe diameter responds relatively
slowly to changes in the fluid pressure. Imagine, for instance, a sudden, sustained increase
in the fluid pressure. The apparent stiffness associated with the initial pipe response to
this is greater than the subsequent apparent stiffness, which falls asymptotically to a value
that, in the absence of a further pressure change, is maintained indefinitely. The timescales
associated with this relaxation are typically much greater than those associated with
vorticity diffusion over a pipe cross-section, so the distortion of the pressure wavefronts is
also much greater.

The consequences of this for water-hammer phenomena are illustrated in Figure 4,
which again uses data obtained in the study reported by Vítkovský et al. [11]. The graphs
showing the influence of quasi-steady (QS) and unsteady (US) components of skin friction
are the same as those in Figure 4. By inspection, these are much less important than the
influence of the assumed visco-elastic (VE) properties of the pipe wall. Indeed, the latter
is so dominant that little useful purpose would be served by taking account of unsteady
components of skin friction in analyses of water-hammer in pipes with wall properties
such as these (although quasi-steady friction will still be influential in long pipes). In a
research context, it will be rare for reliable deductions to be made about unsteady friction
from measurements made in such pipes. This is the case even though the prevailing shear
stresses will be comparable to those in nominally rigid or linearly elastic pipes. However, it
is also true that the existence of unsteady friction will reduce somewhat the accuracy with
which the visco-elastic effects themselves can be deduced.
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Figure 4. Influence of visco-elasticity on simulated pressures in an unsteady, turbulent, pipe flow
induced by rapid valve closure. (a) Progressive decay. (b) Detailed form.

In passing, it is informative to consider the implications of figures such as Figure 4 for
researchers attempting to calibrate numerical models of the consequences of visco-elasticity
from measurements in relatively short pipes used typically in laboratory experiments.
As seen in the preceding section, even with the shorter delays caused by unsteady fric-
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tion, wavefronts can soon begin to overlap with their own reflections from boundaries.
As a consequence, only the early stages of the phenomenon can be calibrated directly.
The increased timescales associated with visco-elasticity can be a major complication in
this respect.

A related difficulty illustrated in Figure 4 arises when wavespeeds need to be inferred
from experimental measurements. In this context, however, the appropriate interpretation
of the term ‘wavespeed’ tends to be context-dependent. As discussed by Tijsseling and
Vardy [12], it is important to distinguish between speeds at which small disturbances travel
(i.e., the speed of sound relative to the fluid) and the speed at which large disturbances
appear to travel (e.g., distances moved by wave crests in a given time). Using the latter,
the intervals between successive reflections in the elastic-walled pipe case are clearly
distinguishable from the instants when the pressures begin to fall. The same is not true,
however, in the case of visco-elastic pipes. The interval between the start of the first
two maxima is reasonably distinct, but the intervals between the succeeding maxima are
less distinct. Moreover, the intervals between the successive maxima increase with time
and the extent of the overlap between each wave and its reflection also increases. As a
consequence, if physical measurements were of this form, it would not be safe to infer
the wavespeeds from the time intervals between the maxima. When such behaviour is
interpreted in the frequency domain instead of the time domain, the wavespeed is said to
be frequency-dependent (e.g., Aliabadi et al. [13]

4. Axial and Lateral Structural Movement

Attention now turns to the consequences of Poisson’s Ratio effects in pipe walls, and
linearly elastic behaviour is again assumed. In the event of a sudden disturbance to the flow,
e.g., valve closure, the change in the internal pressure causes a change in the circumferential
stress in the pipe wall and, hence, also causes a change in the axial stress in the wall. This
change propagates axially in the wall at the speed of sound in the solid material. Typically,
as illustrated in Figure 5, it travels much faster than the pressure wave in the fluid. In turn,
the Poisson’s Ratio effects at the axial-stress wavefront cause a change in the circumferential
stress that changes the pipe diameter and, hence, induces a pressure change in the fluid.
This form of fluid–structure interaction (FSI) is an example of a dispersive process that is
not necessarily dissipative (at least, not strongly so).
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Figure 5. Wave pair in fluid–structure interaction.

In the context of water-hammer, the pressure wavefront associated with the axial stress
wave is usually known as a precursor wave and the pressure change that accompanies it
is typically much smaller than that in the primary wavefront. Usually, it is of secondary
importance, but, as illustrated below, this is not always the case. This depends upon how
the two wavefronts behave when they meet a pipe boundary. Whenever either type of
wavefront reaches an end of a pipe, it causes two reflected wavefronts, namely one of each
type. Likewise, at a junction of two or more pipes, it causes two wavefronts to propagate
along each pipe connected to the junction. It is possible for this to cause cumulative
reductions in the amplitudes of the principal wavefronts that, especially in networks, can
have similar consequences to conventional damping. However, it is also possible for the
effect to cause greater changes in the pressure in some locations than those in the initial
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disturbance. Therefore, it is best to regard it as a fragmentation process that will commonly
lead to reduced peak-to-peak amplitudes rather than to regard it as damping per se.

Phenomena associated with changes in pipe cross-sectional areas are far from being
the only potential structural influences on pressure histories in pipes. Other possibilities
include, for instance, the non-rigid behaviour of supposedly rigid restraints and strong
vibrations in suspended pipes. In most applications, the freedom of pipes to move is
relatively small and, in this case, the influence of the movements is likely to be significant
only relatively close to the wavefronts. Nevertheless, the consequences of even small
movements can be difficult to unravel from other, longer-lasting effects. It is, therefore,
useful to remember that supports designed to exercise restraint as a consequence of their
stiffness do not exert any restraint at all until movement actually occurs. In principle,
movements are possible either normal to a pipe axis or parallel to it (or both). Flexural
motion is usually easier to restrain than axial motion, but this is not always true. In any case,
supports that are capable of effectively preventing significant lateral movements might be
much less effective in preventing axial movements, e.g., Tijsseling and Vardy [14]. Both
types of movement are readily initiated when the pressure waves meet changes in the axial
orientation of a pipe, at bends and T-junctions, for instance. This can have especially strong
consequences in suspended pipe systems, but it is also relevant to pipes supported on the
ground or even buried in the ground.

So far, it has been implicitly assumed that the initiating event primarily causes a
disturbance in the fluid and that the consequential response of the pipe is of secondary
importance. However, this is not always the case. Externally induced shaking of pipes,
e.g., in earthquakes, causes structural movements that can have strong consequences for
the pressure change. Figure 6 shows an extreme example described by Vardy et al. [15] in
which the initiating disturbance was induced structurally, not hydraulically, by the axial
impact at a closed end of a pipe. The main experiments were undertaken with the T-piece
configuration shown in Figure 6a, but preliminary measurements were made with only
a single pipe, with the junction replaced by a closed end. Figure 6b shows the pressure
measurements at the mid-length of the single pipe. Waves in the liquid and solid are
denoted by ‘L’ and ‘S’, respectively. By inspection, the initial axial stress wave (S1) arrives
long before the pressure wave (L1), and so does the reflection (S2) of the stress wave
from the remote end. Its subsequent reflection (S3) from the impact end arrives shortly
afterwards. The pressure wavefront L2 is a disturbance moving upstream, having been
generated when the stress wave S1 reflected at the remote end. It is noteworthy that the
magnitude of this wavefront exceeds that of L1. A further important feature of the figure is
that the maximum and minimum pressures occur long after the initial pressure wave and
its first reflection. This illustrates the potential for a dispersive effect to cause amplification,
not damping.

Figure 6c shows the pressure at the main junction in the full T-piece configurations.
The first event, labelled L2*, is the response of the pressure to the reflection that, in the axial-
only configuration, gave rise to L2 and S2 on arrival of the first stress wave (S1). Likewise,
the event labelled L2** corresponds to the arrival of the stress waves from the remote ends
of the branches. This is followed closely by the arrival of the first pressure wavefront
(L1) from the initial impact. The gradual reduction in pressure during the intervening
period is a consequence of flexural movements in the branches. As this develops, the lateral
movement of the branches at the junction corresponds to an elongation of the axial pipe.
As stated above, this is an extreme example of the possible consequences of FSI, because
it is caused by an external structural force. Nevertheless, it demonstrates that structural
movement can cause behaviour that will complicate attempts to make reliable inferences
from the measurements of pressure alone.
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Figure 6. Influence of axial and flexural stresses in pipe walls (after Vardy et al. [15]). (a) T-piece
experiment. (b) Axial pipe only. (c) Full T-piece configuration.

5. Variable Wavespeed

As is well known, the relationship between changes in the pressure and velocity
associated with pressure waves is strongly dependent on the speed of sound. An obvious
consequence of this is that any phenomenon that can cause changes in the speed of sound
will also cause dispersive behaviour and, hence, influence damping (either increasing or
countering it). An obvious example arises when free gas bubbles exist in a liquid. Even
very small proportions of gas can have a strong influence because they can hugely increase
the overall compressibility of the fluid whilst having a minimal effect on its bulk density.

Consider first a system in which the gas is distributed uniformly. In this case, pressure
waves causing only small proportional changes in the absolute pressure would have
little influence on the wavespeed so this would be almost uniform throughout. The
dominant difference from the same system with a wholly liquid flow would be a reduction
in the pressure changes needed to cause any particular changes in the flow. However,
in neglecting other effects, such as skin friction, there would be neither dissipation nor
significant dispersion. A different picture exists when the pressure changes are large
enough to cause significant changes in the bubble volume because this changes the local
compressibility and, hence, also the local wavespeeds. As a consequence, it is not possible
for a strong wavefront to travel along a pipe in an unchanged form.

This effect is illustrated in Figure 7 for an almost equivalent compressible phenomenon,
namely pressure wave propagation in an ideal gas. This is a convenient choice, partly
because of the author’s background, but also because the relationships between the density,
sound speed and pressure are especially simple. To highlight the effect under discussion,
all other causes of change except quasi-steady friction are suppressed; e.g., the pipe is rigid,
unsteady skin friction is neglected and there are no heat transfers between the fluid and
the pipe. The figure shows the pressure and velocity histories at regularly spaced locations
along a pipe when the pressure at its upstream end is increased suddenly to a new value
and is then held constant. The continuous and broken lines show conditions with upstream
pressure increases of 1% and 10% of ambient pressure, respectively. In both cases, the
velocity reaches a maximum immediately behind the wavefront and then gradually decays.
In contrast, the pressure increases continuously after the wavefront passes. This behaviour
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exists in both cases, and it is especially pronounced in the case with the larger increase in
the pressure. Even in this case, however, the proportional increase in the speed of sound
across the wavefront is only about 1.3%. Much greater changes can be expected in the case
of liquid flows with free gas bubbles.
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Figure 7. Influence of fluid compressibility on wavefront propagation. (Continuous lines: ∆p0 = 1 kPa;
Broken lines: ∆p0 = 10 kPa.). (a) Pressure. (b) Velocity.

In the case of bubbly flows, it will rarely be reasonable to expect the gas to be dis-
tributed uniformly throughout a system. When this is not the case, spatial variations in
the speed of sound will exist even in ambient conditions and these will further complicate
the propagation of waves. As an extreme example, consider a local region of uniformly
distributed bubbles in an otherwise gas-free system. When a pressure wave arrives at an
interface between the different zones, it will partially reflect in a manner that resembles
the corresponding behaviour on arrival at a junction between two pipes with different
diameters. The equivalent behaviour will exist continuously along regions with gradual
variations in the bubble content. The wavefronts propagating into regions of increasing
gas will flatten and the wavefronts propagating in the other direction will steepen. In both
cases, however, the process will cause continuous reflections that will influence conditions
elsewhere in the system. In some locations, this will appear to be damping, whereas, in
others, it will have the opposite effect. Such behaviour will inevitably complicate the task
of anyone attempting to interpret the measured pressure signals without prior knowledge
of the processes giving rise to them.

Even greater complexity exists when spatially varied distributions of bubbles convect
through a system because this changes the system response to identical initiating distur-
bances. All effects, including the strength of the damping behaviour, are affected. However,
the possible variations are too great to consider in an overview paper such as this. Likewise,
no attention is paid to even more extreme conditions associated with phenomena such as
cavitation, column separation or pressurised free-surface flows, all of which can also cause
other behaviours that are significantly more important than the damping effects that they
might induce.

6. Porous Surfaces

Strong damping can exist when fluid can discharge laterally through pipe walls. It
will be rare for this to be desirable in the case of liquid flows, but it can be beneficial in
some gas flows. Well-known examples are gun silencers and vehicle exhausts. Usually,
however, both of these exist over only short lengths of pipe. To add variety, the author
takes this opportunity to indulge himself by addressing a topic that has been important in
his own career, namely pressure wavefronts generated when trains enter tunnels at high
speed. Such wavefronts can be characterised as a relatively steep ramp; e.g., a pressure rise
of, say, 2 kPa in less than 10 tunnel diameters followed by an extended, more gentle ramp.
The initial steep ramp is generated during the short period when a train nose suddenly
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causes a partial blockage of the tunnel portal. The subsequent, more gradual rise develops
as the length of train inside the tunnel increases, causing increasing frictional resistance.

In tunnels of slab-track construction, i.e., with relatively smooth and impervious sur-
faces over the whole cross-sectional perimeter (including the track bed), a wave-steepening
effect seen in Figure 8a exists and, in the absence of effective countermeasures, it can lead
to the emission of unacceptable sonic boom-like disturbances from tunnel exit portals.
Methods of countering this behaviour are outwith the scope of this paper and, instead,
attention is focussed on the corresponding outcome in ballast-track tunnels (tracks mounted
on deep layers of coarse gravel). In such tunnels, the wavefronts initially steepen, but after
a sufficient distance, they begin to flatten, as seen in Figure 8b. The mechanism causing
the strong influence of ballast is only partially understood, but two important facts are
known. First, the behaviour is not primarily attributable to enhanced skin friction, either
quasi-steady or unsteady. Second, the greater the volume of air cavities within the gravel,
the greater the damping effect.
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Figure 8. Compression waves in long, ballast-track and slab-track tunnels (after Ozawa et al. [16].
N.B.: The strong pressure reduction at 3.33 km in the slab-track tunnel is a reflection from the tunnel
exit portal whereas the strong reduction at 0.07 km in the ballast-track tunnel occurred when the train
nose passed the sensor).

A partial explanation for this behaviour can be inferred by focussing on what happens
at any typical location along the tunnel. As the wavefront passes the location, the pressure
above the gravel increases rapidly and begins to force air laterally into the bed, thereby
compressing the air trapped in the cavities in the gravel. Resistance to the flow into the
ballast layer causes delays in the pressurisation process so the equilibrium of the pressure
does not exist until some distance behind the wavefront. The rate of the flow into the ballast
depends upon the pressure difference between the air above and within the bed. This
difference is negligible at the leading and trailing edges of the ramp. It reaches a maximum
where the overlying pressure is approximately half of the value just after the steep nose-
entry ramp. Although incomplete, this explanation of one cause of the ballast behaviour has
recently been used to propose a method of reproducing ballast-like behaviour in slab-track
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tunnels (Liu et al. [17]. That is, research targeted at explaining why a problem does not
exist in one type of tunnel has led to a method of minimising the problem in tunnels where
it does exist.

As an historical aside, it may be of interest to know that the risk of sonic boom-like
disturbances being emitted from railway tunnels was not recognised until it had actually
happened. It was first encountered during the commissioning of the first phase of the
Shinkansen railway in Japan around half a century ago. At that stage, it was immediately
observed that the problem existed only for slab-track tunnels, not for ballast-track tunnels.
Of additional interest, the problem with the slab-track tunnels was overcome by building
short tunnel extensions with porous walls. Readers might enjoy the challenge of figuring
out why, at least so far, it has always been more beneficial to provide these at tunnel
entrances than at their exits, where they would act as silencers.

7. Delayed Reflections

The reflection process of a pressure wave at an open end of a pipe—connected to a large
reservoir, say—is rapid, but it is not instantaneous (Rudinger [18]). Instead, differences
between the impedances in the pipe and the reservoir cause interactions that need time to
decay. Disturbances propagating from the pipe into the reservoir radiate in a spherical-like
manner whereas the reflections along the pipe approximate closely to planar. The time
required for the changes in pressure at the outlet to die away is short—typically in the
order of the time required for a wave to travel one pipe diameter—so the phenomenon
is justifiably neglected in many practical applications. However, this is not always the
case, notably when the incident wavefront has significant high-frequency components with
wavelengths that are not much longer than the pipe diameter, as is the case in some musical
instruments, for instance.

The upper row of Figure 9 depicts the pressure histories at distances of 5, 4, 3, 2
and 1 diameter from the outlet plane of a duct connected to a large reservoir. The rising
limbs of the curves show the progress of a steep (near-shock-like) wavefront approaching
the reservoir and the falling limbs show its reflection back along the duct. In case (a),
the reflection process is assumed to be instantaneous whereas, in case (b), allowance is
made for the amplitudes of the induced disturbances in the reservoir to decay. To a close
approximation, the curves showing the progress of the reflected wave in case (a) are
reversed and inverted images of those showing the incident wavefront. In contrast, the
reflected shapes in case (b) are extended in time, strongly so during the later stages of the
reflection. As a rough guide, the delays during the first two-thirds of the reflection are less
than the time required to travel on the duct diameter, but they increase strongly during the
later stages of the reflection.

The lower row of the figure shows the corresponding behaviour for a wavefront that is
approximately 1.5 duct diameters long. This is again very steep, albeit less so than the first
wavefront. Case (c) shows predictions based on an instantaneous reflection and it is seen
that the maximum pressure at a distance of one diameter from the outlet plane is smaller
than at greater distances. This is a simple consequence of an overlapping of the later stages
of the incident wavefront with the early stages of the reflection. The same overlapping
effect necessarily also occurs in case (d) which allows for the delayed response caused by
the reservoir. However, the delays allow the pressures close to the outlet to exceed those
predicted on the assumption of instantaneous reflection processes.

Tijsseling [19] used an example such as this to disprove a hypothesis put forward by
other authors who had postulated much stronger delays and had argued that they could be
a strong cause of damping observed in the measurements of water-hammer in pipe flows.
Tijsseling correctly reasoned that the timescales of the reflection process were far smaller
than those of the discrepancies that the original authors were attempting to explain. In a
nutshell, the reflection process does cause delays and damping, but the amplitudes of the
delays are very small in comparison with those caused by the other effects discussed above.
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For completeness, it is noted that a similar behaviour exists when pressure waves
encounter any change in the cross-sectional area; e.g., at a junction of a pipe with a down-
stream pipe of a larger diameter. However, the differences between the impedances of the
two pipes are even smaller than those at a pipe outlet into a reservoir so the induced reflec-
tions are smaller. Likewise, the geometrical discontinuity is smaller and so the timescales
of the reflection process are smaller. It is almost never useful to take account of this form of
damping in the case of liquid-filled pipes.
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Figure 9. Pressures at successive locations as a wavefront approaches and reflects from a reservoir.
(a) Steep ramp, assuming instantaneous reflections. (b) Steep ramp, allowing for true reflection
delays. (c) More gentle ramp, assuming instantaneous reflections. (d) More gentle ramp, allowing for
true reflection delays. (The arrows indicate the direction of travel of the wavefronts along the duct as
they pass the locations at which the graphs are drawn.

8. Experimental Measurements

Attention now turns to consideration of the implications of the above causes of damp-
ing for persons attempting to interpret physical measurements. Such persons include,
for example, (i) engineers seeking to understand unexpected behaviour, (ii) researchers
seeking to isolate particular phenomena and (iii) developers of new techniques for such
purposes as leak detection. In all cases, it is necessary (or, at least, helpful) to have a good
understanding of the extent to which nominally secondary effects might complicate the
task. When damping is seen to be present, it may be necessary to identify its cause so that
its implications for other operating regimes can be assessed. Suppose, for instance, that one
particular effect is dominant in the measurements, but another one is also exerting some
influence. Without a good understanding of both causes, it would be unsafe to assume that
the relative importance of the two effects will be the same in other contexts. As a simple
example, skin friction is a secondary effect in many laboratory studies of water-hammer,
but it can be the dominant cause of the pressure increase in the period after a valve in a
long pipeline is closed rapidly. Indeed, for long pipelines, even the correct interpretation of
‘rapid’ can surprise the unwary.

Against this background, it is informative to revisit some of the figures presented
above, attempting as far as practicable to approach them from the standpoint of persons
seeing the traces for the first time and without the benefit of theoretical comparisons.
First, however, it is useful to discuss briefly the influence of overlapping wavefronts
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resulting from, say, the finite times required for valve closure. Figure 10 shows the pressure
histories in a classical reservoir-pipe-valve system when the valve is closed rapidly, but not
instantaneously, causing a linear reduction in the flow rate to zero in the time required for
a sound wave to travel the length of the pipe. To simplify the interpretations, no damping
phenomena are simulated; e.g., the flow is treated as inviscid, and no account is taken of
local losses or of time delays at the reservoir. The pressure histories are shown at the ends
and mid-point of the pipe and also at its quarter points. However, since the pressure at the
reservoir never changes, only four curves are seen. Considering each of these in turn:
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Figure 10. Influence of wave superpositions on pressure histories. (Pressures relative to the
reservoir pressure.)

• The pressure at the valve rises linearly to a maximum in 0.21 s and then remains
constant for a further 0.21 s until the reflection from the reservoir begins to arrive. In
the following 0.21 s, it falls linearly to a minimum before remaining constant until the
arrival of the next reflection. The amplitudes of the maximum and minimum are equal
so the rates of the change in the pressure during the reflections at the valve are double
the rate of the change during the closure itself.

• The pressure at 3L/4 (i.e., at a distance of L/4 from the valve) follows a broadly similar
pattern except that the changes between the maximum and minimum values occur in
three distinct periods. During each reduction, the first period begins when a reflection
begins to arrive from the reservoir, and it ends when the subsequent reflection from the
valve begins to arrive. During the next period, the pressure change is caused jointly by
the second half of the reflection from the reservoir and the first half of its subsequent
reflection from the valve. The third period begins at the end of the reflection from the
reservoir and continues until the end of the reflection from the valve.

• Next, consider the pressure at the mid-pipe length. At that location, the beginning of
any particular reflection coincides with the end of a reflection travelling in the opposite
direction. As a consequence, there is no intermediate period of constant pressure, and
all rates of change are equal to that in the original closure.

• Finally, consider the pressure history at a distance of L/4 from the reservoir. Here, the
later parts of each ramp wave travelling towards the reservoir coincide with the earlier
parts after they have reflected at the reservoir and, as a consequence, the maximum
pressure is smaller than at locations further from the reservoir. Conversely, it is greater
than that at locations closer to the reservoir.

A simple message to be taken from this description is that wave superpositions can
have a strong influence on pressure histories at any particular location. In this example,
each ramp is linear, so the effects are easily seen. In practical applications, however,
wavefronts rarely approximate closely to linear and the consequences of superpositions can
be less obvious. Another important observation from Figure 10 is that the magnitudes of
successive maxima and minima are not affected by the superpositions, and neither are the
rates of the change in the pressure of the individual wavefronts. Therefore, although the
superpositions can complicate the interpretation of the physical measurements exhibiting
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damping, they are not, in themselves, a cause of the damping of individual waves even
though, at one location illustrated in Figure 10, they cause a big reduction in the amplitudes.

8.1. Re-Assessment of above Figures

Figure 2 is now revisited from the standpoint of an engineer who has only the physical
measurements and a description of the reservoir-pipe-valve system. Even though no
theoretical curves are given to show the predictions in the absence of damping, it can readily
be deduced that strong damping exists. The gradual increase in pressure at the valve during
the period of 2L/c between the valve closure and the beginning of the first reflection is
consistent with the normal expectations of the consequence of a frictional pressure gradient
along the pipe in the original steady flow. However, the strongly curved shape in the
laminar flow case during the subsequent period of 2L/c cannot be attributable to quasi-
steady friction. In principle, neither can it be attributed with total certainty to any other
particular cause. Nevertheless, since the pipe was encased in concrete, the effect would
probably be correctly expected to be caused by unsteady fiction. The measured pressures
in the turbulent flow case exhibit the same generic behaviour so the same inferences can be
drawn, although the effect is much weaker, so it is obvious until after several reflections
have occurred.

A simple comparison of the measurements at the valve and mid-pipe reveals a contin-
ual increase in the damping effect as the main wavefront propagates. The most obvious
effect is the continual reduction in the amplitudes of the pressure changes. A more impor-
tant observation, however, is that the individual changes occur successively more slowly.
This is clear evidence of a dispersive behaviour. However, it is not easy to assess the rate
of the dispersion because the measured values are influenced by the superposition of the
reflections such as that described above (Figure 10). This is apparent from the differences
between the pressure amplitudes at the valve and at the mid-length of the pipe (n.b., com-
pared with the pressures at L/4 in the above example with the inviscid flow). The effect
can be seen in both flow cases, although it is less strong in the turbulent flow case than in
the laminar flow case.

In summary, quite a lot of valuable information can be deduced from these particular
measurements even without the benefit of theoretical predictions with which to make
comparisons. However, it is far from common for such clear deductions to be drawn. To
illustrate this, consider again Figure 3 and, for this purpose, imagine that the continuous
lines had been obtained by physical measurements. In the case of the rapid valve closure,
the curve exhibits similar features to those in Figure 2 so it is likely that similar deductions
would be made from it, and reasonably so. Nevertheless, the degree of confidence that
would be justified in the deductions would be less strong. One reason for this is that
measurements are available only at one location. As a consequence, the distortion of
successive cycles cannot be proven to increase during propagation along the pipe (even
though other possibilities might seem implausible). Likewise, although the existence of
superposition effects seems highly probable, the confirmation that would be provided by
additional measurements at one or more locations along the pipe is not available.

Notwithstanding the reduced evidence, it is likely that correct inferences would be
drawn from measurements showing as much detail as those for the rapid valve-closure
case in Figure 3. The same is not true, however, for the slower valve-closure case. For this,
it would not even be possible to deduce details of the valve-closure process itself, including,
for instance, its start time and, more importantly, its duration. As a consequence, it would
not be safe to use the measurements as a basis for predicting, say, what would happen in
the event of more rapid closures. In contrast, deductions from measurements made with
closure times smaller than 2L/c could, with care, be used to estimate likely outcomes for
either slower or faster closures. It is somewhat ironic that the case that appears to exhibit
greater damping is the one that gives fewer clues about the causes of the damping and,
hence, about its wider implications.
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Next, consider Figure 4. Once again, all of these pressure histories are theoretical pre-
dictions, but, for present purposes, imagine that the physical measurements of the pressure
in a reservoir-pipe-valve system yielded the dotted (red) curve labelled QS + US + VE and
that it were the only available history. Temporarily disregarding the first 2L/c; i.e., before
the arrival of the first reflection from the reservoir, it could be tempting to attribute the
subsequent behaviour to strong unsteady friction. The detailed shape of any particular
cycle differs from that displayed in Figure 2, for instance, but this could be imagined to be
a consequence of unknown factors such as the characteristics of the valve and the closure
sequence. However, consideration of the first 2L/c should swiftly dispel this direction
of thinking. During this period, the pressure reduces continually and yet, as seen above,
if skin friction were the cause of the change, the pressure would increase, not decrease.
It would not be plausible to attribute the measured decrease to a negative pre-existing
gradient, so it has to be due to some other cause.

This is a strong clue that the pipe itself is responding in a gradual manner to the
pressure increase caused by the valve closure. That is, the cross-sectional area is increasing
and is continuing to do so even though the pressure is reducing. This implies that the pipe
material is behaving in a manner such as visco-elastic or visco-plastic. The direct evidence
of this behaviour ceases at 2L/c, but it would be inferred from the figure that it would
have continued for a longer time if the reflection from the reservoir had not interrupted the
process. However, there is insufficient evidence to be confident that the strongly dispersive
behaviour is attributable to a delayed response of the pipe wall material to imposed pressure
changes. In principle, other changes such as, for example, a non-uniform axial distribution
of gas bubbles could be responsible. Therefore, anyone needing to identify the true cause
of the strong dispersion would need to seek additional information to supplement the
measured pressure history.

As a final example, consider again Figure 6, which shows more complex pressure
histories than those in other figures. As indicated above, the influence of FSI in this example
is far greater than in typical practical situations encountered by either researchers or most
practising engineers. Nevertheless, the figure does serve to illustrate the influence that
can be exerted by phenomena that are overlooked when assessing measured pressure
histories. Recall that the largest sudden pressure change seen in Figure 6b (i.e., L2) exists
because the remote end of the pipe was free to move axially. A very different outcome
would have resulted if the end had been restrained, but even if it were possible to prevent
all axial motion, however small, there would still have been a small reflection because of
radial elasticity. FSI will rarely have a sustained influence in most practical applications,
but it certainly has an influence when movement is possible, and this will inevitably
complicate inferences about other aspects of pressure histories. In practical assessments,
it is likely that FSI effects will not be recognised and will either be interpreted as noise
or be attributed to other causes. The real point here is that multiple effects coexist in
real pressure measurements, and each will contribute to outcomes, especially close to the
wavefronts. One consequence is that the interpretation of such measurements is a specialist
skill. Another is that researchers need to think broadly when designing experiments
targeted at the investigation of specific phenomena. The author wishes all of them much
satisfaction in the exercise of their skills.

8.2. Unidentified Oscillations

Experimental measurements of conditions following rapid valve closure are commonly
used for the assessment of theoretical models of water-hammer phenomena, as in Figure 6
above, for example. In such cases, it is necessary to decide how to represent the valve
boundary in the associated theoretical comparisons. One option is to use the measured
pressure history directly. Another is to attempt to model the valve itself. Yet another is to
idealise the measured history in some way, perhaps using a smoothing technique to reduce
the signal noise. Each of these methods has its proponents, but none is strictly rigorous.
For instance, the direct use of measured histories should not continue after significant
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reflections have begun to arrive from along the pipe. This is not necessarily a significant
restriction, however, because, after closure, a valve can be modelled by stipulating zero
flow (unless it is itself able to move). A particular concern arises when the measured signal
immediately after closure exhibits high-frequency oscillations. It might not be possible to
deduce with confidence whether these are attributable to a hydraulic cause induced by the
vibration of the valve or to a measurement error in the pressure sensor. Either way, the
analyst needs to decide whether and/or how to allow for them.

Suppose that such oscillations exist but are not seen in subsequent reflections. In
principle, this could be because (a) physical processes have damped them out or (b) they
were due to sensor errors. Now, further suppose that the oscillations are input faithfully to
a numerical simulation but are still not seen in the predicted reflections. This could be an
indication that a correctly modelled physical phenomenon has damped them out. Alterna-
tively, it could be a consequence of non-physical numerical damping (see the next section).
Equally, it could be because they have become obscured by some other phenomenon.
The point being made here is that it can be very difficult indeed to infer the validity of a
theoretical method when the initial triggering event is subject to uncertainty. This is one
reason why the present author considers that descriptions such as ‘good agreement’ or
even ‘excellent agreement’ can convey misleading messages to unwary readers.

9. Numerical Damping

So far, only physical causes of damping have been considered. However, it would
be remiss to close the discussion without also commenting on non-physical damping in
numerical simulations, which can be important supplementary tools in the interpretation
of measured physical behaviour. Almost all numerical simulations are affected to some
degree by this problem. For example, it can be a consequence of using numerical grids with
regions that are too coarse to propagate higher frequencies correctly. Alternatively, it can
be caused by interpolation algorithms or by incorrect estimations of flux across interfaces
between adjacent cells. Numerical damping can also be introduced intentionally for special
reasons; for instance, by the use of ‘artificial viscosity’ to suppress unrealistic oscillations
close to locations of especially rapid change.

Numerical damping is especially significant when its existence is not recognised. This
is a particular issue when simulations are used to provide guidance on the interpretation of
experimental measurements. It is all too easy for numerical damping to cause behaviour
that enhances apparent agreement between predicted and measured results. This has
the potential to cause true physical damping to be interpreted as a consequence of some
other effect that a numerical model has been designed to simulate. However, potentially
adverse consequences of numerical damping are certainly not limited to the interpretation
of measurements. In one especially severe case, an editor over-ruled several reviewers’
objections to a paper that presented results from a large parametric study designed to assess
the influence of a range of parameters. The paper was published even though all predictions
at higher frequencies tended to asymptotic conditions that were demonstratively physically
impossible. This example is mentioned in the hope that it will serve as a warning to readers
of this present paper. It was especially unfortunate because a key objective of the paper was
to enable practising engineers to assess when they needed to take account of the various
parameters under study. It is to be hoped that the paper was not widely read.

10. Summary and Conclusions

A number of possible causes of the damping of pressure waves in pipelines have been
described, with special attention paid to characteristics that researchers and designers might
encounter in assessments of measured pressure histories. This can be important when
attempting to understand unexpected behaviour, perhaps as a prelude to implementing
mitigating countermeasures. It is also important when there is a need to know whether it is
safe to use measured results in one pipe system as a basis for predicting conditions to be
expected in other systems.
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Attention has been paid to damping caused by the response of skin friction on pipe
walls to pressure waves causing rapid changes in the axial mean velocity. It has been
shown that the time required for vorticity diffusion over a pipe cross-section can cause
large differences between the wall stresses and their corresponding values in steady flows.
However, the differences reduce rapidly after a wavefront has passed and have little
impact on sustained damping. Nevertheless, the effect can have a strong influence on
the interpretation of laboratory measurements. Commonly, pipe lengths in laboratories
are such that the influence of unsteady skin friction on measured pressure histories is
much stronger than in longer pipes typical in engineering practice. This is because the
superpositions of elongated wavefronts with their own reflections travelling in the opposite
direction can cause continual reductions in the amplitude that would not be seen in most
regions of long pipes.

Similar behaviour can arise as a consequence of the visco-elastic nature of many
‘plastic’ pipes. Sufficiently close to a wavefront, the visual effect can resemble that caused
by unsteady friction, although its magnitude is greater. In common with unsteady friction,
complications can arise as a consequence of wave superpositions when measurements
are made in short pipes. Moreover, the decay times are longer and so the periods of
significant overlap are greater. In addition, visco-elastic pipes tend to be much more
flexible than metal pipes and this complicates comparisons between the two because of its
influence on effective wavespeeds even after the non-linear contributions of the phenomena
have decayed.

Another potential cause of damping considered above is bubbly flows. Even low
concentrations of bubbles can be influential because they cause wavespeeds to be pressure-
dependent and, hence, cause dispersion. This can be especially strong if the gas concentra-
tion is not uniform along the pipe. Nevertheless, if the gas is not soluble in the liquid, the
process is not inherently dissipative and, although the pressure amplitudes may decrease in
some locations, they could increase in others. Therefore, it is debatable whether decreased
amplitudes arising from this cause should be regarded as damping per se. Similar com-
ments apply to the case of gas flow in ducts with porous walls. Again, the influence is
especially strong when the porosity varies along the duct.

A slightly more complex case arises when pipes have significant freedom to move
axially or laterally, as is the case, for instance, with suspended pipe systems. Then, FSI
phenomena exist, and their importance will depend strongly on the interactions between
internal pressure forces and forces due to structural movements. Once again, it is possible
for this to cause decreased pressure amplitudes in some locations, but increased amplitudes
in others. In addition, however, the interactions can lead to pressure histories that are
much more complex than those in immovable pipes and this inevitably complicates the
identification of any truly damping phenomena that might also be present.

For completeness, attention has also been paid briefly to one phenomenon that has
been cited as having a significant influence on damping even though it is physically
incapable of doing so. This is the reflection process at an open end of a duct; e.g., at the
junction of a pipe and a reservoir. Time delays are indeed inevitable as a consequence of
the time required for the reservoir to exercise its dominance in the sustainable pressure at
the pipe outlet, but the delays are typically shorter than that required for a wavefront to
travel one pipe diameter. This is a much shorter delay than those associated with any other
of the phenomena considered above.
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Nomenclature

c speed of sound
D diameter
FSI fluid–structure interaction
L Length
p pressure
QS quasi-steady skin friction
t time coordinate
US unsteady component of skin friction
VE visco-elastic
x axial coordinate
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Abstract: The pipe systems of hydropower plants are complex and feature special pipe types and
various devices. When the Method of Characteristics (MOC) is used, interpolation or wave velocity
adjustment is required, which may introduce calculation errors. The second-order Finite Volume
Method (FVM) was presented to simulate water hammer and the load-rejection process of a hy-
dropower plant with an air cushion surge chamber, which has rarely been considered before. First,
the governing equations were discretized by FVM and the flux was calculated by a Riemann solver. A
MINMOD slope limiter was introduced to avoid false oscillation caused by data reconstruction. The
virtual boundary strategy was proposed to simply and effectively handle the complicated boundary
problems between the pipe and the various devices, and to unify the internal pipeline and boundary
calculations. FVM results were compared with MOC results, exact solutions, and measured values,
and the sensitivity analysis was conducted. When the Courant number was equal to 1, the results of
FVM and MOC were consistent with the exact solution. When the Courant number was less than 1,
compared with MOC, the second-order FVM results were more accurate with less numerical dissipa-
tion. As the Courant number gradually decreased, the second-order FVM simulations were more
stable. For the given numerical accuracy, second-order FVM had higher computational efficiency.
The simulations of load rejection showed that compared with the MOC results, the second-order
FVM calculations were closer to the measured values. For hydropower plants with complex pipe
systems, wave velocity or the Courant number should be adjusted during MOC calculation, resulting
in calculation error, and the error value is related to the parameters of the air cushion surge chamber
(initial water depth, air cushion height, etc.). The second-order FVM can more accurately, stably, and
efficiently simulate the load-rejection process of hydropower plants compared with MOC.

Keywords: air cushion surge chamber; method of characteristics; finite volume method; load
rejection process

1. Introduction

In hydropower plants, complicated hydraulic transients often occur during startup,
shutdown, or load change of the power generation unit. Dangerous water hammer events
are caused by some inappropriate operations in the water system and likely produce
abnormally high pressures, which may induce pipe rupture and damage other hydraulic
devices. Due to the advantages of low construction cost and ecological environment
impact, air cushion surge chambers have been widely used in water hammer protection in
hydropower stations, ensuring the safety of the hydraulic operation [1]. However, water
hammer protection devices also increase the operational complexity of the hydraulic system.
Therefore, accurate and efficient numerical simulations of water hammer events become
more important for the proper design and safe operation of hydropower plants.

Water 2023, 15, 682. https://doi.org/10.3390/w15040682 https://www.mdpi.com/journal/water
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The Method of Characteristics (MOC) is widely used in the simulation of hydraulic
transition processes in hydropower plants [2]. However, in the actual complex water trans-
mission system, there are certain short pipes, T-pipes, and tandem pipes. In the calculation
of simulation with MOC modeling, interpolation calculation or wave speed adjustment is
required; the former reduces the calculation efficiency and calculation accuracy and the
latter often introduces calculation errors, which may lead to poor simulation results [1–3].

In recent years, many scholars have tried to use the Finite Volume Method (FVM)
for the simulation of water hammer problems. Based on the system’s mass and energy
conservation, FVM can solve the discontinuous problem well without causing spurious
numerical oscillations. Guinot [4] was the first to introduce the first-order FVM numerical
method into the solution of the water hammer problem, and its calculation results are
basically consistent with those of the MOC calculation. Zhao [5] developed the first-order
and second-order FVM Godunov-type scheme (GTS) to simulate water-hammer problems
in a simple horizontal pipeline with an instantaneously closed valve.

Zhou et al. [6,7] firstly developed a GTS approach to simulate transient cavitating
pipe flow. Elong [8] solved the two-dimensional shallow water equations using the first-
order finite volume method (FVM), the Harten Lax and van Leer (HLL) scheme, and the
monotone upwind scheme for conservation laws (MUSCL) to simulate floods. Zhou [9]
and Xue [10] conducted a simulation study of water–gas two-phase homogeneous flow
using the FVM format and found that second-order FVM can effectively avoid spurious
numerical oscillations and can improve the stability and accuracy of the calculation results.

Zhou et al. [2,3] developed one explicit solution source item approach for second-order
FVM GTS to easily incorporate various forms of the existing unsteady friction models,
including original convolution-based models, simplified convolution-based models, and
Brunone instantaneous acceleration-based models. They pointed out that the first-order
Godunov scheme and fixed-grid MOC scheme can achieve the same accuracy, but both
display strong numerical damping once the Courant number is less than one. In contrast,
the second-order GTS is more robust, even for Courant numbers significantly less than
those for simple water hammer events.

Overall, the motivation and reason of attempting the second-order FVM GTS to
simulate the load-rejection process of hydropower plants with an air cushion surge chamber
are as follows. The fixed-grid MOC scheme is of first-order accuracy and has been widely
used for solving water hammer equations in the simulation of hydraulic transition processes
in hydropower plants. Since the real water pipe systems are usually complicated and made
of pipe sections with different lengths, diameters, and materials, it is impossible to make
the Courant number exactly equal to one in every pipe of such a complex pipe system; thus,
the MOC scheme has to be implemented either via interpolation or wavespeed adjustment,
which may induce large accumulated numerical errors. Importantly, as the Courant number
is less than one and decreases, compared with MOC, the second-order GTS results are
more accurate and more stable with less numerical dissipation. The previous work mainly
focuses on the FVM GTS simulating the water hammer problem in a simple reservoir–
pipe–valve system. However, it is necessary to further investigate the feasibility of GTS
for more complicated hydraulic transient problems in a real hydraulic system with more
complicated pipe components and devices, and to explore the possible computation error
caused by the classic MOC scheme in a hydropower plant with a complex pipe system.

The main aim of this paper was to develop an accurate and efficient water hammer nu-
merical model, which is significant for the proper design and safe operation of hydropower
plants. A second-order FVM GTS fully considering the various pipe components and
devices was developed to simulate the hydraulic transients and load-rejection process of
the hydropower plant with an air cushion surge chamber, which has rarely been involved
in previous published works. Importantly, the virtual boundary strategy was proposed to
simply and effectively handle the complicated boundary problems between the pipe and
various devices. Namely, virtual boundaries were introduced at the upstream and down-
stream boundaries and at the connection between the hydraulic components (air chamber
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and unit) and the pipeline to achieve uniformity in the calculation of the control cells inside
the pipeline and at the boundaries. The results calculated by the proposed second-order
FVM GTS models were compared with the exact solution and the measured values as well
as predictions by the MOC scheme. The accuracy and efficiency of the proposed approach
were discussed. Another important purpose is that the proposed accurate model was used
to explore the possible computation error caused by the MOC scheme in a hydropower
plant with a complex pipe system.

2. Numerical Models of Hydropower Plant Hydraulic Transients
2.1. Water Hammer Control Equations

The classic water hammer equations for pipe flow are as follows [1]:

g
∂H
∂x

+ V
∂V
∂x

+
∂V
∂t

+ (J − gS0) = 0 (1)

V
∂H
∂x

+
∂H
∂t

+
a2

g
∂V
∂x

= 0 (2)

where H is the piezometric head; V is the average flow velocity; a is the water hammer wave
speed; g is the gravitational acceleration; x is the coordinate distance along the tube axis; t
is time; J is the steady-state friction coefficient of the pipe; and S0 is the slope of the pipe.

2.2. Control Equations of Air Cushion Surge Chamber

In the analysis of air chamber shown in Figure 1, the pressure at any instant was
assumed to be the same throughout the volume. The compressibility of the water in the air
chamber was considered negligible compared with air compressibility. Inertia and friction
were neglected. The air was assumed to follow the reversible polytropic relation

HaVk
a = Ha0Vk

a0 = Constant (3)

where Ha and Va are the absolute pressure head and volume of the air within the air
chamber, and their initial values are Ha0 and Va0, respectively; and k is the polytropic
exponent. The adiabatic process with k = 1.4 is often used for the fast transients whereas
the isothermal with k = 1.0 is often presented for the slower compressions; an intermediate
polytropic case with k = 1.2 is often suggested as a reasonable compromise.
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The compressibility of the water and wall within the air chamber was neglected. Ha is
the absolute head equal to the gage plus barometric pressure heads

Ha = HP − Zs + Hatm −
(

RS +
1

2gA2
S

)
|QS|QS (4)
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where HP is the piezometric head at the bottom of air chamber; Zs is the elevation of the
air–water interface in air chamber; Hatm is the absolute barometric pressure head; Qs is the
inflow rate to the air chamber; Rs is the head loss coefficient of the impedance hole of the
air chamber; As is the cross-section area of the air chamber.

The air volume was allowed to vary for inflow to and outflow from air chamber. The
integrated continuity equation dVa/dt = −Qs, can be written as

Qt = Q−QS = Q− AS
dZs

dt
(5)

where Q and Qt are the flow rates at the inlet and outlet pipe of the bottom of the
air chamber.

The piezometric head at the bottom of the air chamber, HP, is associated with the
inflow rate to the air chamber Qs, which can be expressed as

HP = C2 − C1Qs

C1 = ( 1
( 1

BP1
)+( 1

BM2
)); C2 = C1

(
(CP1

BP1
) + (CM2

BM2
)
)
}

(6)

where CP1, BP1, CM2, BM2 are boundary parameters that can be calculated from pressure
heads and flow rates at the upstream and downstream pipe of the air chamber, and are
discussed in the section concerning boundary treatment.

After combining Equations (3)–(6), the pressure head, flow rate, and water level at the
air chamber can be obtained.

2.3. Control Equations of Hydraulic Turbine

The unit characteristic curve of the hydraulic turbine consists of the flow characteristic
curve and the moment characteristic curve. Using modified Suter transformation [11], the
flow function and torque function of the hydraulic turbine are as follows:

WH(x, y) =
1

(
Q11
Q11r

+ c
)2

+
(

N11
N11r

)2 =
h

(
q + c

√
h
)2

+ n2
(7)

WB(x, y) =
M11

M11r
=

m
h

(8)





x = arctan
[(

q + c
√

h
)

/n
]
, n ≥ 0;

x = arctan
[(

q + c
√

h
)

/n
]
+ π, n < 0;

(9)

where x is the relative flow angle; y is the relative guide vane opening; WH(x, y) represents
the flow functions; WB(x, y) is the torque function; Q11 is the unit flow rate; Q11r is the
unit flow rate at rated operating conditions; q = Q11/Q11r is the relative unit flow; N11 is
the unit speed; N11r is the unit speed at rated operating conditions; n = N11/N11r is the
relative unit speed;H is the water head pressure; Hr is the head pressure at rated operating
conditions; h = H/Hr is the relative head; M11 is the unit torque; M11r is the unit torque at
rated operating conditions; m = M11/M11r is the relative unit moment; and the subscripts
11 and 11r indicate the unit value and the rated value, respectively.

When load rejection occurs, the unit speed equation is as follows:

n = n0 +
∆t
Ta

(1.5m0 −m00) (10)

where Ta is the unit inertia time constant; Ta =
GD2 N2

r
365Pr

; GD2 is the unit rotational moment
of inertia; Pr is rated power output; Nr is the rated speed; and the subscripts “0” and
“00” indicate the first one time step and the first two time steps of the calculation time
step, respectively.
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The head balance equation [11,12] is given by

h = [CP1 − CM2 − (BP1 + BM2)Qrq + C3|q|q]/Hr (11)

where coefficient C3 = Q2
r

(
1

2gA2
1
− 1

2gA2
2

)
; A1 is the inlet cross-sectional area of the worm

shell; and A2 is the outlet cross-sectional area of the tailpipe. Combining Equations (7), (8),
(10) and (11), the head, flow rate, speed, and torque of the unit can be calculated.

3. Numerical Solution by Using the Second-Order Finite Volume Method

The matrix form of the water hammer equations (Equations (1) and (2)) can be ex-
pressed as follows:

∂U
∂t

+ A
∂U
∂x

= S (12)

where U = (H
V), A =

(
V a2/g
g V

)
, S = ( 0

gS0−J).

For the pipe water hammer problem, the Mach number is small, so the effect of the
convective term can be neglected. The classical water hammer equation can be obtained by
solving Equation (3) with the Riemann problem solution method.

∂U
∂t

+
∂F
∂x

= S (13)

where F =
−
AU,

−
A =

(
0 a2/g
g 0

)
.

The finite volume method was used to discretize the computational domain in the
x-axis and t-axis, as shown in Figure 2, to form multiple computational control volumes
with the fixed-grid length ∆x and then compute the control volumes.
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For the ith control volume, the integration of Equation (13) between control interfaces
i − 1/2 and i + 1/2 yields

Un+1
i = Un

i −
∆t
∆x
(
fn

i+1/2 − fn
i−1/2

)
+

∆t
∆x

∫ i+1/2

i−1/2
sdx (14)

where Ui is the average value of u within [i − 1/2, i + 1/2]; the superscripts n and n + 1
indicate the t and t + ∆t time levels, respectively; and fi+1/2 and fi−1/2 are the mass and
momentum fluxes at the control interfaces i − 1/2 and i + 1/2, which are determined by
solving a local Riemann problem at each cell interface [2,3].
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3.1. Computation of Flux Term

In the Godunov approach, the numerical flux is determined by solving a local Riemann

problem at each cell interface [4]. Applying Rankine–Hugoniot conditions ∆f =
−
A∆u =

−
λi∆u

where the eigenvalues
−
λ1 = −a and

−
λ2 = a, the fluxes at i + 1/2 for all internal nodes and

for t∈[tn, tn+1] can be calculated by

fi+1/2 =
−
Ai+1/2ui+1/2 =

1
2

−
Ai+1/2

{(
1 a/g

g/a 1

)
Un

L −
(−1 a/g

g/a −1

)
Un

R

}
(15)

in which
−
Ai+1/2 = A; Un

L= average value of u to the left of interface i + 1/2 at time n; and
Un

R = average value of u to the right of interface i + 1/2 at time n.
The estimation approach of Un

L and Un
R determines the accuracy order of the numerical

scheme. In the first-order accuracy, Un
L = Un

i and Un
R = Un

i+1. Herein, the MUSCL–Hancock
method is used to achieve second-order accuracy in space and time, while the MINMOD
limiter is suggested to avoid the spurious oscillations. The details of the MUSCL-Hancock
method and the MINMOD limiter can also be found in a reference book (Toro 2009) [12].

The MUSCL–Hancock approach achieves a second-order extension of the Godunov
scheme if the intercell flux fi+1/2 is computed according to the following steps [6]:

Step (1): Data Reconstruction. The data cell average values Un
i are locally replaced by

piece-wise linear functions in each cell [xi−1/2, xi+1/2], and Un
i at the extreme points are,

UL
i = Un

i −
∆x
2

∆i, UR
i = Un

i +
∆x
2

∆i (16)

where ∆i is a suitably chosen slope vector. The MINMOD limiter was used here to increase
the order of accuracy of a scheme while avoiding spurious oscillations. Namely,

∆i = MINMOD
(
σn

i , σn
i−1
)
=





σn
i , i f ,

∣∣σn
i

∣∣ <
∣∣σn

i−1

∣∣, and, σn
i σn

i−1 > 0
σn

i−1, i f ,
∣∣σn

i

∣∣ >
∣∣σn

i−1

∣∣, and, σn
i σn

i−1 > 0
0, i f , σn

i σn
i−1 < 0

(17)

where σn
i =

(
Un

i+1 −Un
i
)
/∆x and σn

i−1 =
(
Un

i −Un
i−1
)
/∆x.

Step (2): Evolution. For each cell [xi−1/2, xi+1/2], the boundary extrapolated values UL
i ,

UR
i in Equation (16) are evolved by a time 0.5∆t according to

−
U

L
i = UL

i + 1
2

∆t
∆x
[
f
(
UL

i
)
− f
(
UR

i
)]

,
−
U

R
i = UR

i + 1
2

∆t
∆x
[
f
(
UL

i
)
− f
(
UR

i
)] (18)

Step (3): The Riemann Problem. To compute intercell flux fi+1/2, the conventional
Riemann problem with data can be calculated by

Un
L ≡

−
U

R
i , Un

R ≡
−
U

L
i+1 (19)

Insert Equation (19) into Equation (15) and a second-order scheme for flux terms at
i + 1/2 for all internal cell and for t = [tn, tn+1] is obtained.

3.2. Incorporation of Source Term

When considering the pipe friction resistance, the second-order Runge–Kutta solution
is used to obtain the second-order calculation accuracy explicit results, and the calculation
process is as follows.

First step:
−
U

n+1
i = Un

i −
∆t
∆x

(
fn

i+(1/2) − fn
i−(1/2)

)
(20)
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Second step:

U
n+1
i =

−
U

n+1
i +

∆t
2

S
(−

U
n+1
i

)
(21)

Last step:

Un+1
i =

−
U

n+1
i + ∆tS

(
U

n+1
i

)
(22)

The time step should satisfy the CFL convergence condition [1,11], i.e.,

Cr =
a∆t
∆x
≤ 1 (23)

N =
L

∆x
(24)

where Cr is the Courant number; N is the number of pipe grids; and L is the pipe length.
For the water hammer problem, the Courant number actually refers to the relative

relationship between the time step ∆t and the space step ∆x [1,12]. When Cr is greater than
1, the calculation result is unstable; when Cr is less than 1, and the closer to 0, the more
serious the numerical dissipation is, and the accuracy of the calculation result is worse.
Therefore, the range of the Courant number is Cr less than or equal to 1, and preferably
equal to 1 or close to 1.

3.3. Virtual-Boundary Strategy

Boundary conditions including the interior device boundary in the hydraulic system of
the hydropower station contain the upstream head-constant reservoir, air chamber, turbine,
and the downstream reservoir. As discussed above, in the second-order Godunov scheme,
the head and flow rate of the ith control volume at time t + ∆t are calculated by combining
the parameters of the upstream two ((i − 2)th, (i − 1)th) and the downstream two ((i + 1)th,
(i + 2)th) control volumes at time t. Therefore, numerically, boundary conditions are
expected to provide numerical fluxes f1/2, fN+1/2, which are required in order to update
the extreme cells I1 and IN to the next time level n + 1.

In this paper, as shown in Figure 3, virtual control volumes I−1 and I0 adjacent to I1 and
virtual control volumes IN+1 and IN+2 adjacent to IN were proposed to realize second-order
Godunov scheme at the upstream and downstream control volumes of the computational
domain, respectively. The corresponding fluxes f1/2 and fN+1/2 were computed in the same
method as the interior control volumes.
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The head and flow rate in the virtual control volumes were assumed to be identical
with those at boundaries, namely

Un+1
−1 = Un+1

0 = U1/2 =

(
H1/2
V1/2

)
(25)

Un+1
N+1 = Un+1

N+2 = UN+1/2 =

(
HN+1/2
VN+1/2

)
(26)
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In the Godunov scheme, the Rankine–Hugoniot condition across each wave of speed
−
λi gives the following relations,

a
g
(Vi+1/2 −VR)− (Hi+1/2 − HR) = 0 (27)

a
g
(Vi+1/2 −VL) + (Hi+1/2 − HL) = 0 (28)

At the upstream reservoir boundary, from the Riemann invariance equation (Equation (27)),
it follows that

H1/2 −
a
g

V1/2 = Hn
1 −

a
g

Vn
1 (29)

At the downstream reservoir boundary, from the Riemann invariance equation (Equation (28)),
it follows that:

Hn
N +

a
g

Vn
N = HN+1/2 +

a
g

VN+1/2 (30)

where Vn
1 and Hn

1 are the velocity and pressure head of the first control volume adjacent to
the upstream reservoir; Vn

N and Hn
N are the velocity and pressure head of the last control

volume adjacent to the downstream reservoir; and H1/2 and HN+1/2 are the head pressures
of the upstream and downstream reservoirs, respectively.

For the upstream and downstream boundaries of the hydraulic turbine, from the tur-
bine control equations, only the physical variable values of the virtual control volumes at the
worm housing and at the tail pipe are required to derive the physical variable values at the
turbine. Therefore, combining the Riemann invariance equations (Equations (27) and (28)),
it is obtained

CP1 = Hn
N +

a
g

Vn
N (31)

BP1 =
a

gA1
(32)

CM2 = Hn
1 +

a
g

Vn
1 (33)

BM2 =
a

gA2
(34)

where Vn
N and Hn

N are the flow rate and head of the last control volume of the upstream
pipe at the snail shell; and Vn

1 and Hn
1 are the flow rate and head of the first control

volume of the downstream pipe at the right end of the tail pipe, respectively. The obtained
Equations (31) to (34) are brought into Equation (11) to solve the head balance equation
under virtual boundary conditions.

Similarly, for the upstream and downstream boundaries of air chamber, from the con-
trol equations of the air chamber, combining the Riemann invariance equations
(Equations (27) and (28)), Equations (31)–(34) can be obtained and brought into Equation (6)
to solve the head balance equation under virtual boundary conditions.

4. Numerical Solution by Using Method of Characteristics

The momentum and continuity Equations (1) and (2) are transformed into four ordi-
nary differential equations by the MOC [1].

C+ :

{
g
a

dH
dt + dV

dt + f V|V|
2D = 0

dx
dt = +a

(35)

C− :

{
− g

a
dH
dt + dV

dt + f V|V|
2D = 0

dx
dt = −a

(36)

where f is the Darcy–Weisbach friction factor; D is pipe diameter.
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As shown in Figure 4, integration of C+ along characteristic lines from interior (fixed
grid) point A to point P, and integration of C− along characteristic lines from interior (fixed
grid) point B to point P, can be written as

C+ : Hn+1
i = CP − BPQn+1

i (37)

C− : Hn+1
i = CM + BMQn+1

i (38)

in which Q is the flow rate; and the coefficients CP, BP, CM, and BM are known constants
when the equations are applied.
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Figure 4. Definition of the sketch in the x–t plane with a fixed MOC grid for the water
hammer problem.

When the Courant number Cr ≤ 1 (Cr = a∆t
∆x ), the space–line interpolation fixed-grid

MOC scheme can give the values of the coefficients CP, BP, CM, and BM along the C+ and
C− characteristic lines as follows:

CP = HPR + B·QPR (39)

BP = B + R·Cr·|QPR| (40)

CM = HPS − B·QPS (41)

BM = B + R·Cr·|QPS| (42)

in which, B is a function of the physical properties of the fluid and the pipeline, often called
the pipeline characteristic impedance, and B = a/gA, A is the cross-section area; R is the
pipeline resistance coefficient R = f ∆x/(2gDA2); as shown in Figure 4, QPR and HPR are the
flow rate and pressure head at R node; QPS and HPS are the flow rate and pressure head at
S node; their values can be calculated by interpolation,

QPR = Qn
i − Cr·

(
Qn

i −Qn
i−1
)

(43)

QPS = Qn
i − Cr·

(
Qn

i −Qn
i+1
)

(44)

HPR = Hn
i − Cr·

(
Hn

i − Hn
i−1
)

(45)

HPS = Hn
i − Cr·

(
Hn

i − Hn
i+1
)

(46)

Combining Equations (39) and (40), Hn+1
i and Qn+1

i at the interior node can be ob-
tained. Similarly, the pressure head and flow rate of the boundary nodes adjacent to the
hydropower unit can be calculated by combining Equation (39), the control equations of
the hydraulic turbine, and Equation (40).
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5. Results and Discussion

The main purposes of this section are (1) to investigate the accuracy, stability, and
efficiency of second-order FVM GTS and MOC in a simple reservoir–pipe–valve system;
(2) to validate the proposed second-order FVM model by comparing the calculated and
measured data of load rejection in a hydropower plant with a complicated pipe system;
(3) to explore the possible computation error caused by the MOC scheme in a complex pipe
system of the hydropower plant; and (4) to study the effect of air chamber parameters on
the error of MOC scheme simulating the hydraulic events in the hydropower plant.

5.1. Water Hammer Problem in a Simple Reservoir–Pipe–Valve System

The classical “reservoir–pipe–valve” system is used to verify the accuracy of the
proposed. The upstream is a reservoir, and the downstream is a valve connected by a single
pipe. The pipe is 800 m long, which is divided into 16 control volumes. The water hammer
wave velocity is 1000 m/s, and the upstream reservoir head is 20 m. The initial velocity
of the pipe is 0.15 m/s. The water hammer problem is caused by the instantaneous valve
closure. It is assumed that the pipe wall is smooth, which means any dissipation is caused
by the numerical calculation.

Figures 5 and 6 show the water hammer solutions for the simple system using MOC
and second-order FVM, respectively, to investigate the effect of different Courant numbers
Cr (1.0, 0.7, 0.5, 0.3, 0.1) on the calculation results of the two solution schemes. The accuracy
and efficiency of FVM and MOC water hammer calculations were analyzed.
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The results in Figures 5 and 6 indicate that when Cr = 1.0, the results of both FVM
and MOC calculations were identical with the exact solution (i.e., the analytical solution
is obtained by the analytical method when the Courant number was equal to 1). When
Cr < 1.0, both computational results had numerical dissipation. For the same Cr, the
numerical dissipation of MOC was more severe, e.g., for Cr = 0.1, the initial energy (peak
pressure) of MOC was dissipated by 26% in 15 s, while the FVM in the second-order
Godunov scheme was only dissipated by 1.06%.

Figure 7 shows that when Cr < 1.0, the second-order FVM was more stable and less
dissipative than the MOC scheme for the same number of control volumes (NS = 32). At
Cr = 0.3, in order to reach the same numerical accuracy, MOC needed NS = 256, while only
NS = 32 was used in the second-order FVM scheme. Table 1 displays that the for the same
computation accuracy, the computation time in the MOC scheme (0.19 s with NS = 256)
was about 5 times that in the second-order FVM scheme (0.037 s, NS = 32). Therefore, when
Cr < 1.0, the second-order FVM scheme is more efficient than the MOC scheme for the same
computation accuracy.

Water 2022, 14, x FOR PEER REVIEW 11 of 20 
 

 

 
Figure 6. Pressure head calculated by second-order FVM with different Courant numbers. 

The results in Figures 5 and 6 indicate that when Cr = 1.0, the results of both FVM 
and MOC calculations were identical with the exact solution (i.e., the analytical solution 
is obtained by the analytical method when the Courant number was equal to 1). When Cr 
< 1.0, both computational results had numerical dissipation. For the same Cr, the numeri-
cal dissipation of MOC was more severe, e.g., for Cr = 0.1, the initial energy (peak pres-
sure) of MOC was dissipated by 26% in 15 s, while the FVM in the second-order Godunov 
scheme was only dissipated by 1.06%. 

Figure 7 shows that when Cr < 1.0, the second-order FVM was more stable and less 
dissipative than the MOC scheme for the same number of control volumes (NS = 32). At 
Cr = 0.3, in order to reach the same numerical accuracy, MOC needed NS = 256, while only 
NS = 32 was used in the second-order FVM scheme. Table 1 displays that the for the same 
computation accuracy, the computation time in the MOC scheme (0.19 s with NS = 256) 
was about 5 times that in the second-order FVM scheme (0.037 s, NS = 32). Therefore, when 
Cr < 1.0, the second-order FVM scheme is more efficient than the MOC scheme for the 
same computation accuracy. 

 
Figure 7. Comparison of pressure heads calculated by second-order FVM and MOC with different 
grid numbers at Cr = 0.3. 

  

Figure 7. Comparison of pressure heads calculated by second-order FVM and MOC with different
grid numbers at Cr = 0.3.

Table 1. Computation time of MOC and second-order FVM with different numbers of grids.

Number of Grids MOC Calculation Time/s FVM Calculation Time/s

32 0.012 0.037
128 0.069 0.555
256 0.19 1.849

Overall, for water hammers in a simple pipe, the second-order FVM model is accurate,
efficient, and stable even for Courant numbers less than one. For the given Courant number
and the same accuracy, the proposed model is far more efficient than the MOC model.

5.2. Hydraulic Transients in Actual Hydropower Plant
5.2.1. Project Overview

One real hydropower station has two turbine units through branch pipes, one air
chamber, and pressurized pipes between the upstream and downstream reservoirs. The
layout of the water transmission system is shown in Figure 8. The pipe parameters are
shown in Table 2, while the parameters of the turbine units are shown in Table 3.
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Table 2. Parameters of the water pipe system in the numerical simulations.

Pipe Number Pipe Length/m Wave Speed/(m·s−1) Roughness

L1 15.39 976.4 0.014
L2 169.26 976.4 0.014
L3 20.77 976.4 0.014
L4 56.4 976.4 0.015
L5 26.6 976.4 0.014
L6 100.33 1202.3 0.013
L7 5.4 1210.8 0.013
L8 14 1045.1 0.014
L9 70.94 1045.1 0.014

L10 25.52 1152.75 0.014
L11 13.6 1152.75 0.014

Table 3. Unit parameters of the water turbine in the numerical simulations.

Unit Parameters Numerical Value

Single machine capacity (MW) 150
Rated head (m) 105.8

Rated flow rate (m3·s−1) 148.8
Rated speed (r·min−1) 200

Power Rating (kW) 139,000
Rotational inertia (t·m2) 10,920

In this section, two field experiment cases on load rejection are introduced to investi-
gate the accuracy of the numerical models.

Field Experiment Case A of Load Rejection: The water levels of upstream and down-
stream reservoirs are 412.4 m and 290.97 m, respectively. The guide vane closing law adopts
“two stages”: initial guide vane opening 73.8%, first closing time 3.62 s, second closing time
32.53 s (closing to 10% of no load), inflection point guide vane opening 60%, guide vane
inactivity time 0.27, and total closing time 43.04 s. The turbine operating parameters are
based on the rated parameters of the unit.

Field Experiment Case B of Load Rejection: The water levels of upstream and down-
stream reservoirs are 406.08 m and 290.6 m, respectively. The law of guide vane closing
adopts “two-stage”: initial guide vane opening 74.3%, the first stage closing time is 5.64 s,
the second stage closing time is 30.53 s, and the inflection point guide vane opening is
61.13%. The total closing time is 36.17 s. The rated parameters of the turbine are used for
the operating parameters.

5.2.2. Comparison to Field Experimental Data

When MOC is used to model the complicated pipe system, there are often two treat-
ment methods, including (1) MOC (Scheme 1) being used to adjust the wave speed so that
Cr = 1, and (2) MOC (Scheme 2) being used to keep the wave speed invariant and increase
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the number of pipe grids so that Cr is as close to 1 as possible. According to the above
two schemes, the adjusted wave speed a, number of grids N, and Courant number Cr are
shown in Table 4.

Table 4. Wave speed, grid number, and Courant number in pipe sections in the MOC simulations.

Pipe Number MOC (Scheme 1) MOC (Scheme 2)
a/(m·s−1) N Cr a/(m·s−1) N Cr

L1 961.875 4 1.000 976.400 31 0.983
L2 984.070 43 1.000 976.400 346 0.998
L3 1038.500 5 1.000 976.400 42 0.987
L4 1007.143 14 1.000 976.400 115 0.995
L5 950.000 7 1.000 976.400 54 0.991
L6 1194.405 21 1.000 1202.300 166 0.995
L7 1350.000 1 1.000 1210.800 8 0.897
L8 1166.667 3 1.000 1045.100 26 0.970
L9 1043.235 17 1.000 1045.100 133 0.980

L10 1063.333 6 1.000 1152.750 44 0.994
L11 1133.333 3 1.000 1152.750 23 0.975

As discussed in Section 5.1, it is clear that the second-order FVM still maintains
high computational accuracy even when Cr is less than 1. Therefore, for complex pipe
components and devices of the hydropower plant, the characteristics of each pipe section
(pipe length, wave speed, etc.) keep invariance in the second-order FVM simulation, and
only the Courant number and the number of pipe section grids need to be adjusted. The
number of pipe section grids is determined as follows.

In the calculation of the second-order FVM, to ensure the stability of the calculation,
the pipe grid must satisfy the Courant condition, taking the ith pipe as an example, i.e.,

Cri =
ai∆t
∆xi
≤ 1 (47)

where in order to ensure the synchronization of the calculation at all pipe sections, the
calculation time step ∆t for each pipe section is the same; ∆xi is the grid length of the
ith pipe section, m; ai is the wave speed of the ith pipe section, m·s−1; Cri is the Courant
number of the ith pipe section.

In the FVM calculation, the grid number Ni is calculated by the following equation.

Ni =
Li

∆xi
(48)

where Ni is the grid number of the ith pipe; Li is the length of the ith pipe, m.
Substitute Equation (36) into Equation (35) to obtain the following equation

Ni = Cri

Li
ai∆t

(49)

From Equation (37), it can be seen that in order to ensure that Ni is an integer, it is
necessary to adjust the Courant number Cr of the ith pipe, and the principle of adjustment
is as follows: the range of the Courant number is less than or equal to 1, and preferably
equal to 1 or close to 1. Using the abovementioned method, the wave speed a, grid number
N, and Cr of each segment in the second-order FVM calculation can be obtained, as shown
in Table 5.
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Table 5. Wave speed, grid number, and Courant number in pipe sections in the FVM simulations.

Pipe Number FVM
a/(m·s−1) N Cr

L1 976.400 3 0.761
L2 976.400 43 0.992
L3 976.400 5 0.940
L4 976.400 14 0.969
L5 976.400 6 0.881
L6 1202.300 20 0.959
L7 1210.800 1 0.897
L8 1045.100 3 0.896
L9 1045.100 16 0.943
L10 1152.750 5 0.903
L11 1152.750 2 0.678

The maximum rotational speed during load rejection is an important index of hydraulic
transient control. For the two field experiment cases on load rejection, the simulation results
of MOC (Scheme 1), MOC (Scheme 2), and second-order FVM are given to compare the
experimental rotational speed in Table 6 and Figures 9a and 10a, and the corresponding
transient pressures at the worm gear are displayed in Figures 9b and 10b.

Table 6. Maximum rotational speed during 100% load rejection in two field experiment cases and the
calculation results of MOC and FVM.

Experiment Case Experimental Rotational Speed
(r·min−1)

FVM
(r·min−1)

MOC (Scheme 1)
(r·min−1)

MOC (Scheme 2)
(r·min−1)

A 283.84 282.416 281.455 280.946
B 279.2 279.076 278.081 277.672
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Figures 9a and 10a show that the MOC (Scheme 1), MOC (Scheme 2), and FVM
simulation results of unit rotation speed during 100% load rejection basically matched
with the experimental results. However, the second-order FVM model better reproduced
the experimental data, and the simulation results were more accurate than those of MOC.
The reason for the larger calculation error caused by MOC is that MOC adjusts the water
hammer wave speed or reduces the Courant number. Compared with MOC (Scheme 2),
the simulation results of MOC (Scheme 1) were slightly better. The reason for this result
is that the Courant number Cr in MOC (Scheme 2) in each pipe section was less than
one, which led to more serious dissipation of the MOC (Scheme 2) than that of the MOC
(Scheme 1) with slight wave speed adjustment. However, FVM does not need to adjust
the wave velocity of the pipe, and only needs to reduce the Cr condition appropriately.
Compared with MOC, FVM not only simplified the simulation process, but also had better
calculation accuracy.

As shown in Figures 9b and 10b, for the simulation of the pressure at the worm gear,
the FVM simulation results were more stable with less fluctuation than those of both MOC
(Scheme 1) and MOC (Scheme 2).
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5.2.3. Effect of Air Chamber Parameters on the Error of MOC Scheme

The abovementioned results demonstrated that the second-order FVM method pro-
posed in this paper could perfectly reproduce the exact solution and the field experimental
data in the simple pipe system and the real complex pipe system. In this section, the
second-order Godunov FVM simulation results are taken as the benchmark to study the
effect of air chamber parameters on the error of MOC (Scheme 1).

A. The effect of static water depth in design condition

Here, the air chamber control constant method CT0 is used, keeping P0·V0 constant.
When the cross-section area of air chamber remains unchanged, the P0·l0 value can be
treated constant, in which l0 is the air length of air chamber. So, the static water depth Ls0
under design condition can be derived from the total height of the air chamber and air
length. In this paper, five static water depths Ls0 were selected to study their effects on 100%
load rejection hydraulic transients of the power station. The MOC and FVM simulation
results are shown in Table 7 and Figure 11.

Table 7. Comparison of the maximum rotational speeds calculated by FVM and MOC with differently
designed air chamber water depths.

Design Water Depth(m) Maximum Rotational Speed (FVM) Maximum Rotational Speed (MOC)
(r·min−1) (r·min−1)

4.8 278.068 277.068
5.4 278.55 277.555
6 279.076 278.081

6.6 279.626 278.629
7.2 280.154 279.148

Water 2022, 14, x FOR PEER REVIEW 17 of 20 
 

 

Here, the air chamber control constant method CT0 is used, keeping P0·V0 constant. 
When the cross-section area of air chamber remains unchanged, the P0·l0 value can be 
treated constant, in which l0 is the air length of air chamber. So, the static water depth Ls0 
under design condition can be derived from the total height of the air chamber and air 
length. In this paper, five static water depths Ls0 were selected to study their effects on 
100% load rejection hydraulic transients of the power station. The MOC and FVM simu-
lation results are shown in Table 7 and Figure 11. 

 
Figure 11. The maximum rotational speeds calculated by FVM and MOC with different design air-
chamber water depths and the MOC computation error. 

Table 7. Comparison of the maximum rotational speeds calculated by FVM and MOC with differ-
ently designed air chamber water depths. 

Design Water Depth(m) 
Maximum Rotational Speed (FVM) Maximum Rotational Speed (MOC) 

(r·min−1) (r·min−1) 
4.8 278.068 277.068 
5.4 278.55 277.555 
6 279.076 278.081 

6.6 279.626 278.629 
7.2 280.154 279.148 

As shown in Table 7 and Figure 11, with the increase of Ls0, the maximum rotational 
speed gradually increased. The error of MOC calculation had a trend of decreasing and 
then increasing, with a slight change between 0.35% and 0.36%. 
B. The effect of air cushion height 

Under the given values of the design air pressure and design water depth, as the roof 
elevation of the air chamber increased, the air cushion height (air length) l0 increased. Five 
air cushion height (air length) l0 were selected to study their effects on 100% load rejection 
hydraulic transients of the power station. The MOC and FVM simulation results are 
shown in Table 8 and Figure 12. 

Figure 11. The maximum rotational speeds calculated by FVM and MOC with different design
air-chamber water depths and the MOC computation error.

As shown in Table 7 and Figure 11, with the increase of Ls0, the maximum rotational
speed gradually increased. The error of MOC calculation had a trend of decreasing and
then increasing, with a slight change between 0.35% and 0.36%.

B. The effect of air cushion height

Under the given values of the design air pressure and design water depth, as the roof
elevation of the air chamber increased, the air cushion height (air length) l0 increased. Five
air cushion height (air length) l0 were selected to study their effects on 100% load rejection
hydraulic transients of the power station. The MOC and FVM simulation results are shown
in Table 8 and Figure 12.
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Table 8. Comparison of the maximum rotational speeds calculated by FVM and MOC with different
air cushion heights.

Air Cushion Height (m) Maximum Rotational Speed (FVM) Maximum Rotational Speed (MOC)
(r·min−1) (r·min−1)

4 279.076 278.081
5 278.202 277.203
6 277.459 276.451
7 279.626 275.836
8 276.363 275.336
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Figure 12. The maximum rotational speeds calculated by FVM and MOC with different air cushion
heights and the MOC computation error.

As shown in Table 8 and Figure 12, with the increase of air cushion height (air length)
l0, the maximum rotational speed gradually decreased. The error of MOC calculation
had a trend of decreasing, with change between 0.355% and 0.375%. It indicates that the
simulation effect of MOC became worse with the increase of air cushion height. For high
head hydropower plants, when the air cushion height is large, it is advisable to use FVM
for simulation in order to ensure the calculation accuracy.

C. Effect of polytropic exponent k

The thermodynamic process of the closed air chamber was between isothermal and
isentropic, and polytropic exponent k ranged from 1.0 to 1.4, which is the range commonly
recognized and adopted at present [1]. Five polytropic exponents k were selected to study
their effects on 100% load rejection hydraulic transients of the power station. The MOC
and FVM simulation results are shown in Table 9 and Figure 13.

Table 9. Comparison of the maximum rotational speeds calculated by FVM and MOC with different
polytropic exponents.

Polytropic Exponent Maximum Rotational Speed (FVM) Maximum Rotational Speed (MOC)
(r·min−1) (r·min−1)

1 279.077 278.082
1.1 279.077 278.081
1.2 279.076 278.084
1.3 279.076 278.082
1.4 276.076 278.081
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As shown in Table 9 and Figure 13, with the increase of polytropic exponent k, the
maximum rotational speed gradually increased. The error of MOC calculation had a trend
of increasing, with slight change between 0.022% and 0.029%.

6. Conclusions

In this paper, the second-order FVM Godunov scheme model was developed to simu-
late hydraulic transients and load rejection in a hydropower plant with an air chamber. The
virtual boundary strategy was proposed to simply and effectively handle the complicated
boundary problems. The results of the proposed model were compared with MOC results,
the exact solution, and the measured data. The main conclusions are as follows.

(1) The second-order FVM Godunov scheme model can more accurately, stably, and
efficiently simulate the water hammer problem in pipe systems. When the Courant number
was Cr = 1, both calculated results of FVM and MOC were consistent with the exact
solution. When the Courant number was Cr < 1, both computational results had numerical
dissipation. As the Courant number gradually decreased, the second-order FVM simulation
results were more stable. For the given Courant number, the numerical dissipation of MOC
was more serious. The second-order FVM is more efficient for the same accuracy.

(2) For the load-rejection process of hydropower units containing an air chamber,
the results calculated by the proposed FVM model were basically consistent with the
measured rotational speed variation, which verifies that the second-order FVM model
can be accurate for the simulation analysis of load-rejection process of hydropower units
containing complex pipe systems.

(3) For complex pipe systems, the second-order FVM model better reproduced the
experimental data, and the simulation results were more accurate than those of MOC.
The reason for the larger calculation error caused by MOC is that MOC adjusts the water
hammer wave speed or reduces the Courant number. The second-order FVM does not
need to adjust the wave velocity of the pipe, and only needs to reduce the Cr condition
appropriately. Compared with MOC, FVM not only simplifies the simulation process, but
also has better calculation accuracy.

(4) The error of MOC calculation is associated with the air chamber parameters. For
the current case of hydropower plant, with the increase of static water depth in the design
condition, the error of MOC calculation had a trend of decreasing and then increasing,
with a slight change between 0.35% and 0.36%. With the increase of air cushion height (air
length), the error of MOC calculation had a trend of decreasing, with a change between
0.355% and 0.375%. With the increase of polytropic exponent k, the error of MOC calculation
had a trend of increasing, with a slight change between 0.022% and 0.029%.
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Overall, the second-order FVM model was robust in simulating the water hammer
problems in a simple or complex pipe system. Considering the higher accuracy, stability,
and efficiency, the high-order FVM is feasible and suggested for water hammer simulation
in real hydraulic systems with more complicated pipe components and devices.
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Abstract: A filling operation generates continuous changes over the shape of an air–water interface,
which can be captured using a 3D CFD model. This research analyses the influence of different
hydro-pneumatic tank pressures and air pocket sizes as initial conditions for studying rapid filling
operations in a 7.6 m long PVC pipeline with an irregular profile, using the OpenFOAM software.
The analysed scenarios were validated using experimental measurements, where the 3D CFD model
was suitable for simulating them. In addition, a mesh sensitivity analysis was performed. Air pocket
pressure patterns, water velocity oscillations, and the different shapes of the air–water interface
were analysed.

Keywords: filling events; entrapped air pocket; thermodynamic behaviour; CFD; air-water interface

1. Introduction

Filling events are frequently performed for water utilities companies in order to
operate drinking water distribution systems to supply the required water demands [1–4].
To analyse the performing of filling operations is crucial for the understanding of the
pressurised liquid phase (water) and the compression of the gas phase (entrapped air
pocket). Conduits in storm drainage networks can also be pressurised when a return
period occurrence is higher compared to the designed one [5–7]. The air–water interface
exhibits a dynamic behaviour in pressurised installations while the water phase replaces
part of the portion occupied by the entrapped air pocket. The phenomenon can generate
pressure surges and temperature gradients [2]. Air valves are used as protection devices to
avoid risky conditions with regard to over-pressures [8–12], where several studies have
been developed using experimental measurements and analytical formulations [8–10,13].
Water filling processes have been analysing using elastic [14] and rigid [1,11,12,15] column
models, which can provide information regarding the water filling velocity, air pocket
pressure, air pocket temperature, air density, and position of the air–water interface.

In addition, filling operations have been modelled using computational fluid dynamics
(CFD) in order to represent the hydraulic and thermodynamic evolution of the water and
air phases, respectively [16,17]. A 3D CFD analysis can provide detailed information in each
cell of an entire water installation compared to analytical models [16]. Besharat et al. [18]
developed a 2D CFD model for studying the dynamic behaviour during the compression
of an entrapped air pocket, which showed a good agreement in regards to experimental
measurements. Martins et al. [19] studied the over-pressure peaks in rapid filling events,
where the influence of an air pocket size was evaluated. Zhou et al. [4] studied different
hydraulic and thermodynamic phenomena of an entrapped air pocket in a vertical pipeline

Water 2023, 15, 834. https://doi.org/10.3390/w15050834 https://www.mdpi.com/journal/water
211



Water 2023, 15, 834

during rapid filling events. Fang et al. [20] studied the motion of entrapped air pockets in a
storm-water drainage system. Aguirre-Mendoza et al. [17,21] developed a 2D CFD model to
analyse the effects of orifice sizes in the control of filling processes of water pipelines. Many
researches have used the SST k-ω model to analyse the dynamic interaction between water
and air [17,22–24]. CFD models for simulating a two-phase transient flow in pipelines
have rarely been used to analyse their numerical accuracy, to verify the behaviour of
the air–water interface, even to verify the pressure patterns of the entrapped air pocket.
Air–water mixing accumulates multiple hydraulic–thermodynamic phenomena that have
been studied to a limited extent in the literature. The aim of this research is to analyse
the thermodynamic behaviour of an entrapped air pocket and the hydraulic transients
during a rapid filling event with the upstream end closed in a water pipeline with an
irregular profile using a 3D CFD model (OpenFOAM software v8). The experimental
tests were performed at the hydraulic lab at the Instituto Superior Técnico (University
of Lisbon, Lisbon, Portugal). A 7.6 m long PVC pipe with nominal diameter DN63 was
used, considering several initial hydro-pneumatic tank pressures and air pocket sizes.
Experimental measurements were used to validate the 3D CFD model.

2. Experimental Facility

The experimental facility corresponds to a water pipeline with a total length of 7.6 m
and nominal diameter DN63 (internal diameter of 51.4 mm), which has two branch pipes
(left and right). Figure 1 presents the experimental scheme. Lleft,d and Lright,d correspond to
inclined pipe for the left and the right branch pipes, respectively, with lengths of 1.5 m each.
Horizontal branch pipes Lleft,h and Lright,h have lengths of 2.05 and 1.85 m, respectively.
The left branch is connected to an electro-pneumatic ball valve. A hydro-pneumatic tank is
used to supply different initial absolute pressure. The ball valve located at downstream
end at the right branch pipe was closed for all experimental tests. A pressure transducer
was located at the highest point of the installation to measure the air pocket pressure.

An initial air pocket size was defined with a length Liap located at the left branch
pipe. The filling event starts with the opening of the electro-pneumatic ball valve. After
that, the entrapped air pocket is compressed causing the air pocket pressure to increase its
tendency. The water column located inside of the branch pipe remains at rest, acting as a
boundary condition. A total of six (6) experimental measurements of pressure oscillations
of the air pocket trapped in the branched pipe were performed. Their initial characteristics
are shown in Table 1.

Figure 1. Experimental setup.

Table 1. Initial conditions of the experimental tests.

Test p0 (Pa) Liap (m)

1 121,325 0.46
2 176,325 0.46
3 151,325 0.46
4 121,325 0.96
5 176,325 0.96
6 151,325 0.96
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3. Three-Dimensional Model

CFD models have been used for analysing the air–water interface during different
hydraulic events [24–28]. Two-dimensional CFD models have been implemented for
studying filling events [4,17,18,21]. In this research, a 3D CFD model was used to simulate
a rapid filling process using the computational software OpenFOAM [29], developed by
OpenFOAM Foundation. It allows to simulate multiphase compressible flows, considering
an interface capture of fluid. A geometric domain in multiple blocks with small finite
volumes should be defined in the software. The air–water interface is represented under
user-defined conditions. Computational fundamentals are described as follows.

3.1. Governing Equations

The CFD model involves the solution of a set of mathematical equations involving
different physical principles, such as mass conservation, momentum, transport, turbulence,
and thermodynamic principles.

3.1.1. Partial Vof Equations

The volume of fluid equations are partially evaluated using a partial volume of fluid
(PVoF) model, where the combination of fluids (air and water) is solved numerically using
the phase fraction (αw) for the calculation of density and dynamic viscosity (ρ and µ) of
each cell of the geometrical domain [30,31]. The equations of the density and dynamic
viscosity are

ρ = αwρw + (1− αw)ρa (1)

µ = αwµw + (1− αw)µa (2)

where ρa = air density, ρw = water density. µa and µw correspond to dynamic viscosity of
air and water, respectively. Transport model associated to PVoF model uses a rate change of
volume fraction, convective transport terms, and compressibility of the fluid combination.
The equation of the PVoF transport model is

∂αw

∂t
+∇ · (αw~u) +∇ · ((1− αw)αwur) = 0 (3)

where ~u = flow velocity vector in a cell, and ur = velocity field.

3.1.2. Navier–Stokes Equations

The behaviour of multiphase flows can be analysed by the Navier–Stokes equations
for compressible flows using the interface capture of the phase fraction of the PVoF model.
The continuity formulation is

∂ρ

∂t
+∇ · (ρ~u) = 0 (4)

where ρ = density, and ~u = flow velocity vector. The momentum equation is represented by
the following expression:

∂(ρ~u)
∂t

+∇ · (ρ~u~u) = −∇p +∇ · (µ∇~u) + ρ~g− Fs (5)

where ∇p = pressure gradient term, ~g = gravitational acceleration vector, and Fs = surface
tension forces.

3.1.3. Thermodynamic Equations

The principle of conservation of energy is based on the sum of the rates of change
in thermodynamic energy and mechanical energy during fluid motion [29]. Equation (6)
shows the principle of the conservation of energy.

∂(ρCpT)
∂t

+∇ ·
(
ρ~uCpT

)
= ∇ ·~q + ST (6)
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where Cp = specific heat at constant pressure, T = temperature,~q = heat flux, and ST = thermal
energy source. The heat flux is calculated using the Fourier conduction law, which depends
on the product of the thermal diffusivity (aeff) and the temperature gradient (∇T), as shown
in Equation (7):

~q = −aeff∇T (7)

The thermodynamic behaviour of air density is evaluated through the equation of state,
which relates air pressure (pa), the universal gas constant (R), and air phase temperature
(Ta). Equation (8) represents the thermodynamic ratio of the above-mentioned parameters
of the air phase.

ρa =
pa

RTa
(8)

3.1.4. SST k-ω Turbulence Model

The SST k-ω turbulence model was used to represent the turbulent phenomenon
occurring in the analysed pipeline with entrapped air because aerodynamic flows are facing
adverse pressure gradients [32]. This model was implemented for a suitable resolution of
the viscous laminar sub-layer and the effects of vorticity in areas far from the walls [33].
The fundamental equations of the SST k-ω turbulence model are

D(ρk)
Dt

= Sk − β∗ρkω +∇ · (ρDk∇k)− 2
3

ρk(∇ · ~u) + ρG (9)

D(ρω)

Dt
= ∇ · (ρDω∇ω) +

ργG
νt
− 2

3
ργω(∇ · ~u)− ρβω2 + Sω + ρ(1− F1)CDkω (10)

where k = turbulent kinetic energy, ω = specific turbulence dissipation rate. Dk and Dω

are diffusive terms for k and ω, respectively. G = generation of turbulence kinetic energy,
νt = turbulent kinematic viscosity, F1 = blending function, and CDkω = closure coefficient
of k and ω. Coefficients such as Sk, Sω, β, β∗, and γ depend on turbulence model. In
addition, wall functions were used to calculate the logarithmic region between viscous
sub-layer and far-wall zone.

3.2. Numerical Approach

The Pressure-Implicit with Splitting of Operators (PISO) algorithm was used for the
numerical resolution of the governing equations, using the coupling system as a function
of pressure and flow velocity in finite volumes. Pressure equation and momentum were
corrected twice. On the other hand, non-orthogonal and outer correction were applied to
solve the pressure term associated to transient flows. The numerical approach of the time
and divergence schemes of the governing equations was performed using first-order and
implicit Gaussian approximations to guarantee a stable numerical approximation. Second-
order linear schemes were applied for the resolution of Laplacian terms and gradients.

3.3. Mesh Computational and Boundary Conditions

Figure 2 shows the spatial distribution of geometric domain associated to the pipeline
of irregular profile for representing the filling processes. Geometric domain was distributed
by unstructured cells, which are adequate for complex geometries [34]. The opening of the
electro-pneumatic ball valve was simulated using a dynamic mesh function. The geometric
domain was distributed with a total of 151,539 cells, where 150,847 cells are tetrahedral cells
and 692 cells are polyhedral cells. The 3D CFD model presents a non-orthogonality of 23.0,
maximum skewness of 1.96, maximum aspect ratio of 117.3. Mesh sensitivity analysis was
performed through tests with structured and unstructured meshes, which were performed
in the contribution of Besharat et al. [18] for an irregular pipeline of similar dimensions.
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Figure 2. Geometric domain with detail in distribution of cells and boundary conditions: (a) inlet
and electro-pneumatic ball valve, (b) upstream end, and (c) detail of walls in right pipe branch.

Different boundaries were defined in 3D CFD model, which are described as shown in
Table 2.

Table 2. Description of the existing boundaries in geometrical domain.

Boundary Characteristics

Inlet Corresponds to the boundary where water
inflow is generated during filling events.

Walls This boundary corresponds to the walls of the
existing pipeline and accessories.

VSI (Valve–Sliding Interface)
Corresponds to the sliding interface that
ensures continuity of flow over the
electro-pneumatic ball valve.

A no-slip boundary condition was defined in all boundaries with regard to walls.
Initial pressure (inlet boundary) corresponds to absolute pressure (p0), which was supplied
by the hydro-pneumatic tank. The system is at rest with an initial air temperature of 293 K.
The air pocket is found to atmospheric pressure (p = 101,325 Pa).

4. Results and Discussion

A 3D CFD model was developed to analyse the thermodynamic and hydraulic vari-
ables during rapid filling processes in water pipelines. A detailed analysis was performed
using Test No. 1 and Test No. 2, which correspond to hydraulic scenarios with Liap = 0.46 m
and initial gauge pressures of 20 and 75 kPa, respectively. The CFD model was validated
using the experimental measurements of the air pocket pressure gauge oscillations, which
were conducted at the hydraulic lab at the Instituto Superior Técnico of the University
of Lisbon, Portugal. The comparison between the numerical results and experimental
measurements was performed. Figure 3a shows the behaviour of the air pocket gauge
pressure pulses for Test No. 1, where a maximum value of 46 kPa was reached at t = 0.44 s.
The gauge pressure patterns decreased to a value of 4 kPa (at t = 0.77 s). The 3D CFD model
is capable of representing the air pocket gauge pressure oscillations with regard to the
experimental measurements with a good accuracy. Figure 3b shows the air pocket gauge
pressure oscillations for Test No. 2, where a maximum value of 214 kPa was reached, while
the CFD model shows a maximum gauge pressure of 190 kPa at t = 0.37s and t = 0.38 s,
respectively. Subsequently, the minimum pressure gauge of the first oscillation of the CFD
model reaches a value of 22 kPa at t = 0.59 s. The gauge undergoes four oscillations, where
the last one has peak maximum and minimum values of 156 kPa and 40 kPa at t = 1.78 s
and t = 2.0 s, respectively.
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Figure 3. Analysis of air pocket pressure pulses: experimental measurements versus 3D CFD model.
(a) Test No. 1, and (b) Test No. 2.

4.1. Air–Water Interaction

The dynamic behaviour of the air–water interaction was explored using a 3D CFD
model. The model shows how the air–water interface is not totally perpendicular to the
main direction of the pipe. A complex air–water interface is presented from 1.0 to 2.0 s,
which cannot be predicted using 1D models. The air–water interface exhibits a compression
process, reaching the peak of the air pocket gauge pressure. Figure 4 shows the behaviour
of the air–water interface for Tests No. 1 and No. 2. In addition, the streamlines and
contours data are presented for the gas phase (entrapped air pocket) in order to observe
the variation in the air volume in the geometric domain of the pipeline with an irregular
profile (see Figure 5).

The entrapped air pocket shows dynamic behaviour for Test No. 1, considering an
inlet gauge pressure supplied by the hydro-pneumatic tank of 20 kPa (see Figure 4a), where
the air phase is compressing, generating a vorticity on the vertices of the left and right
branch pipes (Lleft and Lright) at t = 0.25 s. The filling event generates an initial compression
of the entrapped air pocket from the initial fraction V/Vp = 7.8% to 6.2% (see the first peak
of the air pocket pressure in Figure 5) at t = 0.44 s. Here, V/Vp corresponds to the volume
of fluid over the total volume of the analysed pipeline. After that, the entrapped air pocket
expands because the effect of the accumulated compression energy generates a rupture of
the air–water interface above the water column, as shown at t = 0.50 s (see Figure 4a), and
at the same time, the streamlines of the air velocity show values varying between 0.4 and
1.2 m/s. The entrapped air pocket reached maximum values between 0.4 and 0.8 m/s over
the air–water interface at t = 1.0 s. The water and air are mixed from t = 1.5 to 2.0 s (see
Figure 4a). The volume of the entrapped air pocket oscillates between 6.2% and 7.8% for
the analysed tests (Figure 5).

Figure 4b shows the air–water interface for the filling event for Test No. 2. There is
an increasing trend in the air velocity, which is occurring for the compression of the gas
phase. The entrapped air pocket begins to move with values greater than 1.2 m/s, as shown
from t = 0.25 to 0.50 s. Small bubbles are formed because the transient event is rapidly
occurring for the initial gauge pressure of 75 kPa. Test No. 2 shows that the air pocket
is compressed, where an initial volume of 7.8% V/Vp reaches a value of 3.2% V/Vp at
t = 0.37 s (see Figure 5). Afterwards, the air pocket volume gradually expands from 3.2%
to 6.4% (at t = 0.6 s). The second oscillation of the air pocket volume shows peak values
of 3.4% V/Vp and 6.3% V/Vp. During the last pulse, values of 3.6% V/Vp and 5.8% V/Vp
are reached.
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Figure 4. Dynamic behaviour of the entrapped air pocket during the analysed filling process. (a) Test
No. 1, and (b) Test No. 2.

Figure 5. Analysis of air pocket volume.

4.2. Water Velocity

The analysed transient event produces permanent changes in the water velocity
patterns. The 3D CFD model provides the numerical information on these variations.
Figure 6 shows the water velocity oscillations for Tests No. 1 and No. 2 along the entire
pipeline.

The water column is capable of generating a rapid compression of the entrapped air
pocket, where a maximum water velocity of 0.56 m/s (at t = 0.20 s) is reached for Test No. 1
(see Figure 6). After that, a decreasing trend is detected, reaching a null value at t = 0.36 s.
Negative water velocities are found in the left pipe branch. For the analysed time periods,
there are three peaks and drops of the water flow pulses. The lowest value was −0.5 m/s
at t = 0.5 s. Figure 7a presents the vector field of the water velocities for time values of 0.1 s,
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0.2 s, 0.8 s, and 1.6 s for both tests. Negative water velocities are occurring at t = 0.4 and
0.6 s. The results of Test No. 2 are more more critical compared to Test No. 1, because a
maximum value of 2.1 m/s (at t = 0.18 s) is attained, and a minimum value of −1.6 m/s is
found at t = 0.37 s. The water velocity shows a similar trend compared to Test No. 1 (see
Figure 7b).

Figure 6. Water velocity patterns during filling events.

Figure 7. Vector field of water velocity patterns: (a) Test No. 1, and (b) Test No. 2.

4.3. Air Pocket Behaviour

The rapid changes produced by the filling event rapidly cause a compression of the
entrapped air pocket. Figure 8 shows how the temperature changes are occurring in the
entrapped air pocket, where polytropic behaviour is presented.

Figure 8a shows the temperature behaviour of the entrapped air pocket for Test
No. 1. It shows a maximum value of 42 °C (at t = 0.40 s). After that, the temperature
pattern decreases to a value of 32 °C at t = 0.5 s. When the air pocket is being compressed
for the second oscillation, the temperature pattern rises up to 40 °C at t = 1.0 s, where
a heterogeneous temperature gradient is shown. Figure 8b shows the thermodynamic
evolution for Test No. 2. A maximum temperature of 120 °C was reached at t = 0.35 s
according to the 3D CFD model. The temperature pulse tends to decrease to a value
varying from 40 °C to 60 °C. Finally, the air pocket temperature reaches values lower than
30 °C after t = 1.0 s. The air temperature changes are strongly included by the initial gauge
pressure supplied by the hydro-pneumatic tank. In all the tests, the temperature gradients
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are non-uniform over the air phase, due to the heat transfer between the fluids, showing
that the temperature in the air–water interface zone is not higher than 30 °C.

The analysis of the permissible overheating in water pipelines should be conducted
for design purposes using mathematical models that involve the analysis of the air–water
interface, because thermoplastic materials (e.g., PVC) should not be exposed to values
higher than 60 °C to avoid undesirable deformations.

Figure 8. Temperature gradients in CFD models: (a) Test No. 1, and (b) Test No. 2.

5. Conclusions

The study of transient flows during different filling events through 3D CFD models
allowed to analyse the different behaviours presented that are related to the gauge pressure
oscillations, collapse of the air–water interface, water flow velocities, and thermodynamic
phenomena in the air phase. This study highlights the good numerical accuracy presented
by the 3D CFD model in predicting the gauge pressure oscillations of the air pocket
measured in the experimental facility. The pressure damping of the entrapped air pocket
leads to the generation of water flow velocity transitions by changing the displacement of
the water flow at different time instants over the hydraulic pipeline and mixing level of the
air and water, which becomes more intense when the inlet gauge pressure is higher. The
main focus of this research was to obtain the relevant information related to the hydraulic
phenomena associated with water and the thermodynamic phenomena associated with
air, which help the user to identify the magnitude of these phenomena and relate them
to transient events that may occur in hydraulic installations of different scales. From the
hydraulic–thermodynamic phenomena analysed, the following statements can be defined:

219



Water 2023, 15, 834

• The entrapped air pocket exhibits constant volume changes over time. The water
column compresses the air pocket to a limit state and then it tends to expand to
release the compression energy that was accumulated during the filling event. This
compression–expansion phenomenon of the air pocket is cyclic over time. The dy-
namic behaviour of the trapped air during the volume changes can be visualised in
detail through streamlines and velocity contours, where such events manifest their
volume reduction and expansion through vortices located at the air–water interface
zones that can physically reach maximum velocities of 1.2 m/s (in Test No. 2).

• Transient flows can result in backflows towards the pumping source, which can lead
to a loss of the hydraulic efficiency during filling events. During the first few seconds,
the velocity transitions are abrupt, and then they gradually dissipate over time due to
the damping pressure of the entrapped air pocket. These backflows are more critical
in scenarios with higher inlet gauge pressures. In addition, the CFD model predicts in
detail the vector field of the water flow by showing the changes in the water trajectory
at different time instants.

• Temperature changes are inevitable during filling processes, considering that the
compression of the trapped air causes a change in the thermodynamic conditions
of the air phase. In such phenomena, the trapped air pocket undergoes adiabatic
behaviour, which has been reproduced in previous research on filling processes. The
3D CFD model in the analysed tests shows a non-uniform temperature distribution,
showing that away from the air–water interface the highest temperatures occur (up
to 120 °C in Test No. 2), whereas in the air pocket near the air–water interface,
temperatures between 20 °C and 30 °C occur.

The development of the three-dimensional model allowed for representing an integral
behaviour of the hydraulic–thermodynamic phenomena from a physical approach. The
application of an unstructured mesh with the number of cells defined in this research
favoured the convergence of the numerical solution and an adequate simulation with a
Courant number less than 1.0. Moreover, the unstructured mesh favoured the detailed
visualisation of the contours of the different variables analysed. The application of 3D CFD
models to simulate hydraulic and thermodynamic phenomena in pipes with entrapped
air represents a high computational cost considering the rapidity of the hydraulic event;
however, it guarantees a more detailed and complete level of information compared to
other computational models.

It is important to evaluate the selection of the pipe class in large-scale water instal-
lations because the compression of entrapped air pockets can produce absolute pressure
values higher than those values reached when considering a monophasic fluid (water). The
current regulations around the world do not consider a complete model of a two-phase
flow when designing these systems. In this sense, the utilisation of a 3D CFD can be used to
compute the extreme values of the air pocket oscillations to increase the reliability during
the filling operation.

For future research, the three-dimensional behaviour of hydraulic events with air
expulsion orifices, which has not been studied in detail in the literature using 3D CFD
models, should be studied. Additionally, it is important to test the simulation of large-scale
hydraulic scenarios, considering the presence and absence of air expulsion orifices.
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Notation
The following notations are used in this manuscript:
aeff thermal conductivity (W/(m·K))
Cp specific heat (J/(kg K))
Dk diffusion term for k (m2/s)
Dω diffusion term for ω (m2/s)
F1 blending function (–)
Fs surface tension (kg m/s2)
~g gravitational acceleration vector (m/s2)
G turbulent kinetic energy generation (m2/s3)
k turbulent kinetic energy (m2/s2)
Liap initial air pocket (m)
p static pressure (N/m2)
p0 initial absolute pressure (N/m2)
~q heat flux vector (W/m2)
R universal gas constant (J/(K·mol))
T temperature (°C)
t time (s)
~u velocity vector (m/s)
ur velocity field (m/s)
y+ distance function (–)
αw phase of fraction (water) (–)
µ dynamic viscosity (Ns/m2)
νt turbulent kinematic viscosity (m2/s)
ρ density (kg/m3)
ω dissipation frequency (1/s)
Subscripts
a refers to air (e.g., air density)
w refers to water (e.g., water density)
m refers to the mixture between air and water (e.g., mixed density)
t refers to a turbulent condition (e.g., turbulent dynamic viscosity)
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Abstract: Quasi-two-dimensional (quasi-2D) friction models have been widely investigated in tran-
sient pipe flows. In the case of viscoelastic pipes, however, the effect of different values of the
Reynolds number (Re) on pressure fluctuations (which can lead to water hammer) have not been
considered in detail. This study establishes a quasi-2D friction model employing an integral total
energy method and investigates the work due to frictional and viscoelastic terms at different Re
values. The results show that viscoelastic work (WP) and frictional work (Df) increase with an increase
in Re. However, when the initial Re values are high, the Df values are much larger than the WP

values. In addition, for Re < 3 × 105, the 1D model underestimated the viscoelastic terms. There was
no significant difference between the two models for Re > 3 × 105. In the case of different initial Re
values, the two models produced almost the same values for WP. This study provides a theoretical
basis for investigating transient flow from the perspective of energy analysis.

Keywords: transient flow; viscoelastic pipe; quasi-2D model; energy analysis; Reynolds numbers

1. Introduction

In recent years, viscoelastic pipes have been increasingly used in urban water-supply
systems [1]. The transient-flow pressure fluctuation generated by such pipes is different
from the pressure fluctuation of traditional elastic pipes because of their different viscoelas-
tic properties; when pumps suddenly stop or valves close quickly, a water-hammer accident
result. The peak values of pressure fluctuation are relatively small; however, pressure-
fluctuation attenuation and phase delay are large. Therefore, a correct understanding of
the role of viscoelastic characteristics in the transient-flow pressure-fluctuation process is
necessary.

Accurate numerical calculation of transient flow in viscoelastic pipes must consider the
effect of not only unsteady friction (UF) of the pipe wall but also wall viscoelasticity. Some
researchers have studied the pressure fluctuation of transient flows in viscoelastic pipes.
Rieutord and Blanchard [2] pointed out that the acceleration of pressure attenuation is due
to a time offset between the pressure and the retarded strain of the pipe wall. Covas et al. [3]
proposed that, owing to retarded deformation, the maximum pressure of the transient
flow of viscoelastic pipes is smaller than that of elastic pipes, and the attenuation of the
pressure wave is faster. In addition, Covas et al. [4] found that the viscoelastic effect is more
evident in a transient flow when the retarded time of the viscoelastic pipes is less than the
propagation time of the pressure wave along the pipes.

Numerous studies on the influence of UF on the transient flow of elastic pipes have
been conducted. The results show that a one-dimensional (1D) quasi-steady friction model
can accurately simulate the maximum value of pressure fluctuation in elastic pipelines,
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but in most cases, it cannot accurately describe the peak-pressure damping [1]. One-
dimensional UF model [5] and two-dimensional (2D) friction models [6] can accurately sim-
ulate not only the maximum peak of pressure fluctuations but also the attenuation of pres-
sure fluctuation. Pezzinga [6] compared the error values of 1D- and 2D-model-simulated
maximum and minimum pressure heads with experimental results and confirmed the
accuracy of the 2D-model-simulated shear stress. In a study of different friction models of
the transient flow through a simulated viscoelastic pipeline, Firkowski et al. [7] examined
the effects of UF and experimentally obtained creep functions. Urbanowicz et al. [8] investi-
gated quasi-steady and unsteady frictions in viscoelastic pipes and presented a simplified
effective numerical-convolution integral to describe retarded strain. Sun et al. [9] concluded
that a 1D quasi-steady friction model could accurately simulate the pressure-fluctuation
attenuation of viscoelastic pipes at a certain water temperature.

In previous studies, the viscoelastic parameter was mistakenly thought to be energy
dissipation, but an increasing number of studies have shown that there is energy transfer
between the fluid and the pipe wall [10]. Karney [11] divided the energy involved in
transient flow into four parts: the kinetic energy of the fluid, the internal energy associated
with fluid compressibility and pipeline-elasticity effects, the energy dissipated by friction,
and the work done at the ends of the pipeline. Through integral processing, the basic
momentum and continuity equations of transient flow can be used to analyse the energy of
the entire pipeline. Duan et al. [10] used Fourier methods and energy analysis to show that
energy transfer was related to the ratio of the pressure wave period to the retarded time
(T/τ). Duan et al. [12] used local transient analysis (LTA) and integral total energy (ITE)
methods to study the influence of friction on transient flow in a 1D UF model and 2D k-ε
turbulence model. The results showed that the friction dissipation calculated by the 1D
model was smaller than that calculated by the 2D model after the first pressure-fluctuation
period. Meniconi et al. [13] introduced nondimensional parameters to analyse the energy
dissipation of the transient flow in viscoelastic pipes, finding numerically that the energy
dissipation was related to the Reynolds number (Re) and valve opening. Riasi et al. [14]
employed a 2D k-ε turbulence model to infer nondimensional parameters related to Re
and the viscoelasticity of the pipe. The influence of these parameters on the pressure
fluctuation, wall-shear stress, velocity profiles, turbulence production, and dissipation
was investigated.

As mentioned, Re is an important parameter in transient flow. Hence, an understand-
ing of how it influences viscoelastic and frictional effects on the energy dissipation of
transient flow is critical for the design and operation of a pipeline system. In this study,
transient flow with different initial Re values was investigated for both 1D and 2D models.
First, the energy equation of the 2D model was derived using the ITE method. The contri-
butions of the viscoelastic and friction terms to the work done in both friction models were
analysed and discussed, and the change rule of the work done under different Re values
were clarified. The trends of work done and energy dissipation at different Re values were
examined from the perspective of energy analysis, and the laws governing fluctuation
of friction and viscoelastic terms at different stages of transient flow were studied. Our
study established a quasi-2D model based on energy analysis to analyse the friction and
viscoelastic effects of transient flow at different Reynolds number.

2. Materials and Methods
2.1. Governing Equations

The continuity and momentum equations of the quasi-2D transient flow model are
expressed as [4,5]:

g
a2

∂H
∂t

+
∂u
∂x

+
1
r

∂(rv)
∂r

+ 2
∂εr

∂t
= 0, (1)

∂u
∂t

+ g
∂H
∂x
− 1

ρr
∂(rτ)

∂r
= 0, . (2)
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where H is the pressure head, Q is the discharge, a is the wave speed, r is the radial
distance from the pipe centre, x is the axial coordinate along the pipe, t is the time, u is the
longitudinal velocity, v is the radial velocity, τ is the shear stress, εr is the retarded strain, g
is the gravitational acceleration, and ρ is the density.

By integrating Equations (1) and (2) over the cross-sectional area of the pipeline, the
continuity and momentum equations for the 1D transient flow in viscoelastic pipes can be
expressed as [4]:

∂H
∂t

+
a2

gA
∂Q
∂x

+
2a2

g
∂εr

∂t
= 0, (3)

∂Q
∂t

+ gA
∂Q
∂x

+
πD

ρ
τw = 0, (4)

where A is the cross-sectional area of the pipeline, and τw is the pipe-wall shear stress
evaluated using the Darcy–Weisbach formula.

2.2. Kelvin-Voigt Model

The behaviour of the viscoelastic pipes was simulated using the Kelvin-Voight (K-V)
model [15,16]. Each of the K-V components consists of a spring and sticky pot, representing
the instantaneous strain and retarded strain components, respectively. The total creep
compliance is given by:

J(t) = J0 +
N

∑
k=1

Jk

(
1− e−

t
τk

)
, (5)

where J0 = 1/E0, E0 is the elastic modulus, Jk = 1/Ek is the creep compliance of the k-th
element, τk is the retarded time of the k-th element, and Ek is the elasticity modulus of the
k-th element.

For viscoelastic pipes, the total strain ε is given by the sum of the instantaneous strain
(εe) and retarded component (εr):

ε = εe + εr. (6)

Using the K-V model with N elements, the retarded strain is the sum of the single-
element deformations [3]:

∂εr(t) = ∑
k=1···N

∂εrk(t). (7)

The retarded strain is [4]:

εr(x, t) = ∑
k=1···N

εrk(x, t) = ∑
k=1···N

γαD
2e

∫ t

0

[
H
(
x, t− t′

)
− H0(x)

] Jk
τk

e
−t′
τk dt′, (8)

where t’ is the time variation.
The retarded strain rate is algebraically expressed as [17,18]:

∂εr(t)
∂t

= ∑
k=1···N

∂εrk(t)
∂t

=
N

∑
k=1

(AH −VE), (9)

with
VE = BH0 + (A− B)H(x, t− ∆t) + Cεrk(x, t− ∆t), (10)

A =
αD
2e

γ
Jk
∆t

(
1− e−

∆t
τk

)
, B =

αD
2e

γ
Jk
∆t

e−
∆t
τk , C =

e−
∆t
τk

Tk
, (11)

where γ is the bulk weight, α is the constraint coefficient, D is the pipe diameter, e is the
wall thickness, H is the pressure head, and ∆t = L/(a× Nx). Here, Nx is the number of
pipe meshes.
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2.3. Numerical Scheme of 1D and Quasi-2D Models

The solutions for transient flows in viscoelastic pipes were calculated by quasi-2D and
corresponding 1D models using the method of characteristics (MOC). The characteristic
forms of the quasi-2D and corresponding 1D transient-flow equations are:

dH
dt
± a

g
du
dt

+
a2

gr
∂(rv)

∂r
∓ a

g
1
ρr

∂(rτ)

∂r
+

2a2

g

N

∑
k=1

(AH −VE) = 0, (12)

dH
dt
± a

g
dQ
dt
± a2

g
4τw

ρD
+

2a2

g

N

∑
k=1

(AH −VE) = 0. (13)

Because of the steep radial velocity gradient, a gradually encrypted radial grid was
applied from the pipe centre to the pipe wall. This is shown in Figure 1, where j is the
subscript representing the radial grid number, rj is the radial distance between the outer
surface of cylinder j and the pipe centre, and rcj is the radial distance between the centre of
cylinder j and the pipe centre.
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Integrating Equation (11) on the characteristic lines between times n∆t and (n + 1)∆t
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(
a
g
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)
un+1

i,j −ωCu3,jun+1
i,j+1 = Kpi,j, (14)

(1 + F)Hn+1
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i,j−1 + θCq,jqn+1
i,j + ωCu1,jun+1

i,j−1 −
(

a
g
+ ωCu2,j

)
un+1

i,j + ωCu3,jun+1
i,j+1 = Kni,j, (15)

with

F =
2a2∆t

g

N

∑
k=1

αD
2e

γ
Jk
∆t

e−∆t/τk , (16)

Kpi,j = Hn
i−1 + (1− θ)Cqj

(
qn

i−1,j−1 − qn
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)
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+
[
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]
un
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2a2∆t
g
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Cqj =
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grcj
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) , Cu1,j =
a∆tvTj−1rj−1
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Cu3,j =
a∆tvTjrj

grcj
(
rcj+1 − rcj

)(
rj − rj−1

) , Cu2,j = Cu1,j + Cu3,j, (19)

where ε and θ are the weighting coefficients, q(=rv) is the radial flux, and the source terms
Kpi,j, and Kni,j are known values, the elements of which depend on H, u, and q at the
previous time level.

When Equation (14) is subtracted from Equation (15), we obtain:

ωCu1,jun+1
i,j−1 −

(
a
g
+ ωCu2,j

)
un+1

i,j + ωCu3,jun+1
i,j+1 = 0.5

(
Kni,j − Kpi,j

)
. (20)

Instead, if they are added, we obtain:

(1 + F)Hn+1
i − θCq,jqn+1

i,j−1 + θCq,jqn+1
i,j = 0.5

(
Kni,j + Kpi,j

)
. (21)

These equations enable us to calculate the axial velocity, nodal pressure head, and
radial flux.

Integrating Equation (12) on the characteristic lines between times n∆t and (n + 1)∆t,
the discretised forms of the 1D characteristic equations are expressed as:

(1 + F)Hn+1
i + BQn+1

i +
4εa∆t
ρgD

τn+1
w,i = Cp, (22)

(1 + F)Hn+1
i − BQn+1

i − 4εa∆t
ρgD

τn+1
w,i = Cm , (23)

with

τn+1
w,i = ρvT

un+1
i,NR+1

∆rcNr+1

= ρvT
un+1

i,NR+1(
D/2− rcNr+1

) (24)

Cp = Hn
i−1 +

a
gA

Qn
i−1 −

4a∆t
ρgD

τn
w,i−1 +

2a2∆t
g

N

∑
k=1

VE, (25)

Cm = Hn
i+1 −

a
gA

Qn
i+1 +

4a∆t
ρgD

τn
w,i+1 +

2a2∆t
g

N

∑
k=1

VE . (26)

A five-region turbulent flow model can be introduced to calculate the turbulent eddy
viscosity (vT). Combining Equations (21) and (22), the pressure head and discharge may be
obtained as:

Hn+1
i =

Cp + Cm

2(1 + F)
, (27)

Qn+1
i =

Cp − Cm

2B
− 4εa∆t

ρgDB
τn+1

wi . (28)

2.4. ITE Method Based on Quasi-2D Friction Model

The energy equation corresponding to the quasi-2D model is obtained by integrating
the basic differential equation. However, in addition to axial flow, radial flow is considered
in the quasi-2D model; therefore, radial integration should be considered when the equation
associated with the flow rate is integrated [10].

∫ L

0

∫ D/2

0

[
Eq. (3)× ρ2gH

]
drdx;

∫ L

0

∫ D/2

0
[Eq. (4)× u]drdx (29)

The energy equation of the quasi-2D model is as follows (a detailed derivation is
provided in Appendix A):

dU
dt

+
dT
dt

+ D f + WE + WP = 0, (30)
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where U is the total internal energy of the system, T is the total kinetic energy of the system,
Df is the total rate of frictional dissipation, WE is the total rate of work from the ends of the
pipe, and WP is the total rate of work from the pipe wall, expressed as follows:

U =
ρg2 A
2a2

∫ L

0
H2(x, t)dx, (31)

T(t) =
πρD

4

∫ L

0

∫ D/2

0
u2drdx, (32)

D f (t) = −
πD

2

∫ L

0

∫ D/2

0

u
r

∂(rτ)

∂r
drdx, (33)

WE =
πρDg

2

∫ D/2

0
[u(L, t)H(L, t)− u(0, t)H(0, t)]dr, (34)

WP = 2ρAg
∫ L

0
H

∂ε

∂t
dx. (35)

3. Results: Experimental Setup and Validation

The experimental data in this study were obtained from the Water Engineering Labo-
ratory at the University of Perugia, Italy [19]. High-density polyethylene (HDPE) pipe was
used in the experiment. A pressure tank was used to maintain the pressure upstream of the
pipes, and a fast-closing pneumatic valve was used to generate excitation of the transient
flow downstream of the pipes. The inner diameter (D) of the pipe was 93.3 mm, and the
wall thickness (e) was 8.1 mm. The length of the experimental pipes (L) used in this study
was 128.6 m.

Five groups of experimental data, each with a different Re, initial flow rate, and initial
pressure, were analysed in this study. The specific experimental parameters are listed in
Table 1. The limiting coefficient of the pipe was 0.97, and the relative roughness of the
pipe was 8.57 × 10−4. The K-V parameters were calibrated according to literature [19],
and their values were as follows: 1D model (E0 = 1556 N/mm2 , E1 = 7820 N/mm2,
τ1 = 582.6 ms,E2 = 18,370 N/mm2, τ2 = 59.76 ms, E3 = 6842 N/mm2, and τ3 = 21,570 ms);
2D model (E0 = 1563 N/mm2, E1 = 9596 N/mm2, τ1 = 562.3 ms, E2 = 19,490 N/mm2,
τ2 = 52.18 ms, E3 = 5834 N/mm2, and τ3 = 19,680 ms).

Table 1. Experimental settings [19].

Case Q (L/s) Re H0 (m) Tc (s)

1 1 13,380 21.63 0.0875
2 2.04 28,320 21.13 0.0752
3 2.95 40,950 20.74 0.1188
4 4.03 55,940 20.34 0.1575
5 5.02 69,680 19.82 0.1533

The numerical results of the 1D and quasi-2D models at Re = 55,940 are compared to
the experimental results in Figure 2a. The figure shows that the simulation results of the
quasi-2D model are very close to the experimental results in terms of peak value, valley
value, and phase, especially in the second half-circle of transient flow (30–50 L/a); the
same is true for the 1D model. Figure 2b shows the simulation results for the pressure
head at different Re values, in which the peak pressure increases with Re. The pressure
head decreases with the increase of Reynolds number, whereas the phase is unchanged at
different Reynolds numbers.
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Figure 3 shows the variation trend of the total, retarded, and instantaneous strain in
the two cases. In the critical region of transient flow, the retarded strain accounted for a
much smaller proportion of the total strain than the instantaneous strain. Although the
retarded strain was relatively small, it can be seen from Figure 3 that, with an increase
in L/a, the retarded strain decreased further and the instantaneous strain also showed a
decreasing trend. At the later stage of transient flow (30 L/a), the total and instantaneous
strain overlapped substantially.
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Figure 3. Results of strain at different Re values: (a) Re = 13,880; (b) Re = 28,320.

From Figure 3, it can also be seen that the instantaneous strain reached its maximum
value at the initial moment of the transient flow, whereas the retarded strain reached its
maximum value in the third phase of transient flow (3 L/a); thus, the total strain reached
its maximum value at 3 L/a. This suggests that the pressure fluctuation in viscoelastic
pipes exhibits a delay compared with that in elastic pipes.

Figure 4 depicts the changes in the instantaneous and retarded strains at five Re values.
Both tended to increase with Re. At the same time, there was a little effect on the peak value
of the retarded strain at different Re values. The maximum peak values of the instantaneous
and retarded strains changed almost linearly with Re. At the same Re value, the maximum
instantaneous strain was approximately five times the maximum retarded strain.
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Figure 4. Variation of (a) retarded and (b) instantaneous strain at different Re values.

Figure 5 illustrates the time difference (∆t) between the extreme value (peak no.) of
retarded strain and instantaneous strain (the time of retarded strain/the time of instanta-
neous strain). According to the line graph, the time difference is the biggest at the first few
peak numbers of the Re values, whereas it is closer at the end peak number. This means
that different Reynolds numbers have greater influence on the first few cycles of strain, that
is, viscoelasticity is obvious in the early phase of transient flow. During the whole period
of transient flow, the time difference between retarded strain and instantaneous strain not
only shows an upward trend with the peak number monotonic increasing but increases
as Re values increase. It would be expected that the retarded strain effect would become
smaller with time because the velocity decreases with time; and the difference of Re values
also affects viscoelasticity during the transient flow, though not greatly.
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Figure 5. The time difference between the extreme value of retarded strain and instantaneous strain.

To further illustrate the viscoelastic effect, the ratio of retarded strain to total strain
(εr/ε) is shown in Figure 6. As can be seen in the line graph, the ratio at the valley decreases
from 0.12 in the first valley to 0.05 in the last valley, whereas there is a minor fluctuation in
this peak numbers (from 0.175 in the first peak to 0.125 in the last peak, but the smallest
value is 0.11 in the five peak). The ratios are consistent at different Re values, which
means that the viscoelastic term has no significant effect on transient flow at different
Reynolds numbers.
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4. Discussion: Energy Analysis at Different Reynolds Numbers

To understand the influence of different Re values on the energy variations of vis-
coelastic pipes, distinctions between the viscoelasticity and friction terms were analysed.

4.1. Df in 1D and 2D Models

The energy changes in the viscoelastic and friction terms of the 1D and 2D friction
models under different initial Re values were further analysed based on the ITE method
(i.e., Equation (29)). Combined with Equation (33), the simulation results of the work
done by the friction term Df are shown in Figure 7. The results show that larger Df values
correspond to greater values of the cumulative sum of the wall-shear stress of the entire
pipeline. This indicates that the work done by the friction term becomes larger as Re
values increase.
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In Figure 7a,b, the Df values calculated using the 2D model are larger than those
calculated using the 1D model. It can be seen that the 1D model underestimated the
instantaneous wall shear stress under flow conditions with initial Re values in the range of
1.0 × 105–3.0 × 105.

As shown in Figure 7, with an increase in the initial Re, Df differed only slightly
between the 1D and 2D models. This means that the instantaneous wall-shear stress
calculated by the 1D model was close to that calculated by the 2D model, with an initial Re
value of 4.0 × 105–7.0 × 105.

For all Re values, Df was maximal near the initial time and gradually decayed with
time in both the 2D and 1D models.
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Furthermore, the Df values were positive for both models in the critical region of
turbulence. Thus, the Df values show the dissipation of the friction energy in the transient
flow. This is consistent with the description of transient flow energy in pipelines [10]. The
Df values also increased with an increasing initial Re.

4.2. WP in 1D and 2D Models

The simulation results for WP (the work done by the viscoelastic term of the pipe wall
per unit time) are shown in Figure 8. The WP values gradually increased with the initial
Re values.
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The WP values from the 1D model were similar at all Re values to those from the
2D model because the governing equations of both models were consistent in calculating
the retarded strain. The work due to the viscoelastic term of the pipe wall in the two
friction models was essentially the same under different initial Re values. In particular,
the maximum value of WP calculated by both friction models appeared at approximately
2 L/a for all Re values, and the WP values gradually decayed over time. In the critical
region of turbulence, WP had both positive and negative values. This indicates that the
interaction between the fluid and the pipe wall during transient flow involves both energy
transfer and energy dissipation, which agrees with the description of the energy variation
of transient flows in pipelines in the literature [10].

By comparing Figures 7 and 8, it can be seen that the work done by the viscoelastic
and friction terms was similar at low Re. With an increase in the initial Re, Df became
significantly greater than WP. This shows that the work done by the friction term had a
significant influence on the energy dissipation when the initial Re values were relatively
high [13].

To further illustrate the dependence of the viscoelastic effect at different flow condi-
tions, the WP values of viscoelastic term were compared with the 1D model at different
Reynolds number (Figure 9). From these figures, the difference of WP values between
1D model considering both friction and viscoelastic effects, and only considering the vis-
coelastic effect, increase with Re values, but compared with the increase of Df values at
different Reynolds number, there was a slight increase in WP values in orders of magnitude.
This is because the viscoelastic effect does not dominate under different initial Reynolds
numbers [10,20].
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4.3. Energy integral in 2D Models

Figure 10 shows the cumulative energies of the viscoelastic and friction terms, along
with their sum (the total dissipational energy change) for the entire pipeline under different
initial Re values.

The cumulative work done by the friction term increased with time, most steeply
between 0 and 5 L/a; after 20 L/a, the energy dissipation gradually stabilised. This indicates
that energy dissipation was the dominant mode of energy change.

The positive energy change of the viscoelastic term was the largest between 0 and
2.5 L/a, and the negative energy change was largest between 2.5 and 5 L/a, as shown in
Figure 10. The energy change in the viscoelastic term had a sinusoidal fluctuation and
an overall upward trend over time. This indicates that the energy change between the
viscoelastic pipes and the fluid in the pipe not only led to energy conversion but also energy
dissipation in the initial stage of the transient flow in the pipes. The energy changes became
predominantly dissipative as time elapsed.

It can also be seen from Figure 10 that the energy changes of both the viscoelastic
and friction terms increased with Re. At different initial Re values, the energy variation
trend of the friction term was essentially the same. However, for the energy change of the
viscoelastic term, the fluctuation range was larger and the duration longer when the initial
Re values were small.

In particular, the proportion of energy dissipation generated by the friction term in the
total energy change increased continuously with an increase in the initial Re values. Accord-
ingly, the proportion of energy change generated by the viscoelastic term in the total energy
change decreased. More specifically, the proportions of the viscoelastic terms in the total
energy variation were 22.1% (Re = 13,880), 18.2% (Re = 28,320), 15.1% (Re = 40,950), 11.9%
(Re = 55,940), and 10.1% (Re = 69,680) when the transient flow time was approximately
60 L/a.
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5. Conclusions

In this study, the ITE method was used to derive the energy equation of a quasi-2D
model of viscoelastic pipes, and the work changes of the friction term and viscoelastic term
in 1D and 2D models under different initial Re values were compared. The results are
as follows:

(1) When the initial Re was < 3.0 × 105, the 1D (but not the 2D) model underestimated
the work due to the friction term Df. For Re > 3.0 × 105, this error was reduced.

(2) The work done by the viscoelastic term of the pipe wall remained approximately
constant under different initial Re values for both the 1D and 2D models.

(3) With an increase in Re values, both the viscoelastic and frictional work in the 1D
and 2D models increased with time. However, Df > WP for a large initial Re.
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(4) The energy dissipation of the friction term increased significantly initially then
slowed down, and finally approached a constant value.

(5) The energy change of the viscoelastic term exhibited sinusoidal fluctuation during
the early stage of the transient flow. At a smaller initial Re, the fluctuation in energy lasted
for a long time, presented an overall upward trend, and finally approached a constant value.

(6) With an increase in initial Re values, the proportion of the energy dissipation
generated by the friction term in the total energy change increased continuously, whereas
the proportion of the energy change generated by the viscoelastic term in the total energy
change decreased correspondingly.
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Nomenclature

The following symbols are used in this paper:
A cross-sectional area of the pipeline
a wave speed
D pipe diameter
Df total rate of frictional dissipation
Ek elasticity modulus of the k-th element
e wall thickness
g gravitational acceleration
H pressure head
J creep compliance of the k-th element
j subscript representing the radial grid number
Nr number of segments along the radius
Nr0 number of cylinders along the radius
Q discharge
q radial flux
r radial distance from the pipe centre

rcj
radial distance between the centre of the cylinder j cross-section and the
pipe centre

rj
radial distance between the outer surface of the cylinder j cross-section
and the pipe centre

T total kinetic energy of the system
t time
U total internal energy of the system
u longitudinal velocity
v radial velocity
WE total rate of work from the ends of the pipe
WP total rate of work from the pipe wall
x axial coordinate along the pipe
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Greek Symbols
α constraint coefficient
ε, θ weighting coefficients
εr retarded strain
ρ density
τ shear stress
τk retarded time of the k-th element
τw pipe-wall shear stress
γ bulk weight
Abbreviations
quasi-2D quasi-two-dimensional
1D one-dimensional
Re Reynolds number
K-V Kelvin-Voight
HDPE high-density polyethylene pipe
MOC method of characteristics

Appendix A. Derivation of Equation (29)

We multiply Equation (3) by Hdx and integrate along the pipe length L:

g
2a2

d
dt

∫ L

0
H2dx +

∫ L

0
H

∂u
∂x

dx + 2
∫ L

0
H

∂ε

∂t
dx = 0 (A1)

Then, we integrate along the pipe diameter D:
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d
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0
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0
H

∂ε

∂t
dxdr = 0 (A2)

In the quasi-2D model, the pressure changes are only along the axial direction of the
pipeline, and slight changes in the radial direction are ignored. Therefore, the first and
third terms in Equation (A2) can be treated as constants in the pipeline radial direction:

g
2a2 ·

D
2

d
dt

∫ L

0
H2dx +

∫ L

0

∫ D/2

0
H

∂u
∂x

drdx + 2 · D
2

∫ L

0
H

∂ε

∂t
dx = 0 (A3)

Multiplying by 2ρAg/D, we have

ρAg2

2a2
d
dt

∫ L

0
H2dx +

πρDg
2

∫ L

0

∫ D/2

0
H

∂u
∂x

drdx + 2ρAg
∫ L

0
H

∂ε

∂t
dx = 0 (A4)

Next, we multiply Equation (2) by u and integrate along the pipe diameter D and the
pipe length L simultaneously:

1
2

d
dt

∫ L

0

∫ D/2

0
u2drdx + g

∫ L

0

∫ D/2

0
u

∂H
∂x

drdx− 1
ρ

∫ L

0

∫ D/2

0

u
r

∂(rτ)

∂r
drdx = 0 (A5)

Calculating the derivatives of the second term of Equation (A5), we have

∫ D/2

0

∫ L

0
u

∂H
∂x

dxdr =
∫ D/2

0

[
−
∫ L

0
H

∂u
∂x

dx + u(L, t)H(L, t)− u(0, t)H(0, t)
]

dr (A6)

Solving Equations (A4) and (A6) simultaneously yields

ρAg2

2a2
d
dt

∫ L
0 H2dx− πρDg

2

∫ D/2
0

∫ L
0 u ∂H

∂x dxdr + 2ρAg
∫ L

0 H ∂ε
∂t dx

+πρDg
2

∫ D/2
0 [u(L, t)H(L, t)− u(0, t)H(0, t)]dr = 0

(A7)
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Finally, solving Equations (A5) and (A7) simultaneously yields:

ρAg2

2a2
d
dt

∫ L
0 H2dx + πρD

4
d
dt

∫ L
0

∫ D/2
0 u2drdx− πD

2

∫ L
0

∫ D/2
0

u
r

∂(rτ)
∂r drdx

+2ρAg
∫ L

0 H ∂ε
∂t dx + πρDg

2

∫ D/2
0 [u(L, t)H(L, t)− u(0, t)H(0, t)]dr = 0

(A8)
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Abstract: Hydraulic systems may involve both pipelines and open channels, which challenges the
hydraulic transient analysis. In this paper, a method of characteristics (MOC)-finite volume method
(FVM) coupling method has been developed with the pipeline modelled using the MOC and the open
channel modelled using the FVM. The coupling boundaries between these two simulation regions
are developed based on Riemann invariants. The simulated parameters can be transmitted from
the MOC region to the FVM region and in the reverse direction through the coupling boundaries.
Validation of the method is conducted on a simple tank-pipe system by comparing the simulated
result using 3D computational fluid dynamics (CFD) analysis. The new method is then applied to
a prototype hydropower station with a sand basin located between the upstream reservoir and the
turbines. The sand basin is modelled as an open channel coupled with the pipes in the system. The
transient processes are also simulated by modelling the sand basin as a surge tank. The comparison
with the results by the MOC-FVM coupling method shows the new coupling method can provide
more reliable and accurate results. This is because the flow velocity in the horizontal direction in the
sand basin is considered in the coupling method but neglected when the sand basin is modelled as a
surge tank in the MOC.

Keywords: hydraulic transient; open channel flow; hydropower; method of characteristics; finite
volume method

1. Introduction

Hydraulic transients occur regularly in hydraulic systems conveying fluids, such as
water distribution systems, pumping stations [1], subsea pipelines [2] and hydropower
stations [3]. They can cause large pressure surges which may damage the pipe assets
and lead to operation instabilities when a control system is in operation together with the
hydraulic system. Therefore, conducting hydraulic transient simulation is important to
facilitate the design of hydraulic systems [4].

Traditional methods to simulate hydraulic transient events include the method of
characteristics (MOC) [5,6], the finite-difference method, the finite volume method and
frequency domain methods (e.g., transfer matrix method [7]). The MOC gradually becomes
the most popular in real engineering practices. The transient simulation software programs
to solve engineering problems are mostly based on MOC with some exceptions (e.g., [8]).
One of the reasons for its popularity is its ability to consider complicated phenomena, such
as the fluid-structure interaction [9], pipe wall viscoelasticity [10] and unsteady friction [11].
Another reason is its simplicity to be integrated with the modelling of other subsystems
in a complicated system. For example, the transient simulation of a hydropower station
involves the modelling of the turbines, pressure surge control elements (e.g., surge tanks),
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the control system (to control the operation of guide vanes) and sometimes the electrical
system [3].

In engineering practice, some pressurized pipe flow in these hydraulic systems may
be coupled with free-surface open channel flow. For example, a division canal may be
used to deliver water to the inlet of a pump station. Another example used in some
hydropower stations is the sand basin which can also suppress the pressure surge during
the transient events. Traditional methods to simulate free surface open channel flow include
the finite element method (FEM), the finite-difference method (FDM) and the finite volume
method (FVM) [12]. Since the FVM possesses high efficiency and accuracy, modelling
flexibility and clear physical meaning [13], the FVM is adopted in this study for open
channel flow simulation.

One of the common measures in practice for simulating pipeline-open channel cou-
pling systems is to neglect the effects of the open channel on the pressure response of the
entire system. This is because the magnitude of the wave oscillation in the open channel is
relatively small compared with the pressure surge in the pressurized pipe. Such measures
are acceptable when the open channel is relatively short and only the pressure magnitude
in the pipe is of interest. However, such approximation may reduce the accuracy of the
simulation especially when the channel plays an important role in the transient response
(e.g., the channel is located between two pressurized pipes). Another solution to such issues
is the 1D-3D coupling simulation [14–17] with pipelines modelled using 1D MOC and other
parts modelled with a 3D CFD method. For example, the ANSYS-fluent package can be
used for 3D CFD simulation coupling with 1D MOC simulation in hydropower stations
and pump stations. This method shows its advantages when the 3D region possesses
a complicated geometry that is difficult to simplify to a 1D or 2D model, such as pump
turbines in [16]. However, this method requires high computational resources, which
conflicts with the requirement of fast computation and sometimes near-real time simulation
for many engineering cases (e.g., hydropower stations, pump stations) involving open
channels. The geometries of the open channels in these cases are relatively simple, and
mostly can be simplified into a 1D model.

To address the engineering issue described above, this paper proposed a coupling
method to simulate such coupling systems. The 1D MOC method is still used to model
the pipes in the complicated system, the FVM is used to simulate the open channel flow in
the system, and the coupling boundary is developed based on Riemann invariants. Such
coupling method has been integrated into the comprehensive transient modelling software
program TOPSYS which has been developed by the transient research group at Wuhan
university [3,18] and validated through both model testing [19] and prototype testing [20].
This enables the simulation of complicated hydropower systems with considering the
effects of the open channel components in the system.

The structure of the paper is as follows: Following the literature review in the intro-
duction, the next section illustrates the methodologies to develop the coupling transient
simulation. The 1D simulation method is then numerically validated with a 3D CFD case on
a simple tank-pipe coupling system. The validated method is then applied to a prototype
hydropower station to solve an engineering problem associated with a sand basin. The
simulation results by the new method compared with the traditional transient simulation
method (MOC) in this hydropower system illustrate the distinctive effects of the sand
basin on both the magnitude and the period of the pressure surge wave as well as on the
operation stability of the hydropower system.

2. Mathematical Model and Verifications
2.1. Transient Modelling of Pipeline Flow

The continuity and momentum equations of the pipeline transient flows are given as
follows [21]:

∂H
∂t

+
a2

gA
∂Q
∂x

= 0 (1)
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∂H
∂x

+
1

gA
∂Q
∂t

+ f
Q|Q|

2gDA2 = 0 (2)

in which H is the piezometric head; Q is the discharge; x is the distance; t is the time;
a is the wave speed of the transient waves; g is the gravitational acceleration; f is the
Darcy-Weisbach friction factor; D is the pipe diameter; and A is the cross-sectional area.

The method of characteristics is widely used to solve Equations (1) and (2) and is
briefly introduced below. The partial differential equations can be transformed into ordinary
differential equations by:

C+ : (Qi −Qi−1) +
gA
a
(Hi − Hi−1) +

f
2DA

Qi−1|Qi−1|∆t = 0 (3)

C− : (Qi −Qi+1)−
gA
a
(Hi − Hi+1) +

f
2DA

Qi+1|Qi+1|∆t = 0 (4)

which are valid along with the positive (C+) and negative (C−) characteristic lines, as
shown in Figure 1. The subscripts i− 1, i and i + 1 represent the space steps. By rearranging
Equations (3) and (4), the following compatibility equations can be obtained:

C+ : Qi = CP − B·Hi (5)

C− : Qi = CM + B·Hi (6)

where CP = Qi−1 + B·Hi−1 − R·Qi−1|Qi−1|∆t; CM = Qi+1 − B·Hi+1 − R·Qi+1|Qi+1|∆t;
B = gA/a; R = f /2DA. Details of the method can be found in [21].
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According to the space-time plane as shown in Figure 1, the parameters Qi and Hi at
time step j + 1 can be calculated by using Equations (5) and (6) if Qi−1, Qi+1, Hi−1 and Hi+1
at time step j have already been obtained from the calculation in the time step j − 1 or are
already known from the steady state condition.

Apart from the MOC, the Preissmann four-point finite-difference method (FDM) can
be also used to solve Equations (1) and (2). By using a forward scanning method [21], a
linear relationship between the flow rate and the pressure head at each grid node can be
obtained as:

Qi = EEi·Hi + FFi (7)

where EEi and FFi are two terms that are related to the boundary conditions, the piezometric
head and the discharge at node i and at the time step j. Details of the method can be found
in [21].

It can be found from Equations (5)–(7) that a linear relationship between the flow rate
and the pressure head can be obtained in both MOC and FDM. Both linear equations can
be used to be coupled with the FVM which is used to solve the open channel flow. In the
case studies in this paper, the MOC was used to simulate the pipeline flow. But it should
be noted that the proposed coupling technique applies to FDM as well.
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2.2. Modelling of Open Channel Flow

The continuity and momentum equations of the open channel flow are given as [22,23]

∂U
∂t

+
∂F
∂x

= S (8)

with

U =

[
h
q

]
F =

[
q

uq + 1
2 gh2

]
S =

[
0

−τ − gh ∂z
∂x

]
(9)

in which U is the vector of conserved variables, F is the vector of fluxes and each of its
components is a function of the components of U, S is the source term, u is the flow velocity
in the x-direction which is along with the channel, h is the water depth, q is the discharge
per unit width, z is the bottom elevation of the channel, τ is a parameter on the friction
of the channel wall and can be expressed as τ = gn2u|u|/h1/3 with n representing the
Manning coefficient.

In this paper, this non-linear equation group is linearized locally and the fluxes at the
grid interfaces are calculated using the Roe–average parameters. The Godunov-type finite
volume method (FVM) [22,23] is applied to solve Equation (9). The grids in the FVM are
shown in Figure 2, in which the grid node i + 1/2 is defined as the shared node of grid i
and grid i + 1, and the subscripts L and R are the vectors on the left side and the right side
of a grid node, respectively, and the total number of the grids is N.
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Integrating the continuity equation and the momentum equation for the control
volume i gives:

d
dt

∫ i+1/2

i−1/2
Udx + Fi−1/2 − Fi+1/2 =

∫ i+1/2

i−1/2
Sdx (10)

By setting Ui and Si as the averaged values of the control volume i, Equation (10) can
be then rewritten as:

Uk+1
i = Uk

i +
∆t
∆x

(Fi−1/2 − Fi+1/2) + ∆tSi (11)

with the source term expressed as

Si =

[
0

−gn2ui|ui|/h1/3
i − ghi

zi+1/2−zi−1/2
∆x

]
(12)

in which the superscript k is the number of the time step, and the subscript i is the grid
number. It should be noted that i represents the number of the grid node in the MOC and
FDM. The symbols ∆t and ∆x are the duration of the time step and the size of the grid,
respectively. The following processes show the procedures to calculate the vectors of fluxes
Fi−1/2 and Fi+1/2 [22,23].
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Equation (8) can be rewritten as:

∂U
∂t

+ A
∂U
∂x

= 0 (13)

in which A is the Jacob matrix of the flux function F(U) and can be expressed as:

A =
∂F(U)

∂U
=

∣∣∣∣∣∣

∂q
∂h

∂q
∂q

∂(uq+ 1
2 gh2)

∂h
∂(uq+ 1

2 gh2)
∂q

∣∣∣∣∣∣
=

∣∣∣∣
0 1

gh− u2 2u

∣∣∣∣ (14)

The linearization of Equation (14) gives:

∂U
∂t

+ A
∂U
∂x

= 0 (15)

in which A is a constant matrix and can be calculated based on the known UL and UR by

A =

[
0 1

gh− u2 2u

]
(16)

in which h =
√

hLhR. The eigenvalues of A are:

∆
λ1 = u−

√
gh = u− c (17)

∆
λ2 = u +

√
gh = u + c (18)

and the corresponding right eigenvectors are:

K1 = (1, u− c)T (19)

K2 = (1, u + c)T (20)

The wave strength, αi can be obtained using the following equation

∆U =

[
∆u1
∆u2

]
=

[
∆h

∆(hu)

]
=

[
∆h

h∆u + u∆h

]
=

2

∑
j=1

αj Kj (21)

with the solutions as:

α1 =
1
2

(
∆h− h

c
∆u

)
(22)

α2 =
1
2

(
∆h +

h
c

∆u

)
(23)

in which ∆h = hR− hL, ∆u = uR− uL. The flux Fi−1/2 and Fi+1/2 can be then obtained using

F =
1
2
(FL + FR)−

1
2

2

∑
j=1

αj
∣∣λj
∣∣Kj (24)

2.3. Boundary Condition Based on Riemann Invariants

A general m-dimensional quasi-linear hyperbolic system can be given as [22,23]:

∂W
∂t

+ A(W)
∂W
∂x

= 0 (25)
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in which W = [w1, w1, . . . wm] T is the vector of dependent variables. The corresponding
right eigenvector of the wave associated with ith characteristic field with eigenvalue λi is:

Ki =
[
k1

i , k2
i , . . . km

i

]T
(26)

The generalized Riemann invariants are relations that hold for each wave, leading to
m-1 ordinary differential equations as:

dw1

k1
i

=
dw2

k2
i

=
dw3

k3
i

= · · · = dwm

km
i

(27)

For the open channel equations, the right eigenvectors are:

K1 = (1, u− c)T (28)

K2 = (1, u + c)T (29)

Thus, substituting Equation (28) into Equation (27) gives

dh =
dq

u−
√

gh
(30)

By taking the relationship
q = hu (31)

into Equation (30), it gives

dh =
hdu + udh
u−

√
gh

(32)

which can be rearranged to

du +

√
g
h

dh = 0 (33)

The integration of Equation (33) gives

u + 2
√

gh = constant (34)

According to Equation (34), the flow velocity and pressure head at the downstream
boundary in the FVM region at the time step k+1 can be linked with those at the centre of
the last FVM grid in the downstream side at the time step k. The expression is given as:

uk+1
N+1/2 + 2

√
ghk+1

N+1/2 = uk
N + 2

√
ghk

N (35)

Similar processes can be conducted on the upstream coupling boundary using Equations (34)
and (29). The result can be obtained as

uk+1
1/2 − 2

√
ghk+1

1/2 = uk
1 − 2

√
ghk

1 (36)

It should be noted that the coupling boundary equations (Equations (35) and (36))
are only applicable to open channels with a subcritical flow which is the case for most
engineering applications.

2.4. The Simulation Process

With all the equations listed above, this section gives the processes of the coupling sim-
ulation using the grid schematic as shown in Figure 3. To include the coupling boundaries
that transmit data from both MOC to FVM and from FVM to MOC, a MOC-FVM-MOC
coupling system with 10 grids is used to illustrate the simulation process. The horizontal
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and vertical coordinates represent the space step and the time step, respectively. The dots
on the horizontal coordinate are the grid nodes. In the MOC regions, the solid diagonals
represent the calculation process of the C+ (Equation (5)) and C− (Equation (6)) equations
and the vertical lines which are superposed on the vertical coordinates mean the boundary
conditions that are determined by the system. In the FVM region, the vertical dot-dashed
lines represent the calculation process of Equation (11). The dash lines in the leftmost grids
in the FVM region represent the coupling boundary of Equation (36) and those in the right-
most grids in the FVM region represent the coupling boundary of Equation (35). Starting
from k = 0 with the initial parameters known, the simulation processes are represented by
these lines in Figure 3.
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3. Numerical Validations

As shown in Figure 4, a tank-pipe system was used to validate the MOC-FVM coupling
method. The tank at the upstream side of the pipe is 250 m in length and 5 m in width
with an initial water depth of 2 m. The bottom of the tank is horizontal. The pipeline
is 250 m in length with the area of the cross-section equal to 1 m2. The wave speed of
transient waves in the pipeline is 1000 m/s. The initial flow rate in the pipe is 0 m/s with
the valve fully closed at the downstream end of the pipeline. Water is transmitted to the
pipeline through the valve and the flow rate increases from 0 m3/s to 2m3/s in 5 s and
keeps constant at 2 m3/s after 5 s. The friction losses in the tank and pipeline are neglected
in this validation case.
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Two methods were applied to simulate this tank-pipe case. The first method (Method I)
is the proposed MOC-FVM coupling method. The time step in the simulation is 0.005 s
and the spatial step is 5 m for the 1D meshes. The 3D FVM method (Method II) is used
to validate the proposed coupling method. In Method II, the whole system including the
tank and the pipe is modelled in three dimensions using ANSYS Fluent (3D FVM based
simulation). The size of the meshes is 0.2 m and the fluid is assumed as inviscid.

The water depth at position P in Figure 4 is monitored in both simulations. The
variations of the water depths from these two simulations are compared in Figure 5, which
shows the simulated results are almost identical. The comparison illustrates the proposed

245



Water 2022, 14, 2897

MOC-FVM coupling method is able to simulate the unsteady flow for a pipeline-open
channel coupling system.
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4. Transient Simulation of a Hydropower Station with a Sand Basin
4.1. System Configuration and Modelling

The schematic of the hydropower station is shown in Figure 6. There are three Francis
turbines in the station and they share one main penstock on the upstream side. A rectangle
open channel is planned to build between the upstream reservoir and the turbines to serve
as a sand basin. The length of the sand basin is set as Ls and the width is w. The initial
water depth in the sand basin is h. the Manning coefficient in the sand basin is 0.014. The
length of the tunnel between the upstream reservoir and the sand basin is L1 and the length
of the penstock between the sand basin and the bifurcation is L2. The sum of L1 and L2 is
3370 m and the diameter of the tunnel and penstock are both 8.7 m. The wave speeds of
the transient wave in the pipelines are calculated based on the theoretical equation [5] and
are around 1100 m/s. The Darcy-Weisbach coefficient is 0.02. Some other basic information
about the hydropower station is shown in Table 1.
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Table 1. Basic information about the hydropower station.

Runner Inlet
Diameter (m)

Guide Vane
Height (m)

Upstream
Water Level (m)

Downstream
Water Level (m)

Rated
Rotational Speed

(rpm)

Rated Output
(Mw)

Rated Flow Rate
(m3/s)

Rotational
Inertia (t.m2)

2.3 0.7 1073 829 429.6 10.54 29 726

The proposed MOC-FVM method has been integrated into the hydraulic transient
simulation program–TOPSYS as shown in Figure 7. The pipe system in the hydropower
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station is simulated using the proposed MOC-FVM coupling method. The tunnel, penstock,
upstream reservoir and branch pipes are simulated using the MOC with the sand basin
simulated using the FVM. To simulate the hydraulic transient process of the hydropower
station, the turbines and the controller of the servomotor that drives the guide vanes are
also modelled with details of the modelling shown in [3]. The characteristic curves are
adopted to model the turbines and a PID controller is used to control the movement of the
guide vanes.
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4.2. Full Load-Rejection
4.2.1. Simulation Results

In this case, all the three turbines reject their loads simultaneously. The guide vanes of
the turbines are closed linearly within 10 s. The transient waves caused by the closure of
the guide vanes will be partially reflected by the sand basin and the reflected waves will be
superimposed with the incident waves. The wave reflection and superposition process will
be affected by the position of the sand basin. Thus, three scenarios with L1 = 1600 m, 2000
m and 2400 m, respectively, were simulated to illustrate the effects of the position of the
sand basin on the transient performance of the hydropower station. The pressure heads
at the inlet of the spiral case for these three scenarios were compared in Figure 8, which
shows the maximum water hammer pressure decreases when the sand basin gets closer
to the turbines. The wave fluctuations after 10 s are the water hammer waves and their
periods are associated with the wave traveling time in the penstocks.
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Another two scenarios with L1 = 2400 m were conducted by changing the bottom
elevation and the width of the sand basin, respectively. The comparison of the pressure
heads at the inlet of the spiral case for these two scenarios with the original scenario is
shown in Figure 9. The results show that the bottom elevation and width of the basin do
not distinctively affect the water hammer pressure. This is because the pressure reaches its
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maximum shortly (within 5 s) after the load rejection, while the wave oscillation caused by
the sand basin has a much large period (as shown in Figure 10).
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Figure 10. Comparison of the water levels in the sand basin with different sizes of the sand basin
(L1 = 2400 m).

The water level variations at the central point of the tank with L1 = 2400 m are
compared in Figure 10 for different sizes of the sand basin. The comparison shows the
bottom elevation of the sand basin has a slight effect on the water level fluctuation. The
width of the basin, however, affects the water level variation significantly with the period
of the oscillation increasing and the magnitude decreasing for a wider basin.

The water levels at different positions (left side L, central point M and right side R)
of the sand basin are compared in Figure 11 when L1 = 2400 m, h = 10 m and w = 10 m.
The comparison shows the overall trend of the water level oscillations at these three points
are the same, but different wave oscillations with a short period are superimposed with
the low-frequency oscillation. This is caused by the wave propagating in the horizontal
direction along the sand basin during the transient process.
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Figure 11. Comparison of the water levels in the sand basin at different positions (L1 = 2400 m,
h = 10 m, w = 10 m).

4.2.2. Comparison with the Results by Modelling the Basin Tank as a Surge Tank

In the previous section, the sand basin is treated as an open channel which is modelled
using the FVM. Another modelling method of the sand basin is to simplify it as a surge tank
in the hydropower station. With the length of 250 m and width of 10 m for the sand basin,
the equivalent area of the surge tank used to model the sand basin is calculated as 2500 m2.
The simulated results by treating the sand basin as a surge tank and those by modelling the
sand basin as an open channel are compared in Figures 12 and 13. When the sand basin
is close to the turbines (L1 = 2400 m), a slight difference can be found in the period and
magnitude of the water level fluctuations in the sand basin. A more distinctive difference
can be observed when the sand basin is far away from the turbines (L1 = 400 m). Such
differences can be ascribed to the fact that the flow velocity and friction in the sand basin
along the horizontal direction are neglected in the surge tank modelling but incorporated
in the FVM when modelling the sand basin.
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4.3. 5% Load-Rejection with Frequency Regulation
4.3.1. Simulation Results

In this case, the loads of all the turbines are reduced by 5% simultaneously. The
guide vanes of the turbines are controlled by the servomotor with a frequency regulation
process. The parameters of the controller are shown in Table 2 with the assumed zero load
self-regulation coefficient of the power grid. The details of the controller can be found in [3].
Three scenarios with L1 = 1600 m, 2000 m and 2400 m, respectively, were simulated to
illustrate the effects of the position of the sand basin on the transient process. The rotational
speed of the turbine and the water level in the sand basin for these three scenarios are
compared in Figures 14 and 15, respectively. Similar to having a surge tank in the system,
the comparisons show that a shorter distance between the sand basin and the turbines can
facilitate the stability of the transient process.

Table 2. Parameter setting for the PID controller.

Temporary Droop Differential Time
Constant

Time Lag in
Servomotor Dashpot Time Constant

0.3 0.3 s 0.05 s 5.0 s
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4.3.2. Comparison with the Results by Modelling the Basin Tank as a Surge Tank

With L1 = 2000 m, the simulated rotational speed of the turbine and the water level
fluctuations in the sand basin are shown in Figures 16 and 17, respectively. They are also
compared with the results by modelling the sand basin as an open channel. Similar to the
full load rejection simulation, the differences observed in the comparison can be ascribed to
the neglected flow velocity and friction in the sand basin along the horizontal direction in
the surge tank modelling. It can be concluded that treating the sand basin as a surge tank
in the modelling may overestimate the operation stability of the system.

Water 2022, 14, x FOR PEER REVIEW  14  of  16 
 

 

in the surge tank modelling. It can be concluded that treating the sand basin as a surge 

tank in the modelling may overestimate the operation stability of the system. 

 

Figure 16. Comparison of the turbine rotational speed with different modelling methods (L1 = 2000 

m, h = 10 m, w = 10 m). 

 

Figure 17. Comparison of the water  level fluctuations  in the sand basin with different modelling 

methods (L1 = 2000 m, h = 10 m, w = 10 m). 

5. Conclusions 

A MOC‐FVM coupling method is developed in this paper to simulate pipeline‐open 

channel  coupling  transient  flow  in hydraulic  systems  including hydropower  systems. 

Pipelines in the systems are modelled using the MOC and the open channel is modelled 

using the 1D FVM. The coupling boundaries between the MOC simulation region and the 

FVM simulation region are developed based on Riemann invariants. 3D CFD simulation 

on a tank‐pipe system has been conducted with the result almost identical to that simu‐

lated by the proposed coupling method. The proposed method is then applied to a proto‐

type hydropower station with a constructed sand basin. The main conclusions include: 

Figure 16. Comparison of the turbine rotational speed with different modelling methods (L1 = 2000 m,
h = 10 m, w = 10 m).

251



Water 2022, 14, 2897

Water 2022, 14, x FOR PEER REVIEW  14  of  16 
 

 

in the surge tank modelling. It can be concluded that treating the sand basin as a surge 

tank in the modelling may overestimate the operation stability of the system. 

 

Figure 16. Comparison of the turbine rotational speed with different modelling methods (L1 = 2000 

m, h = 10 m, w = 10 m). 

 

Figure 17. Comparison of the water  level fluctuations  in the sand basin with different modelling 

methods (L1 = 2000 m, h = 10 m, w = 10 m). 

5. Conclusions 

A MOC‐FVM coupling method is developed in this paper to simulate pipeline‐open 

channel  coupling  transient  flow  in hydraulic  systems  including hydropower  systems. 

Pipelines in the systems are modelled using the MOC and the open channel is modelled 

using the 1D FVM. The coupling boundaries between the MOC simulation region and the 

FVM simulation region are developed based on Riemann invariants. 3D CFD simulation 

on a tank‐pipe system has been conducted with the result almost identical to that simu‐

lated by the proposed coupling method. The proposed method is then applied to a proto‐

type hydropower station with a constructed sand basin. The main conclusions include: 

Figure 17. Comparison of the water level fluctuations in the sand basin with different modelling
methods (L1 = 2000 m, h = 10 m, w = 10 m).

5. Conclusions

A MOC-FVM coupling method is developed in this paper to simulate pipeline-open
channel coupling transient flow in hydraulic systems including hydropower systems.
Pipelines in the systems are modelled using the MOC and the open channel is modelled
using the 1D FVM. The coupling boundaries between the MOC simulation region and the
FVM simulation region are developed based on Riemann invariants. 3D CFD simulation on
a tank-pipe system has been conducted with the result almost identical to that simulated
by the proposed coupling method. The proposed method is then applied to a prototype
hydropower station with a constructed sand basin. The main conclusions include:

1. The MOC-FVM coupling method can accurately simulate the pipeline-open channel
coupling transient flow with the simulated parameters transmitted successfully at the
coupling boundaries.

2. The coupling method has been successfully applied to a hydropower station with a
sand basin constructed between the upstream reservoir and turbines. The sand basin
can be modelled as an open channel.

3. The effects of the sand basin on the transient process are similar to a surge tank which
can relieve water hammer pressures during load rejection scenarios and can benefit
the frequency regulation process. By modelling the sand basin as an open channel, the
flow velocity and the friction in the horizontal direction, which are neglected when
modelling the sand basin as a surge tank, can be considered, and thus more reliable
and accurate results can be obtained.
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Abstract: Hydraulic transients may pose a critical threat to process operation due to devastating
surge waves. This paper investigates hydraulic surge and damping control associated with pipe
flow modeling and valve optimization. A one-dimensional transient model was developed using the
modified instantaneous accelerations-based (IAB) model, considering energy dissipation, referred
to as the compression–expansion effect, which was then solved by the Method of Characteristics
(MOC). Analogous to solving valve operation by means of the traveling salesman problem (TSP), a
novel surge damping strategy was proposed by applying an improved artificial fish swarm algorithm
(AFSA). After validating the unsteady model and the optimization algorithm, wave surge damping
effectiveness was evaluated on the basis of case studies in different pump running scenarios. The
results showed that the proposed nonlinear optimized control method was able to reduce surge am-
plitude by 9.3% and 11.4% in pipe systems with and without running centrifugal pump, respectively,
and was able to achieve a 34% time margin or a maximal 75.2% surge reduction in the case of using
an positive displacement pump. The optimized nonlinear valve closure presents different shapes in
fast closing and slow closing situations. The strategy proposed in the present study is beneficial for
guiding valve real-time control, as well as providing a reference for valve design for the purpose of
wave surge protection.

Keywords: unsteady friction model; surge damping; compression–expansion effects; pressure wave;
energy dissipation

1. Introduction

During the process of fluid transportation through a pump, any rapid unexpected
changes affecting fluid flow may cause the hydraulic transient phenomenon. In a water
pipeline system, sudden valve closures or pump start-up/stoppage can generate such
transient events, which are also known as a water hammer. Once the harmful pressure
wave has propagated along the pipeline, there will always exist positive and negative
pressure waves due to reflection. Hydraulic surge may cause severe damage to pipes
or connected devices; on the other hand, the reflected negative waves associated with
oscillating cavitation or water column separation can also affect the safe operation of the
pump [1,2].

A water hammer is a type of pressure wave that propagates as a result of fluid os-
cillation at a corresponding degree. Such oscillation behavior is influenced by pipeline
boundary conditions and the energy dissipation process, and accurate modeling of wave
characteristics can be essential for pipe design and pipeline leakage or blockage detec-
tion [3]. Since pressure waves travel at a fast speed equivalent to that of the local speed
of sound, safety precautions against wave surges and reflections are also regarded as an
essential issue.
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The accurate establishment of the unsteady friction model is important for modeling
hydraulic surges in transient pipe flows, especially in the unsteady friction-dominated
transient flow. With regard to the importance of unsteady friction, Duan et al. [4] found that
unsteady friction makes a greater contribution in small-scale pipeline systems, where the
timescale ratio of wave propagation to radial diffusion is low. Ghidaoui et al. [5] suggested
that the quasi-steady and flow asymmetry assumptions may result in deviations in the
wave shape over larger simulation timescales. Usually, convolution-based (CB) models
and instantaneous acceleration-based (IAB) models are used in transient simulation. For
the CB model proposed by Zielke, the Navier–Stokes equations of axial pipe flow are
solved with the Laplace transformation, and the unsteady friction is described by the
convolution of the past accelerations with different weighting functions [6]. Although
it has the merits of a strong physical basis and less dependency on the determination of
empirical coefficients, CB models commonly require great computational resources to deal
with the local acceleration and weight function in the convolution integral across the full
time range of all nodes. This results in limitations to the application of such models for
long-distance pipelines stemming from their low-efficiency numerical calculations. To
solve this challenge, Urbanowicz [7] developed a novel recursive formula for estimating the
convolution integral weighting function, enabling more accurate and efficient calculation
of unsteady wall shear stress. As the CB model was initially derived for laminar transient
flow, Trikha [8] simplified the calculation method of the weight function by only calculating
the convolution of the local acceleration and the weight function at the previous moment
to obtain the result, thus extending the application scope of the CB model to transient
turbulent flow. By distinguishing eddy viscosity variation in the outer and inner core
regions, CB model founds extended application in smooth and rough pipelines with a two-
region model [9], as well as further application in different flow regimes with a four-layer
model [10]. However, the involvement of historical acceleration and the lack of a convection
term makes the weighting-function-based model vulnerable to the accumulation of errors
with strong convection, such as in low-frequency waves after rapid valve closure and
high-frequency waves caused by a running pump [11].

The widely used IAB model considers unsteady friction on the basis of local and
convective acceleration. Based on the Brunone model with one damping coefficient [12],
Pezzinga [13] added a symbolic function to the convective acceleration term, making
the modified Brunone model capable of describing both accelerating and decelerating
flows. Considering the different roles of local acceleration and convection acceleration,
Ramos et al. [14] proposed a two-coefficient model to better characterize the phase change
and amplitude change in wave dissipation, requiring knowledge and experience to de-
termine the empirical coefficients. Owing to the high computation efficiency and the
convenience of its program implementation, the one-dimensional IAB-based model is
more suitable for complex pipe systems involving large-scale calculations [15]. Nault and
Karney [16] integrated an IAB unsteady model with compatibility expressions in order to
simulate a pipe network, and a solver adaptive method was used to increase the compu-
tational efficiency. To increase the accuracy of the model for accumulated dissipation, a
modified IAB model taking into consideration the compression–expansion effect of the
fluid on energy dissipation was proposed by our previous work [17]. Further progress
in model development can be found when integrating the 1-D model. For example, Wu
et al. [18] studied the transient interaction between the pressure surge and the pump us-
ing a CFD coupling simulation; a similar trend in flow rates and pressure pulsation was
achieved by joint simulation, with precise pressure results. He et al. [19] proposed a digital
twin framework in the oil transportation process, where a control theory and data-driven
method were integrated to improve the accuracy of the physical model. Despite the conve-
nient application of the modified IAB model, it must be noted that difficulties still exist in
modeling some transient situations, such as valve opening events or frequency-dependent
friction flows [20].
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One of the many applications for hydraulic modeling is in the evaluation of extreme
transient events when using certain preventive measures. It is known that many factors
can affect wave propagation and the amplitude of a hydraulic surge. Bettaieb et al. [21]
investigated wave damping performance during pump failure events, and found that using
viscoelastic pipes could be effective for attenuating wave fluctuation, due to their rheolog-
ical properties, while attaching a flywheel to the pump motor reduced wave amplitude
as well as extending pump shutdown time. Garg et al. [22] found combined configura-
tions with glass fiber-reinforced plastic damped the celerity in the pipeline and improved
the wave damping coefficient. Urbanowicz et al. [23] experimentally investigated the
transient laminar flow of oil in small-diameter pipes; together with a novel numerical
solution method, the impact of factors including fluid viscosity and pipe length on pressure
fluctuation was effectively analyzed.

With regard to valve motion, Wan et al. [24] considered the putting off effect of the
valve under pump runaway conditions, pointing out that if the valve closure happens too
quickly, or at an unsuitable time, a more severe water hammer effect might be generated
following pump failure. To reduce the water hammer pressure caused by pump trip,
Wang et al. [25] investigated the effects of valve closing time on pump safety based on
the pump runaway characteristics, and gave advice on valve selection for different lift
systems. For pump startup, the adoption of damping torque slowed down valve closure
and proved to be effective for eliminating the water hammer, compared to the high-speed
startup condition [26]. For pump shutdown events, Triki and Essaidi [27] investigated
the induced pressure wave behaviors in two-section piping systems in different materials.
The LDPE-steel pipeline demonstrated the best performance in terms of achieving a lower
pressure surge peak with an extended wave oscillation period.

Aside from the above-mentioned factors in pipe systems, Sattar et al. [28] estimated
the effects of additional surge vessels on pumping mains experiencing pump failure,
and applied an approximate solution on the basis of Monte Carlo simulation to simplify
optimum sizing rather than using hydraulic calculation. Kubrak et al. [29] used thinner
polymeric branched pipes to control water hammer in a steel pipeline, and observed that the
pressure surge was successfully attenuated and that the damping effect was more obvious
in the event of rapid valve closure. Mohammad Bostan et al. [30] introduced an effective
shock damper in which an embedded spring chamber absorbs the compression wave and
subsequently releases its energy when it encounters the expansion wave. By applying a
short compound section as a damping component connected to the main pipeline, Triki and
Trabelsi interestingly investigated effects of dual combination [31] and standalone inline or
branching strategies [32] on water hammer control, finding that the HDPE-LDPE penstock-
based branching strategy achieved satisfactory pressure wave damping performance, while
the dual-design strategy was more beneficial than the standalone strategy.

Despite much effort and progress in the area of transient pipe flow and its correspond-
ing preventive measures, most research has focused on the water hammer phenomenon
caused by pump failure, where the associated surge prevention relies on structural changes
to the pipeline system. The importance of surge damping during constant running of
the pump prior to being disconnected cannot be neglected. Adding a protective device
is not always an option in some pumping processes when aiming to minimize the water
hammer generated by valve motion itself. Therefore, in this research, we investigate the
flow transient effects for pumps during the running stage. Considering the advantages
for both the estimation of transient flow containing high-frequency components and the
optimization of calculation efficiency for large samples using the artificial intelligence
method, the IAB-based model was applied with a modified dissipation model considering
fluid compression and expansion. After treating the valve as a wave generator and investi-
gating the closure problem by analogy with the traveling salesman problem, a preliminary
exploration of valve closure optimization is performed making use of an improved swarm
intelligence algorithm, and this is ultimately applied to achieve surge damping in different
operating pump scenarios.
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2. Simulation Model
2.1. One-Dimensional Unsteady Friction Model

To characterize the transient behavior of the pipe flow, the following assumptions are
considered as a necessary simplification for the 1-D numerical model:

(1) The liquid fluid complies with cross-section-averaged properties.
(2) The water liquid is considered to be single phase without entrained air.
(3) The pipe is elastic, and the fluid is compressible.
(4) The pipe flow is assumed to be adiabatic flow.

One of the most distinct features of transient pipe flow is the frictional loss behavior
associated with unsteady friction. As a widely applied method for representing such losses,
a steady friction component is often overlaid with an unsteady friction component in
transient models.

The steady friction loss is calculated as

Js =
f V|V|
2gD

(1)

where D is the pipe diameter, g is the gravitational acceleration, V is the flow velocity,
and f is the Darcy–Weisbach friction factor, which can be calculated by the Colebrook–
White equation.

The unsteady friction loss can be calculated using the one-coefficient IAB model [13],

Ju =
k
g

[
∂V
∂t

+ sign(V)a
∣∣∣∣
∂V
∂x

∣∣∣∣
]

(2)

where k is the empirical coefficient, which can be determined empirically or by the
trial-and-error method [33], sign(V) is the signal of the instantaneous mean velocity,
a is the wave speed, and t and x represent the temporal coordinate and axial space
coordinate, respectively.

Since fluid compressibility has an obvious effect on pressure oscillation and wave
propagation characteristics, the energy loss caused by unsteady friction considers the
compression–expansion effect to model the subsequent wave dissipation more accurately.

The momentum equation along x-axis can be expressed as

ρ
DV
Dt

= −∂p
∂x

+
∂

∂x

[(
2µ + µ′

)∂V
∂x

]
+ µ

(
∂2V
∂y2 +

∂2V
∂z2

)
(3)

where µ is the dynamic viscosity and µ′ is the second viscosity.
By expanding Equation (3) in a cylinder control volume with coordinate transforma-

tion and neglecting the small quantity term, the second viscosity term-related momentum
equation can be obtained as follows:

1
g

∂V
∂t

+
∂H
∂x

+
f V2

2gD
− µ′

ρ g
∂2V
∂x2 = 0 (4)

With the introduction of the unsteady friction term caused by the compression–
expansion effects, the modified unsteady friction loss expressing the energy dissipation
term can be written as Equation (5), where the detailed derivation is given in [17]:

Ju =
k
g

[
∂V
∂t

+ sign(V)a
∣∣∣∣
∂V
∂x

∣∣∣∣
]
− kd

g

∣∣∣∣
∂2V
∂x2

∣∣∣∣ (5)

where kd is the second viscosity coefficient that is relevant to Reynolds number, which can
be determined using the trial-and-error method. With the incorporation of the modified
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unsteady friction term, the one-dimensional governing equations for unsteady flow can be
obtained, which are known as the water hammer equations:

∂H
∂t

+
a2

g
∂V
∂x

= 0 (6)

∂H
∂x

+
1
g

∂V
∂t

+
f V|V|
2gD

+ Ju = 0 (7)

These equations characterize the transient pipe flow behaviors, and contain two
unknown variables: piezometric head H and flow velocity V. The hyperbolic partial
differential equations are solved by the method of characteristics (MOC) in this study.

2.2. Physical Model and Solution Method

Figure 1 shows the investigated hydraulic system, in which a pump connected to an up-
stream reservoir is used to transport water fluid downstream through a horizontal pipeline.
A valve positioned downstream is often used to regulate or control the transportation
process, and its shutdown behavior directly affects the generated hydraulic phenomenon.
To study hydraulic transient behavior and valve optimization strategy, Table 1 lists the key
parameters of a typical reservoir–pump–valve system for the purpose of our case studies.
The initial head and flow rates are set for the reservoir without pump operation, while the
head and flow rate comply with the pump characteristics curve in the pump cases.
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Table 1. Parameters for test cases.

Parameters (Unit) Values

Initial tank head, Hres (m) 128
Initial flow velocity, V0 (m/s) 0.94

Pipeline length, L (m)
Wave speed, a (m/s)

98.11
1298.4

Pump rotational speed, npump (r/min)
Pump designed head, Hpump (m)

Pump designed velocity, Vpump (m/s)

8000
165.9
0.88

blade numbers 8
Valve closing time, tc (s) 0.1~0.5

Water density, ρ (kg/m3) 997.59
Dynamic viscosity, µ (Pa·s ) 0.947 × 10−3

empirical coefficient k
second viscosity coefficient kd

Darcy–Weisbach friction factor, f

0.0138
20.258
0.0224
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As shown in Figure 1, the MOC discretization method is applied as a numerical
solution scheme using rectangular grids. In this way, the ordinary differential equation
(ODE) transformation of the hydraulic transient model needs to constitute a grid system,
where time and space derivatives are discretized along the vertical and horizontal axes. By
dividing the pipe into uniform segments with a length of ∆x, the time step for the pressure
wave to propagate in each segment is ∆t, which is equal to ∆x/a. It is assumed in all
simulation cases that the water flow originates from a reservoir with infinite volume, and
the short draft tube between the pump and the reservoir is neglected in the analysis.

For the interior node P, the transformed ODE for positive and negative characteristics
C+ and C− can be expressed as

HP = CP − BQP (8)

HP = CN + BQP (9)

where
CP = HA + BQA − RQA|QA| − ∆x(Ju)

+ (10)

CN = HB − BQB + RQB|QB|+ ∆x(Ju)
− (11)

B =
a

gA
(12)

R =
f ∆x

2gDA2 (13)

The simultaneous Equations (10) and (11) can be used to solve the unknown quantity
at P on the basis of the known quantities at points A and B.

For a frequency centrifugal pump located at the pipe’s upstream, its operating charac-
teristics can be described by the performance curve when the motor-driven impeller runs
at a constant speed. The head for the boundary condition is modeled as follows:

HE = HS + QE(a1 + a2QE) (14)

The above equation provides the upstream pump boundary conditions with a known
H-Q performance curve, which typically shows a monotonically decreasing trend between
the head and the flow rate. In this study, the performance curve of the centrifugal pump was
produced using test data from [34], where the shut-off head HS was 165.92, the coefficient
constant a1 was 7.07, and a2 was −1.09.

By solving Equation (14) with the negative characteristic line C−, the flow rate QE can
be obtained as follows

QE =
1

2a2

[
B− a1 −

√
(B− a1)

2 + 4a2(CN − HS)

]
(15)

Since there is limited information available for the transient-state turbine characteris-
tics, the pump transient-state characteristics can be obtained on the basis of the steady-state
performance curve, which appears to be a valid assumption for most typical engineering
applications [35].

As a result of the blade–tongue interaction of the pump, the instantaneous pressure
and other flow parameters varied with time [36,37].

By imposing a 10% pressure fluctuation range on the pump characteristics [38], the
outlet pressure can be regarded as a superposition of the steady-state pressure and the
pulsating component, as follows:

H′E = HE + 0.1HE· sin(wt) (16)

This simplified model implementation better characterizes the pulsating nature of the
pump outlet signal, while keeping the time-averaged performance curve unchanged.
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For a positive displacement pump located at the pipe’s upstream, the flow rate is
set as a constant known parameter, and the pump head is calculated by integrating the
instantaneous flow rate with the negative characteristic line C−, which is the reversal of the
centrifugal pump case.

The relationship between flow rate and the hydraulic head of the downstream valve
can be determined according to the orifice outflow law, as follows:

QF
Q0

=
Cd AG

(Cd AG)0

√
HF
H0

= τV

√
HF
H0

(17)

where QF and Q0 are the transient and steady flow rate through the valve, respectively, and
HF and H0 are the hydraulic head in the transient and steady state, respectively.

The common relationship between the valve opening τV and the closing time can be
expressed as:

τV = 1−
(

t
tc

)
(18)

For the whole pipeline system, when the initial values and boundary conditions are all
set, the discretized scheme is further assigned for the discretization of the partial differential
term in the governing equations. In the one-coefficient IAB unsteady friction model, the
convective acceleration and local acceleration terms can be discretized along the positive
characteristic equation C+, in opposition to C−, as follows:

{
∂Vi,j
∂x =

Vi,j−1−Vi−1,j−1
∆x

∂Vi,j
∂t =

Vi,j−1−Vi−1,j−2
∆t

(19)

In the modified unsteady friction term considering the compression–expansion effect,
the diffusion term can be discretized using the nearest three adjacent points:

(
∂2V
∂x2

)

P
=

V j−1
i−1 − 2V j−1

i + V j−1
i+1

(∆x)2 (20)

3. Optimization Scheme Using ASFA

The problem being investigated is the pressure surge transmitted in the hydraulic
pipeline caused by the valve’s sudden closure. The aim here is to design a valve shut-
off procedure with a prescribed closure time that is able to minimize the pressure surge
value, which can be regarded as having a negative impact on pipe system safety. By
analogy, this valve motion can interestingly be converted into a traveling salesman problem
(TSP). Different valve openings are regarded as serial locations that need to be visited by a
salesman in accordance with a scheduled time sequence.

As can be seen in Figure 2, in a fixed total amount of valve closing time, the starting
location is the place at which the valve opening is equal to 1.0, after valve operations, the
finishing location is the full closure point, with an opening value equal to 0. In this problem,
traditional valve motion (black line) can be seen as a linear visiting arrangement, which
means an equivalent amount of time is spent during the sequential valve motion. This study
preliminarily proposes nonlinear valve opening procedures (blue line). Different traveling
times are assigned to different valve opening locations, and the visiting sequence is no
longer required to maintain the same direction all the time. Then, the problem becomes
a search for a time interval arrangement during valve closure that is able to minimize
the pressure surge in the hydraulic pipe system. It is noted that the 10 valve opening
points were selected in this study in order to present a preliminary demonstration; more or
fewer intermediate points can be selected, depending on different amounts of available
computational power.
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Biotic populations in nature behave with a high degree of wisdom and logic. The
ASFA is a novel swarm intelligence algorithm proposed by Li et al. [39]. As a bionic random
search optimization algorithm, it has distinct advantages in solving nonlinear and discrete
optimization problems due to its parallel global tracking features. With the help of this
optimization algorithm, the requested time for different valve openings can be obtained.

Figure 3 shows the optimization process using artificial fish. Each fish X simulates
ecological fish behavior when carrying variable amounts of information and swimming
towards optimized value iterations, such as a fish’s instinctive response to the local en-
vironment. When the artificial fish finds a position with better food density within its
field of vision, it moves in that direction by a certain step. During repeated searching,
moving and comparing new locations with the current food density state and crowdedness
threshold, one member of the swarm will finally arrive at the best position, thus optimizing
the target function. The two conceptual parameters mentioned, vision and step, determine
the movement behavior of the artificial fish in the search for an acceptable result.

Water 2022, 14, 1576 9 of 24 
 

 

 
Figure 3. Conceptual optimization process of the designed artificial fish. 

Although ASFA is an effective swarm intelligence algorithm, it still has drawbacks, 
including slow convergence rate and convergence with local optima. In this study, sto-
chastic behavior is added to enhance the possibility of escaping from local optima. Fish 
clustering and fish following are also integrated to increase the convergence speed of the 
fish swarm. The following equations describe each key principle of the applied algo-
rithm. 

The fish swarm is a natural behavior of fish during movement for to the purpose of 
foraging together and avoiding the enemy; when the food density (fitness function) in 
the center position XV of all visible fish is better than that at the current position Xi while 
also satisfying the crowdedness standard, it steps forward to the swarm center and 
reaches a new position Xc, 𝑋 = 𝑋𝑖 + ( 𝑋 − 𝑋𝑖‖𝑋 − 𝑋𝑖‖) ∙ 𝑠𝑡𝑒𝑝  (21)

Otherwise, artificial fish execute the prey behavior, which is a biological instinct 
that tends to be used when food exists in higher concentrations: 𝑋 = 𝑋𝑖 + 𝑉𝑖𝑠𝑖𝑜𝑛  (22)

where 𝑋  represents repeated random searching positions within the fish’s field of vi-
sion. Then, the fish moves forward to a new position Xp: 𝑋 = 𝑋𝑖 + ( 𝑋 − 𝑋𝑖‖𝑋 − 𝑋𝑖‖) ∙ 𝑠𝑡𝑒𝑝  (23)

It is noted that large fish fields of vision and step sizes improve the algorithm’s 
global search capability, while small values benefit the algorithm’s local search capabil-
ity. 

To further enhance the convergence speed, fish following behavior is added to sim-
ulate natural behavior whereby neighboring fish tend to quickly swim to the best posi-
tion 𝑋  if one of them 𝑋  finds food: 𝑋 = 𝑋𝑖 + ( 𝑋 − 𝑋𝑖𝑋 − 𝑋𝑖 ) ∙ 𝑠𝑡𝑒𝑝  (24)

Another behavior is added to further avoid becoming trapped in local optima, in 
the form of a random swim to a new position 𝑋  to find new food or fish crowds: 𝑋 = 𝑋 + 𝑠𝑡𝑒𝑝  (25)

The main key parameters for implementing the above algorithm are given in Table 
2. These parameters remain constant until final convergence. Like most artificial intelli-

Figure 3. Conceptual optimization process of the designed artificial fish.

Although ASFA is an effective swarm intelligence algorithm, it still has drawbacks, in-
cluding slow convergence rate and convergence with local optima. In this study, stochastic
behavior is added to enhance the possibility of escaping from local optima. Fish clustering
and fish following are also integrated to increase the convergence speed of the fish swarm.
The following equations describe each key principle of the applied algorithm.

The fish swarm is a natural behavior of fish during movement for to the purpose of
foraging together and avoiding the enemy; when the food density (fitness function) in the
center position XV of all visible fish is better than that at the current position Xi while also
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satisfying the crowdedness standard, it steps forward to the swarm center and reaches a
new position Xc,

Xc = Xi +
(

XV − Xi
‖ XV − Xi ‖

)
·steprand (21)

Otherwise, artificial fish execute the prey behavior, which is a biological instinct that
tends to be used when food exists in higher concentrations:

Xs = Xi + Visionrand (22)

where Xs represents repeated random searching positions within the fish’s field of vision.
Then, the fish moves forward to a new position Xp:

Xp = Xi +
(

Xs − Xi
‖ Xs − Xi ‖

)
·steprand (23)

It is noted that large fish fields of vision and step sizes improve the algorithm’s global
search capability, while small values benefit the algorithm’s local search capability.

To further enhance the convergence speed, fish following behavior is added to simulate
natural behavior whereby neighboring fish tend to quickly swim to the best position XF if
one of them Xj finds food:

XF = Xi +

(
Xj − Xi
‖ Xj − Xi ‖

)
·steprand (24)

Another behavior is added to further avoid becoming trapped in local optima, in the
form of a random swim to a new position Xt+1 to find new food or fish crowds:

Xt+1 = Xt + steprand (25)

The main key parameters for implementing the above algorithm are given in Table 2.
These parameters remain constant until final convergence. Like most artificial intelligence
algorithms, the selection of these values depends on practical experience and achieving a
balance between computational resources and accuracy. In this study, a rigorous criterion
was set for convergence, whereby the error between updated values of the fitness function
(pressure head) and the averaged value among last 10 results must be less than 1 × 10−4.

Table 2. Parameters for the optimization algorithm.

Parameters Description Values

Vision visual radius 0.1
step moving distance 0.01

n artificial fish quatities 30
dim artificial fish dimension 10
delta

Trailmax
Genmax

fish swarm crowdness
maximum trial number

maximum iteration number

27
30

500
error convergence error 1 × 10−4

The calculation procedure is given in Figure 4. For the main optimization loop I shown
in Figure 4a, firstly, input data and ASFA initial settings are given, and parameters include
fish dimension, population size, vision and step sizes, crowding factor δ, and number of
trial iterations. Secondly, a group of random fish is generated with initial positions, and
then the hydraulic analysis in loop II is carried out to obtain the adaptive values, and the
best values are recorded on the bulletin board. Thirdly, the behavior of each individual
fish performing selective behaviors, which include fish clustering, fish following, foraging
and potential stochastic swim, is evaluated and determined. Fourthly, after determining
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artificial fish behavior, their position is updated as Xc, Xp, and XF. If an individual fish
position is superior, then the bulletin board is updated with the position of the optimal fish.
This evaluation continues until evaluation for all fish has been completed. Finally, when
the termination criteria are satisfied by means of an acceptable error or the iteration limit
being reached, the algorithm ends with the optimized results being output.
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Figure 4. The calculation flow chart for the surge damping optimization. (a) Optimization procedures
using ASFA; (b) Hydraulic transient calculation procedures.

All orange frames in Figure 4a involve the sub-loop of hydraulic transient calculation,
the procedures for which are given in Figure 4b. Firstly, together with the given hydraulic
parameters, the valve motion parameters, termed as fish position, generated by ASFA are
read. Secondly, the pipeline is initialized using the steady-state calculation for the first
time step. Thirdly, the boundary conditions are updated, and the unsteady flow model
is solved using the MOC method to obtain all node information, including head H and
flow rate Q. Finally, node hydraulic information is obtained, as calculation time reaches its
maximum value.

4. Model Validation

A classical reservoir–pipe–valve system is first used to validate the unsteady hydraulic
model used in this study. The simulation settings were set in accordance with the experi-
ment described in Ref. [40]. The configuration is similar to that described in the schematic
diagram in this study, except that the pump device has been removed. Along the pipeline,
the number of grid nodes is set to 100, so that the grid space and step time satisfy the
Courant–Friedrichs–Lewy condition with adequate precision.

The simulation results using the modified IAB-CE model are compared to the experi-
mental data in Figure 5. In this test case, the pressure surge is monitored at the mid-point
of the pipe after a rapid valve closure. It can be seen that both the pressure surge amplitude
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and the waveform in the simulation results are in good agreement with the experimental
data at the pipe’s midpoint. The applied numerical scheme considers unsteady friction,
including the compression–expansion effect, providing relative calculation errors for the
pressure surge within 2.16%. The satisfactory consistency, especially in the subsequent
wave fluctuation, guarantees the accuracy of target function for performing optimization
on the basis of the present hydraulic model.
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For the modified ASFA optimization method implemented in this study, its validity
was also tested with representative benchmark functions, and the results are presented
in Figure 6. The first test function was the sphere function f 1(x) = ∑D

i=1 xi in the search-
ing range [−100, 100]D=30. With an acceptance of 0.01, the minimum value 0 was obtained at
(0, 0) for this function. The second test function was f 2(x) = ∑D

i=1 100(xi+1 − xi
2)

2
+ (xi − 1)2,

which is also a unimodal function, and is known as the Rosenbrock function. In the search-
ing range of [−10, 10]D=30, the minimum value 0 was found at (1, 1) with an acceptance of
100 [41]. As can be seen, the minimum values obtained from the presented optimization
method were 1.89 × 10−6 in Figure 6a and 3.17 × 10−5 in Figure 6b, respectively.
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Figure 6. Validation results using different test functions. (a) optimization for sphere function;
(b) optimization for Rosenbrock function; (c) optimization for Schwefel function.

In Figure 6c, Schwefel’s optimization problem was selected. It is known that this
multimodal function is a typical deception problem, where the global minimum value 0
is hidden in a valley at (420.97, 420.97), far from other local optimal valleys. Hence, it is
difficult for the algorithm to jump out of local optimal points, which it easily falls into. When
testing the transformed function f 3(x) = 418.9829D−∑D

i=1 xi sin
√
|xi|, the optimization

results showed the successful location of the valley compared with the theoretical values,
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validating the performance of the proposed ASFA as well as its feasibility for optimizing
the nonlinear problems in this study.

5. Results

For a fixed valve closing time, as is required in order to achieve quick responses
to hydraulic events, it is important to know the flow behavior during flow transients.
Different arranged time lengths and pump types have different effects on the pressure
surge generated by valve closure. With the help of the developed IAB-CE model and the
modified ASFA optimization method, the characteristics of pressure propagation and the
corresponding wave damping method are analyzed.

5.1. Wave Damping Case without Pump Operation

In this case, there is no pump operation, and the associated pump loss is neglected.
Pipe flow becomes unsteady after valve closure, and the generated pressure wave propa-
gates to the upstream reservoir, with a pressure surge being recorded in the pipeline.

To visualize the optimization process, Figures 7 and 8 serve as an example in this
work, which is similar in other cases. It can be seen in Figure 7 that the initial 30 artificial
fish in black triangles representing the valve opening sequences are initialized in random
positions. After the implementation of the ASFA optimization process, the fish start to
cluster and follow the optimal fish at the time, escaping from local optimum positions by
foraging throughout the search space. At the 40th generation of the swarm of fish, the
leading fish depicted with green triangles emerge at the best position, and the searching
process is then terminated.

Figure 8 shows the variation in the fitness function and convergence curve with
increasing numbers of iterations. The black line represents the fitness function as the
optimal pressure head value, while the blue line represents the convergence curve. It can
be seen that the optimal head value fluctuates during the initial clustering swarm at around
five iteration steps, and soon the head value quickly decreases with the rapidly decreasing
convergence curve. After 10 iterations, the minimization of the optimized head value tends
to slow down, and it almost remains unchanged after 40 iterations, while the convergence
curve decreases to an extremely low level.
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duced, along with the wave valley, for the same lengths of valve closing time. The results 
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It is known that extending the valve closing time contributes to weakening the wa-
ter hammer phenomenon. Figure 10 shows the pressure fluctuation when valve closing 
time is extended to 0.5 s. As can be seen from this figure, with the gradual reduction in 
valve opening time, there is a corresponding increase in the pressure at the midpoint, 
which then falls coupled with the upward reflected negative wave. After the full closure 
of the valve, the maximum and minimum pressures are obtained, and afterwards the 
damped oscillation can be observed in the pressure waveform due to continuous fric-

Figure 8. The fitness function and convergence curve of the optimization process.

On the basis of the obtained optimized valve closure time arrangement, Figure 9
compares the transient pressure head at the midpoint of the pipe when the valve is closed
within a time of 0.1 s. As can be seen from this figure, the solid red line is the result when
performing linear valve closure, while the dashed black line is the results when using
the optimized nonlinear valve closure. Compared to the shark waveform observed for
linear closure, the wave peaks are split into double peaks, and the amplitude is obviously
reduced, along with the wave valley, for the same lengths of valve closing time. The results
suggest that with the optimized valve operation, the hydraulic pressure fluctuation can be
damped in both directions without changing the wave frequency. The safety risk can then
be reduced by avoiding larger over pressure and negative pressure.
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Figure 9. Comparison of the pressure fluctuation with a valve closing time of 0.1 s with no
pump operation.

It is known that extending the valve closing time contributes to weakening the water
hammer phenomenon. Figure 10 shows the pressure fluctuation when valve closing time
is extended to 0.5 s. As can be seen from this figure, with the gradual reduction in valve
opening time, there is a corresponding increase in the pressure at the midpoint, which
then falls coupled with the upward reflected negative wave. After the full closure of the
valve, the maximum and minimum pressures are obtained, and afterwards the damped
oscillation can be observed in the pressure waveform due to continuous frictional loss.
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For the case of optimized valve operation, it can be observed that the degree of pressure
fluctuation can also be decreased by using a longer valve closing time.
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represents normalized time by dividing the total closing time. It can be clearly seen that 
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indicated by the diagonal dashed line. This can be explained by the working characteris-
tics of the valve, as it plays the role of a pressure wave generator by adjusting the dif-

Figure 10. Comparison of the pressure fluctuation with a valve closing time of 0.5 s with no
pump operation.

To investigates the pressure surge damping performances by the optimized nonlinear
valve closure, the effect on the pressure surge amplitude is compared for various valve
closing times. In each case, for the given closure times, the optimization using ASFA is
carried out to generate a time sequence for optimized valve operation. As can be seen in
Figure 11, the pressure surge amplitude caused by valve closure decreases with increasing
valve closing time, and the descending slope also becomes more shallow with increasing
valve closing time. However, for the designed nonlinear closure case, the pressure surge
amplitude decreases of 11.4%, 8.5%, 6.5%, 5.2%, and 4.8%, respectively, compared to normal
valve operation in 0.1 s to 0.5 s, can be achieved.
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The optimized valve operation characteristics are shown in Figure 12. The x axis
represents normalized time by dividing the total closing time. It can be clearly seen that
the operation with a closing time of 0.1 s has the largest deviation from linear operation,
indicated by the diagonal dashed line. This can be explained by the working characteristics
of the valve, as it plays the role of a pressure wave generator by adjusting the different
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valve openings for different time periods. Within a very limited amount of time, the
downstream valve needs to generate a greater expansion wave in order to reduce the
superimposed wave energy at the pipe’s midpoint. At around 0.014 s, 0.028 s, and 0.092 s,
the valve opening becomes larger in order to generate a subsequent negative pressure wave
travelling upwards, so that the pressure surge can be damped, coupled with the following
compression wave. It should be noted that the valve opening curve can either be applied in
precise valve operation by means of real-time control or used as a structural guideline for
providing corresponding flow resistance in valve design for specified damping problems.
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5.2. Wave Damping Case with Centrifugal Pump Operation

In some transient events such as pump failure or sudden stoppage, four quadrants
and eight zones of possible pump operation can be classified on the basis of the direction of
flow, pressure, rotation and torque [42]; a complete head and torque characteristic curve is
used to describe the pump characteristics, including reverse running state [43]. When a
pipeline connected to a centrifugal pump undergoes unexpected valve closure, a hydraulic
transient occurs even when the pump is still being motor-driven at the same rotation
speed without powering off. As shown in Figure 13, the pressure head at pipe’s midpoint
also fluctuates following the peak and valley values after full closure of valve at 0.1 s. In
comparison, the optimized nonlinear closure also reduces the pressure surge amplitude
with a split waveform, appearing to enter steady oscillation slightly earlier due to the
decreased pressure surge during the initial transient stage. It needs to mentioned that
although the pressure can be temporally controlled to within an acceptable range following
valve closure, it is still necessary to shut off the motor as early as possible in order to avoid
overheating of the water, since the flow circulation is no longer activated while the impeller
is still rotating at a high speed.

For valve closure over a larger time length of 0.5 s, a comparison of the pressure
fluctuation results is presented in Figure 14. It can be observed that, after the valve is
fully closed after 0.5 s, the recorded wave peak–wave valley amplitudes decrease from
186.8 m–155.6 m, to 179.8 m–161.7 m. Additionally, due to the timely adjustment of the
nonlinear valve opening throughout the whole valve motion period, the first wave peak
of 186.3 m—wave valley of 162.6 m was also reduced to 179.7 m–172.1 m, compared with
linear valve operation. Since the entrained energy of the fluid is gradually released for
water hammer events with slow valve closure, the surge is relatively low compared to
valve closure in 0.1 s, and the fluctuation only lasts for 1.02 s, before emerging into pump
output oscillation caused by blade sweeps.
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pump operation.

Figure 15 shows the pressure surge damping performance with centrifugal pump
operation. It can be seen that the variation trend is similar to that in the case described in
Figure 11. Furthermore, in comparison with normal linear valve operation, the pressure
surge amplitude with the optimized nonlinear valve closure exhibited decreases of 9.3%,
6.4%, 5.3%, 4.2% and 3.8%, respectively, as well. This suggests that the developed nonlinear
closure method using ASFA could also be suitable for damping the pressure surge in cases
when the pressure input is not steady and varies with time. Any safety margin also in
return limits the selection of the pump and connected devices.
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Figure 15. Pressure surge amplitude at different valve closing times with centrifugal pump operation.

To investigate the optimized valve operation characteristics with the centrifugal pump,
Figure 16 shows the variation in nonlinear valve opening with normalized time. As can
be seen, for a short operation with a closing time of 0.1 s, the valve opening curve has the
largest deviation from the linear operation curve. It rises at 0.0008 s, 0.0659 s, and 0.087 s
during operation, while an expanding wave is generated by the valve opening. The overall
characteristic curve is similar to an “И” shape, where the valve opening tends to decrease
rapidly at first, before becoming smooth, followed by a rapid subsequent increase. Like all
other cases with a longer valve closing time, the valve opening results in a rapid reduction
during the last stage. Although wave propagation and superposition are complicated
when considering variable valve motion together with the changes in pipe flow unsteady
frictional loss, the control strategy using ASFA presented as a conceptual demonstration
can serve to provide design guidance, and is expected to also be feasible in complicated
pipe system optimization problems.
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5.3. Wave Damping Case with Positive Displacement Pump Operation

Another case to consider is that of a pipe transferring fluid through a displacement
pump. One major difference is that the displacement pump faces a severe pressure rise over
a short time after choking, which is also known as pressure buildup. This rapid increase
in pressure can easily exceed the upper limit of pipe safety, or cause damage to connected
devices, including the pump itself.

By setting 500 m as the assumed head limit for the pipe, Figure 17 shows the protective
effects of the optimized nonlinear valve closure on surge damping. It can be seen that
the pressure rise becomes obvious following full valve closure. For the linear operation
case, the midpoint pressure increases proportionally with pumping time, while for the
optimized situation, the waveform is distorted and the pressure increase with time exhibits
fluctuations. Although the rise in the pressure head is unavoidable for the positive dis-
placement pump, and eventually increases to 500 m, it can be observed that the pressure in
the optimized case remains constantly lower than in the linear closure case. Moreover, it
takes 0.39 s to reach the head limit of 500 m, compared to 0.34 s for the traditional closure
case without nonlinear control. This 14.7% extension of reaction time means that there is
more time for a precise hydraulic system to be able to disconnect the pumping system.
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Figure 17. Comparison of the pressure rise in 0.1 s valve closing time with positive displacement
pump operation.

In Figure 18, it can be seen that there was a more obvious improvement in surge
damping when using the optimized nonlinear closure with a longer closing time of 0.5 s. It
can be seen the distance between the two curves is larger, and the times required for the
traditional and optimized operation cases to reach the pipe head limit are 0.53 s and 0.71 s,
respectively. An additional 34% of extra time can be used to take precautions against the
surge limit in the pipe system.
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Figure 18. Comparison of the pressure increase with a 0.5 s valve closing time with positive displace-
ment pump operation.

Figure 19 shows the results of the calculated head at the midpoint 1 s after full valve
closure over different times. It can be seen that for the traditional linear valve operation,
the size of the resulting pressure head rise increases linearly from 349.8 m to 693.1 m
with increasing valve closing time from 0.1 s to 0.5 s. This is mainly because the built-
up pressure accumulates when subjected to a longer compression time. However, with
the optimized nonlinear valve operation, the amplitude of the resulting pressure rise is
greatly reduced, from 336.5 m to 395.7 m, with a maximum reduction of 75.2% in head
surge being recorded after full valve closure. Therefore, it is suggested that even for the
positive displacement pumping process, beneficial consequences can still be expected from
surge damping by applying the optimized nonlinear valve control method based on ASAF
method in hydraulic transient events.
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The optimized valve operation characteristic curves with the positive displacement
pump are presented in Figure 20. As can be seen, all curves are above the diagonal line
in terms of their variation with normalized time. This means that the valve prefers a slow
switch-off or an even switch-on in the beginning. Except for the 0.1 s closure case, all valve
opening curves exhibited a relatively smooth variation during the initial valve operation
stage, before rapidly decreasing to the fully closed state. A similar “И” shape was also
found for the 0.1 s closure case, indicating that larger valve motion amplitude is required
to diminish the wave surge in a limited period of time.
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6. Conclusions

In this study, a one-dimensional hydraulic model considering compression–expansion
dissipation was implemented to describe transient flow; combined with improved AFSA
optimization, surge protection for pipes with different operating pumps was evaluated.
The following conclusions were drawn:

(1) The transient wave surge can be reduced through nonlinear valve closure without
adding additional damping devices. For transient flow with and without a centrifugal
pump running, surge reduction of 9.3% and 11.4% could be obtained in the most
severe valve closure case. Even with increasing pressure with positive displacement
pump operation, the surge damping method was able to achieve a 34% time margin
for reaching the head limit and a maximum reduction in the surge amplitude of 75.2%.

(2) With increasing valve closing time, the surge amplitude caused by valve closure
decreases for the transient flow with and without the centrifugal pump running, and
the rate of surge amplitude decrease also decreases. For positive displacement pumps,
the surge amplitude increases with increasing valve closing time, but at a significantly
slower rate of increase with the optimized nonlinear valve closure.

(3) For rapid valve closure in 0.1 s, the optimized nonlinear closing motion performs a
similar “И” shape. For other valve closure cases in the present study, the optimized
valve opening curves show a relatively smooth variation during the initial stage before
decreasing rapidly to full closure during valve operation.

(4) The valve closure process can be abstracted into a traveling salesman problem, and
further optimization using an artificial fish swarm algorithm was demonstrated to
be beneficial for wave damping. The strategy proposed in the present study could
help for either guiding real-time valve control or serve as a design reference for novel
valve structures for the purpose of surge protection.
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Abbreviations

AFSA artificial fish swarm algorithm
CB convolution-based
CE compression–expansion
CFD computational fluid dynamics
IAB instantaneous accelerations-based
MOC method of characteristics
ODE ordinary differential equation
TSP traveling salesman problem
1-D one-dimensional
Notation
a wave speed (m·s−1)
a1, a2 pump coefficient constants (-)
A cross sectional area (m2)
B pipeline characteristic impedance (-)
D pipe diameter (m)
f Darcy–Weisbach friction factor (-)
g gravitational acceleration (m·s−2)
H pressure head (m)
Js steady friction loss term (-)
Ju unsteady friction loss term (-)
k empirical decay coefficient (-)
kd second viscosity coefficient (-)
L pipe length (m)
n artificial fish number (-)
P cross-section-average pressure (Pa)
Q flowrate (m3·s−1)
R pipeline resistance coefficient (-)
r radial coordinate (m)
Re Reynolds number (-)
V cross-section-average velocity (m·s−1)
v phase velocity in fluctuation (rad·s−1)
t time (s)
τ valve opening (-)
ρ fluid density (kg·m−3)
µ dynamic viscosity (Pa·s)
µ′ the second viscosity (Pa·s)
x coordinate along the pipe axis (m)
X artificial fish position (-)
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Abstract: The purpose of this study was to evaluate the sensitivity of input parameters to output
results when using the method of characteristics (MOC) for hydraulic transient simulations. Based
on a gravity flow water delivery project, we selected six main parameters that affect the hydraulic
transient simulation and selected maximum pressure as the output parameter in order to perform a
parameter sensitivity analysis. The Morris sensitivity analysis (Morris) and the partial rank correlation
coefficient method based on Latin hypercube sampling (LHS-PRCC) were both adopted. The results
show that the sensitivity of each parameter is the same except for the friction factor. The flow rate and
Young’s modulus are positively correlated with the maximum pressure, whereas the pipe diameter,
valve closing time, and wall thickness are negatively correlated. It is discussed that the variability of
the friction factor comes from the function of the flow and pressure regulating valve. When other
conditions of the gravity flow project remain unchanged, the maximum pressure increases with
the increase in the friction factor. The flow rate, pipe diameter, and valve closing time are the key
parameters that affect the model. Meanwhile, Morris and LHS-PRCC proved to be effective methods
for evaluating parameter sensitivity in hydraulic transient simulations.

Keywords: gravity flow; hydraulic transient simulations; MOC; sensitivity analysis; Morris screening
method; LHS-PRCC

1. Introduction

A water hammer is a type of hydraulic transient momentum that produces sudden
pressure changes when the flow rate changes (due to the opening and closing of valves
or units) in the pipeline. It can cause problems such as pipe bursts [1], water leakage
and so on, in the water supply pipeline, and is generally regarded as one of the main
risks that threaten water supply safety. Therefore, hydraulic transient simulations are
an essential part of the safe operation of water supply projects. Gravity flow is widely
used in water supply projects due to its low operating cost, easy maintenance and low
investment requirements. The pump-stop water hammer does not occur in the gravity flow;
however, when the valve is closed, it can produce greater water hammer pressure. The
phenomenon of water hammer bridging is especially prone to occur in complex pipelines.
At the beginning of the last century, arithmetic and graphical methods were successively
proposed and applied to hydraulic transient simulations [2]. By the middle of the last
century, the method of characteristics (MOC) had gradually become the most commonly
used method in hydraulic transient simulations due to the development of computer
technology [3–6]. The calculation results of the MOC are consistent with the experimental
results of many practical applications [7,8]. By using the MOC, researchers and designers
could perform hydraulic transient simulations of entire pipelines in water supply projects.
In addition, according to the simulation results, the designs could be optimized, and the
water hammer protection measures could be selected. Wang et al. [1] applied the MOC
in urban water distribution systems and proposed a method for rating the risk of pipe
bursts. Kou et al. [9] applied the MOC in a mine drainage system and proposed a water
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hammer protection method based on a hydraulic control valve. Tian et al. [10] used the
MOC to study the valve-induced water hammer phenomenon during the alternate startup
process of parallel pumps and optimized the design. Noura et al. [11] applied the MOC
to study a variety of water hammer control strategies in pumping stations and proved
that, in some cases, simple water hammer control devices can also serve the purpose of
water hammer protection. Based on the limitations of the MOC, Afshar et al. [12] proposed
the implicit method of characteristics (IMOC), which can more accurately predict the
changes in water head and flow after comparison. Kamil et al. [13] proposed a method for
estimating wall transient shear stress using an effective two-term weighting function, and
through experimental comparison, this method can more accurately simulate the transient
process; subsequently, they [14] compared the experimental results and simulations of a
small pipe diameter and found that the valve closure path and the unsteady friction can
control the pulse attenuation, shape and time. Liou [15] studied the sustained head increase
caused by line packing and proposed an analytical solution to calculate the maximum
pressure at the closed valve.

The mathematical model of hydraulic transient simulations is composed of multiple
partial differential equations, and most commercial software uses the MOC for simula-
tions [3]. The traditional methods of changing parameters and step-by-step trial calculations
increased the amount of calculation for researchers and designers. At the same time, due
to nonlinear relationships and uncertainty in the mathematical model of hydraulic tran-
sient simulations, there are certain difficulties in identifying the parameters of the model,
which prevents researchers from adjusting the model parameters to achieve the expected
protection effect. Sensitivity analysis is a method to quantitatively describe the importance
of a model’s input variables to its output variables [16,17]. In recent years, methods of
sensitivity analysis have developed rapidly, and they have been used in multiple models
of water engineering. Yi et al. [18] used Morris to analyze the sensitivity of the water
quality model of Dianchi Lake, and further conducted an identification and uncertainty
analysis of the model parameters. Ouatiki et al. [19] applied the one-at-a-time sensitivity
measures (OAT) method to analyze the parameter sensitivity of the HBV hydrological
model of a small watershed in semi-arid mountainous areas. Xu et al. [20] proposed using
the Latin hypercube one-factor-at-a-time (LH-OAT) method to analyze the sensitivity of
an agricultural hydrological model (SWAP-EPIC). Li et al. [21] first used LHS, and then
applied PRCC and the mutual information method to compare and analyze the SWMM’s
influence parameters.

However, in hydraulic transient simulations, there are fewer applications for sensitiv-
ity analysis. Wan et al. [22,23] conducted a sensitivity analysis of the relationship between
the pressure vessel setting and the maximum pressure change of a water hammer, and
explored the protective effect of the pressure vessel. By comparing the pressure changes
of the pump valve system at different operating times, he optimized the time difference
between the opening of the valve and the opening of the unit when the pump was started.
Zhu et al. [24] introduced a random model in hydraulic transient simulations and carried
out a sensitivity analysis in a hydropower station project. Currently, there is no compre-
hensive research on the use of sensitivity analysis of hydraulic transient simulations in
gravity flow.

In this study, representative input parameters were selected and a hydraulic transient
simulation using the MOC was calculated for the engineering of a long-distance, small-
diameter gravity flow. Then, two sensitivity analysis methods, the Morris and the LHS-
PRCC, were used for the sensitivity analysis of the calculated results. We sorted the
parameters based on the results of the sensitivity analysis. Since there are few cases where
sensitivity analysis is applied in hydraulic transient simulations, two methods were used
for comparison. The aims of this study are as follows: (i) compare the effectiveness and the
similarity of the two methods in hydraulic transient simulations, and (ii) identify and sort
the parameters according to their influence on the calculation. When the water hammer
protection scheme was selected, the design parameters could be directly optimized in a
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targeted manner. We provide certain guidance for the survey, design and construction of
the project. In this study, the sensitivity analysis method was applied to the gravity flow in
a hydraulic transient simulation for the first time. The results have important reference
value for similar studies concerning gravity flow in water supply projects.

The structure of this paper is as follows: In Section 2, the calculation method of
hydraulic transient simulations (MOC) and the study case are introduced. We also describe
two sensitivity analysis methods: Morris and LHS-PRCC. In Section 3, the MOC is used for
hydraulic transient simulation in the study case. Then, the Morris analysis method and
LHS-PRCC are used to analyze the sensitivity of the calculation results. Finally, the two
calculation results are compared. In Section 4, the conclusions of this study are presented.

2. Materials and Methods
2.1. Study Area and Parameter Selection

In a gravity flow water supply project in Shanxi, the water is transported from a
high-level storage tank (elevation: 1275.7 m, water level: 2.8 m) through a 5720 m pipeline,
to an end storage tank (elevation: 1193.62 m, water level: 0 m). The flow and pressure
regulating valve is installed in the end storage tank, and the valve closing time is 100 s.
The pipe is a spiral steel pipe with a diameter of 250 mm, a wall thickness of 8 mm, an
elastic modulus of 2.079 × 1011 Pa and a friction factor of 0.012. The longitudinal section of
the pipeline is shown in Figure 1. Although the height difference between the two storage
tanks is small, the pipeline crosses the valley terrain with large undulations, which causes
water hammer to easily occur. This gravity flow has characteristics such as a long distance,
small pipe diameter, low flow and high drop, so it is valuable for analysis.
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Figure 1. Pipeline elevation trend and envelopes of maximum and minimum pressure heads for the
case with initial values.

The parameters and reference values are shown in Table 1. According to the control
equation, since the parameters do not affect each other, the local sensitivity analysis can
meet the analysis requirements.
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Table 1. The initial value and range of each parameter.

Parameter Number Parameter Initial Value Range

1 Valve closing time (s) 100.00 70.00~130.00
2 Flow rate (m3/s) 0.054 0.038~0.070
3 Friction factor 0.0249 0.0174~0.032
4 Young’s modulus of pipe (Pa) 2.079 × 1011 1.455 × 1011~2.703 × 1011

5 Pipe thickness (mm) 8.00 5.60~10.40
6 Pipe diameter (mm) 250.00 175.00~325.00

2.2. Control Equations and Calculation Methods

In the hydraulic transient simulation, the basic differential equation consists of two
parts: the motion equation and the continuous equation.

∂H
∂x

+
1
g

∂V
∂t

+
V
g

∂V
∂x

+
2

ρR
τw = 0 (1)

∂H
∂t

+ V
(

∂H
∂x

+ sin α

)
+

a2

g
∂V
∂x

= 0 (2)

The above equation is a set of partial differential hyperbolic equations from which it is
difficult to obtain the analytical solution [3]. Based on the above introduction, the MOC is
used to transform partial differential equations into ordinary differential equations. Since
there is a detailed introduction about the MOC in the references, this paper only gives a
brief introduction {

dV
dt + g

a
dH
dt + 2

ρR τw = 0
dx
dt = +a

(3)

{
dV
dt −

g
a

dH
dt + 2

ρR τw = 0
dx
dt = −a

(4)

The wall shear stress τw is the sum of two expressions [14]

τw = τq + τu (5)

where the τq calculated by using standard Darcy–Weisbach euqation

τq =
f ρV|V|

8
(6)

while the τu is expressed by the following convolution integral

τu =
2µ

R

∫ t

0
w(t− u)

∂v(u)
∂t

du (7)

In the equation, µ is the dynamic viscosity, and w(t − u) is the weight function. To
obtain the simplified format, integrate the above equation along the characteristic line

VP −VA +
g
a
(HP − HA) +

2∆t f
RA

τwA = 0 (8)

VP −VB −
g
a
(HP − HB) +

2∆t f
RA

τwB = 0 (9)

The two equations are straight lines with constant slopes, so the calculation process
can be described by a rectangular grid. As shown in Figure 2, (∆x) is the spacing step
length, the pipeline is evenly divided into (N) sections, (i) represents the order of each
section, (i = 1) is the starting section and the terminal section is (i = N + 1). The calculation
required is (∆t = ∆x/a).
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The calculation starts at (t = 0), given the parameters of points A and B, recursively, ac-
cording to the time interval. Additionally, it obtains the parameter values of all grid nodes.

The boundary condition of the valve is

V = Cd
√

2g∆H (10)

where Cd is the discharge coefficient, which depends on the valve performance curve and
opening ratio τ at a specific time. In this study, the valve fully open flow coefficient Cd0
is 4731.

In the Equations (8) and (9), the calculation of the wave velocity adopts the elastic
water hammer theory to calculate

a =

√
K
ρ

1√
1 + KD

Eδ

(11)

It can be seen from Equation (11) that the wave velocity α is related to the pipe
diameter, wall thickness, Young’s modulus, fluid bulk elastic modulus and fluid density.
In this study, the fluid is water, the bulk modulus is 1.96 × 109 Pa and the density is
1000 kg/m3. Substituting Equation (11) for Equations (8) and (9), the calculation result
is directly related to the pipe diameter, wall thickness and Young’s modulus, so that the
parameters directly affect the calculation result.

2.3. Sensitivity Analysis Methods
2.3.1. Morris Sensitivity Analysis

Morris sensitivity analysis [25] (also called Elementary Effects) can reflect the changes
of the calculation results under the slight disturbance of factors. After a period of devel-
opment [26], it has been widely used in sensitivity analysis. Morris adopts the concept of
primary influence on factors, and the influence value of the i-th factor is expressed as

ei =
y(x1, x2, x3, . . . , xi + ∆, . . . , xn)− y(x1, x2, x3, . . . , xi, xn)

∆
(12)

In the equation, suppose (x1, x2, x3, . . . , xn) are n input quantities that affect the output
result of the model; (y) is the simulation output result of the model and (∆) is the change
quantity of the i-th input parameter.

Morris uses independent variables to change with a fixed step length, and the sensi-
tivity discrimination factor takes multiple averages of Morris [22]
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S =
n−1

∑
i=0

(yi+1 − yi)/y0

(Pi+1 − Pi)/100
/(n− 1) (13)

where (S) is the sensitivity judgment parameter, (yi) is the output result of the i-th run of
the calculation model, (y0) is the reference value of the model parameter calculation result,
(Pi) is the percentage of the change of the i-th model’s calculation parameter value to the
reference value after the calibration parameter and (n) is the number of model runs.

The steps of Morris are shown in Figure 3a. According to the final calculation re-
sults, the sensitivity can be divided into four levels: |S| ≥ 1 (high-sensitivity param-
eter), 0.2 ≤ |S| < 1 (sensitivity parameter), 0.05 ≤ |S| 0 < 0.2 (medium sensitivity) and
0 ≤ |S| < 0.05 (not sensitive).
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2.3.2. LHS-PRCC

PRCC is often combined with LHS for sensitivity analysis. By combining uncertainty
analysis with PRCC, we can reasonably evaluate the sensitivity of our output variables to
parameter changes.

LHS is a multi-dimensional stratified sampling method, which was first proposed by
McKay et al. [27]. The advantage is that it requires fewer samples than simple random
sampling to achieve the same accuracy. In LHS, parameters are randomly distributed in N
equal probability intervals, and then the parameters are sampled. N represents the sample
size. The choice of N should be at least k + 1, where k is the number of changing parameters,
but usually much larger to ensure accuracy [28]. Because of its relatively uniform sampling,
it has been widely used. The steps of LHS are as follows: first, the input ranges of each
parameter are divided into N ranges with equal probability (N is the number of samples).
Then, representative parameters are randomly selected from each divided range. Finally,
these parameters are combined as a sampling result.

Partial correlation analysis is used to control the influence of other variables under
the interaction of multiple variable factors and study the relationship between two specific
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variables [29]. The level of partial correlation analysis is determined by the number of
research variables. The correlation coefficient (CC) between input xj and output y is
calculated as follows

rxj ,y =
∑N

i+1
(
xij − x

)
(yi − y)√

∑N
i+1
(
xij − x

)2
∑N

i=1(yi − y)2
j = 1, 2, . . . , k (14)

The partial correlation coefficient (PCC) provides a measure of the strength of the
linear relationship between input xj and output y after eliminating the linear effects of
other variables. The PCC between xj and y is defined by the rxj ,y of (xj − x̂j) and (y− ŷ),
where x̂j and ŷ use the least square method to construct the regression model

x̂j = c0 +
n

∑
p = 1
p 6= j

cpxp, ŷ = b0 +
n

∑
p = 1
p 6= j

bpxp (15)

where (c0, c1, . . . , cn) and (b0, b1, . . . , bn) are coefficients determined in the construction of
the regression model.

Similar to PCC, PRCC performs partial correlation on the rank transformed data; xj
and y are rank transformed first, and then the linear regression model described in the
equation is performed. The value of PRCC ranges from−1 to +1, and the closer the absolute
value |r| is to 1, the higher the correlation between the parameters; the closer it is to 0, the
lower the correlation. The positive value of PRCC represents a positive correlation between
the two parameters; on the contrary, the negative values represent a negative correlation.

In this study, the equation of the six parameters used is more complicated and detailed
in the references [28,29]. Therefore, only the process of the two input parameters x1, x2
affecting the output parameter y is demonstrated in the Figure 3b flow chart of PRCC.

3. Results and Discussion

In this case, the main problem concerning gravity flow valve closing is controlling
the maximum pressure in the hydraulic transient state so that the calculation results of
the negative pressure do not change significantly. As a result, the maximum pressure is
selected as the distinguishing parameter.

3.1. The Result of Morris

Based on the reference value of the model parameters, the MOC is used to analyze
the local sensitivity of the hydraulic transient simulation results while the valve closes in
gravity flow. The values of the parameters are perturbed with a fixed step of 10%, and the
values are −30%, −20%, −10%, 10%, 20% and 30% of the reference value. According to
the above calculation method, the maximum pressure value is calculated and recorded
when the various parameters vary in different ranges. Then, the value of the sensitivity
discrimination parameter S is calculated. The calculation results are shown in Table 2 and
Figure 4.

Table 2. The sensitivity coefficient S and the level of each parameter.

Parameter Number Parameter S Sensitivity Level

1 Valve closing time (s) −0.242 Sensitivity parameter
2 Flow rate (m3/s) 0.347 Sensitivity parameter
3 Friction factor 0.020 Not sensitive
4 Young’s modulus of pipe (Pa) 0.006 Not sensitive
5 Pipe thickness (mm) 0.019 Not sensitive
6 Pipe diameter (mm) −0.383 Sensitivity parameter
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According to the parameter sensitivity coefficient, the sensitivity is as follows: the pipe
diameter, flow rate, valve closing time, friction factor, pipe thickness and Young’s modulus
of the pipe are in descending order. Among them, the pipe diameter, flow rate and valve
closing time are all sensitive parameters; the friction factor, pipe thickness and Young’s
modulus of the pipe are insensitive parameters. The valve closing time, Young’s modulus,
friction factor and the maximum pressure are positively correlated; the pipe diameter, valve
closing time, pipe wall thickness and the maximum pressure are negatively correlated.

3.2. LHS-PRCC Analysis

In this study, we used the LHS to generate 25 sets of parameter samples from the
range of each parameter given in Table 1 and performed hydraulic transient simulations.
The parameter samples and maximum pressure calculation results are shown in Table 3.

Table 3. The results of LHS.

Number Valve Closing
Time (s)

Flow Rate
(m3/s) Friction Factor Young’s

Modulus (Pa)
Pipe Thickness

(mm)
Pipe Diameter

(mm)
Maximum

Pressure (m)

1 125.645 56.144 0.026 2.386 × 1011 7.681 283.788 296.841
2 127.826 38.052 0.031 2.244 × 1011 8.327 210.493 301.976
3 74.495 51.442 0.025 1.592 × 1011 9.572 298.601 319.967
4 115.808 48.514 0.022 1.973 × 1011 9.147 269.441 297.539
5 104.482 46.554 0.026 1.931 × 1011 6.336 200.200 327.434
6 93.766 63.972 0.027 2.636 × 1011 8.556 274.412 325.845
7 107.732 53.202 0.023 1.613 × 1011 8.814 187.536 358.472
8 119.087 61.940 0.022 1.775 × 1011 7.202 323.909 302.464
9 98.902 63.532 0.028 2.276 × 1011 7.004 227.417 342.644
10 84.484 44.062 0.019 2.008 × 1011 6.416 294.127 290.188
11 122.422 59.940 0.018 2.090 × 1011 9.929 222.184 332.570
12 89.271 65.280 0.030 1.667 × 1011 6.160 313.784 317.355
13 96.503 67.063 0.028 2.116 × 1011 5.940 261.522 328.255
14 102.435 44.252 0.023 1.536 × 1011 6.577 237.701 294.895
15 70.479 54.492 0.018 2.675 × 1011 9.795 246.130 351.802
16 84.059 42.327 0.020 2.549 × 1011 6.785 193.882 354.191
17 80.988 39.814 0.021 2.201 × 1011 8.953 309.268 288.788
18 113.402 49.666 0.021 2.577 × 1011 10.209 214.894 330.033
19 94.499 40.572 0.018 1.716 × 1011 9.425 255.921 302.486
20 122.897 47.827 0.018 1.808 × 1011 10.123 250.589 301.791
21 87.626 59.078 0.024 1.898 × 1011 8.268 282.544 321.346
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Table 3. Cont.

Number Valve Closing
Time (s)

Flow Rate
(m3/s) Friction Factor Young’s

Modulus (Pa)
Pipe Thickness

(mm)
Pipe Diameter

(mm)
Maximum

Pressure (m)

22 77.114 55.254 0.020 2.475 × 1011 7.719 185.561 394.491
23 108.762 69.224 0.032 2.330 × 1011 8.095 180.260 365.335
24 77.358 67.849 0.029 2.453 × 1011 5.643 233.897 367.192
25 111.571 57.441 0.019 1.488 × 1011 7.363 305.560 303.349

According to the Latin hypercube sampling results in Table 3, the PRCC was calculated
between each of the six parameters and the maximum pressure. Based on the magnitude
of the absolute value of PRCC, the relative importance of the parameters is ranked. The
PRCC calculation results of the parameters are shown in Figure 5 and Table 4.
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Table 4. The partial rank correlation coefficient r of each parameter.

Parameter Number Parameter r

1 Valve closing time (s) −0.806
2 Flow rate (m3/s) 0.860
3 Friction factor −0.388
4 Young’s modulus (Pa) 0.096
5 Pipe thickness (mm) 0.136
6 Pipe diameter (mm) −0.924

PRCC analysis results show that the pipe diameter has the highest influence on the
maximum pressure, followed by flow rate and valve closing time. The valve closing time,
Young’s modulus and the maximum pressure are significantly positively correlated; on the
other hand, the pipe diameter, valve closing time, friction factor, pipe wall thickness and
the maximum pressure are negatively correlated.

3.3. Results Comparison and Discussion
3.3.1. Analysis of Parameters Related to Wave Velocity

In the gravity flow supply project, the maximum pressure generated by the water
hammer increases with an increase in the wave speed. When the water hammer occurs
due to cavity collapse, the trend of rising pressure is obvious; on the contrary, when the
water hammer due to cavity collapse does not occur, the influence of the wave velocity
on the maximum pressure is not obvious. The water hammer due to cavity collapse does
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not occur in this hydraulic transient simulation, so the Young’s modulus of the pipeline
has a small, indirect effect on the maximum pressure by changing the wave velocity. The
sensitivity analysis results of this simulation are consistent with previous research results,
which is also an important reason for converting the wave velocity into other parameters
for calculation in the second section. Among the parameters selected in this study, the
parameters related to the wave velocity are the Young’s modulus, the pipe wall thickness
and the pipe diameter.

From Equation (11), it can be seen that the Young’s modulus of the pipeline only
indirectly affects the maximum pressure by changing the wave velocity. According to the
calculation results, S4 = 0.006 and r4 = 0.096 (S is the Morris sensitivity parameter; r is the
sensitivity parameter in LHS-PRCC). The maximum pressure increases with the increase
in the Young’s modulus of the pipe. Moreover, its influence on the maximum pressure
is small.

The reasons for the influence of pipe wall thickness and pipe diameter on the max-
imum pressure are similar: both come from the direct influence on the pipe flow area
and the indirect influence on the wave velocity. The calculation result of the pipe wall
thickness shows that S5 = 0.019, r5 = 0.136 and the pipe wall thickness has little effect on
the calculation results. According to the parameter change range in Table 2, the maximum
change of pipe wall thickness to pipe inner diameter is 2.40 mm, which is very small
compared to the original pipe inner diameter of 243 mm. This makes the direct influence of
pipe wall thickness on the maximum pressure small. Then, it has a small, indirect effect on
the maximum pressure by influencing the wave velocity. Therefore, the pipe wall thickness
is less sensitive to the maximum pressure. In the same way, the influence of pipe diameter
on the maximum pressure mainly comes from the change of the water passing area. The
maximum change of the pipe diameter to the inner diameter is 75.00 mm, so that the pipe
diameter has a greater direct influence on the maximum pressure. The calculation result
shows S6 = −0.383 and r6 = −0.924.

3.3.2. The Main Parameters That Affect the Maximum Pressure

According to the calculation results in Tables 2 and 3, the pipe diameter, flow rate
and valve closing time all have a significant impact on the maximum pressure, and the
laws presented are basically the same. The results of the two methods can be mutually
confirmed. The valve closing time directly determines whether direct water hammer or
indirect water hammer occurs in the gravity flow water delivery system [5]. The result
shows that S1 = −0.242 and r1 = −0.806. There are many related studies on the impact of
valve closing time on the maximum pressure, and the results of this study are consistent
with previous study results [9,30]. The result of the flow rate is S2 = 0.347 and r2 = 0.860.
The values of the flow rate directly affect the pressure of the pipeline during steady-state
operation. In the valve-closing hydraulic transient simulation, the change of the flow rate
is the main reason for increasing the maximum pressure. Therefore, reducing the flow
rate is also one of the commonly used measures in gravity flow water hammer protection.
The analysis of the pipe diameter has been described in Tables 2 and 3, and the result is
S6 = −0.383 and r6 = −0.924.

According to the high sensitivity of these parameters in this simulation, they are the
parameters that should be emphatically considered in hydraulic transient simulations. In
the design of most water delivery projects in China, the selection of the pipeline diameter
is often determined before the design of water hammer protection, and water hammer
protection is only performed by adjusting the valve closing time, which is not conducive to
the design of water hammer protection. Therefore, in the pipe diameter parameters of a
water delivery project, the water delivery design and the water hammer protection design
should be carried out at the same time, and the calculation results should be confirmed
against each other to better complete the design of the water delivery project.
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3.3.3. Analysis of the Variability of the Friction Factor in the Results

The correlation of the friction factor is different in the two methods. The increase
in the friction factor will increase the head loss. Generally speaking, in a water supply
project, the larger the friction factor of a pressurized pipeline, the smaller the flow rate
and, thus, the safer the project. There are differences in the results of the two methods
in this sensitivity analysis. The result shows that S3 = 0.020 and r3 = −0.388. In the two
methods, the friction factor is not considered a more sensitive parameter. In the Morris
sensitivity analysis, the maximum pressure increases with the increase in the friction factor;
in LHS-PRCC, the maximum pressure decreases with the increase in the friction factor.

When the gravity flow water supply project is operating in the steady state, the flow
is controlled by the flow and pressure regulating valve. When the friction factor of the
pipeline increases and the water delivery capacity is sufficient, the water supply flow rate
will not change due to the function of the flow and pressure regulating valve. When the
transient process occurs, the increased friction reduces the amplitude of the water hammer
wave fronts, leading to the line packing effect. This effect can cause a continuous pressure
rise after the closure of the valve, and may produce overpressure [15]. This effect should be
paid more attention to in high-friction pipes with long pipe lengths and small diameters.
In the Morris analysis method, other parameters remain unchanged; only the friction factor
is changed, resulting in a positive correlation between the friction factor and the maximum
pressure. In LHS-PRCC, the parameters are all defined by stratified random sampling, and
the changes of other parameters make the water supply capacity unable to be guaranteed.
The line packing effect cannot be reflected under the changing parameter conditions. The
friction factor will reduce the water transport capacity, resulting in a negative correlation
between the friction factor and the maximum pressure.

In the similar gravity flow water supply projects with small pipe diameters and long
distances, when the capacity of water delivery is sufficient and the friction factor of the
pipeline increases, a bigger maximum pressure will be generated after the closure of the
valve. In this case, more protection is required. This is what the design and operation
managers need to pay more attention to.

4. Conclusions

In this study, the MOC was used in the gravity flow with obvious characteristics
to carry out the hydraulic transient simulation. Then, the Morris screening method and
LHS-PRCC were used to perform sensitivity analysis on calculations, and the following
conclusions can be drawn:

1. In this gravity flow example, the comparison of the two sensitivity analysis results
shows that only some key parameters have an important influence on the calculation
results. The sensitivity of key parameters from large to small are pipe diameter,
flow rate and valve closing time. The friction factor, pipe thickness and Young’s
modulus have little influence on the calculation results, and their sensitivity ranking
has some variability.

2. The simulation results have reference value for the design of similar gravity flow
water delivery projects with obvious characteristics. In the design and operation of
the project, the valve closing time, pipe diameter and flow rate should be strictly
controlled to ensure the safety of the project.

3. The sensitivity of the friction factor is different in the results of the two methods.
After discussion, when other parameters remain unchanged, the maximum pressure
increases with the increase in the friction factor due to the line packing effect; when
other parameters change and the water delivery capacity cannot be guaranteed, the
maximum pressure is negatively related to the friction coefficient. Therefore, more
protective measures are needed when the friction factor of a gravity flow project
becomes larger.

4. The Morris screening method and LHS-PRCC gave similar parameter rankings for
the selected parameters of the project in this case. The calculation results of the
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two methods are complementary in the sensitivity analysis of hydraulic transient
simulation. At the same time, this study also confirms the applicability of the two
methods in the sensitivity analysis of hydraulic transient simulations.

In summary, in this study, we analyzed the parameter sensitivity of hydraulic transient
simulations based on the MOC in gravity flow. We only analyzed one engineering example,
which proved the applicability of the two sensitivity analysis methods. In order to obtain
more comprehensive results, more examples need to be analyzed.
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Nomenclature

H pressure head (m)
x distance along pipe from inlet (m)
g acceleration of gravity (m/s2)
V flow velocity (m/s)
t time, as subscript to denote time (s)
ρ density of liquid (kg/m3)
R radius of the pipe (m)
α the angle between pipe and the horizontal plane
τw shear stress calculated by the non-stationary friction losses
τq shear stress calculated by the quasi-steady state model
τu shear stress related to the non-stationarity of flow
a speed of pressure wave (m/s)
f Darcy–Weisbach friction factor
VP, VA, VB flow velocity of Point·P, A and B (m/s)
HP, HA, HB pressure head of Point·P, A and B (m)
∆t time step (s)
∆x length of segment (m)
Cd discharge coefficient
∆H head loss of valve
K fluid bulk elastic modulus (Pa)
D pipe inner diameter (m)
E elastic modulus of the pipe (Pa)
δ thickness of pipe (m)
S sensitivity judgment parameter in Morris
x input parameter
y output parameter
y0 reference value of the model parameter calculation result

Pi
percentage of the change of the i-th model’s calculation parameter value to the
reference value after the calibration parameter
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n number of model runs
r sensitivity judgment parameter in LHS-PRCC
Acronyms:
MOC method of characteristics
Morris Morris sensitivity analysis
LHS-PRCC partial rank correlation coefficient method based on Latin hypercube sampling
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