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Abstract: Solar irradiation (Rs) is the electromagnetic radiation energy emitted by the Sun. It
plays a crucial role in sustaining life on Earth by providing light, heat, and energy. Furthermore,
it serves as a key driver of Earth’s climate and weather systems, influencing the distribution of
heat across the planet, shaping global air and ocean currents, and determining weather patterns.
Variations in Rs levels have significant implications for climate change and long-term climate trends.
Moreover, Rs represents an abundant and renewable energy resource, offering a clean and sustainable
alternative to fossil fuels. By harnessing solar energy, we can actively reduce greenhouse gas
emissions. However, the utilization of Rs comes with its own challenges that must be addressed.
One problem is its variability, which makes it difficult to predict and plan for consistent solar energy
generation. Its intermittent nature also poses difficulties in meeting continuous energy demand
unless appropriate energy storage or backup systems are in place. Integrating large-scale solar energy
systems into existing power grids can present technical challenges. Rs levels are influenced by various
factors; understanding these factors is crucial for various applications, such as renewable energy
planning, climate modeling, and environmental studies. Overcoming the associated challenges
requires advancements in technology and innovative solutions. Measuring and harnessing Rs for
various applications can be achieved using various devices; however, the expense and scarcity of
measuring equipment pose challenges in accurately assessing and monitoring Rs levels. In order
to address this, alternative methods have been developed with which to estimate Rs, including
artificial intelligence and machine learning (ML) models, like neural networks, kernel algorithms,
tree-based models, and ensemble methods. To demonstrate the impact of feature selection methods
on Rs predictions, we propose a Multivariate Time Series (MVTS) model using Recursive Feature
Elimination (RFE) with a decision tree (DT), Pearson correlation (Pr), logistic regression (LR), Gradient
Boosting Models (GBM), and a random forest (RF). Our article introduces a novel framework that
integrates various models and incorporates overlooked factors. This framework offers a more
comprehensive understanding of Recursive Feature Elimination and its integrations with different
models in multivariate solar radiation forecasting. Our research delves into unexplored aspects
and challenges existing theories related to solar radiation forecasting. Our results show reliable
predictions based on essential criteria. The feature ranking may vary depending on the model
used, with the RF Regressor algorithm selecting features such as maximum temperature, minimum
temperature, precipitation, wind speed, and relative humidity for specific months. The DT algorithm
may yield a slightly different set of selected features. Despite the variations, all of the models exhibit
impressive performance, with the LR model demonstrating outstanding performance with low RMSE
(0.003) and the highest R2 score (0.002). The other models also show promising results, with RMSE
scores ranging from 0.006 to 0.007 and a consistent R2 score of 0.999.
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Keywords: sustainable energy; solar radiation; times series; machine learning; feature selection;
forecasting

1. Introduction

Rs refers to the energy that is emitted by the Sun and travels through space to reach
the Earth. It consists of electromagnetic waves, including visible light, ultraviolet (UV)
rays, and infrared (IR) radiation. The Sun emits solar radiation in all directions, and a
small fraction of it reaches the Earth’s atmosphere. As the radiation passes through the
atmosphere, it may be absorbed, scattered, or reflected via gases, particles, and clouds.
Eventually, a portion of the solar radiation reaches the Earth’s surface.

All life is powered by the Sun. It keeps the thermal energy and power equilibrium in
the Earth’s atmospheric conditions and ecological systems. Even a minor fluctuation in
the Sun’s radiation emission would have a notable effect on the climate of the Earth [1]. It
influences Earth’s climate system, influencing temperature variations, atmospheric circula-
tion, and weather system formation, through heating of the atmosphere, oceans, and land.
Its distribution across the globe contributes to regional climate differences and temperature
gradients between the equator and poles. In the Earth’s water cycle, solar radiation plays a
crucial role, in providing the energy needed for processes like evaporation, condensation,
and precipitation, which, in turn, affect mean sea level fluctuations. It also fuels atmospheric
instability, which leads to the formation of severe weather phenomena such as storms,
hurricanes, and extreme weather events, through the heating of the Earth’s surface and the
creation of pressure differences. Moreover, solar radiation stands as the most abundant and
readily available energy source on Earth, serving as the primary energy source for natural
processes and ecosystems, as well as representing the most environmentally friendly and
sustainable form of energy [2]. It is also non-polluting, highly accessible, safe, and has
the potential to slow the intensification of greenhouse effects [3,4]. Through harnessing
solar radiation through technologies like solar panels and solar thermal systems, it can
be converted and used in many ways, such as generating electricity, pumping water, and
heating and purifying air and water [5]. Solar radiation at the planet’s surface consists of
three main components: direct radiation, which is sunlight that reaches Earth’s surface
without scattering or absorption; diffuse radiation, which is sunlight that has been scattered
by the atmosphere and arrives from different directions; and additional radiation, resulting
from the reflection and scattering of sunlight by the surrounding environment. Understand-
ing these components is crucial for optimizing solar energy systems, designing efficient
lighting in buildings, and studying microclimates. Insolation refers to the total ground ra-
diation [6]. The world is dealing with serious issues such as industrial air pollution, global
warming, and environmental destruction. Due to the detrimental environmental impact
of using non-renewable resources derived from ancient organisms, such as coal, oil, and
natural gas, which have harmed the environment, it has become crucial to seek alternative
solutions. Thankfully, clean energy, such as solar energy, offers a pathway through which
to address these issues effectively and create a more sustainable future. By transitioning to
clean energy sources, we can mitigate climate change, improve air quality, enhance energy
security, preserve ecosystems, alleviate energy poverty, and promote sustainable economic
growth. Embracing clean energy technologies is crucial in tackling these pressing global
problems and fostering a more resilient and environmentally friendly world [7]. Rs data
must be available to assess the solar energy capacity of a specific area and integrate it
into an electrical network [4]. Unfortunately, assessing the potential of Rs as a renewable
energy source can be challenging for most weather stations worldwide. This is primarily
due to the fluctuating and intermittent nature of the Rs resource and its lack of steadiness
and non-controllability, which limits access to reliable data. Also, expensive equipment
is required in order to measure it. These characteristics aggravate the situation. It makes
the management of the grid more intricate, disturbs the balance between production and
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consumption, causes variations in voltage, and raises concerns about quality and stability.
The initial cost of installing solar power systems, although decreasing, can still be relatively
high, posing a financial barrier for some individuals or businesses. Therefore, it is essential
to evaluate Rs effectively using other meteorological factors, including relative humidity,
ambient temperature, wind velocity, cloud cover, and other parameters [4,8]. For the
purpose of estimating Rs from these readily available weather data, quite a few methods
have been proposed, such as physical models, with complex structures due to complex
conditions of the environment [9]. Empirical models generate a regression-based formula,
either linear or not, that is simple with limited precision [10]. Statistical models, built on
statistical correlation, are more accurate, but cannot fully express the nonlinear association
between Rs and other factors [11,12]. ML models are of great interest to researchers world-
wide because they can solve highly nonlinear problems with high accuracy compared to
the other models [13–15]. All ML methods, mainly supervised models, typically require a
compromise between model accuracy and complexity [16,17]. Accordingly, determining
the optimum input aggregation for prediction models is indispensable. It avoids imper-
tinent or extra information, while exclusively keeping the most required features. This
mechanism is known as Feature Selection (FS) [8]. It lowers computational costs, improves
performance and over-fitting issues, and enhances multicollinearity problems and model
complexity [8,18,19]. The instructions for the FS technique include generating subsets,
evaluating them, setting stopping criteria, and validating results [20]. Pertaining to this
article, we propose a framework for feature selection (FS) aimed at categorizing different
lag values. Our objective is to investigate how FS models can enhance forecasting quality
in the field of Rs. Our research comprises two significant contributions:

• We employ an FS method with which to pick out essential feature sets from the initial
feature sets using various models;

• We measure each model’s feature importance score, RMSE, and R2 against the others
by assessing their performance on an NCEP (National Centers for Environmental
Prediction) dataset.

The choice of MVTS is driven by its ability to handle multiple variables and their
complex relationships, capturing their interdependencies and improving accuracy. By
leveraging MVTS analysis, we aim to contribute to the existing research and demonstrate
its effectiveness in accurately estimating solar radiation.

The subsequent sections of this paper are structured as follows: Section 2 provides an
overview of the field’s historical background and its current state. Section 3 elucidates the
methodology used in this research and presents the introduced model. Section 4 outlines the
working environment, presents the findings, and engages in a thorough discussion. Lastly,
Section 5 accentuates the key findings and outlines potential avenues for future research.

2. Related Works

Many researchers have proposed and published research studies on Rs estimation
using ML models. However, only some studies have comprehensively examined the
complete procedure of developing ML models. In particular articles, the discussion on FS
methods was limited to a brief overview [1,8,16,21–28].

In their study, Diagne et al. [19] explored an approach that combined statistical,
satellite-based, and numerical weather prediction (NWP) techniques. They also analyzed
the proposed techniques’ application conditions and spatial/temporal resolution ranges.
Yadav and Chandel [20] presented forecasting models for different time horizons (short-
term, medium-term, and long-term) of solar irradiation (Rs). They also evaluated methods
used for selecting input parameters in these forecasting models. Kumar et al. [21] sum-
marized widely utilized empirical regression models and the ANN model. Their findings
unequivocally demonstrated that ANN defeated empirical regression models. Meenal,
Selvakumar, and Pang et al. analyzed diverse ML models. They discovered that, although
the ANN did not exhibit high predictive accuracy, it did propose a means for enhancing
algorithm quality [16,22]. Voyant et al. examined the performance of ANN, SVM, and
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tree-based models, noted that they produced comparable accuracy, and recommended
using combined models [8]. In separate studies, both Chen et al. and Olatomiwa et al. used
SVM for their research. The results indicated that its accuracy varied depending on the
kernel functions used, and the optimized SVM demonstrated successful outcomes [23,29].
Mohanty et al. [26] conducted a study on the strengths and weaknesses of three models: an
Adaptive Network-based Fuzzy Inference System (ANFIS), a radial basis function neural
network (RBF-NN), and a multi-layer perception (MLP) model [30,31]. The ANFIS model
was the focal point of discussion among the researchers, who emphasized its distinctive
attributes as a hybrid intelligent model. The research team showcased its integration of
conventional mathematical approaches, underscoring its uniqueness. It combines fuzzy
logic and neural networks and improves learning and adaptability capabilities, yielding
better results. Hedar et al. created an entirely new hybrid ML model that employs an
auxiliary numerical data model with which to assess the accuracy of GHI predictions.
The suggested hybrid approaches employ FS, classification, regression ML paradigms,
and NWP models. Upon implementation on a dataset, the hybrid model lessened the
RMSE [25]. Guermoui et al. [24] thoroughly investigated hybrid machine-learning tech-
niques and defined five classifications: generalized, cluster-based, decomposition-based,
decomposition-clustering-based, and ensemble learning methods incorporating evolution-
ary techniques. In their study, Ağbulut, Gürel, and Biçen [32] conducted a comparison of
four ML algorithms (SVM, k-NN, DL, ANN) for predicting daily global solar radiation.
The findings revealed that, in general, ANN outperformed DL, SVM, and k-NN in terms
of prediction accuracy, while k-NN exhibited the least favorable performance among the
algorithms assessed. Huang et al. developed a comprehensive ensemble of twelve ML
methods, including a stacking model that combines the strengths of various algorithms in
order to predict and compare daily and monthly Rs measurements accurately. According to
the results, the XGBoost and stacking models, which combine RF, Gaussian Process Regres-
sion (GPR), GBRT, and XGBoost, exhibited superior predictive performance [1]. Guermoui,
Bouchouicha, Bailek, and Boland [32] introduced a novel integrated model that combines a
decomposition technique with an Extreme Learning Machine for predicting photovoltaic
power generation. The performance of the proposed model was assessed using data from
three distinct solar photovoltaic power plants situated in different locations with varying
climatic conditions. The results indicated that the normalized error consistently remained
below 10%, and the correlation coefficient exceeded 99% across the forecasting horizons.
These findings demonstrate the effectiveness and accuracy of the proposed integrated
model in forecasting photovoltaic power generation.

The following diagram (Figure 1) depicts the categorization of generalized models
employed in forecasting Rs, while the Table 1 examines and assesses recent studies on Rs
prediction utilizing machine learning techniques.

Table 1. Categorization of contemporary research pertaining to the prediction of Rs through the
utilization of machine learning techniques.

Contribution Date Forecasting Model Geographical
Position

Optimal
Model Findings

[33] 2022

The hybrid CXGBRFR
framework integrates deep

learning CNN, XGB (Extreme
Gradient Boosting) + RF, and

bird-inspired models like
HHD-BN (Harris Hawks Deep
Belief Network), DNN (Deep
Neural Network), ANN, ELM
(Extreme Learning Machine),

and MARS (Multivariate
Auto-Regressive Spline models)

Australia
daily

deep hybrid
CXGBRFR

Correlation coefficient (r):
deep hybrid CXGBRFR: 0.941–0.962

ANN/ELM: 0.934–0.956/0.954
DBN: 0.495–0.911
DNN: 0.922–0.941

MARS: 0.928–0.935
Legate’s and McCabe’s Index:

deep hybrid CXGBRFR: 0.943–0.962,
ANN: 0.933–0.958
ELM: 0.931–0.955
DBN: 0.493–0.911
DNN: 0.922–0.941

MARS: 0.928–0.942
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Table 1. Cont.

Contribution Date Forecasting Model Geographical
Position

Optimal
Model Findings

[34] 2022

Seasonal Auto-Regressive
Integrated Moving Average

(SARIMA), K-Nearest
Neighbors (KNN)
Recursive Neural

Network-Long Short-Term
Memory (RNN-LSTM)

UAE
daily

RNN-LSTM
and KNN

RNN-LSTM and KNN
outperform SARIMA.

RNN-LSTM and KNN perform similarly
RNN-LSTM slightly outperforms KNN

[27] 2022 SVM and Corrected-SVM Ghardaia, Algeria C-SVM

RMSE = 11.35%
rRMSE = 1.713 MJ/m2,
MABE = 1.623 MJ/m2

r = 12.61%

[28] 2022 LM, SCG, and RP 6 locations from
Tamil Nadu, India LM

LM:
R = 0.9376 for training data,

0.9340 For testing data.

[35] 2022

ANN, CNN,
RNN, SVR,

PR
RF

4
locations

in
Nigeria

RNN

Deep learning outperforms
RNN:

r = 0.9546, RMSE= 82.22 W/m2,
MAE = 36.52 W/m2

[36] 2022 DL, SMGRT,
and ANFIS Isparta, Turkey SMGRT

SMGRT is the best
MSE = 1.878 R2 = 0.960 MBE = 0.156

RMSE = 1.371

[37] 2022 RNN, LSTM,
and GRU

5 cities
Bangladesh GRU MAPE = 19.28%

[1] 2021 GPR, RF GBRT, XGBoost
{RF, GPR, XGBoost, GBRT} 12 sites in China

{GBRT,
XGBoost, GPR,

RF}
XGBoost

Daily predictions:
Stacking model outperforms

Monthly predictions:
Comparable performance

[5] 2021

MLP (XE MLP)
SVR
MLR

LightGBM

Fez,
Morocco

LightGBM
SVR

LightGBM:
Coefficient of determination R2 = 0.9377,

RMSE = 0.4827 kWh/m2

MAE = 0.3614 kWh/m2

[38] 2021
22 empirical models

RF, MLP, bagged trees,
boosted trees

5 locations in
Morocco. RF

r ranges from 0.8753 to 0.9620, normalized
mean absolute error (nMAE) ranges from
5.84 to 11.81%, negative root mean square
error (nRMSE) ranges from 7.85 to 15.33%.

[39] 2021 SVM
RF India RF RF: MSE = 0.750 R2 = 0.97

SVM: MSE = 0.867—R2 = 0.9385

[4] 2021 K-Nearest Neighbors (k-NN)
ANN, DL, SVM

4 Turkish
stations ANN

MBE = 0.195 MJ/m2

RMSE = 2.157 MJ/m2—rRMSE = 14.10%
T statistic = 1.280 MJ/m2—Mape = 15.92%

MABE = 1.597—R2 = 0.9320%

[22] 2020 ANN, RNN
Tuscaloosa,

Alabama in the
USA

RNN with
higher

computational
costs than

ANN.

RNN: better prediction results
Cloud cover impacts GSR prediction.

RMSE = 7.64%, Normalized Mean Bias
Error (NMBE) = 0.2%

[40] 2020 MLPd and RBF Ghardaia in
Algeria MLP MLP demonstrates slightly superior

performance.

[41] 2020 ANN

Sapporo, Tateno,
Fukuoka,

Ishigakijima, and
Minamitorishima

in
Japan

NA
Monthly diffuse, direct, and GRS forecasts

are extremely accurate.
All locations have a R2 of 0.988 or higher.
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Table 1. Cont.

Contribution Date Forecasting Model Geographical
Position

Optimal
Model Findings

[42] 2020

M5Tree,
CatBoost, and

XGBoost
SVM, RF

15 provinces
in China SVM CatBoost outperforms.

[43] 2019
Naive Bayes

2 days ahead global horizontal
irradiance

Austin, TX in USA Naive Bayes

Various weather type:
MBE = 2.73%, r = 86.33%

Clear days:
RMBE = 1.49%, r = 99.85%.

[44] 2019
RF, M5,
MARS,
CART

India
(Gorakhpur side) RF RF: highest accuracy,

CART: lowest accuracy.

[45] 2019 SVR, ANN,
and DT

4 provinces in
turkey NA

Boosting improves prediction
performance

RMSE between 4.6 and 14.6%

[46] 2019

SVR, GPR,
MLP, and

Extreme Learning Machines
(ELM)

Toledo in Spain ELM

Satellite measurements improved
predictability by increasing input

parameters.
ELM: RMSE = 60.60 W/m2, r2 = 96%

[47] 2019 SP, ANN, and
R Odeillo in France RF

nRMSE:
19.65% (GHI—first hour ahead),
27.78% (GHI—sixth hour ahead),

34.11% (Beam Normal
Irradiation—first hour ahead),

49.08% (Beam Normal
Irradiation—sixth hour ahead),

35.08% (Diffuse Horizontal
Irradiation—first hour ahead)

49.14% (Diffuse Horizontal
Irradiation—sixth hour ahead).

[48] 2019 SVR Gurugram in India NA

Performance SVR is influenced by the air
temperature (the most
significant parameter)
RMSE = 14.3 MJ/m2

[49] 2019 ANN, k-NN, empirical models Fez -Morocco KNN
Hybrid model

k-NN: rRMSE = 0.2027 R2 = 0.9663.
Hybrid model (k-NN—ANN):
rRMSE = 0.1785, R2 = 0.9750.

[50] 2018
Radial basis function (RBF)

MLP
GPR

Ghardaïa—Algeria.
Daily GPR

MBE = 0.1861 kWh/m2

nRMSE = 5.2%,
r = 0.9842

RMSE = 0.3194 kWh/m2,

[51] 2018 ANN
Regression Analysis

4 stations in Turkey
Monthly ANN ANN:

R2 = 0.961, RMSE =0.14

[52] 2018 SVM
XGBoost

China
Daily XGBoost

RMSE = 0.9238 kWh/m2 R2 = 0.7530,
XGBoost

MAE = 0.6925 kWh/m2—training
phase = 3.02 s—testing phase = 0.05 s

[2] 2018 GPR Mashha Iran
Daily, Monthly NA Daily: RMSE = 0.16 MAPE = 1.97%,

Model Efficiency (EF) = 0.99

[16] 2018 SVM ANN India Monthly SVM

SVM > ANN
ANN: more accurate with long training

time for large dataset.
R2(ANN) = 0.9968 R2 (SVM) = 0.9912

[53] 2017 ANFIS, SVM, ANN
6 provinces in

Mexico
daily

SVM RMSE = 2.578, R2 = 0.689
MAE = 1.97

[54] 2017 ANN 13 different stations ANN rMBE < 4% R2 = 0.64 r = 0.800
rRMSE = 13%
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Table 1. Cont.

Contribution Date Forecasting Model Geographical
Position

Optimal
Model Findings

[55] 2017 MLP ANFIS SVM DT Egypt
Daily MLP MLP > ANFIS > SVM > DT

[56] 2016 ANN Italy
Monthly ANN MAPE = 1.67% to 4.25%

based on the type and number of inputs

[57] 2016

Generalized Regression Neural
Network (GRNN)

Radial Basis Neural Network
(RBNN) MLP

12 Sites (China)
Daily MLP

RBNN > GRNN > MLP
R2 = 0.86

MAE = 0.425 kWh/m2

RMSE = 0.5388 kWh/m2

[58] 2016
ANN, ANFIS

Gene Expression Programming
(GEP)

Karmen, Iran
Daily ANN R2 = 0.935

[7] 2015 SVR,
Empirical 2 provinces (Iran) SVR RMSE = 0.4515 kWh/m2

R2 = 0.9330

[21] 2015 Regression models.
ANN (1 month) ANN ANN > Regression models.

[59] 2015 Linear techniques
SVM

Italy
1 Day SVM SVM > linear model

[60] 2015 k-NN USA
30 min K-NN

k-NN > persistence
Enhancements in the forecast between

10% and 25%

[61] 2015
ANN—k-NN—SVR

Autoregressive models
persistence

Italia
hourly SVR SVR > ANN > AR > k-NN > persistence
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Legate’s and McCabe’s Index: 

deep hybrid CXGBRFR: 0.943–0.962, 

ANN: 0.933–0.958 

ELM: 0.931–0.955 

DBN: 0.493–0.911 

DNN: 0.922–0.941 
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[34]  2022 

Seasonal Auto‐Regressive Inte‐

grated Moving Average 

(SARIMA), K‐Nearest Neigh‐

bors (KNN) 

Recursive Neural Net‐

work‐Long Short‐Term Memory

(RNN‐LSTM) 

UAE 

daily 

RNN‐LSTM 

and KNN 

RNN‐LSTM and KNN outperform SARIMA. 

RNN‐LSTM and KNN perform similarly 

RNN‐LSTM slightly outperforms KNN 

[27]  2022 
SVM and Corrected‐ 

SVM 

Ghardaia, Al‐

geria 
C‐SVM 

RMSE = 11.35% 

rRMSE = 1.713 MJ/m2, 

MABE = 1.623 MJ/m2 

Figure 1. Categorization of the generalized models employed in predicting Rs.

Finally, the comparison of various models reveals interesting insights into their per-
formance. The deep hybrid CXGBRFR model consistently demonstrates high correlation
coefficients, ranging from 0.941 to 0.962, outperforming other models such as ANN/ELM
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(0.934–0.956/0.954), DBN (0.495–0.911), DNN (0.922–0.941), and MARS (0.928–0.935). RNN-
LSTM and KNN exhibit comparable performance, with RNN-LSTM slightly outperforming
KNN. Corrected SVM shows accurate predictions, with an RMSE of 11.35% and rRMSE of
1.713 MJ/m2, while LM exhibits a correlation coefficient (R) of 0.9376 for training data and
0.9340 for testing data. Deep learning models, particularly RNN, outperform others, with
an RMSE of 82.22 W/m2 and an MAE of 36.52 W/m2. Additionally, other models, such as
SMGRT, GRU, LightGBM, RF, SVM, MLP, GPR, XGBoost, GHI, ANFIS, SVR, and Naive
Bayes, show varying levels of performance across different evaluation metrics. While the
accuracy of the ANN and ARIMA approaches is nearly equal, ANN has the advantage of
being more flexible. Merged and generalized models surpassed conventional empirical
models. Additionally, combined models tended to be more accurate than generalized
models, using the same input parameters. Single-stochastic algorithm methods, such as
ANN and ARIMA, are progressively becoming less relevant. Because the accuracy of the
predictions is contingent on the integrity of the training data, choosing the best input is
critical for FS. Through removing unnecessary or redundant information and retaining only
the most important features, FS reduces computing costs and solves overfitting problems.
It also aids in multicollinearity problems. There are three FS methods: filter, wrapped,
and embedded [15,62]. Overall, this comparative analysis of the models highlights their
strengths and weaknesses, providing valuable insights for understanding their capabilities
in analyzing the given data, as well as for future model selection and application.

3. Our Proposed Approach

In this section, we will introduce the proposed model, as depicted in Figure 2, and an
overview of the methodology used in this study.

We begin by identifying the data requirements and collecting the data. We analyze the
information for both quantity and quality. Second, we standardize the data from different
formats, correct errors, and expand it, adding more dimensions if necessary. We reduce
noise and ambiguities, sample from large databases, select attributes that identify the
most significant attributes, and reduce dimensions by implementing various strategies
(feature engineering). As we possess a model based on time series, the initial step in
transforming the data involves framing it as a supervised learning problem using the
sliding window technique.

The steps for processing in our study are described as follows and shown in the
flowchart in Figure 2:

1. Import records from CSV files;
2. To ascertain the crucial correlation among all the features employed in the training

process, we first need to determine the number of features in the training set;
3. After determining the number of features in the previous step, the Recursive Feature

Elimination (RFE) technique is applied to identify the features from the CSV files that
exhibit the strongest correlation;

4. In order to divide the dataset into distinct folds for training and testing, we must
indicate the number of folds (in this case, ten folds are chosen);

5. Divide the dataset into numerous folds, with one allocated for testing and the remain-
der for training, through k-fold cross-validation;

6. Train the data using various algorithms (RF, DT, LR, Pr, GBM) to then train the
model using the created training dataset. It is then used to test the rest of the dataset
compared to the randomly selected feature;

7. In the next step, the trained model is applied to the test dataset, and various metrics
are computed in order to assess the accuracy and efficacy of the model;

8. After calculating the scoring metrics, the final results are displayed and graphed.
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Figure 2. Our proposed model.

4. Experimental Study and Results

The proposed ML approach focuses on identifying the most relevant features that
contribute significantly to solar radiation estimation. Through iteratively eliminating less
informative features, the RFE algorithm helps in building a more accurate predictive model.
Through utilizing only the most influential features, the model can better capture the
underlying patterns and relationships in the data, leading to improved accuracy com-
pared to traditional methods that may consider all features. It helps in mitigating the
risk of overfitting, which occurs when a model performs well on the training data but
fails to generalize to new, unseen data. Through eliminating less informative features,
RFE prevents the model from being overly complex and overly sensitive to noise in the
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training data. This reduction in overfitting enhances the model’s ability to provide accurate
estimations on unseen data, improving its overall reliability. The reduction in the number
of features not only simplifies the modeling process, but also improves computational
efficiency. With a smaller feature space, the model requires fewer computational resources
and less training time, making it more efficient compared to other methods that consider
all available features. This provides transparency and interpretability in the Rs estimation
process. In identifying the subset of features that contribute most to the prediction, it helps
in understanding the key factors driving the solar radiation patterns. This interpretability
allows domain experts to gain insights and make informed decisions based on the selected
features. These advantages make it a promising approach when compared to existing
methods, leading to more accurate and efficient predictions of Rs.

The conversion from time series to lag values, as employed in our research, offers
several advantages over existing methods. It helps capture temporal dependencies and
patterns in the data, incorporating past observations as predictors. This enables the model
to better capture the historical context and temporal dynamics of the data, leading to
improved prediction accuracy compared to methods that do not consider lag values.
Additionally, the conversion to lag values facilitates feature engineering through creating
additional informative variables. By including lagged features as predictors, we provide
the model with a richer set of inputs, capturing the relationship between current and past
observations and enabling more accurate predictions. Furthermore, the conversion to lag
values can enhance computational efficiency through reducing the dimensionality of the
data. Transforming the time series into a matrix of lagged features streamlines the modeling
process and reduces computational complexity, leading to improved efficiency compared
to methods that consider the entire time series. This approach also provides flexibility in
handling various time series data. It allows for the incorporation of different lag lengths or
time intervals, enabling the model to capture different time dependencies present in the
data. This adaptability enables us to tailor the lagged feature representation to different
temporal patterns and achieve more accurate predictions for specific time series datasets.
Moreover, the conversion to lag values enhances the interpretability of the model. By
analyzing the importance and influence of past observations on current predictions, we
gain insights into the temporal dynamics and relationships within the time series. This
interpretability enables better understanding and interpretation of the model’s predictions.

The model parameters are carefully selected and tuned in order to achieve the best
performance in estimating solar radiation. We employ a systematic approach where we
define a list of hyperparameter values and test them one by one. The model is trained
and evaluated using the chosen evaluation metric for each hyperparameter value. The
hyperparameter configuration that yields the best performance metric is selected as the
optimal choice. This iterative process of parameter tuning and evaluation allows us to
optimize the model and ensure accurate and reliable predictions. We place great importance
on this step, in order to enhance the overall effectiveness of our developed model.

4.1. Environment Description

For this ongoing investigation, we performed examinations utilizing data compiled
over a period of 36 years (1979–2014), sourced from The National Centers for Environmental
Prediction. This dataset encompasses 12,988 entries of daily humidity, minimum and
maximum temperatures, longitude, latitude, elevation, wind, precipitation, and sunlight.
Our investigation was conducted and completed on a portable computer, provided with a
Core-i5 3437U CPU (2.4 GHz)—DDR3 memory capacity of 16 GB; the operating system
employed during the experiment was Windows 10 Professional (64-bit), and the model
was trained using Python version 3.9.7. In order to evaluate it, k-fold was repeated three
times, with ten folds across all repetitions; cross-validation, a statistical technique, employs
limited samples for resampling purposes. The k-fold cross-validation procedure blindly
divides the dataset into k non-overlapping folds, as shown in Figure 3. The held-back test
set ensures that each fold is used only once. At the same time, the remaining sections are
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continuously merged to compose the training set. Performance metrics are computed and
preserved on the test set. At the same time, the remaining folds are repeatedly joined to
form the training set. Performance metrics are calculated and saved on the test set.
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Figure 3. K-fold cross-validation method.

Performing the method several times for the designated number of folds is essential
in k-fold cross-validation. The average performance metrics are provided after fitting and
evaluating k models on the corresponding hold-out test sets. This technique offers the
benefit of minimizing common mistakes and enhancing the anticipated model performance.

The MAE is a metric that quantifies the difference in inaccuracies between two in-
stances of an identical event taking place. It compares the anticipated outcome with the
observed outcome, denoted as X vs. Y, where the values of X and Y are identical. The
computation of MAE is as follows:

MAE =
∑n

i=1|yi − xi|
n

=
∑n

i=1|ei|
n

(1)

It computes the average absolute deviation observed between anticipated and tar-
get values. An upward pattern implies a reduction in the measure. The feedback data
substantially vary from the training data. A decreasing trend indicates an increase in the
metric. This indicates that the model’s training is efficient. The importance of the feature
assigns a rating to each feature in the dataset according to its significance. The ratings
explain the “importance” of each feature. A better score signifies that the characteristic
holds greater significance and will exert a more potent influence on the model. There
are multiple methods with which to calculate the importance of features. This write-up
presents an outline of the Gini importance technique utilized in Scikit-learn for evaluating
the impurity of nodes. The weight of a node is determined using the proportion of samples
that arrive at it relative to the total number of samples. The reduction in the impurity of a
node is known as feature importance, which is equivalent to the probability of the node.
When a decision tree has two child nodes, the formula is as follows:

nij = wjCj −wleft(j)Cleft(j) −wright(j)Cright(j) (2)

where:
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nij represents the importance of node j, wj is the weighted count of samples reaching
node j, Cj measures the impurity measure at node j, left(j) signifies the left child node of
node j, and right(j) the right child node of node j.

Formula (2) evaluates the feature importance for every DT through considering the
significance of the node j (nj). An exclusive attribute can be utilized in every branch of the
tree. Hence, we assess the importance of features by making use of Equation (3).

f ii =
∑j:node j splits on f eature i nij

∑k∈all nodes nik
(3)

where:
fi_i: Importance of feature i
ni_j: Importance of node j
Through dividing each feature’s importance by the total importance value, these

values can be standardized to a numerical range that falls between 0 and 1. This can be
achieved by utilizing Equation (4).

norm f ii =
f ii

∑j∈all f eatures f ij
(4)

The Min–Max normalization technique is employed in order to avoid the negative
impact of heavy weights. This method is a linear approach that maintains the associations
among the initial data points. It recognizes the smallest and largest values of characteristic
X as (minX) and (maxX). The process involves calculating the value v’i of X within the range
[new_minX, new_maxX] through transforming the value vi using Equation (5). Equation (3)
demonstrates the normalization formula utilized for range transformation.

v′i =
vi −minX

maxX −minX
(new_maxX − new_minX) + new_minX (5)

If the normalization of a following input instance goes beyond the range of the
primary data for X, an “out-of-bounds” error is indicated [63]. The functioning of RFE
involves developing prediction models, evaluating features, eliminating those with minor
significance, and repeating this process until the desired number of features is attained. RFE
is a wrapper-based FS method that uses a filter-based FS method within its internal process.
Fundamentally, it utilizes unique ML algorithms. RFE encompasses and applies these
algorithms in order to aid in the feature selection process. The FS method based on filters
evaluates each characteristic and selects those with the most elevated (or lowest) ranking.

RFE employs a technique to choose a subset of features from the training set through
eliminating irrelevant features until the optimum number of features is obtained. This
involves the following steps [64]:

• Training the ML algorithm implemented in the heart of the model;
• Ranking the features based on their importance;
• Eliminating the insignificant features and providing the model with further training;
• Continuing the procedure until the intended quantity of features is chosen;
• Creating a metric of importance for variables that sorts the predictors according to

their relevance once the entire model has been built;
• In every cycle, the model is reconstructed after eliminating the least significant predictors.

4.2. Discussion of Results

As illustrated in the chart below, we are dealing with an MVTS model, where we can
observe periodicity in each parameter. A collection of datasets where two or more variables
are observed each time refers to an MVTS. While most time series analysis techniques focus
on univariate data, which is simpler to comprehend and handle, MVTS analysis, on the
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other hand, is often more challenging to manipulate and model. It concurrently deals with
multiple time series, typically more intricate than univariate analysis.

The initial data preprocessing phase involves understanding each column’s data type
and identifying missing values, duplicates, and errors. Several preprocessing steps can be
taken. Firstly, the missing values need to be identified and handled. Secondly, duplicates
should be identified and removed. Thirdly, it is crucial to identify and manage errors,
such as outliers, using statistical methods, and decide whether to replace or remove them.
Fourthly, data should be stored in the appropriate data type, and data types should be
converted if necessary. Fifthly, columns should be renamed with meaningful names to
facilitate analysis. Sixthly, irrelevant columns that are not necessary for analysis should be
removed. Finally, numeric variables are selected and standardized using the Standard Scaler
method from Scikit-learn. The selected columns include MaxTemperature, MinTemperature,
Precipitation, Wind, RelativeHumidity, and Solar. The appropriate transform method fits
the scaler to the data and transforms the numeric variables, ensuring the data are ready
for analysis.

Standardization is a data preprocessing technique that transforms data into a standard
format in order to allow for a fairer comparison between them. It is helpful for many
ML techniques, as it can improve model performance and reduce biases introduced by
variables with different scales. This technique involves centering the data around zero and
scaling them to the same range. Specifically, for each variable, Standardization includes
subtracting the mean of the variable from each observation and dividing the outcome by
the variable’s standard deviation. This process transforms the variable into a distribution
centered on 0 with a variance of 1 [65]. We used the Standard Scaler method from the
Sklearn preprocessing module to perform Standardization.

Seasonal adjustment is a common technique used in time series analysis in order to
remove the effects of seasonal patterns from a time series dataset. Seasonal patterns are
recurring patterns within a fixed period, such as a month, a quarter, or a year. By performing
a seasonal difference on the time series data, we can eliminate the seasonal pattern and
focus on the data’s underlying trends and irregular components. In this case, the code
uses a lag of 12 months or one year to perform the seasonal difference, subtracting each
value from the value 12 months prior. This will help to remove any recurring patterns that
occur yearly. Thereafter, we trim off the first year of empty data (since the first 12 months
of differenced data will be NaN) and save the differenced dataset. After performing the
seasonal difference, the differenced data for the variables from July 2013 to July 2014 is
plotted in the line graphs below (Figure 4). This allows us to inspect the data and see
the seasonal adjustment visually. Overall, seasonal adjustment is an essential step in time
series analysis, as it removes the effects of seasonal patterns from the time series data. This
enables us to gain a deeper insight into the fundamental trends and patterns within the
data, thereby enhancing the precision of our forecasts and predictions.

As we have an MVTS problem, transforming data involves converting a time series,
which follows a chronological order, into a supervised learning task that includes input
and output patterns (X, Y) using the sliding window method. This allows an algorithm to
understand how to anticipate the output based on the input patterns. The sliding window
technique involves utilizing the preceding to anticipate the succeeding time steps. It is
sometimes referred to as the window method in specific texts. In statistics, it is known as
a lag or lagging method. It proves to be beneficial in decreasing the time complexity of
particular issues. The approach applies to solving almost any problem that satisfies the
condition of being capable of adding items consecutively or simultaneously into a single
variable. The sliding window strategy is adaptable for both univariate and MVTS analysis
(Figure 5).
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Figure 5. The differenced data for the different variables from July 2013 to July 2014.

Feature selection is an important process in preparing data. In this case, feature selec-
tion is performed using the RF Regressor algorithm. The selected features are as follows:

• MaxTemperature of months 12, 10, 4, and 1;
• MinTemperature of months 12, 11, 10, 6, 4, 3, 2, and 1;
• Precipitation of months 12, 11, 10, 7, and 1;
• Wind speed of months 12, 11, 7, 6, and 1;
• Relative humidity of months 11 and 3.

These features were selected using the RF Regressor algorithm, to build a model that
uses a set of DTs to predict continuous values. The algorithm analyzes feature importance
to evaluate the effect of each feature on the target variable and select the most critical
features for prediction. Feature importance ranking using RF is shown in Figure 6:
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The DT algorithm is an ML model that builds a tree-like structure in order to classify
or forecast a target variable based on input features. The algorithm recursively splits the
data based on the feature that results in the highest information gain, which measures the
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reduction in entropy after the split. The features with the highest information gain are
considered the most important for prediction. In this case, the DT algorithm was used for
FS, and the picked features are:

• MaxTemperature of months 12, 10, 4, and 1;
• MinTemperature of months 12, 10, 6, 5, 4, 3, 2, and 1;
• Precipitation of months 12, 9, 8, 6, and 1;
• Wind speed of months 12, 9, 6, and 1;
• Relative humidity of months 11, 9, 5, and 2.

It is interesting to note that some features picked with the DT algorithm differ from
those selected with the RF Regressor algorithm. In conclusion, the DT algorithm selected
essential features for predicting solar radiation based on their information gain. However,
the selected features may differ from those selected according to the algorithm used in
the core of RFE, and it is important to compare and assess the performance of different
techniques and FS methods.

In order to compare the lr, RF, DT, Pr, and GBM performance models, a box and
whisker plot is presented for the RMSE and R2 evaluation metrics (Figure 7).

Sustainability 2023, 15, x FOR PEER REVIEW  17  of  22 
 

data based on the feature that results in the highest information gain, which measures the 

reduction  in entropy after  the split. The  features with  the highest  information gain are 

considered the most important for prediction. In this case, the DT algorithm was used for 

FS, and the picked features are: 

 MaxTemperature of months 12, 10, 4, and 1; 

 MinTemperature of months 12, 10, 6, 5, 4, 3, 2, and 1; 

 Precipitation of months 12, 9, 8, 6, and 1; 

 Wind speed of months 12, 9, 6, and 1; 

 Relative humidity of months 11, 9, 5, and 2. 

It is interesting to note that some features picked with the DT algorithm differ from 

those selected with the RF Regressor algorithm. In conclusion, the DT algorithm selected 

essential features for predicting solar radiation based on their information gain. Howev‐

er, the selected features may differ from those selected according to the algorithm used in 

the core of RFE, and it is important to compare and assess the performance of different 

techniques and FS methods. 

In order  to compare  the  lr, RF, DT, Pr, and GBM performance models, a box and 

whisker plot is presented for the RMSE and R2 evaluation metrics (Figure 7). 

 

Figure 7. Lr, RF, DT, Pr and GBM performance models for MSE and R2 evaluation metrics. 

Based on  the RMSE  and R2  scores,  the LR model  appears  to have  the most out‐

standing performance,  of  0.003  (0.002). Nevertheless,  the  other models  also  show  im‐

pressive performance, with RMSE scores ranging from 0.006 to 0.007 and consistent R2 

scores of 0.999. 

5. Conclusions 

FS is a critical phase in preparing data for ML models; because selecting irrelevant or 

redundant features can lead to overfitting or poor model performance, choosing the right 

features is critical for building accurate and robust models. 

Recursive Feature Elimination  is used for FS. It recursively removes features from 

the dataset and constructs a model using the remaining features until the desired number 

of features is reached. 

The approach used in our research work offers several advantages: It improves the 

model  interpretability  and  enhances model  performance.  It  focuses  on  the most  in‐

formative features, leading to more accurate predictions, and takes into account feature 

interactions and dependencies. It can handle multicollinearity issues through iteratively 

eliminating  redundant  features,  ensuring  that  the  final  feature  set  is  independent and 

representative. 

Figure 7. Lr, RF, DT, Pr and GBM performance models for MSE and R2 evaluation metrics.

Based on the RMSE and R2 scores, the LR model appears to have the most outstand-
ing performance, of 0.003 (0.002). Nevertheless, the other models also show impressive
performance, with RMSE scores ranging from 0.006 to 0.007 and consistent R2 scores
of 0.999.

5. Conclusions

FS is a critical phase in preparing data for ML models; because selecting irrelevant or
redundant features can lead to overfitting or poor model performance, choosing the right
features is critical for building accurate and robust models.

Recursive Feature Elimination is used for FS. It recursively removes features from the
dataset and constructs a model using the remaining features until the desired number of
features is reached.

The approach used in our research work offers several advantages: It improves the
model interpretability and enhances model performance. It focuses on the most informative
features, leading to more accurate predictions, and takes into account feature interactions
and dependencies. It can handle multicollinearity issues through iteratively eliminating
redundant features, ensuring that the final feature set is independent and representative.

RFE offers flexibility in algorithm selection; it is a versatile technique that can be used
with different ML algorithms. It is not limited to a specific algorithm and can be applied
with various models, such as linear regression, support vector machines, or random forests.
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It also automates the FS process. It provides a ranking of the importance of each feature,
allowing researchers to gain insights into the relative significance of different variables
in the model’s performance. In this case, RFE is used in conjunction with the different
algorithms to identify the most essential features for prediction. The advantage of using
RFE is that it considers the interaction between features rather than simply evaluating each
feature in isolation.

The RF Regressor algorithm analyzes feature importance in order to evaluate the effect
of each feature on the target variable and select the most critical features for prediction. On
the other hand, the DT algorithm is a model that builds a tree-like structure in order to
classify or estimate a target variable derived from a set of input features. The features with
the highest information gain are considered the most important for prediction. As we can
see from the results, the two algorithms selected different sets of features, which may be
due to the different methods used for evaluating feature importance. However, we have
observed common patterns in the FS across different models, indicating their significance
in accurately estimating solar radiation. Some of the key features consistently identified as
important for accurate Rs estimation include:

• MaxTemperature of months 12, 10, 4, and 1: The maximum temperature during these
months likely captures seasonal variations and their impact on solar radiation levels;

• MinTemperature of months 12, 10, 6, 4, 3, 2, and 1: The minimum temperature during
these months provides insights into the daily temperature range, which can influence
solar radiation patterns;

• Precipitation of months 12 and 1: The amount of precipitation during these months
may affect cloud cover and atmospheric conditions, impacting solar radiation levels;

• Wind speed of months 12, 6, and 1: The wind speed during these months is an indicator
of atmospheric dynamics, which can influence the dispersion of clouds and affect solar
radiation availability;

• Relative humidity of month 11: The relative humidity in month 11 likely represents a
critical period for moisture content in the air, which can affect solar radiation absorp-
tion and scattering.

These features highlight the importance of considering meteorological factors, such
as temperature, precipitation, wind speed, and relative humidity, in accurately estimating
solar radiation. By incorporating these influential features, our approach captures the
relevant environmental dynamics and improves the precision of solar radiation estimation.

In order to assess and contrast the effectiveness of various models, the RMSE and R2
evaluation metrics were used, and a box and whisker plot was created to visualize the
results. LR had the top RMSE and R2 scores (0.003, 0.002), followed closely by other models,
such as RF, DT, Pr, and GBM (RMSE scores ranging from 0.006 to 0.007 and consistent R2
scores of 0.999). This suggests that an ensemble of regression models can help improve the
accuracy of predictions for complex problems. Compared to other research, Sivanandam
and Deepa discovered that an ensemble of regression models, including linear regression,
random forest, and Gradient Boosting, outperformed individual models in predicting
housing prices [66]. Additionally, Kumar and Singh compared machine learning models
for predicting stock prices and found that the Gradient Boosting and random forest models
outperformed other models [67].

The novelty of the proposed approach lies in several aspects. Firstly, it introduces a
novel framework that integrates various models, offers insights into previously unexplored
aspects, and challenges existing theories. It emphasizes the importance of feature selection
and model evaluation within the context of RFE, shedding light on the factors influencing
feature rankings and prediction performance. This contributes to a deeper understanding of
the underlying mechanisms of feature selection. Secondly, the study provides insights into
the suitability of LR, RF, DT, CART, and GBM models for MVTS analysis, which expands
the knowledge base for solving complex problems in this domain. Lastly, by showcasing
the effectiveness of RFE as a feature selection technique, the research offers a practical
approach to enhancing the performance of predictive models in complex problem domains.
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In conclusion, this study presents novel insights, contributes to existing knowledge in
feature selection and model evaluation, and provides a practical approach to addressing
challenges in MVTS analysis.

Our approach holds significant potential for real-world applications in various areas
related to solar energy systems. It can assist in the planning and design of solar energy
systems. Thus, the developers can optimize the placement and capacity of solar panels,
maximizing energy production and ensuring optimal system efficiency. This leads to more
cost-effective and sustainable solar energy installations. It can contribute to providing accu-
rate solar radiation forecasts at different spatial and temporal resolutions. This information
allows grid operators to balance the fluctuating solar energy supply with demand, optimize
grid stability, and reduce reliance on conventional energy sources. Understanding solar
radiation patterns and variability is essential for environmental impact studies. Reliable
solar radiation estimation enables both researchers and policymakers to assess the environ-
mental effects of solar energy systems, analyze their impact on ecosystems, and develop
mitigation strategies.

Before widely adopting our approach, it is important to consider its limitations and
potential drawbacks. These include the requirement for accurate and comprehensive input
data, sensitivity to the chosen model, potential limitations in generalization to different
geographical locations and climate conditions, the dynamic nature of solar radiation that
may not be fully captured, the trade-off between interpretability and accuracy, the need
for sufficient computational resources, and the necessity for validation and benchmarking
against existing methods. Addressing these limitations will contribute to the robustness
and suitability of our approach for real-world applications in solar radiation estimation.

To further enhance the validity and applicability of our findings, future research should
consider additional evaluation metrics, explore alternative feature selection techniques, and
investigate the generalizability of our approach to different datasets and problem contexts.
By continuing to advance the feature selection and model evaluation field, we can improve
the accuracy and robustness of ML models in solving real-world challenges.
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Abstract: Road traffic accidents in Saudi Arabia have become a serious issue because many of these
accidents lead to deaths, injuries, and financial losses. Human lives are often lost in road accidents
due to the delay in accident detection by medical assistance. In fact, the accident’s location and the
driver’s personal information are considered critical information that plays a vital role in preserving
human life. Additionally, previous studies have found a limitation in the encryption of sensitive data;
in fact, a leak of private information is thought to be one of the challenges that restrict the use of IoT
devices. To resolve this problem, this research presents an intelligent security framework, and an
Internet-of-Things-based system is proposed for immediate accident detection. Thus, this system
requires the highest level of security and privacy to maintain the driver’s privacy. Moreover, the
design science research methodology was followed to design and evaluate the artifacts. Thus, the
study’s research resulted in the ability to design a secure and effective IoT-based system to detect and
report a car accident instantly. In addition, the message is encrypted using Elliptic Curve Integrated
Encryption and sent through Message Queuing Telemetry Transport over GSM. The study’s overall
results show the flexibility with which the proposed artifact can be used for other purposes related to
the IoT security framework to send and encrypt critical information.

Keywords: Internet of Things; security; design science research; GSM; GPS; elliptic curve integrated
encryption scheme

1. Introduction

Nowadays, the number of road accidents has been increasing around the world,
especially in Saudi Arabia. The number of cars on the road is increasing with the growing
population, which contributes to the serious number of accidents that occur daily. Saudi
Arabia has been listed as a country with a high number of road accidents [1]. According
to statistics, 330,454 automobile accidents occurred in Saudi Arabia in 2022. The World
Health Organization predicts that by 2030, traffic accidents may cause 500 million injuries
and 13 million fatalities worldwide. If quick action is not taken, this prediction will come
true [2]. In fact, the lack of immediate accident detection, which might save a person’s life
by a few seconds, is the most common reason for a driver’s death when they are involved
in an accident. Once an accident occurs, the passengers’ lives are put at risk. An accident
detection system would detect the accident in a faster way and with a shorter response time,
which can provide the variance between life and death in a matter of minutes or seconds.
According to statistics, even one minute of rapid response to accidents can save 6% of
lives [3]. Therefore, every car should have an intelligent device that not only detects road
accidents but also immediately alerts the first responders with the required information. In
today’s computing world, the IoT has been reaching unexpected bounds. It is a concept
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that has the potential to influence not only human lives but also how they function [3],
where the selected IoT devices are the optimal solutions, which have the potential to play
a critical role in promoting sustainability by optimizing resource usage and promoting
sustainable practices in various industries. As such, it is essential to continue to develop
and integrate IoT technology into sustainability initiatives to help build a more sustainable
future. In addition, the IoT is an emerging technology that intersects with many fields,
including science, industry, engineering, and policy. The IoT refers to a variety of products,
including sensors [4]. Smart sensors are at the heart of the IoT, without which it would not
exist. For communication, these sensors form a huge network. They record minute details
of their surroundings and communicate this vital information to one another. Relevant
actions are then taken in response to the information obtained [3].

Today, the IoT has improved systems to pave the way for intelligent technology
to detect or monitor if human lives are in critical situations [5]. An example of these
improved systems is an intelligent transportation system (ITS) that uses IoT sensors to
detect accidents and traffic jams. Furthermore, there are a variety of IoT applications,
such as home automation systems, that can control a home’s electronic devices from a
mobile phone. The advent of IoT technology has simplified the prediction of natural
disasters and the reporting of temperature fluctuations by monitoring the environment
using sensors. Additionally, the IoT is used in healthcare facilities for monitoring patients’
health parameters and activities [6].

In Ref. [7], it is indicated that the number of IoT devices will reach 75 billion by 2025,
up from approximately 7 billion in 2021. As a result, the internet network will soon become
even more complex. In addition, the IoT has three common layers: perception (i.e., sensing
interface domain), network (i.e., networking domain), and application layers (i.e., cloud
domain) from bottom to top [8]. Each IoT layer is designed to perform a specific function.
The perception layer works to gather information using IoT objects. This layer includes
RFID tags, sensors, and cameras, which are responsible for collecting information. The
network layer transmits the data gathered by the physical layer, also known as the IoT’s
heart. The application layer is the third layer. This layer’s goal is to work as a link between
industrial technology and the IoT’s social demands [6].

The IoT has become an essential component of potential solutions that span from
industrial to daily human life. This new technology is appealing for the facilitation
of human life, as it adds a new dimension of knowledge to artifacts and automates
decisions [7]. However, the authors in Ref. [9] present some of the IoT’s vulnerabilities,
which are unprotected network services, not enough authentication/authorization attempts,
privacy-violating concerns, unsatisfactory security configurability, and insufficient trans-
port encryption/integrity verification. The latter, due to insufficient encryption/integrity
operations, may transport unencrypted data and credentials. A leak of confidential data
is considered one of the challenges that limit the utilization of IoT devices. Thus, the
contribution of the proposed research is as follows:

• To develop an intelligent IoT framework for instantly and securely detecting and
reporting car accidents;

• To develop an IoT product that considers security and privacy requirements for
protecting critical information;

• To respond as soon as possible to injured people before the situation becomes critical;
• To evaluate and apply lightweight cryptography (LWC) for preserving and encrypting

sensitive information.

Hence, our proposed framework is also designed to contribute to sustainability by
improving road safety, reducing traffic congestion, protecting privacy, and promoting
more efficient use of resources. This paper is organized into seven main sections. First,
Section 1 is the introduction, which includes the research motivation, study issues, and
study objectives. Section 2 provides the related work, and this section reviews earlier
research pertinent to IoT-based accident detection systems, IoT security and privacy, and
LWC to determine which problems have already been addressed and which still need to be
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studied further. In Section 3, the methodology is provided by outlining the study’s phases,
case studies, and their analysis, as well as the software and the design of the components
employed; this section illustrates the research approach. Section 4 provides an analysis of
the requirements and the design; this section discusses the requirements, explains how to
assess the environment and difficulties associated with IoT security artifacts, and provides
the architecture and aims of the system’s design. Then, Section 5 covers the phases of
the study, detailing how to run the stages of the IoT artifact, implement the elliptic curve
integrated encryption scheme (ECIES) of the LWC algorithms, and provide the overall
design of the proposed artifact. Next, the evaluation and results are provided in Section 6,
covering the study’s findings and detailing how to evaluate the IoT security artifact,
providing an analysis of the test results and the knowledge base that will be contributed.
Finally, Section 7 is the conclusion and provides future work. The main conclusions of
these case studies are outlined in this chapter, along with recommendations and ideas for
further study.

2. Related Works
2.1. IoT Accident Detection System

Vehicle tracking systems are utilized in a variety of industries around the world,
including vehicle location tracking, stolen vehicle tracking, and fleet management [10].
The author of [11] proposed a simple vehicle tracking system that can be used in different
situations and cases, such as if the car is stolen (i.e., theft detection) or when parents
need to track their children’s school bus. The vehicle tracking system used GPS and GSM
technology to track and send SMS messages. In addition, the author concluded the research
with future work by monitoring some parameters of the vehicle, such as an LPG gas sensor
and gas leak alarm.

The IoT enables the tracking and monitoring of a variety of operations (for example,
an IoT-based framework for vehicle overspeed detection). The concept of the proposed
system is to estimate the time required for a certain vehicle to travel from its starting point
to its destination. The smart vehicle overspeed detector assesses a vehicle’s speed using
radar, according to the data. This information is gathered and wirelessly transmitted to
the appropriate authorities at a remote location using IoT technology. The device includes
a GPS-sensing module with a transmitter and receiver that works in tandem with an
electronic tracking device to determine a vehicle’s speed. If a speeding car is detected, the
proposed device emits a buzzer signal to alert the authorities. The accuracy of the speed
tracking is predicted by the Connection App, which uses radar, to be between 40 and 80
percent, depending on the internet speed and connectivity [12].

Moreover, the authors of [13] proposed a fully functional system that works to detect
accidents using a shock sensor and sends SMS messages through a GSM module. The
reliability test of the proposed system showed that the system is robust, available, valuable,
operative, and workable, especially when the IoT device continues to send continual crash
notifications until it confirms receipt by the authorities.

The authors of [14] proposed a system that can identify accidents through an accelerom-
eter and GPS in conjunction with a smartphone. On the server, there is data pertaining to
the accident. Further, the system is more dependable than others, but failure may still occur
in the event of a server failure. Additionally, Khot et al. [15] developed a smartphone-based
system that employs an accelerometer to recognize accidents and report the location of such
accidents to emergency personnel. Once more, the single point of failure in this system
increases the likelihood of an erroneous accident alert. Furthermore, in another paper,
Chaturvedi et al. [16] proposed an accident detection and reporting system that recognizes
incidents with the aid of one sensor. A location is delivered to the police station when an
accident occurs. Moreover, in Ref. [17], a prototype for automatic accident detection using
the Vehicular Adhoc Network (VANET) and the Internet of Things (IoT) is shown. It uses
mechanical and medical sensors installed in the car to detect accidents and the severity of
emergency situations.
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2.2. IoT Privacy and Security

The IoT facilitates smart devices becoming more traceable, and, in turn, privacy and
security issues have multiplied. In Ref. [18], a single IoT environment that was extensively
researched is presented, and the findings relating to privacy, security, and defect detection
are provided. Thus, the study of the numerous security challenges related to the IoT is
extremely important. One target objective of IoT security is to ensure the privacy and
confidentiality of all users, as well as enhanced protection, infrastructure, and a guarantee
of the availability of various services provided by the IoT ecosystem. Regardless, issues
concerning security and data privacy must be addressed. Appropriate measures must be
taken to make the user feel at ease about being a part of the IoT system and sharing private
information. It must be clearly defined who owns the data and where it will not be utilized
without their permission, especially if the data are shared via the Internet [6].

Thus, IoT privacy and security are the main aspects that must be emphasized. For
achieving the security and privacy requirements, there should be data confidentiality, access
control, an IoT network, privacy, and trust among users and smart devices, including the
enforcement of security and privacy policies [8]. Moreover, the Open Web Application
Security Project’s (OWASP) IoT Top 10 list named the most popular issues related to the
IoT, including privacy concerns surrounding what would happen if critical data were
exposed or viewed by unauthorized users. Another IoT issue concerns a lack of data
transport encryption, which may cause data leakage or lead to a device or user account
being completely compromised [19].

In addition, the authors of [20] presented the most critical threats to IoT devices, which
are identification, such as the name and address of the individual entity, and sensitive
information, including localization and tracking. The latter, localization and tracking, are
considered to be the threat of identifying an individual’s position using various methods,
such as GPS, internet traffic, or smartphone location [20]. The authors reviewed a total of
122 original research papers on IoT privacy that summarized the top concerns about IoT pri-
vacy and security. In fact, location tracking and sharing private information are considered
the IoT’s top vulnerabilities and concerns that must be solved. Furthermore, they presented
an optimal solution for preserving privacy by performing cryptographic techniques, pri-
vacy awareness, access control, and data minimization. First, for cryptographic techniques,
the researchers may have spent many years suggesting new privacy-preserving strate-
gies. The encryption procedure remains the lead technology in most currently proposed
solutions [19].

2.3. Lightweight IoT Cryptography

IoT devices are prone to malicious attacks and data theft due to the fact that critical
information is transmitted across public networks. Advanced technology is required to
safeguard the system. Thus, cryptographic algorithms are a useful way to ensure data
security in the IoT. On the other hand, many IoT devices are still insufficiently able to
provide such strong solutions. As a result, algorithms must consume less energy while
preserving their efficiency to be used in the IoT [6].

In Ref. [7], the author found that most IoT devices do not currently use robust encryp-
tion or authentication techniques in their connections, which can corrupt the transmission
of data and lead to eavesdropping attacks. For example, many implantable medical de-
vices, such as ECG pacemakers, are affected in terms of memory, processing capabilities,
and power consumption because they rely on embedded microprocessors and integrated
circuits (ICs). The failure to use effective encryption on these devices can have major
consequences, such as unauthorized access to sensitive information and device failure [6].

In fact, cryptographic algorithms are used to ensure information is kept secret and
secure through transmission without exposing it to alteration. These algorithms are divided
into two categories: (i) symmetric-key algorithms and (ii) asymmetric-key algorithms.
Cryptographic algorithms that use the same cryptographic keys are known as symmetric-
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key algorithms. Pairs of keys are used in asymmetric cryptography, including public keys,
which are available publicly, and private keys, which are only known by the owner [21].

However, IoT devices are usually small in size with limited computing capacity,
memory, and power resources. Applying conventional cryptographic algorithms to IoT
devices that require intensive resources is difficult. Therefore, designing lightweight
protection schemes for the IoT becomes the optimal and recommended solution [22].

This research attempts to provide an in-depth and up-to-date analysis of lightweight
cryptographic primitives and which ones are best to use (asymmetric, symmetric, or a
combination of the two) to provide high-level data protection.

In Ref. [22], the authors provided a comprehensive evaluation and comparison among
the types of lightweight cryptographic primitives and their performance. Four different
types of lightweight cryptographic primitives can be used: (i) lightweight block ciphers
(LWBCs), (ii) lightweight stream ciphers (LWSCs), (iii) lightweight hash functions (LWHFs),
and (iv) elliptic curve encryption (ECC). A block cipher is a type of symmetrical cipher that
processes an entire block at once. Substitution–permutation networks (SPNs) and Feistel
block ciphers are two types of LWBCs. A stream cipher encrypts and decrypts “r” bits at a
time. Another technique to provide security is to use LWHFs. They take an arbitrary-length
message and turn it into a fixed-length “message digest”. IoT security using ECC also
utilizes an asymmetric cipher’s advanced encryption standard (AES). These ciphers offer
both authentication and confidentiality. AES requires a larger key size and higher memory
consumption. Rivest, Shamir, and Adleman (RSA) and ECC are two primitives that can be
utilized in a public-key cryptosystem for IoT encryption transmission messages compared
to higher memory consumption.

In comparison to RSA, ECC provides the same level of security with a reduced key
size. On 8-bit microcontrollers, AES is 100–1000 times faster than ECC. The computational
complexity of the algorithm can be reduced to enhance execution time.

Table 1 presents a comparison of lightweight asymmetric algorithms, which are RSA
and ECC, for the IoT environment based on their key size, code length, possible attacks,
key generation(s), signature generation(s), and signature verification(s).

Table 1. Comparison of lightweight asymmetric algorithms.

Asymmetric
Algorithm Key Size Code Length

[20]

Possible Attacks Key
Generation(s)

Signature
Generation(s)

Signature
Verification(s)

[5]RSA 1024 900 Module attack,
man-in-the-middle, timing

0.16 0.01 0.01
15,360 679.06 9.20 0.03

Elliptic curve
cryptography (ECC)

160 8838 Timing attacks, side
channel attacks

0.08 0.15 0.23
571 1.44 3.07 4.53

In addition, the authors conclude that AES is the preferred method for a symmet-
rical cryptography network, which provides provisioning and protection. ECC is the
optimal solution in asymmetrical cryptography because it can offer authentication and
nonrepudiation [22].

The authors of [23] presented secured text encryption cryptography using ECC. More-
over, the authors of [4] described that privacy and security in the IoT have proven to be
one of the most complex issues in recent years. In addition, they demonstrated the current
cryptographic models and security techniques used in encryption algorithms and privacy
standards. The AES ensures confidentiality in most circumstances as symmetric encryption.
Asymmetric encryption, digital signatures, and key management are all provided with
the asymmetric algorithm RSA. For secure hash functions, the standards are utilized. In
asymmetric cryptography, Diffie–Hellman (DH) and ECC are used to provide privacy
techniques [3].

Furthermore, the authors of [21] presented a framework design for secure communica-
tion among IoT devices and gateway (i.e., intra-network). The authors recommended that,
for the enhancement of changing asymmetric cryptographic techniques, RSA should be
substituted with ECC for protecting data transmission [19].
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2.4. Comparison of Related Works

To summarize, numerous systems place a high priority on accident detection accuracy,
as shown in Table 2, which provides a summary of previous studies. In addition, several
systems are designed to respond quickly in order to reach the location of the accident. The use
of smartphone sensors can also lower a system’s overall cost and increase user accessibility.
Researchers have offered a variety of smartphone-based alternatives. The accident detection
and response systems’ sensory inputs are described in detail in Table 3. As can be observed,
there are currently only two different types of sensors that can be employed in systems, and
no previous studies have used lightweight cryptography with IoT.

Table 2. Summary of related works’ findings.

Reference Methodology/Techniques Measure Evaluation

[11] Uses speed and GPS sensors Accuracy Prototype

[12] Uses GPS and GSM to detect and send messages Accuracy Testing and simulation

[13] Detects the accident using one sensor Reliability Testing and simulation

[14] Uses two sensors: accelerometer and GPS Accuracy Actual implementation

[15] Uses an accelerometer and GPS for detecting and
reporting accidents Response time Actual implementation

[16] Based on one sensor: accelerometer for detecting and
reporting accidents Accuracy Microcontroller Arduino

[17] Uses an accelerometer for detecting and reporting accidents Response time Testing and simulation

Table 3. Summary of sensor types and LWC used in the related works and the proposed work.

Reference Vibration Airbag GPS Other Total LWC Encryption

[11]
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The following table summarizes several researchers who have proposed works or plat-
forms for automatically locating accidents and informing authorities about them. Despite a
few developed proprietary solutions, most of the systems rely on smartphones. Typically,
these latter systems usually require manual activation and restrict calls to call centers.
The proposed system in this research is composed of the following elements: navigation,
communication, accident detection encryption, and rescue. It makes use of three sensors,
including accuracy, response time, and encryption of tracking information, for accident
detection, which are key components of our technology.

3. Research Design

The appropriate research methodology for this study is to use design science research
(DSR). DSR is a type of research paradigm that allows researchers to provide answers
addressing human issues and to create valuable artifacts. Furthermore, DSR is used to
grow the existing knowledge base [21]. In fact, the developed artifacts are both helpful and
challenging to understand, but they solve real-life problems [24].
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3.1. Research Methodology

The DSR framework comprises three research cycles: relevance, rigor, and design. First,
the relevance cycle works to take the requirement inputs from the contextual environment
into the research and initiate the research artifacts to be presented in the testing field.
Second, the rigor cycle works to provide the background theories and methods according
to the domain experience and expertise in the foundation’s knowledge base. Thus, the
rigor cycle acquires the new knowledge generated by research and uses it to grow the
knowledge base. Third, the central design cycle works as a tighter loop of research activity
for constructing and evaluating design artifacts and processes. In addition, the work with
these three cycles in a research project clearly defines the positions and differentiates design
science from other research paradigms [25]. Figure 1 defines the general combined DSR
framework published in Refs. [25,26].
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3.2. Cycle Design

To explain how the cycles work in this study, Figure 2 presents the roadmap stages
and cycles of the research methodology to initiate the process and understand the proposed
research, which can be observed in the following:
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1. Relevance cycle: The first stage is to define the problem in context and the require-
ments: a secure and effective IoT-based system to detect and report car accidents
instantly while ensuring privacy. In this cycle, as explained in the figure, the IoT secu-
rity framework literature is searched, and the requirements needed to implement the
proposed artifact are determined. Thus, this cycle specifies the scope of the research
and the literature review needed for this work.

2. Rigor cycle: This cycle uses a literature review of previous studies that have focused
on similar issues. Moreover, the information gathered from the literature will then be
used to provide a comprehensive comparison of IoT LWC algorithms. Equally im-
portant, this cycle also provides a summary of all studies on IoT security frameworks
related to detecting and reporting car accidents instantly.

3. Design cycle: A comparison between the IoT and LWC algorithms will assist in de-
livering an IoT security framework considering the delivery of sensitive information
by message and the authentication processes between the sender and recipient to
prevent spoofing by an attacker. Thus, the proposed research follows the DSR process
for developing and evaluating a prototype system as an IoT-based security frame-
work artifact for an accident detection system. Additionally, the following section
covers how the research methodology works, aligns with the research objectives, and
develops the proposed artifact.

3.3. Development of the Study Using the Research Approach

The development of the study using the research methodology is covered in this
section. The section above provides a brief explanation of the research methodology’s
cycles. In addition, this section describes the cycle as it appears in the research study. In
addition, Figure 3 demonstrates how the three cycles of the DRS technique map to the
proposed study’s components.
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The main elements of the design science research involved in the cycles.

1. Environment (relevance cycle): With this element, the research problem and motivation
are clearly defined. In addition, the value of the solution is justified, as mentioned in
Section 1, as well as in all related publications’ research outputs sections that identify the
problem and clearly motivate the research direction toward a solution. The related work
is divided into three major sections: IoT accident detection, IoT security and privacy,
and the IoT–LWC method. The sections were divided by the research’s objectives to
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define the problem and present the previous studies mentioned [3,5–8,10–24]. Equally
important, the researcher conducted face-to-face interviews with experts in the fields of
cryptography and the IoT as well as observational studies to gather data for this study.

2. Designs Science Research: This element is divided into two sections.

• Build/develop the artifact: This section shows the design and development
of the research artifact. Here, the theoretical knowledge obtained from the
environment and knowledge base is applied to the creation of an artifact. To
address the identified problems, this includes both functionality and architecture.
In addition, the artifact is designed and tested, utilized in simulations, or used
in other ways as a solution to the perceived problems [26,27]. The proposed
solution of this research study was to provide a secure and effective IoT-based
system to detect and report car accidents instantly. This used RPM, which relates
to other technologies such as IoT sensors (airbag and vibration) and GSM and
GPS modules, to detect accidents faster.

• Evaluate: In this section, an analysis is performed as to how well the research
artifact meets the objectives highlighted once the problem has been identified [27].
The evaluating and testing section includes the sections that design and imple-
ment the overall proposed artifact. Additionally, improvements can be made to
the artifact to ensure the IoT-based security framework for the accident detection
system meets the objectives of detecting and reporting a car accident instantly,
preserving the driver’s private information securely.

3. Knowledge Base:

The last activity is disseminating the obtained results and their effectiveness in solving
the problems identified in relevant forums and publishing outlets. The research results are
added to the knowledge base [27]. Thus, the proposed solution applies a secure and efficient
IoT–LWC artifact for detecting accidents and encrypting the driver’s private information in
an effort to present and achieve a valuable framework that can prevent location tracking
and preserve the privacy of critical information during an accident.

4. Requirement Analysis

For the requirement analysis, information was acquired from a variety of publications
and proposed prototypes. To gather the required information on measurements, technolo-
gies in use, and challenges in the current approach, as well as to determine more concerning
the level of awareness and the challenges that will be encountered when designing an IoT
security framework for detecting accidents and encrypting driver’s data.

4.1. The Overall Conditions and Challenges for IoT–LWC (Research Study Challenges)

This study’s first objective was to determine the optimal solution for preserving privacy
by performing cryptographic techniques. The data were used to provide insight into this
research using document analysis and a literature review for IoT–LWC. According to the
research published in Ref. [27], an in-depth and up-to-date, comprehensive comparison
of simple cryptography techniques was presented. The publication presented 54 LWC
algorithms in their respective classes, including five different ECC cryptography algorithms,
21 lightweight block ciphers, 19 stream ciphers, and nine lightweight hash functions.
The efficiency of the hardware and software, chip size, energy and power consumption,
throughput, latency, and figure of merit of the ciphers were compared (FoM). The research
concluded with a comparison of AES and ECC as the best lightweight cryptographic
primitives to use based on published research in the area of portable cryptography [28].
To protect the privacy of the IoT through messaging transmission, the study used ECC
combined with AES in the ECIES algorithm. The length and transmission duration of the
message could be a challenge.

The challenge and objective addressed in this research were also how to apply the
ECIES–LWC algorithm for preserving and encrypting sensitive information. The second
objective of this research was to determine how to apply the IoT-based LWC in the artifact
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to securely design an IoT framework for detecting accidents and encrypting the driver’s
private information.

Challenges Faced in an IoT-Based ECC LWC

The following challenges are divided into two sections.

• Application of the ECIES algorithm:

1. Time consumption when sending a message: This research explored the use of
ECC to improve data privacy and security in the IoT. Due to its effectiveness
and performance in terms of time and energy, it is intended to demonstrate that
ECC is relevant for the IoT. To do so, this study also emphasizes earlier studies
on lightweight ECC to demonstrate the significance of ECC and to assess the
effectiveness of techniques, as described in Section 2.3 (Lightweight IoT Cryptog-
raphy), to quickly report an accident to first responders and encrypt messages.
Thus, this study focused on the ECIES algorithm key size and compared it with
the RSA algorithm in terms of time consumption in the generation of the RSA
key size. Furthermore, a comparison between the ECIES algorithm and the RSA
method is covered in the evaluation.

2. SMS message length: The message content must be kept to a minimum via a
maximum SMS message length for mobile devices to achieve the objective of
sending a message instantly while also being encrypted by ECC. In fact, the
message can only be 160 characters long at most. For instance, if an accident
occurs, a location is sent through an SMS message to first responders. For this
reason, only the longitude and latitude are encrypted to keep the message short,
and only one SMS is sent. However, the encrypted message is still more than
160 characters [28], and to solve this challenge, the message is sent from the
device controlling the signals, encrypted, and then sent to the CServer as MQTT.
The message is then sent from the CServer to the first responders.

• IoT-based Accident Detection System

The challenges of accident detection techniques and promptly alerting first responders
to incidents are provided in this section. Thus, a few sensors are fitted to the vehicles
to collect information on the location and direction of the car in the event of an accident.
To illustrate, the airbag sensor (AS) and vibration sensor (VS) can be used as examples.
The first responders receive information about the accident’s location using GPS/GPRS
modems. Furthermore, the sensors are examined and evaluated in this study to ensure their
functionality. If an incident occurs, the vibration in the VS increases above its maximum
level, or the airbag explodes out of its site (i.e., bursts). The GSM module then receives this
information. Later, the GSM module transmits a message to the first responders. In brief,
the integration of all of the proposed artifact’s functionalities with the encryption process
was the greatest challenge of this research.

4.2. Requirement Specification

In this section, different hardware, software, and platforms are required for deploying
the proposed system.

4.2.1. Software Requirements

• Raspberry Pi OS Raspbian: The Raspbian operating system supports Raspberry Pi.
Based on Debian, Raspbian is a free operating system designed specifically for the
Raspberry Pi device [29].

• PyCharm IDE Software2022.3.2: PyCharm is a Python IDE developed by JetBrains,
the organization that also produces the well-known IntelliJ IDEA IDE for Java. Any
developer who wants to construct Python applications, including web applications,
data science applications, or even simply basic Python scripts, is encouraged to use
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PyCharm [30]. It has a code editor with tools such as automatic indentation, brace
matching, and syntax highlighting. A “Python file” is written code or a program.

• The Central Server (CServer)—“Website-Database Server”: All information on an
accident is kept in a Microsoft SQL database, and MySQL was adopted as the database
management system (DBMS). In addition, the website develops client-side interfaces
using HTML, CSS, and Bootstrap. For server-side programming, it uses PHP [31].

• MQTT (message queuing telemetry transport): An IoT ecosystem uses the MQTT
protocol for communication, which runs on top of the transport control protocol.
Moreover, MQTT is considered a lightweight machine-to-machine communication
protocol, and it was developed by IBM. It is used to send data from sensors to the
server [32].

• Fritzing Software 0.9.10: The Fritzing software package can be helpful during devel-
opment phases, such as the assembly of the prototype based on the scheme in the
mock-up sketch and boards, as well as the automatic generation of schematic diagrams
and the PCB [33].

• Twilio SMS Massage Service: The use of virtual phone numbers to deliver SMS
messages is made possible by Twilio’s cloud-based messaging technology [34].

4.2.2. Hardware Requirements

• Raspberry Pi Model B: The newest and fastest Raspberry Pi model, the Raspberry Pi
4 Model B, was used to build an IoT ecosystem. It features different RAM capacities
(2, 4, or 8 GB), a USB-C port for power, a MicroSD card slot for the operating system
and file storage, two micro-HDMI ports, and the option to connect to the Internet
wirelessly or with an ethernet cable. The features of the Raspberry Pi 4 Model B used
in this experiment are listed in Table 4 [35].

Table 4. Raspberry Pi 4 Model B specifications.

Raspberry Pi 4 Model B Specifications

Operating system Raspbian
Internet connectivity Wi-Fi

Card size 4 GB

• Airbag sensor: An airbag is a type of occupant restraint system and a vehicle safety
component. It is composed of an inflatable fabric bag, an impact sensor, an inflation
module, and an airbag cushion. If an accident causes the airbag to blow, the sensor de-
tects it. If the airbag bursts, the airbag sensor detects that an accident has occurred [36].
The digital airbag sensor in this research requires three wires for connection: a ground
pin wire (GND), a voltage pin (+5 Vcc) to supply the circuit with the required electricity,
and an input pin to communicate with the Raspberry Pi.

• Vibration sensor (VS): This is a transducer that transforms vibrations into an electrical
equivalent, such as a voltage, such as one that uses a laser or piezoelectric crystal. It
is also known as a vibration transducer. It detects the vibration of a car, which is a
specific and substantial vibration. However, vibration sensors are used to measure
and analyze linear velocity, displacement, proximity, and various shock triggers [37].

• GPS and GSM modules: A radio navigation system called GPS, or “global positioning
system”, enables land, sea, and aerial users to pinpoint their precise location, speed,
and time at any time, day or night, in any weather, anywhere in the world. An
accident’s location will be known. In addition, it is a digital mobile telephony system
that is widely utilized in Europe and other parts of the world. It stands for global
system for mobile communication [38]. Furthermore, the GSM and GPS modules are
utilized as a security system to improve the project and make it more secure by calling
or texting the user’s phone number if there is a car theft attempt [39].

• Power supply: This is an electronic device that supplies electric energy to an electrical
load [38].
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4.2.3. Proposed System

This research addresses the challenges by developing an intelligent security framework
and an IoT-based system for immediate accident detection. It offers the following primary
actions: instant detection of an accident and sharing of the driver’s personal health record
and other crucial information with the first responders (for example, Najm and ambulance)
while ensuring privacy. Figure 4 explores the IoT security framework accident detection
system artifact proposed in this research.
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First, the device’s unique ID is a code generated when the driver fills out their vehicle
owner information record and personal health record. Once an accident occurs, the AS and
VS that work together to report the accident instantly send the signal to the RPM to retrieve
the location from the GPS. Next, the GSM module enables the system to send sensitive
data about the accident using the message queue telemetry transport (MQTT) protocol to
the CServer. The message also includes coordinates from the GPS module and a unique
ID that connects to the system. The message must apply the proposed ECIES algorithm to
protect and preserve its security and privacy. Then, to prevent a potential attack, there is an
authentication phase between the sender (i.e., the IoT device) and the recipient to check
that the alerted accident is real. After that, the Cserver sends a message as an SMS to the
first responders, who are then able to view the data.

Eventually, the accident detection system’s artifact prototype is tested and evaluated under
real-life conditions, and its performance is evaluated using the system’s experimental setup.

4.3. System Design
4.3.1. Design Goal

An intelligent security framework and an IoT-based system are proposed as solutions
to this issue for instant accident detection. Its main features are instant accident detection,
privacy protection, and the ability to share a driver’s personal health information with first
responders, such as an ambulance and Najm.

4.3.2. Security Issue

This study focuses on two aspects: MQTT privacy transmitted by the artifact and
critical information sent as an SMS provided by the website. In any scenario, the system
and method of sharing messages should be secured. In fact, it is intended that only
authenticated and authorized first responders on the website side will have the right to
receive critical information. On the other hand, by creating an artifact that offers a secure
and efficient IoT-based system to instantaneously detect and report accidents, this research
protects the privacy of drivers’ information during SMS transmission.
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4.4. System Architecture

The proposed architecture securely designs an IoT framework for detecting accidents
and encrypting drivers’ private information. Accordingly, the process flow is shown in the
following diagram (Figure 5).
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System flowcharts are used to display the proposed project’s processes, from the
start of accident detection to the end, when the CServer sends an accident report to the
first responders.

4.4.1. Block Diagram

A block diagram displays a complex system or process, such as an electronic circuit,
in schematic form, along with a general layout of its pieces or components. In addition,
adopting this type of diagram will simplify the IoT-based security framework to detect and
report a car accident instantly as a block diagram.

The proposed architecture, as shown in Figure 6, is composed of the following el-
ements: first responders (e.g., Najm and ambulance), relationships among them, A9G

34



Sustainability 2023, 15, 8314

GSM/GPS modules, tower, AS, VS, power supply, Raspberry Pi 4 Model B, and the CServer.
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Figure 6. Block diagram of intelligent IoT-based accident detection.

4.4.2. Sequence Diagram

A graphic that illustrates interactions among items and captures how activities are
carried out is called a sequence diagram (Figure 7). Therefore, it demonstrates how and
in what order various items interact. Additionally, a time-sequenced display of item
interactions is provided.
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Figure 7. Sequence diagram of automated requests.

5. Implementation

This section discusses the implementation of the prototype using the RPM, sensors,
GSM/GPRS, and other modules to communicate with the CServer (website and database
server), and the results are presented. The following sections show the implementation of
an IoT-based intelligent security framework for immediate accident detection artifacts.
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Development Tools

A discussion of the development tools used for the prototypes is provided in this
section in phases. Each phase contains the tools used to implement the prototype of the
proposed system.

1. Phase 1: QR Code Scanning (Website—Database Server):

This section covers how the required information from the driver will be entered and
saved by scanning a QR code generated by the system. After that, the data is stored in the
database. Thus, a new record and unique ID are established for the device that was used
throughout the accident. Moreover, the system provides an option if the driver needs to
share the accident data with any of their family members or their family doctor during
the accident.

Additionally, MySQL is the database management system (DBMS) that manages the
entire system. Detailed information on the different tables used in the proposed system is
as follows:

• Driver details table: This table includes all driver-related data, including Driver_Name,
Driver_Address, Driver_Email, and Driver_Phone number;

• Vehicle table: Vehicle information, including Vehicle_ID, Vehicle_Name, and Vehi-
cle_Insuracne, is available and provided in this table;

• Diseases (medical records) table: This table contains data on all diseases and the health
insurance of the driver;

• Device table: This table contains all data related to the device, such as Device_ID,
Driver_ID, Vehicle_ID, and the private keys utilized in the decryption process. The
system generates the QR code for each vehicle to allow the driver to input the re-
quired information;

• Accident table: This table is used to keep track of all details of accidents, such as
Driver_ID, Device_ID, Location_ latitude, and Location_ longitude, including those
that were used during the notification phase.

2. Phase 2: IoT Accident Detection Sensors

• Airbag sensor (AS): While developing the circuit, an AS is linked to the RPM.
Thus, the AS works to detect the signals when an airbag is bursting. Furthermore,
the AS can be added to the breadboard and connected to the microprocessor to
complete the circuit;

• Vibration sensor (VS): The second sensor used in this research is the VS, which
works to detect signals when it is activated. It also employs a digital VS. The
sensor’s vibration frequency ranges from 40 Hz to 65,535 Hz when it is attached
to the RPM. In addition, the shock sensitivity of the VS was modified by selecting
a time alert to detect the shock. Periodically shaking the sensor causes it to
automatically produce “1” when working as a digital signal (as an indicator of
shaking or movement).

3. Phase 3: Accident Transmission Encryption Message

• Raspberry Pi Microprocessor (RPM): In this research, the system uses a Raspberry
Pi 4 Model B connected to a CServer, an AS, a vibration sensor, GSM/GPRS,
and other devices to detect and report accidents instantly. The Raspberry Pi
receives the signals, requests the location of the accident, encrypts the message,
and sends the encrypted message to the CServer; thus, the IoT devices connect
to the Raspberry Pi through input pins (Figure 8), and the CServer retrieves the
data through MQTT.

• GPS and GSM module: The A9 GSM/GPRS module is a tiny GSM modem that
can be used in numerous IoT projects. In this research, the GSM was used to send
the encrypted message to the CServer via MQTT. Additionally, the exact location
of the vehicle is also determined through the GSM/GPRS and GPS tracking
systems, which also use GPS technology. In this research, we proposed a GPS
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technology system to capture the location. Additionally, the connection pins of
the A9G GSM/GPRS+GPS were as follows (Table 5).

Table 5. A9G-TTL pin connection.

TTL A9G

5V USB
RX TX1
TX RX1
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4. Phase 4: Notifications

The Central Server (CServer) “Website-Database Server”:
The Raspberry Pi CPU sends an encrypted message to the main server via MQTT

when an accident is detected. Next, the CServer instantly decrypts the message and sends
an SMS message containing the website URL to the first responders, informing them of the
accident as a report so they may respond as soon as possible. In addition, the CServer is
responsible for notifying any family members or the driver’s family doctor that have been
stored in the database. Additionally, the accident table in this phase will also be updated at
the same time based on the accident information.

6. Evaluating the Phases (As Experimental Implementation)

1. Phase 1: QR Code Scanning (Data Entry) Implementation

The registration of vehicles is the goal of this phase. The owner of the vehicle must
install the IoT device to get their vehicle ready for this system. The first step after setting
up the device is for the owner to scan the QR code to complete the registration process
and create the Vehicle ID, which will be kept in the database as shown in the following
(Figure 9).
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2. Phase 2: IoT Accident Detection Sensor Implementation

Once an accident occurs, the AS and VS work together to promptly and instantly
report the accident and send the signal to the RPM. The circuit is built by the RPM using
a breadboard and wiring system. For optimal operation, each component needs to be
connected to both GND (ground) and VCC (5 volts). The VS will send analogy signals after
identifying the accident to the Raspberry Pi through a wire connected to pin #23, and the
AS through a cable linked to pin #24 (Figure 10).
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3. Phase 3: Accident Transmission Encryption Message

Next, the RPM sends a wire (pin #4) request to GPS to acquire the accident location.
The GSM/GPRS USB model is connected to the GPS chip’s RX (receiver) pin. The GPS
will then save the location, providing its longitude and latitude, and send it back to the
Raspberry Pi via the GSM/GPRS USB model that is linked to the TX (transmit) pin. In
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addition, upon GSM module activation through the RPM, the encryption feature will be
performed. The ECC model generates random values, creates private and public keys, and
encrypts the message using the ecies.utils key-generating and encryption libraries. In brief,
the ECIES algorithm is being used to implement the data encryption module (Figure 11).
Thus, it will use the Message Queue Telemetry Transport (MQTT) Protocol to send the
encrypted message to the CServer. Moreover, the encrypted message contains a unique
Driver_ID and GPS coordinates.
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4. Phase 4: Notifications to First Responders and Accident Details

The CServer receives an encrypted notification about the accident each time it occurs.
Following this, CServer utilizes the private key to decrypt the message and displays the
message’s contents, including the accident’s location on a map and the required information
on the driver (Figure 12). Thus, the required information is then sent to the first responders
via SMS messages, as shown in the figure below, via the CServer (Figure 13).
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The following (Figures 14 and 15) presents the complete artifact components connected
to the IoT-based system for instant accident detection.
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Finally, from the time the driver installs the IoT device on the vehicle until an accident
occurs, all information related to the accident and the driver is stored in the database.

6.1. Overall Outcomes/Results

The result was instant car accident detection and reporting technology based on the
IoT. In addition, first responders (including Najm and ambulances) were able to instantly
locate the vehicle involved in the accident and provide medical help, saving their lives.
Thus, the IoT-based accident detection system assists in locating the precise location of
the accident and relaying this information to the appropriate first responders so that the
injured person may obtain assistance as soon as possible.

The system’s functionality was confirmed in the preliminary findings, as described in
this section. Table 6 shows the expected and actual values of the functions performed by
the proposed artifact.

Table 6. Expected and actual functions of the artifact.

Functional Requirement Test Conducted Expected Actual

QR scanning
The QR barcode is read, and
the driver’s information
is entered.

The driver can complete all
fields with the required
information.

The QR is generated by the
system. Then, the driver can
complete the required
information. When the recorded
information is complete, the
device’s unique ID is created,
which can be used during
an accident.

AS
(detection)

The closing of the airbag’s
switch is detected.

The airbag communicates with
the microprocessor once the
airbag switch has been closed or
depressed (i.e., blown).

When the airbag button is
pressed, the airbag light turns
on and sends a signal to the
microprocessor to let it know
that it has done so.

VS
(detection)

Once any pressure or shaking
is detected.

The VS should send the signal
to the microprocessor by
delivering a signal as soon as
it moves.

The microprocessor is quickly
informed that a vibration just
occurred when shaking the VS.
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Table 6. Cont.

Functional Requirement Test Conducted Expected Actual

Locating the position of
the vehicle or accident

(location recording)

The GPS responds to the
signals it receives from the
microprocessor.

Once the GPS receives the
signals from the microprocessor,
it should locate the current
position of the accident.

The GPS locates the current
position when it receives a
request from the
microprocessor.

Encrypting the message
using the ECIES algorithm

Sending the location through
the GPS to the microprocessor
for application of the
ECIES algorithm.

The ECIES algorithm should be
utilized by the microprocessor
to apply the encryption message
through the ECIES utilities
library, and the microprocessor
should be able to identify the
device’s unique ID and GPS
location through the
encryption message.

GPS provides the device’s
unique ID, which the
microprocessor recognizes,
together with the current
location coordinates (longitude
and latitude), which are used to
encrypt the message.

GSM is operational and
transmitting an encrypted

message

Transmitting the encryption
message using GSM
and MQTT.

With MQTT, GSM transmits an
encrypted message to
the CServer.

The GSM sends the MQTT to
the CServer after receiving the
encrypted message.

Receiving the message
and decrypting it into

the Cserver

Decrypting the message and
examining the
accident details.

Using the database’s private
keys, which are created using
the encryption procedure, the
message is decrypted, and the
accident details are displayed in
full on the website’s interface.

The accident’s details are
displayed on the website’s
interface, and the messages
are decrypted.

CServer and website
display the accident

details on the web page

To see the driver’s
detailed information.

After decrypting, the required
information about the accident
is loaded on the site.

The required information about
the accident is displayed on the
website’s interface.

As briefly stated in the table, the major features were verified, and it was ensured that
the flow of all microprocessor system units (such as sensors, GSM, GPS, database server,
and ECIES IoT encryption algorithm library) is successful and efficient.

6.2. Case Study and System Limitations

The following (Table 7) provides case studies that were tested during the proposed
system’s implementation. In general, human-designed systems can provide accurate read-
ings up to a particular threshold, but beyond that point, they will have certain limitations.
The table of work in this study describes the sensors’ limitations and their intended use
in combination to obtain an accurate value. In addition, the following two situations
contrast the size of the keys and the time consumed with the RSA and ECC during the
encryption process.

Table 7. Case studies tested during the proposed system’s implementation.

Case Number Case Sensor Test Output/Result

Case 1
In this case, consider the extracted
real vibration value with a system
that only has one sensor.

The VS rate is 2200 Hz

Accidents that happen at
vibrations lower than this one are
not detectable by this system
because the detectable vibration is
up to 4000 Hz.

Case 2
In this case, consider the extracted
real vibration value with a system
that only has one sensor.

The VS rate is 4000 Hz

The vibration is activated. The
mechanism is activated. However,
the accuracy of one sensor’s
operation is not enough, and a
notification is sent even if it turns
out to not have been an accident.
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Table 7. Cont.

Case Number Case Sensor Test Output/Result

Case 3

In this case, consider the
possibility of the AS being
activated either as a result of an
accident or as a result of
manufacturing defects.

The AS bursts
The airbag bursts. The system is
triggered in any case, and a
message is sent.

Case 4
In this case, consider the
possibility of two sensors being
triggered simultaneously.

The VS rate is 4000 Hz, and the
airbag bursts

When the first and second sensors
(VS and AS) are activated (hertz
value), an accident is recognized
(triggered).

Case 5

In this case, the accident is
detected by the sensors, and a
message is encrypted using the
RSA public/private key size (30)
via the ECIES algorithm.

The size of the RSA key is 3072

The private and public keys are
generated with RSA, and the key
size is determined using a
time-consuming process.

Case 6

In this case, the accident is
detected by the sensors, and a
message is encrypted using the
ECC public/private key size (256)
via the ECIES algorithm.

ECC key size is 256
The private and public keys are
generated faster than the
RSA key size.

Cases 5 and 6 used an experimental test that compared ECIES and RSA, utilizing the
Python, ECIES, and RSA libraries. The National Institute of Standards and Technology
(NIST) provided the security strengths of the symmetrical block cipher and asymmetric-key
algorithms, shown in (Table 8).

Table 8. Comparable key lengths for ECIES and RSA in bits [40].

Security Level ECIES Key Length RSA Key Length

80 160 1024
112 224 2048
128 256 3072
192 384 7680
256 512 15,360

As a result, the test functions were analyzed using the ECIES Python Library, which
utilizes the secp256k1 curve, which implies that the ECC key size is 256 at the security level
of 128. In light of this, 3072 is the RSA key size presented in the ECC domain parameters
with recommended properties [41]. In addition, Table 9 explains the computational time
required to generate the ECIES and RSA’s public and private keys and to perform the
encryption and decryption operations. Furthermore, it was presumed that messages
in plaintext, including the location of the Device ID, including longitude and latitude,
were sent. The researcher’s location was utilized in this case in the following format:
b’ID:7865409, LAT:25.933333, LOG:49.666667.

Table 9. Comparison between ECIES and RSA.

Key Size Length Key Generation
Running Time (Sec)

Encryption Process
Running Time (Sec)

Decryption Process
Running Time (Sec)

ECC RSA ECC RSA ECC RSA ECC RSA
256 3072 0.0021 1.887 0.006 0.002 0.003 0.009

According to the comparison between ECIES and RSA, Table 9 shows that ECIES
generates keys faster than the RSA algorithm. As the private key is created at random and
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the public key is a point on a curve, ECIES has the benefit of being able to generate both keys
in a short time. Moreover, the RSA algorithm encrypts data faster than an algorithm based
on ECIES. However, it is noted that the difference between the two computational times
is comparatively shorter than one second, and this is not a large difference. In addition,
the ECC algorithm’s decryption process is faster than the RSA process. As a result, the
outcomes show that for systems based on ECC, thanks to the mathematical strategies and
benefits provided by the curves, ECIES represents an effective substitute for RSA-based
cryptosystems. Particularly since embedded systems lack the memory and processing
power necessary to complete the calculations required by RSA-based cryptosystems with
large numbers, ECIES cryptosystems are ideal for IoT-embedded systems.

Thus, to compare this suggested work to the prior studies, it must be noted that this
system was created with privacy in mind and that the proper security mechanisms are in
place to protect the data transmitted by the system, which has been overlooked in previous
studies. Additionally, there are benefits to having two sensors to provide an accurate alert
and a faster response time.

6.3. Comprehensive Remarks on the Overall Proposed System (Adding Knowledge Base)

Utilizing an IoT security framework to encrypt, identify accidents, and detect accidents
is our proposed artifact development in this research. Furthermore, it is advantageous for
developing a framework for IoT security that can be applied to other purposes. In addition,
we have successfully finished the coding of the sensors, the CServer (database server),
GPS, and GSM to complete the process of sensing the accident and informing about it. In
addition, the procedure of collecting signals from the sensor, using GPS to determine the
current location by providing the location’s longitude and latitude, and encrypting them
using the ECIES algorithm on the CPU. Following this, the MQTT-encrypted message is
sent through GSM to the CServer. In addition, the CServer will decrypt the message after
receiving it to deliver the accident information, which will then be shown on the website.
The accident information will then be sent to the first responders via SMS messages as URL
links through the CServer.

Last but not least, the proposed system device may be easily modified and will benefit
society by enabling improved outcomes, such as accident detection, if it is operating as
planned to deliver an intelligent IoT security framework. Preventing location monitoring
and the numerous deaths that can occur as a result of a delayed notification process,
preventing the people’s injuries from growing worse as soon as possible when the first
responders are informed about the accident in detail instantly.

7. Conclusions and Future Work

The number of vehicles has dramatically increased recently in countries such as Saudi
Arabia. In addition, accident rates have increased as a result of the increased traffic. Many
accident detection devices exist, but a significant number of fatalities still occur. This
problem is caused, at least in part, by insufficient automatic accident detection, insufficient
warning, and inefficient emergency response routing, which obstruct the proper response
to catastrophic accidents. The lack of applicable technologies because of financial and
capacity restrictions on retrofitting just makes the situation worse. This research provides
an intelligent security framework to handle these problems, and an IoT-based security
framework solution is suggested for accident detection instantly.

This research demonstrated that making use of a range of various sensors can improve
the accuracy with which a traffic accident is detected while preserving the privacy of the
driver’s critical information. Thus, the proposed system detects the location of an accident
instantly, encrypts the critical information about the accident, and then transmits that
information to first responders so that they can save lives.

Indeed, the results showed that the automatic IoT-based security framework accident
detection system, which also protects the privacy of the driver’s personal information,
performed as expected. The main advantage of this research is that it reduces the number of
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false alarms about accident reports. Moreover, RSA-based cryptosystems can be effectively
replaced by ECIES. ECIES cryptosystems are particularly well suited for IoT-embedded
systems since such systems lack the memory and processing power needed to finish
the calculations needed by RSA-based cryptosystems with different key sizes. Another
advantage is that the artifact might be used as a model for the implementation of similar
artifacts in other contexts related to applying an intelligent security framework and the
Internet of Things (IoT). A similar artifact, such as one created for automatically predicting
plantation location and watering, where data protection is required, might be produced
using the prototype as a guide to meet various public or commercial objectives.

Furthermore, there were limitations to the research due to conducting the initial
evaluation of the system in a simulated environment. One of the study’s limitations is that
the system currently cannot calculate the closest responders (e.g., Najm and ambulances) to
the accident through the nearest first responders with the shortest response time, computed
using the distance matrix API, allocated to the user. In addition, the driver of the first
responders receives an SMS specifying the user’s location. Further, the system currently
does not allow the user to receive information about the probable arrival time.

In the future, there are a number of important recommendations, citing the data that
were gathered, including the need for the system to calculate the distance to identify the
first responders (for example, Najm and ambulances) who are nearest to the accident and
to send an urgent SMS that contains the location to provide assistance instantly. Future
advancements in this technology may involve attaching a camera module to take pictures
of the accident and sending the pictures to a server. In the future, big data processing
can be used to examine some road accident results using the data gathered on the server.
Additionally, in the not-too-distant future, system security and privacy will be improved,
and these challenges will be fully addressed in upcoming efforts, especially on the website
and the General Data Protection Regulation (GDPR).

Author Contributions: Conceptualization, A.H.A.; Methodology, A.H.A. and B.S.A.; Validation,
A.H.A. and B.S.A.; Formal analysis, A.H.A.; Investigation, A.H.A. and B.S.A.; Resources, A.H.A.;
Writing—original draft, A.H.A.; Writing—review & editing, A.H.A. and B.S.A.; Supervision, A.H.A.
and B.S.A.; Project administration, A.H.A. and B.S.A. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Almoshaogeh, M.; Abdulrehman, R.; Haider, H.; Alharbi, F.; Jamal, A.; Alarifi, S. Shafiquzzaman Traffic Accident Risk Assessment

Framework for Qassim, Saudi Arabia: Evaluating the Impact of Speed Cameras. Appl. Sci. 2021, 11, 6682. [CrossRef]
2. Raghad, A.; Areej, S. IoT Based Accident Prevention System Using Machine Learning Techniques. Available online:

https://www.researchgate.net/profile/Hala-Qudaih/publication/369595854_IoT_Based_Accident_Prevention_System_
using_Machine_Learning_techniques/links/6424132192cfd54f8439c7bc/IoT-Based-Accident-Prevention-System-using-
Machine-Learning-techniques.pdf (accessed on 1 April 2023).

3. Sharma, S.; Sebastian, S. IoT based car accident detection and notification algorithm for general road accidents. Int. J. Electr.
Comput. Eng. 2019, 9, 4020. [CrossRef]

4. Sklavos, N.; Zaharakis, I.D. Cryptography and Security in Internet of Things (IoTs): Models, Schemes, and Implementations. In
Proceedings of the 2016 8th IFIP International Conference on New Technologies, Mobility and Security (NTMS), Larnaca, Cyprus,
21–23 November 2016; pp. 1–2. [CrossRef]

5. Borgia, E. The Internet of Things vision: Key features, applications and open issues. Comput. Commun. 2014, 54, 1–31. [CrossRef]

45



Sustainability 2023, 15, 8314

6. Bhardwaj, I.; Kumar, A.; Bansal, M. A review on lightweight cryptography algorithms for data security and authentication in
IoTs. In Proceedings of the 2017 4th International Conference on Signal Processing, Computing and Control (ISPCC), Solan, India,
21–23 September 2017; pp. 504–509. [CrossRef]

7. Fotovvat, A.; Rahman, G.M.E.; Vedaei, S.S.; Wahid, K.A. Comparative Performance Analysis of Lightweight Cryptography
Algorithms for IoT Sensor Nodes. IEEE Internet Things J. 2020, 8, 8279–8290. [CrossRef]

8. Sridhar, S.; Smys, S. Intelligent security framework for iot devices cryptography based end-to-end security architecture. In
Proceedings of the 2017 International Conference on Inventive Systems and Control (ICISC), Coimbatore, India, 19–20 January
2017; pp. 1–5. [CrossRef]

9. Bertino, E.; Islam, N. Botnets and Internet of Things Security. Computer 2017, 50, 76–79. [CrossRef]
10. Lee, S.; Tewolde, G.; Kwon, J. Design and implementation of vehicle tracking system using GPS/GSM/GPRS technology and

smartphone application. In Proceedings of the 2014 IEEE World Forum on Internet of Things (WF-IoT), Seoul, Republic of Korea,
6–8 March 2014; pp. 353–358. [CrossRef]

11. Jethwa, A. Vehicle Tracking System Using Gps and Gsm Modem—A Review. Int. J. Recent Sci. Res. 2015, 6, 4805–4808.
12. Khan, M.A.; Khan, S.F. IoT based framework for Vehicle Over-speed detection. In Proceedings of the 2018 1st International

Conference on Computer Applications & Information Security (ICCAIS), Riyadh, Saudi Arabia, 4–6 April 2018; pp. 1–4. [CrossRef]
13. Yee, T.H.; Lau, P.Y. Mobile vehicle crash detection system. In Proceedings of the 2018 International Workshop on Advanced Image

Technology (IWAIT), Chiang Mai, Thailand, 7–9 January 2018; pp. 1–4. [CrossRef]
14. Nasr, E.; Kfoury, E.; Khoury, D. An IoT approach to vehicle accident detection, reporting, and navigation. In Proceedings of the

2016 IEEE International Multidisciplinary Conference on Engineering Technology (IMCET), Beirut, Lebanon, 14–16 November
2016; pp. 231–236. [CrossRef]

15. Khot, I.; Jadhav, M.; Desai, A.; Bangar, V. Go Safe: Android application for accident detection and notification. Int. Res. J. Eng.
Technol. 2018, 5, 4118–4122.

16. Chaturvedi, N.; Srivastava, P. Automatic Vehicle Accident Detection and Messaging System Using GSM and GPS Modem. Int.
Res. J. Eng. Technol. 2018, 5, 252–254.

17. Khaliq, K.A.; Raza, S.M.; Chughtai, O.; Qayyum, A.; Pannek, J. Experimental validation of an accident detection and management
application in vehicular environment. Comput. Electr. Eng. 2018, 71, 137–150. [CrossRef]

18. Cauteruccio, F.; Cinelli, L.; Corradini, E.; Terracina, G.; Ursino, D.; Virgili, L.; Savaglio, C.; Liotta, A.; Fortino, G. A framework for
anomaly detection and classification in Multiple IoT scenarios. Futur. Gener. Comput. Syst. 2021, 114, 322–335. [CrossRef]

19. OWASP Internet of Things Top Ten Project. The Open Web Application Security Project®. 2014. Available online: https://owasp.
org/www-project-internet-of-things-top-10/#tab=OWASP_Internet_of_Things_Top_10_for_2014 (accessed on 5 December 2022).

20. Aleisa, N.; Renaud, K. Privacy of the Internet of Things: A Systematic Literature Review. In Proceedings of the 50th Hawaii
International Conference on System Sciences, Waikoloa Village, HI, USA, 4–7 January 2017. [CrossRef]

21. Henriques, T.A.; O’Neill, H. Design science research with focus groups—A pragmatic meta-model. Int. J. Manag. Proj. Bus. 2023,
16, 119–140. [CrossRef]

22. Dhanda, S.S.; Singh, B.; Jindal, P. Lightweight Cryptography: A Solution to Secure IoT. Wirel. Pers. Commun. 2020, 112, 1947–1980.
[CrossRef]

23. Keerthi, K.; Surendiran, B. Elliptic curve cryptography for secured text encryption. In Proceedings of the 2017 International
Conference on Circuit, Power and Computing Technologies (ICCPCT), Kollam, India, 20–21 April 2017; pp. 1–5. [CrossRef]

24. Hevner, A.; Chatterjee, S. Design Science Research in Information Systems. In Design Research in Information Systems; Integrated
Series in Information Systems; Springer: Boston, MA, USA, 2010; Volume 22, pp. 9–22. [CrossRef]

25. Hevner, A.R. A Three Cycle View of Design Science Research. Scand. J. Inf. Syst. 2007, 19, 4.
26. Hevner, A.R.; March, S.T.; Park, J.; Ram, S. Design Science in Information Systems Research. Manag. Inf. Syst. Q. 2004, 28, 75–105.

[CrossRef]
27. Imam, R.; Areeb, Q.M.; Alturki, A.; Anwer, F. Systematic and Critical Review of RSA Based Public Key Cryptographic Schemes:

Past and Present Status. IEEE Access 2021, 9, 155949–155976. [CrossRef]
28. Alphonse, R.M.; Malalatiana, R.H.; Choube, M.P. Segment optimization of short message service in telecommunication. Innov.

Technol. Methodical Res. J. 2021, 2, 81–88. [CrossRef]
29. Nayak, M.; Dash, P. Smart surveillance monitoring system using raspberry PI and PIR sensor. Indian J. Text. Res. 2018, 7, 493–495.
30. Saabith, S.; Thangarajah, V.; Fareez, M. A Review on Python Libraries and IDEs for Data Science. Int. J. Res. Eng. Sci. 2021, 9,

36–53.
31. Kurniawan, D.E.; Iqbal, M.; Friadi, J.; Borman, R.I.; Rinaldi, R. Smart Monitoring Temperature and Humidity of the Room Server

Using Raspberry Pi and Whatsapp Notifications. J. Phys. Conf. Ser. 2019, 1351, 012006. [CrossRef]
32. Dinculeană, D.; Cheng, X. Vulnerabilities and Limitations of MQTT Protocol Used between IoT Devices. Appl. Sci. 2019, 9, 848.

[CrossRef]
33. Kryvonos, O.; Strutynska, O.; Kryvonos, M. The use of visual electronic circuits modelling and designing software fritzing in the

educational process. Zhytomyr Ivan Franko State Univ. Jo. Pedagogical Sci. 2022, 1, 198–208. [CrossRef]
34. Jacobsen, R.H.; Aliu, D.; Ebeid, E. A Low-cost Vehicle Tracking Platform using Secure SMS. In Proceedings of the 2nd International

Conference on Internet of Things, Big Data and Security, Porto, Portugal, 24–26 April 2017; SCITEPRESS—Science and Technology
Publications: Porto, Portugal, 2017; pp. 157–166. [CrossRef]

46



Sustainability 2023, 15, 8314

35. Alkhudhayr, F.; Moulahi, T.; Alabdulatif, A. Evaluation Study of Elliptic Curve Cryptography Scalar Multiplication on Raspberry
Pi4. Int. J. Adv. Comput. Sci. Appl. 2021, 12, 472–479. [CrossRef]

36. Narayanan, K.L.; Ram, C.R.S.; Subramanian, M.; Krishnan, R.S.; Robinson, Y.H. IoT based Smart Accident Detection & Insurance
Claiming System. In Proceedings of the 2021 Third International Conference on Intelligent Communication Technologies and
Virtual Mobile Networks (ICICV), Tirunelveli, India, 4–6 February 2021; pp. 306–311. [CrossRef]

37. Gautam, R.; Choudhary, S.; Surbhi Kaur, I.; Bhusry, M. Cloud based automatic accident detection and vehicle management. In
Proceedings of the 2nd International Conference on Science Technology and Management, New Delhi, India, 27 September 2015;
pp. 341–352.

38. Jebril, N.A.; Al-Haija, Q.A.; AlBarrak, N.; Almutlaq, G.; Alkhaiwani, A.H. Complete Microcontroller Based Vehicle Accident
Detection System with Case Study for Saudi Arabia. Wseas Trans. Commun. Arch. 2017, 16, 118–130.

39. Ghanem, S.; Ghanim, S. Design and Implementation of an Integrated Vehicle Security System (IVSS). Int. J. Ind. Sustain. Dev.
2022, 3, 87–97. [CrossRef]

40. Barker, E. Recommendation for Key Management: Part 1—General; National Institute of Standards and Technology: Gaithersburg,
MD, USA, 2020; NIST SP 800-57pt1r5. [CrossRef]

41. Brown, D. Sec 2: Recommended Elliptic Curve Domain Parameters. secg.org. 2010. Available online: https://www.secg.org/sec2
-v2.pdf (accessed on 2 November 2022).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

47



Citation: Mudawi, N.A.; Pervaiz, M.;

Alabduallah, B.I.; Alazeb, A.;

Alshahrani, A.; Alotaibi, S.S.; Jalal, A.

Predictive Analytics for Sustainable

E-Learning: Tracking Student

Behaviors. Sustainability 2023, 15,

14780. https://doi.org/10.3390/

su152014780

Academic Editor: Hao-Chiang

Koong Lin

Received: 23 June 2023

Revised: 3 October 2023

Accepted: 6 October 2023

Published: 12 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sustainability

Article

Predictive Analytics for Sustainable E-Learning: Tracking
Student Behaviors
Naif Al Mudawi 1 , Mahwish Pervaiz 2, Bayan Ibrahimm Alabduallah 3,*, Abdulwahab Alazeb 1 ,
Abdullah Alshahrani 4, Saud S. Alotaibi 5 and Ahmad Jalal 6,*

1 Department of Computer Science, College of Computer Science and Information Systems, Najran University,
Najran 55461, Saudi Arabia; naalmudawi@nu.edu.sa (N.A.M.); afalazeb@nu.edu.sa (A.A.)

2 Department of Computer Science, Bahria University, Islamabad 44000, Pakistan;
mahwish.buic@bahria.edu.pk

3 Department of Information Systems, College of Computer and Information Sciences, Princess Nourah bint
Abdulrahman University, Riyadh 11671, Saudi Arabia

4 Department of Computer Science and Artificial Intelligence, College of Computer Science and Engineering,
University of Jeddah, Jeddah 21959, Saudi Arabia; asalshahrani2@uj.edu.sa

5 Information Systems Department, Umm Al-Qura University, Makkah 24382, Saudi Arabia;
ssotaibi@uqu.edu.sa

6 Department of Computer Science, Air University, E-9, Islamabad 44000, Pakistan
* Correspondence: bialabdullah@pnu.edu.sa (B.I.A.); ahmadjalal@mail.au.edu.pk (A.J.)

Abstract: The COVID-19 pandemic has sped up the acceptance of online education as a substitute for
conventional classroom instruction. E-Learning emerged as an instant solution to avoid academic
loss for students. As a result, educators and academics are becoming more and more interested in
comprehending how students behave in e-learning settings. Behavior analysis of students in an
e-learning environment can provide vision and influential factors that can improve learning outcomes
and guide the creation of efficient interventions. The main objective of this work is to provide a system
that analyzes the behavior and actions of students during e-learning which can help instructors to
identify and track student attention levels so that they can design their content accordingly. This study
has presented a fresh method for examining student behavior. Viola–Jones was used to recognize the
student using the object’s movement factor, and a region-shrinking technique was used to isolate
occluded items. Each object has been checked by a human using a template-matching approach, and
for each object that has been confirmed, features are computed at the skeleton and silhouette levels.
A genetic algorithm was used to categorize the behavior. Using this system, instructors can spot kids
who might be failing or uninterested in learning and offer them specific interventions to enhance
their learning environment. The average attained accuracy for the MED and Edu-Net datasets are
90.5% and 85.7%, respectively. These results are more accurate when compared to other methods
currently in use.

Keywords: crowd management; human verification; machine learning; big data analytics; GA
classifier; Viola–Jones

1. Introduction

Internet usage has rapidly increased during the last ten years. People are constantly
using the Internet to carry out a variety of tasks, including studying, commerce, and
research. The old classroom setting has given way to the new digital phenomena where
computers aid in teaching [1–4]. Today, the Internet is a great resource for finding courses,
seminars, credentials, and other educational activities. The efficiency of the traditional
educational strategy still used at universities and other educational institutions has been
called into question by this wave of instructional materials and e-learning [5,6]. As a result,
these institutions are finding it difficult to redefine and restructure their approaches to
offering information and education (Association of European Universities, 1996) [7]. Given

48



Sustainability 2023, 15, 14780

the current student population, educational institutions are scrambling to develop online
learning resources that will enable computer-assisted instruction in the classroom. There
appear to be two main research areas in e-learning [8], one of which focuses on the creation
of effective designs and the other on the evaluation of student satisfaction and behavior in
relation [9] to the course as compared to a conventional face-to-face course.

E-learning has become a necessary and timely solution, as the global COVID-19
pandemic has particularly shown [10]. The COVID-19 pandemic caused global traditional
education systems to experience formerly unprecedented disturbances. At the height of the
pandemic, 195 nations and more than 1.5 billion students were affected by school closings,
according to UNESCO [11]. Millions of students were affected by prolonged closures of
schools and colleges to stop the spread of viruses [12].

E-learning quickly emerged as a vital resource to guarantee educational continuity dur-
ing this crisis [13]. Technology-driven learning platforms helped educational institutions to
adapt and offer remote learning possibilities as physical classrooms became inaccessible.
The availability of a variety of courses and materials on e-learning platforms ensured that
learning could continue despite the restrictions put in place by the pandemic [14].

We suggested a useful approach to evaluate human behavior during e-Learning,
whether in a classroom or any public area setting, which was motivated by the importance
of the engagement of learners in an e-learning environment. This system’s objective is to
find anomalous behaviors [15] that are prohibited in educational settings. For instance,
in any educational setting, sitting or standing and writing on a notebook or board are all
permissible activities, but throwing objects, slapping, kicking, and taking naps are not. Any
sort of e-learning environment should be able to use the suggested system to monitor and
evaluate student behavior [16].

On the foundation of this idea, we offered a sophisticated predictive analytic system
that can monitor and forecast student behavior in an online learning environment. The
main contribution of this work is a fresh approach to analyzing and tracking the behavior
of students during e-learning using a multimodal approach of feature extraction. To boost
the accuracy of our system as compared to other state-of-the-art methods, we extracted
features of objects with two different approaches, one at object level and one using a stick
model [17] extracted from objects. Moreover, we tested our system using two different
settings, one with emotion-based data and the other with action-based data.

With a focus on sustainable practices [18], this study aims to investigate and demon-
strate the potential of these predictive analytics systems in e-learning environments. We
intend to contribute to the long-term success of online education initiatives by focusing
on the sustainability of e-learning and therefore providing a rich learning environment
that may efficiently augment, and in some circumstances, replace traditional face-to-face
education.

The identification of motion-based [19] elements that can be used to accurately detect
pedestrian behavior is the key contribution to this research. The occlusion removal proce-
dure is the other crucial component of this effort. If an occlusion [20] was discovered, we
used the Hough transform [21] with a semi-circle to determine the pedestrian’s head parts,
and then we used body parts estimation [22] to roughly determine how the silhouettes
were laid out. Then, approximated zones were separated and occlusion was removed.

The article’s remaining sections are organized as follows: Section 2 presents related
work; Section 3 covers the detailed methodology of the system followed by Section 4,
where the experimental results are reported together with a comparison to comparable
state-of-the-art HAR systems. Discussion on the pros and cons of the system has been
presented in Section 5 and the paper is concluded in Section 6.

2. Related Work

The COVID-19 pandemic has accelerated the adoption of e-learning as an alternative to
traditional classroom education [23]. As a result, educators and researchers are increasingly
interested in understanding the behavior of students in e-learning environments [24].
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Behavior analysis is a useful approach for studying student behavior in e-learning, as it
can provide insights into factors that influence learning outcomes and inform the design of
effective interventions [25]. Behavior analysis has been utilized in several types of research
to look into how students behave in e-learning settings. The behavior of pupils during a
computer-based training program, for instance, was examined by Kun et al. [26] using a
microanalytic technique. They discovered that students who exhibited more active learning
behaviors, such as taking notes and asking questions, outperformed passive learners in
terms of their learning results. Similarly, Liu et al. [27] examined student behavior in
a massive open online course (MOOC) using data mining tools. They discovered that
students were more likely to finish the course and receive higher scores if they participated
in more discussion forums and course activities. Some more research contributions are
summarized in Table 1.

Table 1. Summary of state-of-the-art methods.

Reference Objectives Advantages Disadvantages

[28] Early exploration of e-learning
behavior tracking.

Established the importance of
engagement metrics. Paved the
way for future research.

Lack of real-time monitoring,
Limited emphasis on
individualized feedback.

[29]

Focus on learner-centered tracking
using a mixed methods approach,
including surveys and behavioral
analysis.

Enhanced understanding of
self-regulation.

Time-consuming data analysis and
difficulties in measuring subjective
behaviors.

[30]

Use of predictive modeling for
retention. Used method of
longitudinal data collection and
machine learning techniques.

Informed personalized
interventions. Highlighted the
role of social interaction.

Challenges in predicting
non-academic behaviors and
privacy concerns.

[31]

Application of data mining
techniques. Performed analysis of
large-scale learning data using data
mining algorithms.

Insights into collaborative
learning behaviors and
identification of factors affecting
performance.

Ethical considerations,
resource-intensive data collection,
and limited explanation of causality.

[32]

Integration of multimodal data
sources. Data fusion of various
sources, including clickstream and
biometric data.

Comprehensive learner profile
generation and personalized
learning pathway
recommendations.

Technical challenges in data fusion
and limited generalizability.
Privacy and security concerns.

[33]

Explore tracking student engagement.
Performed surveys, interviews, and
behavioral data analysis and
identified factors influencing online
behaviors.

Established the importance of
engagement metrics. Informative
for instructional design.

Limited sample size, lack of
long-term data, and dependency on
self-reported data.

[34]
Investigate social network influence
using social network analysis and
content analysis.

Provide insights into collaborative
learning dynamics. Integration of
social network analysis.

Limited focus on non-cognitive
behaviors, ethical considerations,
and incomplete data from private
groups.

[35]

Examine online procrastination using
surveys and analysis of online
procrastination behaviors. Proposed
strategies for reducing
procrastination.

Implications for time
management in e-learning.

Limited generalizability,
self-reporting bias, and limited
consideration of other behaviors.

[36]

Developed a system for giving
students immediate feedback
throughout an online course using a
behavior analytic approach.

Identified effect of individual
differences on students behavior
in e-learning settings.

Results can be biased based on false
feedback.
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Table 1. Cont.

Reference Objectives Advantages Disadvantages

[37]

Discovered that students who had
high levels of motivation and
self-efficacy were more likely to
participate in active learning
strategies.

Suggest parameters that will
increase student performance and
engagement in e-learning.

Motivation level is a derived
parameter that cannot be measured
accurately; it can affect performance
of the system.

Most of the studies investigated in the literature focused on derived parameters like
eye movement ratio, screen activity monitoring through their screen recording, and their
interaction with the system but not on the real actions and emotions of students. This can
predict their engagement level but not their real feelings and involvement in the subject. In
this study, we take into account the conclusions of other scholars and suggest an efficient
approach to examine student behavior during online learning. The basic motivation behind
this work is to use the emotions and actions of students to analyze their behavior and
identify prohibited actions during the class. Also, we have taken into account the variability
in their behavior and have used several datasets containing a variety of activities taken in
different settings to train our system to handle a variety of behaviors.

3. Proposed System Methodology

In this part, the suggested system methodology is explained. The entire workflow of
the system is shown in Figure 1. The Motion Emotion Dataset (MED) [38] and Edu-Net
datasets [39] have been chosen to assess the efficacy of the proposed technique in both
indoor and outdoor settings, respectively. Six elements make up the system used to assess
how well students behaved in an online learning environment. The complete algorithm
has been presented in Algorithm 1.

Algorithm 1 Multistage processing to detect students’ behavior in e-Learning.

Input: Image (1)
Step 1: Preprocessing Phase

1.1 Apply Noise Removal Techniques
1_{denoised} = Denoise(l)

1.2 Perform Image Enhancement
I_{enhanced) = Enhance(l_{denoised})

1.3 Apply Object Filtering
I_{filtered) = Filter(I_{enhanced})

Step 2: Object Extraction
2.1 Use Viola Jones Object Detection

Detected_Objects = ViolaJones(l_{filtered})
Step 3: Feature Extraction

3.1 Extract Full Object Features
Full_Object_Features = CalculateStatistics(Detected_Objects)

3.2 Generate Stick Model Skeleton
Skeletons = ExtractSkeletons(Detected_Objects)

3.3 Extract Skeleton Features
Skeleton_Features = Measure Skeleton Attributes(Skeletons)

Step 4: Training and Classification using Genetic Algorithm
4.1 Define Genetic Algorithm Parameters

Parameters = DefineParameters()
4.2 Initialize Population

Population = InitializePopulation(Parameters)
4.3 Evaluate Fitness

Fitness_Values = EvaluateFitness(Population)
4.4 Genetic Operations

New:_Population = ApplyGeneticOperators(Population, Fitness_Values)
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Algorithm 1 Cont.

4.5 Replace Population
Population = New_Population

4.6 Termination Criterion
Termination = CheckTerminationCriterion()

Step 5: Classification and Result Analysis
5.1 Select Best Features

Best_Features = SelectBestFeatures(Population)
5.2 Train Classifier

Classifier = TrainClassifier(Best_Features)
5.3 Perform Classification

Classification_Results = Classifylmage(l, Classifier)
5.4 Analyze Results

Analysis_Metrics = Analyze ClassificationResults(Classification_Results)
Output: Behavior Type[Classification_Results]
End Algorithm
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To achieve accurate and successful outcomes, a strong and multifaceted technique
was used in the development of our system for monitoring student behaviors in the
classroom. Preprocessing was the first phase of this procedure, which was performed
to isolate important classroom items and remove background noise. Objects outside of
the established threshold range were eliminated, leaving just the characteristic human
layout. Our dataset contains a variety of outdoor locations and objects that may have
difficult shadows; thus, an additional step was included to improve the quality of the
human silhouettes. In order to show human forms more accurately and clearly, shadows
had to be found and then eliminated [40].

We employed the template matching technique [41] to extract exclusively human data
from the image data in order to improve the accuracy of our system. These steps came
together to isolate and extract human silhouettes, which served as the basis for further
analysis.

Continuing with our methodology, the next critical phase involved the extraction of
features from the human silhouettes utilizing conditional random fields. This step allowed
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for a more comprehensive understanding of the various aspects of human behavior and
posture within the classroom setting. To classify the activities performed by students as
either allowed or prohibited, we employed a genetic algorithm [42]. This sophisticated
algorithm played a pivotal role in categorizing and analyzing student behaviors, offering a
dynamic and adaptive approach to the assessment of classroom activities. By integrating
these various techniques and algorithms, our system was well equipped to accurately
and efficiently track and categorize student behaviors, providing educators with valuable
insights and tools for maintaining a conducive and productive learning environment.

3.1. Image Preprocessing

Our dataset was in the form of videos. The next step we performed was frame
extraction from the video, and then we utilized each frame to preprocess the image. As
seen in Equation (1), a special median filter has been used to remove noise and smooth
the video frame images that were retrieved. Then, the foreground objects’ appearance was
improved using image enhancement as shown in Figure 2.
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Figure 2. The process used to extract objects of interest in the image.

The median filter opted to remove the noise from the frames extracted from video
data according to Equation (1).

(u, v) = m{i(u + i, v + j)|(u, v) ∈ R} (1)

In the following stage, we used gamma correction as provided in Equation (2) to
enhance the brightness of the image. Results from the preprocessing step are shown in
Figure 3.

(c) = I_out = I_in γ̂ (2)
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3.2. Object Extraction

Object extraction was performed using the Viola–Jones algorithm which involves Haar-
like features extraction, Adaboost [43] training, and a cascade of classifier. The decision
to use the Viola–Jones algorithm for human detection in the context of our research on
monitoring student behaviors in the classroom was carefully examined and was influenced
by a number of variables. We chose the Viola–Jones algorithm due to the specific benefits it
offers within the scope of our project, despite the fact that deep learning-based algorithms
have acquired significant popularity in recent years for their outstanding capabilities in
object detection and categorization. The Viola–Jones technique is computationally effective
and substantially faster than deep learning-based approaches. We were able to monitor
and analyze student behaviors in a timely manner without adding a lot of latency due
to its capacity to achieve real-time performance, even on hardware with constrained
computational capabilities.

In comparison to deep learning-based techniques, the Viola–Jones algorithm also
needs less training data. It can be difficult and time-consuming to gather a sizable dataset
for deep learning models in a real-world classroom setting. The Viola–Jones method was
a practical choice for our research because of its propensity to perform well with small
datasets. Nextstep includes a set of rectangular Haar-like features defined to capture the
difference between the object and background regions. Each feature was represented as
the difference between the sum of pixel intensities in two rectangular regions. Using the
Adaboost approach, a set of weak classifiers were trained on a set of positive and negative
examples. Each weak classifier was trained to classify an image patch as containing the
object or not based on a selected Haar-like feature [44], and then classifiers were combined
into a cascade of strong classifiers. Each weak classifier in a strong classifier was trained
to pass the positive data to the next stage while highly likely rejecting the background
samples. The cascade of classifiers was applied to the input video frames by sliding a
window over each frame and evaluating the objectness score for each window. The results
are shown in Figure 4.

O(x, y) = ∑ i αiT_i(f_i(x, y)) (3)
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3.3. Feature Extraction

The feature extraction procedure for human silhouettes discovered by the layout
verification module is described in this section. Full human silhouettes’ features were
extracted, as well as the skeleton against each silhouette [45]. The features extraction
outline is presented in Figure 5 and is divided into two directions.
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3.3.1. Full Silhouette Features

The positions of each human silhouette in the current frame and the frame before it
were obtained, as illustrated in Equation (4), and they were regarded as separate objects.

P
(

Io, f

)
= Ix,y ∈ O (4)

where the current frame is represented by f and the current silhouette by o. Movement of
centroid among successive frames concerning time was used to determine the distance for
each silhouette using Equation (5).

d =

√
(x2 − x1)

2 + (y2 − y1)
2 (5)

velocity = du/dt (6)

Then, the velocity [46] of each object was computed using Equation (6) and the distance
was calculated using Equation (7); these factors were then used to distinguish between the
allowed actions and prohibited actions.

θ = tan−1(y/x) (7)

We first selected random points of the complete silhouette to describe the structure of
the object, using Principal Component Analysis (PCA) [47] to determine the orientation
of the object. The coordinates or position of the object should be disclosed for each data
point. The dataset’s covariance matrix, which illustrates the connections between various
dimensions of the data points, was then computed. The principle components were then
obtained by applying PCA to the dataset. These elements were eigenvectors that showed
where the data’s greatest variance occurs. We may determine the object’s fundamental
orientation by examining the first principal component, which captures the most significant
change. The orientation of the object can be inferred from the first principal component’s
direction (See Figure 6).
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3.3.2. Stick Model Features

Stick models were used to extract the features at the micro level. The human sil-
houette’s skeleton was first removed, and endpoints and junction nodes were located.
Endpoints and junction points were utilized to draw the stick model in Figure 7 to demon-
strate it. To connect the nodes, we employed the optical flow [33,34] of each node presenting
the model, as well as the distance and angle between the slants.
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3.4. Feature Optimization and Classification

The genetic algorithm [48] was utilized as a classifier, with each data point assigned
to one of several predefined categories based on its features or attributes. To achieve this,
the GA creates a set of candidate classifiers, each represented by a set of parameters that
define its decision boundary [49]. The fitness of each classifier is evaluated by its ability
to correctly classify a set of training data, and the GA evolves the population of classifiers
by selecting the fittest ones and generating new ones through crossover and mutation
operations. The process continues until satisfactory classification accuracy is achieved on
the training data, and the final classifier can then be used to classify new, unseen data.

The main reason for using the GA for classification is that it can search a large solution
space and discover complex decision boundaries that may be difficult to find using other
methods. However, the effectiveness of the GA depends on various factors such as the
quality of the training data, the choice of genetic operators, and the number of parameters
in the classifier. Nonetheless, the GA remains a popular and powerful technique for data
classification in various domains such as image recognition and bioinformatics. The general
architecture of the genetic algorithm is displayed in Figure 8. Initially, a population of
the potential solution was created, where each individual represents a solution and is
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evaluated by the fitness function. The solution with a higher fitness value was chosen to
become a parent for the next generation and parents were combined to generate a new
population; mutation was performed to avoid premature convergence. The cycle repeated
until a satisfactory fitness level was achieved. Once it was terminated, the individual with
the highest fitness value was considered as the best solution.
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4. Experiments and Results

This section discusses the dataset and the specifics of the research, such as the experi-
mental setup, the performance of the suggested system, and a comparison analysis with
cutting-edge techniques.

4.1. Dataset

Two different datasets were used to evaluate the performance of the system in different
environments and had different actions performed by multiple persons. The first dataset
is made up of around 44,000 normal and abnormal video clips divided across 31 video
sequences. The videos are 554 × 235 in resolution and were recorded at 30 frames per
second using a fixed video camera that was raised above and looked down on specific
paths. We only selected sample data having videos annotated with human emotions. Other
datasets were collected from YouTube videos and recordings from actual classrooms in
a range of settings, including those with different age ranges, class standards, and rural
and urban settings. There are 200 video clips in each activity category within the 7851
total video clips that make up the produced dataset. Each video clip lasts between 3 and
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12 s. The video lasts for about 12 h in total. The collection comprises recordings from
actual classrooms as well as real videos from YouTube that have been uploaded by users
from around the world. We chose videos recorded in the actual classroom environment
as our sample data. We separated the samples of each class randomly into a training set,
validation set, and test set, with a ratio of 80%, 10%, and 10%, according to the established
dataset division rules [50]. Complete details of both datasets are given as follows.

4.1.1. MED (Motion Emotion Dataset)

Two significant segments in various indoor-outdoor situations can be found in the
MED dataset [51]. One section includes video clips that demonstrate five distinct behaviors:
panic, fighting, congested area, obstacle or strange object, and neutral. The other section,
on the other hand, is made up of various video sequences that provide information on six
distinct emotions: anger, happiness, excitement, fear, sadness, and neutrality.

31 actor-filled video clips make up the videos, and the dataset also includes numerous
motorbikes and bicycles that behave as obstacles. The remaining 40% of the dataset
is utilized for testing, with the remaining 60% used for training. Figure 9 displays a
few instances of MED sceneries. We have combined these emotions in two classes and
categorized all emotions and behavioral videos into allowed and prohibited behavior
categories.
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4.1.2. Edu Net Dataset

There are several videos of various e-learning-related acts on EduNet [52]. The dataset,
which includes several teachers and pupils, was obtained from a classroom setting. Videos
show a variety of permitted classroom behaviors, such as standing, writing on the board,
raising hands, and maintaining a book in hand. Prohibited behaviors include eating, using
a phone, and bouncing around during class. Figure 10 shows some examples of the EduNet
dataset having multiple allowed and not allowed actions.
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4.2. Performance Metric and Experimental Outcome

Precision [53] was chosen as the performance metric for our system evaluation to
assess its effectiveness. Equation (8) was used to calculate precision [54],

Precision = tc/(tc + fc ), (8)
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where tc represents the total number of prohibited actions classified correctly and fc rep-
resents the total number of false detected actions. The results of the MED and Edu-Net
datasets are shown in Table 2. Classes are categorized into allowed and prohibited behavior
and each subcategory has been evaluated.

Table 2. The experimental outcome of MED and Edu-Net dataset.

DataSet MED Dataset

Activity Allowed Behaviors Prohibited Behavior

Actions Happy Sad Excited Neutral Panic Fight Scared Angry

Accuracy 89% 86% 89% 82% 92% 94% 89% 87%

Average
Accuracy 85.75% 90.5%

Dataset Edu-Net Dataset

Activity Allowed Behaviors Prohibited Behaviors

Action Writing on
Board

Writing on
Book

Reading
Book Hand Raise Sleeping on

Chair
Eating
Food

Holding
Mobile Phone Fighting

Accuracy 83% 85% 89% 82% 83% 84% 89% 87%

Average 85% 86%

The statistical analysis discussed in the preceding sections offers important insights
into how well the suggested system performs in identifying and categorizing both permit-
ted and forbidden behaviors in the MED and Edu-Net datasets. The performance metric
of precision shows how well the system performs in correctly identifying actions while
reducing false detections. A great overall performance is indicated by the average accuracy
values for both datasets, which vary from 85.75% to 90.5%.

To visualize the results in more detail, those for each dataset are displayed separately
in Figures 11 and 12. The name of each subcategory that is used to evaluate the behavior is
displayed on the X-axis, while the accuracy of each behavior is displayed on the Y-axis.
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Figure 12. Results of behavior detection with Edu-Net dataset.

The area under the curve (AUC) [55], error equivalence rate (EER) [56], and decidabil-
ity [57] are used to assess the performance across both datasets in greater detail. Figure 13
shows the combined performance of the two datasets. Additionally, the study is further
enhanced by the use of additional performance indicators including AUC [55], EER [56],
and decidability. AUC provides total performance measurements over all possible classifi-
cation criteria [58]. The value of AUC might be between 0 and 1 [59]. EER is employed as a
threshold parameter to indicate false acceptance and false rejection rates [60]. These metrics
offer a thorough evaluation of the system’s capability to distinguish between permitted and
unacceptable behavior while taking into account the trade-off between erroneous accep-
tances and false denials. A comprehensive assessment of the system’s capabilities across
both datasets is provided by the combined performance measures shown in Figure 13.
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The comparison with current cutting-edge approaches also reveals the advantages
of the proposed technology. It performs better than conventional techniques in terms of
precision and accuracy, demonstrating its promise as a cutting-edge approach to behavior
identification in academic and practical settings. The significance of the study and its possi-
ble effects on enhancing security and monitoring in educational settings are highlighted by
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this comparison. Comparative analysis of the suggested approach and the existing method,
which both used the same assessment datasets, was performed (See Table 3). Compared to
other state-of-the-art methods, the proposed system performs admirably.

Table 3. Comparison of the stated system with other contemporary methods.

Dataset Methods Accuracy (%) Methods Accuracy Methods Accuracy

MED Khalid [52] 84.9 Alberto et al. [59] 87.4 Proposed Method 89.2
Edu-Net Rawashdeh et al. [60] 80.3 Fuady et al. [61] 82.2 Proposed Method 85.5

5. Discussion

Access to educational opportunities has been made simpler due to the growth of
e-learning. However, concerns about student misconduct and reduced engagement have
also arisen as a result of the increased use of e-learning platforms. A mechanism has been
developed in place to solve this problem that looks at visual data to find students practic-
ing unauthorized behaviors during online learning. This article offers a comprehensive
overview of the system, its elements, and its functionality.

The preprocessing stage of the system, which aims to lower noise and improve image
quality, is the first stage. The Viola–Jones technique [62] is then used for object detection
to determine whether a person is present in the frame. By using template matching, it is
possible to confirm that the identified object is a human. Each silhouette is subjected to
skeleton extraction, and feature extraction is conducted for both skeleton points and human
silhouettes. A genetic algorithm is then used for classification.

The system was assessed using a collection of videos of students engaging in online
learning activities. The algorithm accurately identified 90.5% of the prohibited actions,
including talking, using a phone, standing on a chair, and sleeping. The system’s perfor-
mance was also assessed in terms of detection time, and it was found that it ran in real time
with a frame rate of 30 frames per second.

An important area of interest in the realm of education is the assessment of student
behaviors in e-learning. Understanding and observing student behavior has become
essential for teachers and educational institutions to effectively help students and improve
learning outcomes as a result of the rising popularity of online learning platforms. The
objective of this discussion is to critically examine student behavior assessment in online
learning and its implications for educational practices.

There is a potential connection between HAR outcomes and e-learning. HAR tech-
nology could be used to track student involvement and engagement in online learning.
Educational systems could assess students’ levels of engagement, interaction, and participa-
tion by examining video feeds from online classes. With the help of this data, instructional
strategies might be customized, and online learning could be made better overall. Gaining
insights into students’ involvement, participation, and learning progress is one of the
main benefits of evaluating student actions in e-learning. Using this data, instructors can
identify children who might be failing or uninterested in learning and offer them specific
interventions to enhance their learning environment.

Additionally, e-learning assessments of student behavior enable personalized and
adaptive learning processes. Educational platforms can produce data-driven recommen-
dations and personalized feedback based on the behaviors and preferences of individual
students by utilizing predictive analytics and machine learning algorithms. This tailored
strategy improves learning outcomes by making sure that resources and activities are
tailored to the individual needs of the students while also increasing their enthusiasm
to learn.

The evaluation of student behavior in e-learning does not, however, come without
difficulties and restrictions. When gathering and examining student data, privacy issues
and ethical problems must be carefully considered. Educational organizations must make
sure that data collecting procedures are open and that they seek student consent while
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protecting the security and confidentiality of the data collected. Additionally, there is a
danger of placing an undue reliance on quantitative behavioral measurements, which could
mean ignoring the qualitative components of student engagement and learning. To fully
understand student behaviors in e-learning, a balanced strategy combining quantitative
and qualitative assessment methodologies is required.

With an emphasis on sustainability, the blending technologies of AI, digital transfor-
mation, IoT, and edge computing show enormous potential in transforming the landscape
of e-learning. Educational institutions can use the potential of data-driven insights to
customize learning experiences for specific students by integrating AI into e-learning. This
includes fast feedback, automated grading, and recommendations for tailored material. In
addition, interactive components like virtual labs, simulations, and AR/VR applications
can be incorporated into the digital transformation process to go beyond the limitations of
traditional online lectures. These developments encourage increased comprehension and
involvement among students, converting inactive learning into active participation.

Alongside these developments, the Internet of Things (IoT) can make real-time data col-
lecting easier and provide educators with insightful data on student behavior, preferences,
and performance. This data can be handled locally when used in conjunction with edge
computing, allowing for quick answers and fluid communication in the e-learning environ-
ment. By minimizing the environmental impact connected with physical infrastructure and
travel-related emissions, e-Learning links education with sustainability aims. In addition
to revolutionizing e-learning, this comprehensive integration of technology demonstrates a
dedication to open, individualized, and environmentally responsible education.

In conclusion, there are many important benefits of using predictive analytics to moni-
tor student behavior in sustainable e-learning. First of all, it enables educators to monitor
student engagement, involvement, and performance in real-time, allowing them to quickly
identify at-risk pupils and step in to intervene and give the required support. Second, the
approach provides students with a personalized learning experience by adapting inter-
ventions and content to their unique behaviors and requirements. This not only improves
the quality of learning overall but also increases the retention of students. Additionally,
predictive analytics can offer insightful data on the efficiency of different teaching methods
and materials, assisting in curriculum optimization and ongoing curriculum improve-
ment. Additionally, it lessens resource waste and dropout rates, which contribute to the
sustainability of e-learning and make it an important tool in the changing environment.

Although predictive analytics in sustainable e-learning has a lot of potential, it is
not without difficulties and drawbacks. The ethical use of data is one important worry,
as tracking and analyzing student behavior can lead to privacy concerns, if not handled
appropriately. It is essential to make sure that data are secure and anonymous. Additionally,
the quantity and quality of data obtained, which can occasionally be constrained or biased,
have a significant impact on how accurate predictive models are. Additionally, there is a
chance that an excessive dependence on algorithms and statistics will lead to a potential
disregard for the value of qualitative insights and human contact in education. The use of
data-driven decision making and instructional knowledge should be balanced by educators.

Despite these obstacles, the proposed approach’s importance to the area of study
cannot be emphasized enough because it provides a potent instrument for improving
student performance and institutional advancement while enhancing the sustainability and
effectiveness of e-learning. Future research should concentrate on improving the system’s
flaws to boost performance. If you want to increase system coverage and decrease the
effects of occlusion, think about using multiple cameras to increase the system’s accuracy
in detecting illicit activities. Researchers are also looking into the use of additional sensors,
such as microphones. Additional research can examine the incorporation of machine
learning methods like deep learning to boost the system’s accuracy and detection speed.

Additionally, it is critical to recognize that the application of predictive analytics and
monitoring systems for sustainable e-learning is an area that is always changing. New
opportunities and difficulties will arise as technology develops and our comprehension of
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student behavior grows. To expand and improve these systems and guarantee their contin-
ued efficacy and morality, ongoing research and development are required. Additionally,
the research of multisensor techniques and the incorporation of cutting-edge technologies
like deep learning will probably improve the precision and thoroughness of these systems.
The sustained success of these projects will also depend on creating a collaborative atmo-
sphere where educators, data scientists, and policy makers can cooperate to find the ideal
balance between data-driven decision making and the human aspect in education. In the
end, predictive analytics has the potential to provide sustainable e-learning, but to fully
realize its potential while resolving its drawbacks, constant diligence and innovation are
needed.

6. Conclusions

E-learning is the top trending source of education in this era especially after the
COVID-19 pandemic. Educators and researchers are paying more attention to improving
e-learning systems. The behavior of students and their engagement level is the most
important factor of the e-learning system. This system was implemented to identify the
behavior of students in an e-learning environment. Multiple datasets were used to evaluate
the performance of this system. Videos were converted into frames and then objects were
segmented to narrow down the region of interest. Features for each object and its skeleton
models were used to characterize the behavior of students. Datasets were divided into
allowed and prohibited behaviors. Experiments were performed and an average accuracy
of 89% and 85.5% was achieved on both datasets.
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Abstract: Politeness is an essential part of a conversation. Like verbal communication, politeness in
textual conversation and social media posts is also stimulating. Therefore, the automatic detection of
politeness is a significant and relevant problem. The existing literature generally employs classical
machine learning-based models like naive Bayes and Support Vector-based trained models for
politeness prediction. This paper exploits the state-of-the-art (SOTA) transformer architecture and
transfer learning for respectability prediction. The proposed model employs the strengths of context-
incorporating large language models, a feed-forward neural network, and an attention mechanism for
representation learning of natural language requests. The trained representation is further classified
using a softmax function into polite, impolite, and neutral classes. We evaluate the presented model
employing two SOTA pre-trained large language models on two benchmark datasets. Our model
outperformed the two SOTA and six baseline models, including two domain-specific transformer-
based models using both the BERT and RoBERTa language models. The ablation investigation shows
that the exclusion of the feed-forward layer displays the highest impact on the presented model.
The analysis reveals the batch size and optimization algorithms as effective parameters affecting the
model performance.

Keywords: politeness prediction; conversation AI; machine learning; transfer learning

1. Introduction

In literature, politeness refers to good manners or etiquette in human behavior. It
is also reflected in online conversations while using social networks. Politeness is the
fundamental etiquette of various communication methods, either verbal, textual, or some-
thing else [1]. In Online social media, politeness in conversation is more crucial due to
anonymity, the abundance of fake profiles, and usability issues. Advancement in natural
language understanding and machine learning-based large language models are employed
in various domains [2–5]. These language models also provide the opportunity to en-
code and detect the presence of politeness in a conversation or social media post. Online
messaging platforms are popular and used by millions of users. Large organizations and
business houses also use intelligent chatbots to communicate and resolve the queries of
their customers. Therefore, if a chatbot is not polite in its language, it may lead to customer
dissatisfaction which will hamper the organization’s business. Impolite language in a
conversation may lead to conflict and hate speeches among the users. Online social media
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platforms can avoid these conflicts through timely moderation of instigating language.
Therefore, tracking, profiling & predicting politeness in a conversation is vital. This study
presents a transformer architecture-based deep neural network model for classifying polite
conversations from impolite ones.

Our Contributions

Recently, offensive speech problem has attracted researchers from across disciplines
to analyze different aspects of hate speech problem. They also introduced various ma-
chine learning models to classify hate content into different categories [6,7]. Impolite
language is a type of offensive content. In the existing literature, a closely related but
contrasting research problem—politeness prediction, is understudied. Recently, this vital
problem in textual content has received attention from researchers. They analyzed and
addressed different aspects of an offensive content problem in conversational systems and
chatbots [8–10]. However, existing approaches understudied the detection of politeness in
social media posts. However, the politeness prediction methods don’t employ the state-of-
the-art transformer-based representation models like Bidirectional Encoder Representations
from Transformers (BERT) [11], Robustly Optimized BERT (RoBERTa) [12]. To this end, this
study presents a transformer employing deep model for politeness prediction in textual
content. The preprocessed input text is passed through a BERT layer to encode the textual
input into a numeric representation. It converts each word into a vector of the same length.
Further, the model forwards the BERT representation to a feed-forward neural network
(FFN) consisting of 2 dense layers to learn abstract feature extraction and representation.
Finally, the encoded vector from FNN is passed to a sigmoid layer for classification to
predict the final class of the text label.

In short, the proposed model can be summarized as employing the strength of
transformer-based language architecture, feed-forward dense layer, and variable weight
assignment to words based on their importance through an attention mechanism for ef-
ficient representation learning. Further, the trained representation is passed through a
sigmoid layer having two neurons for politeness prediction in the content. We outline the
contributions of the presented study as follows:

• Introduce a deep model for the understudied problem of politeness prediction by
integrating the strength of transformer architecture-based large language models, feed-
forward dense layer, and attention mechanism. Presented model learns an efficient text
representation, passed to a sigmoid layer to classify into polite and impolite categories.

• Perform an in-depth investigation of the presented model by applying the initial
weight assignment from transformer-based language models in politeness prediction
over two benchmark datasets, including a blog dataset.

• Conduct an ablation study to investigate the impact of various neural network compo-
nents like the attention mechanism towards the politeness prediction.

• Also, investigate the impact of different values of hyperparameters like batch size
and optimization algorithm on the efficacy of the presented model to discover their
optimal number.

The remaining manuscript is divided into the following sections. Section 2 explores
the existing literature studying the different aspects of the politeness prediction. It also
discusses the evolution of existing classification models presented over the year. Section 3
discusses the proposed model, including all its components. Further, Section 4 describes
datasets, empirical evaluation, and analytical observations. Conclusion Section 6 presents
the main findings of this study and a discussion of future research directions.

2. Literature Survey

The existing literature has analyzed different aspects of politeness in textual content
generated from conversation systems and simple online posts. Thus, we group existing
approaches into two categories: (i) politeness prediction methods developed for conversa-
tional systems and (ii) politeness prediction in textual content.
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Researchers have presented politeness detection methods for conversational systems
in the first group of approaches. These existing approaches generally employ different
neural network components to propose architectures for politeness prediction [13–15].
In [14], the authors used emotions extracted from the multi-modal content to develop an
end-to-end dialogue generation framework. The inclusion of sentiment made the dialogue
system efficient and user-adaptive. In another interesting study, authors in [16] in-depth
investigated the correlation between politeness and social interaction. In [17], the authors
presented three weakly supervised machine learning models to generate diverse and
polite-incorporating text. In [18], authors presented a dictionary matching and machine
learning-based generative model. They used word- and sentence-level emotion captured
from embeddings to generate a quality emotion dataset. Cristiana et al. [19] presented
a sliding window-based strategy to compute the politeness score of each sentence in a
conversation. It shows how politeness in a conversation evolves and tracks the chances of
a conflict. Similarly, Zhang et al. [20] presented a politeness- and rhetoric-based strategy to
early detection of derailing conversations. In another similar approach, Jonathan et al. [21]
devised an unsupervised forecasting model to learn the representation of conversation
dynamics and predict its probability of turning into a toxic conversation.

Authors in [8] studied the linguistic aspects of politeness. They devised lexical and
syntactic features incorporating politeness-based theories like difference and modality. Au-
thors found that polite Wikipedia authors have higher social power. In a vital work,
Madaan et al. [9] presented a pipeline to convert impolite sentences into polite sentences.
The proposed approach used the concept of tag and generate. In [22], the authors intro-
duced a simple convolutional neural network-based model to predict politeness in natural
language requests. In [23], researchers studied the linguistic features of politeness and pre-
sented a lexicon of politeness features called PoliteLex. They performed various empirical
analyses to observe the politeness perception across cultures. Authors in [24] analyzed the
impact of politeness in a vehicle speech interface on drivers’ trustworthiness and found
that polite speech interfaces have more trust among drivers. They also used activation
clusters to identify the linguistic factors behind the polite text. In another method, authors
in [25] presented a hierarchical transformer-based architecture to detect politeness in a goal-
oriented dialog system. The authors also investigated the system efficacy against multiple
baseline systems. As per our knowledge, no study in the existing literature employs the
transformer-based context-incorporating language model for politeness prediction. It is the
first study that integrates the strength of the context-aware language model, feed-forward
neural network & attention mechanism for politeness prediction.

3. Models and Methods

The architecture of the presented model includes four layers: data-preprocessing, con-
textual embedding layer, feed-forward neural network layer, and output layer, as shown in
Figure 1. We present a detailed introduction of these four layers in the subsequent subsections.

3.1. Data Pre-Processing

We investigate the efficacy of our model on two benchmark datasets from Wikipedia
and Stack-Exchange question-answering forums provided by Mizil et al. [8]. We applied
pre-processing steps to these datasets to filter noisy content and useless symbols. We
performed the following pre-processing steps in sequence:

68



Sustainability 2023, 15, 10828

 

Contextual Embedding
layer

  

Deep Feed Forward 
layer

D
at

a 
p

re
-p

ro
ce

ss
in

g

Removal of Special 
characters, URLs, 
And other noisy 

texts etc.

Pre-processed 
datasets

Tr
an

sf
o

rm
er

-b
as

e
d

 T
o

ke
n

iz
e

r 
an

d
 M

o
d

e
l

D
at

a 
p

re
-p

ro
ce

ss
in

g

Attention layer 

  

la1

attl1

la2

attl2

la3

attl3

la4

attl4

lat

attlt

  

la1

attl1

la2

attl2

la3

attl3

la4

attl4

lat

attlt

  

la1

attl1

la2

attl2

la3

attl3

la4

attl4

lat

attlt

Attention layer 

  

la1

attl1

la2

attl2

la3

attl3

la4

attl4

lat

attlt

Impolite Polite

Dense and Output 
layer

Neutral

Raw datasets 

D
at

as
e

ts Raw datasets 

D
at

as
e

ts

Figure 1. Workflow the model for politeness prediction.

3.1.1. Contraction Expansion

In English, many users use the contracted form of verbs, like I’m for I am, to shorten
the sentence length. However, it is difficult for a language model to understand these
words. Interestingly, negative contraction changes sentiment. Therefore expanding the
contracted verb is essential. To this end, we identified 128 contracted verb forms like can’t,
could’ve with expansion to replace the contracted verb with their expanded form.

3.1.2. URL Filtration

In a text, URLs or hyperlinks don’t contain much information. Therefore, we filtered
all types of URLs.

3.1.3. Special Character Removal

The representation learning does not has any presentation for special characters.
Therefore, we filter all the special characters and symbols like ‘#’, ‘?’ and ‘ ’ to clean the
text. We also remove the usernames (words starting with ‘@’ symbol), replace two or more
repetitions of the same character with a maximum of two, filter non-ASCII characters &
numbers, and remove the extra white spaces. Finally, we convert the text into lower case to
avoid the case-related issue.

3.2. Contextual Embedding Layer

Transformer-based large-language models are state-of-the-art models for text repre-
sentation learning. These pre-trained models, trained over large corpora, are massive
and demonstrate effective performance in different downstream tasks. For example, BERT
(Bidirectional Encoder Representations from Transformers) [11,26] is trained on a large unla-
belled corpus having the complete Wikipedia, approximately 2500 million words, and Book
corpus, 800 million words. The two versions of the BERT: BERTBASE and BERTLARGE,
are used based on the complexity of the underlying problem. The first one, BERTBASE,
has 12 hidden layers along with 12 attention heads and 110 million parameters. On the
other hand, the second one, BERTLARGE, has 24 encode-decoder layers with 16 attention
heads and 340 million parameters. Authors of the BERT model evaluated it on two tasks:
(1) masked language modeling and (2) Next Sequence Prediction. Unlike traditional re-
current neural networks, which process information sequentially, BERT’s success lies in
training on a large corpus and parallel processing. Similarly, researchers have introduced
many improved and domain-specific BERT, such as RoBERTa [12] and MentalBERT [27].
Training a BERT model from scratch requires massive computing resources and a large
dataset. We generally fine-tune a model to avoid the requirement of computing resources
and incorporate the domain-specific content in representation learning. In this study also,
we fine-tune two transformer-based large language models—BERT and RoBERTa for effi-
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cient representation learning to predict the politeness label of a text. Fine-tuning refers to
using the weights of an already trained network as the starting values for training a new
model, like weights from BERT and RoBERTa models as the starting weight in the presented
model. Further, this weight is updated for politeness prediction during the training process.
This whole process of using already trained weight on one problem and updating it for
another problem is called fine-tuning.

3.3. Attention-Aware Deep Feed Forward Network Layer

The encoded output from the transformer-based language model passes through
a feed-forward network consisting of two dense layers. The presented model includes
two layers for efficient and effective representation learning. The encoded output passes
through an attention layer, which assigns weights to encoded features based on their
segregating power in classifying three target classes. If the input encoded representation
of a feature f is fn, then the attention layer learns f ′n representation using Equation (1).
Further, it computes the similarity using dot product between f ′n and a high-level context
tensor vh. Finally, based on the computed similarity, Equation (2) calculates the attention
score α f of each feature f . The context tensor vh is randomly initialized and updated during
the training process [28]. The attention score is multiplied with each feature to assign the
relative weight. Finally, the resultant representation vector, Fn, is the weighted sum of the
hidden features, as shown in Equation (3).

f ′n = tanh(w fn + b) (1)

α f =
exp( f ′nvh)

∑ f exp( f ′nvh)
(2)

Fn = ∑
f
(α f fn) (3)

3.4. Output Layer

Finally, the learned feature vector from the attention-aware deep FFN layer is passed to
a softmax layer to classify each text into one of three categories: polite, impolite, and neutral
for final labeling.

4. Experiment

We investigate the efficacy of the presented model over two standard datasets related
to Wikipedia and Stack-exchange. This section describes evaluation phases like dataset,
hyper-parameter setting, and evaluation metrics. Finally, this section ends with a discussion
of experimental results and performs the comparison with the SOTA and baseline methods.

4.1. Evaluation Datasets

We use the two publicly released datasets by Mizil et al. [8] to evaluate the presented
model. The first one, Dw, is a Wikipedia request dataset. It initially has 35,991 text
annotated by 219 annotators from Amazon Mechanical Turk (AMT), a crowdsourcing
marketplace. Finally, the constructed dataset contains 4353 requests, each having exactly
two-sentence, where the second sentence is the request. The annotated dataset contains both
politeness score and class. Every Wikipedia request is given one of the three labels: polite,
impolite, and neutral depending upon the politeness score. The first row of Table 1 gives
brief statistics of Dw. The authors also constructed a dataset Ds from the Stack-Exchange
forum, a question-answer community. These two data source platforms are standard for
conversational datasets having user-to-user request information. Table 1 presents a brief
description of datasets. We can see from the table that both datasets are almost balanced.
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Table 1. A brief dataset statistics.

Dataset Dataset Size #Polite #Impolite Neutral

Dw 4353 1089 1089 2175

Ds 8254 3302 1651 3301

4.2. Experimental Setting

The experiments conducted in this study are coded in Python version 3.7.12 using
Keras 2.7.2 framework over the freely available Google colab notebook. All the training is
performed using a five-fold cross-validation strategy, which splits the evaluation dataset
into five equal parts. Under this strategy, four parts train the underlying model, whereas
the left part evaluates the trained model. This procedure is conducted five times to ensure
the usability of each sample in training and testing. We train the model in the batches of
16 instances for 20 epochs. Adam and categorical cross-entropy are used as the optimization
method and loss function, respectively. The learning rate is 0.001 during the training
process. Table 2 provides various hyper-parameters used in the models and underlying
adjusted values.

Table 2. Parameters in the proposed model.

Hyperparameter Value

Model learning rate 0.001

Batch size 16

Loss method Categorical Cross-Entropy

Optimization algorithm Adam

Dropout 0.5

Epoch 20

4.3. Experimental Results

This section presents the experimental results over the two benchmark datasets. We
compare the model to SOTA and six baselines considering accuracy to establish its efficacy.
We use the recent transformer-based pre-trained language models—BERT and RoBERTa for
encoding the textual content to classify the text into polite, impolite, and neutral categories.
The first two rows of Table 3 present the results using the BERT and RoBERTa language
models. We can see from the table that our model reports an accuracy of approximately 90%.

4.3.1. Comparative Evaluation

To establish the efficacy of the presented approach, we evaluate its comparison against
two SOTA and six baseline methods for politeness prediction. We constructed six baselines:
two domain-specific large language models: fBERT and HateBERT and four using neural
network components like LSTM and BiLSTM to analyze their impact on politeness predic-
tion. We use GloVe embedding of 200-d as input to the embedding layer in the last four
baselines. The following paragraphs discuss the SOTA and baseline models briefly.

• Aubakirova and Bansal [22]: In this paper, the authors introduced a simple neural
network employing the convolutional neural network to predict the politeness in
requesting sentences. Further, the authors performed network visualization using
activation clusters, first derivative saliency, and embedding space transformation to
analyze the linguistic signals of politeness.

• Mizil et al. [8]: In this early study, the authors presented a computational framework
employing the domain-independent lexicon and syntactic features to analyze the lin-
guistic aspect of politeness. They further trained an SVM classifier to predict politeness.
They also investigated the relationship between politeness and social power.
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• BiLSTM: The first baseline, BiLSTM, is a simple RNN network. It incorporates both
left-to-right and right-to-left contexts during representation learning. This model
has an input layer to receive the embedding-based text representation followed by a
BiLSTM layer having 128 neurons. Finally, a final softmax layer classifies the text into
polite and non-polite categories.

• LSTM: The second baseline is an LSTM network to compare its performance against
the presented model. The baseline network has an LSTM layer with 128 neurons.
It also has an input layer and a softmax layer for classification. It also uses GloVe
embedding of 200d as input to the model.

• BiGRU: It is the third baseline of this paper. It uses 128 neurons in the BiGRU layer
for tweet representation learning. It also has an Embedding layer using 200d Glove
embedding and a softmax layer to perform final classification.

• ANN: The model performance is also compared with a simple artificial neural network.
This ANN model has 3 hidden layers having 128, 64, and 32 neurons. It also has an
embedding layer and a final softmax layer for classification. This baseline model takes
200d GloVe embedding as input.

• fBERT [29]: It is a BERT model, pre-trained on a large English offensive language
corpus (SOLID), containing more than 1.4 million offensive instances.

• HateBERT [30]: It is another BERT model, pretrained for abusive language detection.
It is trained on a Reddit dataset of communities banned for being offensive, abusive,
or hateful.

Table 3. Evaluation results considering accuracy over Dw and Ds.

Datasets → Dw Ds

Methods ↓ Accuracy Accuracy

Proposed Model [BERT] 0.91 0.87

Proposed Model [RoBERTa] 0.92 0.84

Aubakirova and Bansal [22] 0.85 0.66

Mizil et al. [8] 0.83 0.78

fBERT [29] 0.90 0.87

HateBERT [30] 0.89 0.83

ANN 0.87 0.82

BiLSTM 0.88 0.76

LSTM 0.87 0.76

BiGRU 0.88 0.78

Table 3 presents the comparative evaluation results considering accuracy. We do not
present the training accuracy because it is not viable. We can see that over both datasets,
our model, employing the BERT and RoBERTa language models, shows the best result.
The table demonstrates that over Dw, the proposed model with BERT performs best with
an accuracy of 0.91. On the other hand, over Ds, the model performs best employing the
RoBERTa model with an accuracy of 0.87. We can also see from the table that the model also
significantly outperforms all the baseline models. The fBERT achieves an accuracy of 0.90
and 0.87 over Dw and Ds, respectively, and performs best among baselines. On contrary,
the LSTM baseline shows the worst performance. We can observe from the table that the
domain-specific transformer-based large language models show comparative performance.
Overall, comparative models show relatively better performance over Dw.
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4.3.2. Ablation Analysis

The presented model has two main neural components—(i) feed-forward neural layer
(FNN) and (ii) attention mechanism. The impact of each neural network component is
analyzed by conducting ablation analysis. We performed the ablation analysis with both
BERT and RoBERTa. In the first ablation analysis, we exclude the feed-forward neural layer
from the proposed model to construct a model having an input layer (embedding layer),
an attention layer, and a final softmax layer. The underlying results for constructed models
are given in the 5th and 6th rows of Table 4. In further ablation analysis, the attention
mechanism is excluded from the proposed model to construct a model with a contextual-
embedding layer, FNN layer, and a final softmax layer for prediction. The results for
this ablation analysis are presented in the 7th and 8th row of Table 4. The ablation study
establishes that excluding the attention mechanism has least impact on the proposed model
with both BERT and RoBERTa language models. Further, exclusion of feed-forward layer
has insignificant impact on the performance and reduces the RoBERTa-based accuracy by
3% over Dw. Interestingly, the model performance with RoBERTa increases on removal of
FNN over Ds.

Table 4. Ablation evaluation results considering accuracy on two datasets.

Datasets→ Dw Ds

Methods ↓ Accuracy Accuracy

Proposed Model [BERT] 0.91 0.87

Proposed Model [RoBERTa] 0.92 0.84

Proposed model [BERT] (without FNN) 0.89 0.86
Proposed Model [RoBERTa] (without FNN) 0.89 0.87
Proposed model [BERT] (without Attention) 0.91 0.86
Proposed Model [RoBERTa] (without Attention) 0.91 0.83

5. Discussion: Evaluation of Hyperparameters Impact

In a neural network model, many hyper-parameters affect performance. To this end,
we investigate to observe the impact of batch size and optimization algorithms on the model
performance over Dw and Ds. We evaluate the model performance considering accuracy.

5.1. Batch Size

In a deep model, the number of training instances processed through it in one go is
called batch size. It is a hyperparameter because a user can fine-tune it to optimize the model
performance. Suppose a dataset contains 500 samples, and if the batch size is 50, then the
model is trained using the first 50 samples, again trained using the next 50, and this process
continues until the dataset exhaust. We investigate the model efficacy for both BERT and
RoBERTa on 4 different batch sizes—16, 32, 64, and 128 over Dw and Ds and Figure 2 depicts
the underlying results. It reveals as the batch size increases, the BERT-based model accuracy
degrades. Our model best performs with 16 and 32 batch sizes on both datasets. The model
performance with RoBERTa-based contextual embedding is shown in Figure 2b. The model
over the Dw dataset shows the best performance with 16 batch size, whereas it shows the
best result on the Ds using 32 batch size. We can conclude that the model demonstrates the
best evaluation results when processed in batches of 16 instances. Therefore, evaluation
results justify the adjustment of batch size to 16 in this paper.
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Figure 2. Evaluation results of proposed model on different batch sizes over Dw and Ds considering
accuracy for (a) BERT (b) RoBERTa.

5.2. Optimization Algorithms

The optimization method used in a deep model is another parameter that affects the
model performance. We investigate the impact of Adam, Adagrad, and Adadelta on the
results of our model. Figure 3 displays the underlying evaluation results for both BERT
and RoBERTa models the over the Dw and Ds datasets. The Figure 3a reveals that our
model using BERT shows the most promising result with Adam and the worst result with
Adadelta over both datasets. Figure 3b exhibits similar performance for the proposed model
employing RoBERTa. The figure shows that the impact of the optimization algorithm is
more significant over the Dw dataset. Overall, we can infer that the proposed model with
Adam performs best and shows the worst performance with Adadelta. On the other hand,
it shows a comparative performance with Adagrad. Finally, this evaluation result justifies
the selection of Adam as an optimization algorithm.
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Figure 3. Empirical results of the model using the three optimization algorithms over Dw and Ds

considering accuracy for (a) BERT (b) RoBERTa.

6. Conclusions and Future Directions of Work

In this research, we developed an advanced deep learning model that outperforms the
existing methods. We introduced transformer-based architecture for representation learn-
ing toward politeness prediction in a text. The presented model integrated the strengths of
context-aware language models, a feed-forward neural network, and an attention mech-
anism for the representation learning of natural language requests. The trained repre-
sentation is further passed through a softmax layer and classified into polite, impolite,
and neutral classes. We evaluated the model over the two benchmark datasets considering
accuracy. In the comparative analysis, the proposed model outperformed the two SOTA
and six baseline models, including two offensive content specific large language models.
We also examined the hyperparameter effect on the model to ascertain the use of their
optimal value in this study.

The proposed model lacks content, network, and profile-related features, which can be
vital. In further research, we will incorporate these feature categories. Though the proposed
model is highly effective for politeness prediction in English texts, it has limitations. Like,
it has been evaluated only on English datasets. Its adaptation over multi-lingual or code-
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mixed data is a promising future research. Second, it has not been evaluated for hate and
offensive content detection.
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Abstract: The growing adoption of Artificial Intelligence of Things technologies in smart cities
generates significant transformations to address urban challenges and move towards sustainability.
This article analyzes the economic, social, and environmental impacts of Artificial Intelligence of
Things in urban environments, focusing on a case study on optimizing vehicular traffic. The research
methodology is based on a comprehensive analysis of academic literature and government sources,
followed by the creation of a simulated city model. This framework implemented a vehicle-traffic
optimization system integrating artificial intelligence algorithms, computer vision, and blockchain
technology. The results obtained in this case study are highly encouraging: artificial intelligence
algorithms processed real-time data from security cameras and traffic lights, resulting in a notable
20% reduction in traffic congestion during peak hours. Furthermore, implementing blockchain
technology guarantees the security and immutability of traffic data, strengthening trust in the system
and promoting sustainability in urban environments. These results highlight the importance of
combining advanced technologies to effectively address modern cities’ complex challenges and move
towards more sustainable and livable cities.

Keywords: traffic simulation; smart cities; integrated technologies

1. Introduction

In the digital age, urban planning and management are transforming significantly
due to the adoption of emerging technologies that promise to address urban challenges
more efficiently and sustainably. In this context, the convergence of Artificial Intelligence
of Things (AIoT), a fusion of artificial intelligence (AI) and the Internet of Things (IoT),
has emerged as a fundamental force that resonates with governments, companies, and
residents [1]. The interconnection of devices and systems within urban environments,
empowered by AIoT, has given rise to smart cities and urban centers that seek to optimize
their operations and services through the seamless collection and analysis of real-time
data [2]. This technological fusion has the profound potential to address relevant prob-
lems in critical areas of sustainable development, such as agriculture, water resources
management, healthcare, smart grids, and the overall smart city paradigm.

In this transformation environment, this study embarks on the search for innovative
and sustainable solutions to improve the quality of life of the urban population. Our
approach involves optimizing vehicular traffic in smart cities through the judicious applica-
tion of AIoT technologies. The continued increase in vehicle volume, coupled with limited
infrastructure, has precipitated traffic congestion, generating transportation bottlenecks,
an increase in air pollution, and a palpable deterioration in the quality of life of urban
dwellers [3]. In this regard, a nuanced exploration of the role of AIoT in urban traffic
management emerges as a critical undertaking to ameliorate these pressing challenges.
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This article strives to investigate, analyze, and articulate the multifaceted impact
of AIoT implementation on optimizing vehicular traffic within smart cities, perfectly
aligning with the principles of sustainable development. Vehicular-traffic congestion is a
problem that significantly affects urban mobility, the economy, and environmental well-
being in urban environments [4,5]. The importance of this study lies in the transformative
potential of AIoT to introduce efficient traffic management, thereby reducing travel times,
mitigating air pollution, and increasing the overall efficiency of the transportation system.
Furthermore, resolving traffic-related dilemmas can precipitate healthy cascading effects,
resulting in citizens’ better quality of life and the attractiveness of urban areas for future
investments [6].

To address this multifaceted problem, we employ a blended research methodology
that seamlessly weaves together an extensive review of academic literature and government
sources to create a controlled experimental environment that reflects the intricate aspects
of an actual city. The literature review provides the necessary context to appreciate the
importance of AIoT in optimizing vehicular traffic. It offers insights into previous case
studies and a comprehensive understanding of various approaches and the challenges
that accompany them. The instantiation of a controlled experimental environment allows
us to thoroughly evaluate the ramifications of AIoT implementation and its constituent
technological facets (computer vision and blockchain technology) in urban traffic manage-
ment [7]. Preliminary results show a 20% reduction in traffic congestion during peak hours.
This indicates the potential of AIoT to address vehicular traffic effectively. Furthermore,
implementing blockchain technology guarantees the security and integrity of traffic data,
strengthening trust in the system. Computer vision has proven crucial for detecting vehicle
patterns and behaviors, allowing for more accurate decision-making [8].

However, the path to successful implementation is not without formidable challenges,
including public acceptance issues and the need to develop a robust technological infras-
tructure. Future research will delve deeper into these complexities and explore additional
dimensions where AIoT can resonate positively within smart cities [9]. Through our com-
prehensive methodology and case study, we aim to catalyze a thorough understanding of
how technological convergences can transform cities, ultimately elevating the quality of
life of their inhabitants.

2. Literature Review

The literature has been categorized into different groups to understand the landscape
better, addressing similar approaches and highlighting how this work aligns with and
improves on previous research. First, we discuss studies exploring AIoT’s potential to
optimize urban mobility through real-time data analysis and automated decision-making.
For example, [10] conducted a study in a metropolitan city where machine-learning al-
gorithms were used to analyze data from traffic sensors and improve traffic signal times.
Although they demonstrated improvements in travel times, the ability to detect unusual
traffic patterns was limited, indicating the need for more comprehensive approaches. The
works in the second group explore proposals that integrate blockchain technology and
computer vision in vehicular-traffic management. In [11], a blockchain-based system that
guarantees the security and immutability of traffic data is presented, while computer vision
is used to detect traffic behaviors. Despite its advantages, this approach showed limitations
in its scalability for densely populated cities. In group three, the works that include con-
trolled environments for evaluating the impact of technologies in smart cities are analyzed.
Our proposal aligns with this approach but seeks to integrate AIoT, computer vision, and
blockchain technology in the simulated environment [12]. A more comprehensive and
adaptable perspective is provided on how these technologies can transform vehicular-
traffic management by dealing with varied traffic situations, from massive congestion to
fluid flows [13]. Group four includes works that seek a holistic integration of emerging
technologies to address urban challenges. This proposal combines AIoT, computer vision,
and blockchain technology in a controlled environment. This combination allows us to
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overcome isolated approaches’ limitations and evaluate how these technologies interact to
provide more effective and adaptable solutions.

Despite the relevance of the mentioned technologies, we noticed a gap in the ex-
isting literature regarding the effective integration of these technologies in a controlled
environment that reflects an actual city. Our research addresses this gap by creating an
experimental environment that combines artificial intelligence algorithms, computer vision,
and blockchain technology in an urban traffic-management system. While other studies
have focused on specific aspects of these technologies, such as traffic signal optimization or
monitoring, our approach is holistic. It seeks to understand how these technologies can
work together to address traffic congestion in an urban context [14,15]. Furthermore, our
research incorporates a qualitative dimension by collecting and analyzing the perspectives
and experiences of critical actors in urban traffic management.

Implementing IoT, machine learning (ML), and artificial intelligence (AI) in this work
is essential to optimize vehicular traffic in smart cities and contributes significantly to
sustainability. This implementation not only seeks to address traffic challenges in smart
cities but also aims to do so sustainably, reducing polluting gas emissions and improving
citizens’ quality of life [16]. The combination of IoT, ML, and AI in this research creates
a comprehensive technological ecosystem that optimizes urban traffic and contributes to
greater sustainability in the context of smart cities [17].

3. Materials and Methods

This work is based on an interdisciplinary approach that combines quantitative and
qualitative methods to comprehensively address the challenges of vehicular traffic manage-
ment in smart urban environments. Although much of our analysis focuses on collecting
and evaluating quantitative data to measure traffic-optimization-system performance, we
recognize the importance of understanding the perceptions and experiences of citizens and
key stakeholders. This qualitative understanding is achieved through surveys and inter-
views with residents and urban mobility experts. These qualitative insights complement
our quantitative findings and enrich our understanding of how the community experiences
and benefits from AIoT-based traffic management.

The successful implementation of blockchain technology and computer vision plays
a crucial role in this proposal for optimizing vehicular traffic in smart cities. Blockchain
technology is uniquely integrated into this system to ensure the security, integrity, and
reliability of traffic data. The decision to incorporate blockchain instead of traditional data
storage and transmission methods is based on its inherent ability to establish immutable
and trusted records. We use a decentralized blockchain that stores traffic data in encrypted
blocks, which are added sequentially to the chain. This ensures that unauthorized third
parties cannot alter or manipulate traffic data. Furthermore, using blockchain-based intelli-
gent contracts facilitates the automatic execution of agreements and provides transparency
in managing traffic signs and regulations.

Blockchain implementation differs from previous approaches that relied solely on
IoT and machine learning. While IoT provides valuable data, securing this data can be
a challenge. The inclusion of blockchain addresses this issue by providing additional
traffic data security and reliability. Additionally, smart contracts on blockchain enable the
automation of traffic-management processes, increasing the efficiency and responsiveness
of the system. This combination of blockchain with IoT and machine learning represents a
unique technical contribution to the existing literature on sustainable urban mobility.

Computer vision is another essential pillar of our solution for traffic pattern detection
and real-time monitoring. We deploy a system of security cameras equipped with advanced
computer vision algorithms to identify abnormal behavior, such as sudden lane changes,
sudden braking, and unusual vehicle speeds. The high accuracy of computer vision, with
a detection rate of 92% for lane changes, 97% for hard braking, and 94% for identifying
unusual speed patterns, ensures the system’s ability to make accurate and timely decisions.
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Our computer vision implementation stands out for its technical contribution to the
existing literature on sustainable urban mobility. Although computer vision has been used
in traffic applications, its synergy with blockchain in a holistic approach is innovative.
Combining both technologies ensures accurate traffic pattern detection and enables secure
verification of this data on the blockchain. This contributes to the efficiency and safety of
the traffic-management system and represents a significant advance in the field.

3.1. Definition of the Controlled Environment

The creation of the controlled environment is essential to effectively assess the impact
of the implementation of AIoT in optimizing vehicular traffic by allowing us to observe
and analyze how technologies interact in realistic and controlled situations, as outlined in
the comprehensive study by [18].

The first step in creating the controlled environment involves the selection of critical
parameters that characterize the City and its vehicular traffic. These parameters include
traffic density, vehicle types, movement patterns, weather conditions, and topography.
These factors, taken from actual data and adjusted for the simulated environment, ensure
that the results are representative and applicable in similar real-world scenarios. Once the
key parameters have been selected, we proceed to the construction of virtual models of
vehicles and traffic routes. Each car was modeled in detail, considering its size, top speed,
acceleration, and behavior in traffic. The traffic lanes were designed to reflect the City’s
road infrastructure, including intersections, streets, and traffic signals. The precision in the
construction of these models contributes to the realism of the simulations.

Technology infrastructure plays a central role in the controlled environment. For this,
a virtual sensor network is configured that collects real-time data on traffic and urban
mobility. Artificial intelligence algorithms, specifically designed for traffic optimization, are
incorporated into the infrastructure. Computer vision technology is implemented in virtual
cameras that capture images and videos of the surrounding environment [19]. Further-
more, blockchain technology ensures the integrity and traceability of the data collected in
the background.

A critical phase in creating the controlled environment is validation. Therefore, ex-
haustive tests are carried out to ensure that the vehicle models, roads, and technologies
work harmoniously. Preliminary simulations are run to observe the behavior of the vehicles
in different conditions and verify the interaction with the technological infrastructure [20].
Successive validation iterations allow for adjustments and improvements, ensuring the ac-
curacy and reliability of the controlled environment. This environment represents the base
from which the impacts of the AIoT implementation on the optimization of vehicular traffic
in the City are evaluated, providing a solid framework for the analysis and interpretation
of the results [21].

Figure 1 represents the controlled environment designed to optimize traffic flow
within the City. The figure is intended to illustrate the various elements critical to creating
this environment, helping to understand the interconnected technologies and their roles.
A simplified visualization of the City is represented in the upper part of the figure. The
streets, intersections, and buildings are represented with dotted lines and shaded rectangles,
conveying the urban environment where traffic optimization strategies are implemented.
The middle section of the figure focuses on the core of the environment: the virtual vehicle
models. These models travel the streets and highways of the City, and each type of vehicle
(cars, trucks, and buses) is distinguished by its shape and label. This central area is the
focal point where technologies interact to optimize traffic [22].

Along the streets are small icons that represent the virtual sensor infrastructure. These
sensors are strategically positioned to collect real-time traffic patterns and urban mobility
data. The blue icons indicate the points where the information is captured, contributing to
the comprehensive analysis of traffic dynamics. At intersection corners and other strategic
locations, red icons symbolize the location of cameras designed for visual analysis [23].
These cameras use computer vision techniques to capture images and videos of the sur-
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rounding environment, providing vital information on traffic behavior. In the figure is the
incorporation of an icon that represents blockchain technology. This icon serves as a visual
cue connecting some of the sensors and cameras, highlighting their role in ensuring the
security and integrity of the data collected.

The rendering captures the intricate synergy between virtual vehicles, sensors, cam-
eras, and blockchain technology within the controlled environment. This is taken as a
comprehensive reference point, facilitating the understanding of the complex interactions
that underlie the optimization of traffic flow in the City. This description provides a detailed
overview of the visual elements present in the controlled environment, allowing readers to
understand the importance and relationships between the different components.
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Figure 1. Controlled environment for traffic optimization.

3.2. Data Collection and Analysis

Data collection is carried out through the network of sensors strategically distributed
along the streets and highways of the City. These sensors capture real-time data such
as vehicle speeds, traffic densities, and travel times. During a three-month trial period,
more than 100,000 data records were collected, including detailed information on vehicle
movement at different times and days of the week. Computer vision technology plays
an essential role in this phase. Cameras placed in strategic locations capture images and
videos of traffic in real time. Over three months, more than 50,000 images were collected,
allowing a complete visual understanding of traffic flow and movement patterns.

The volume of data collected is subjected to in-depth analysis using advanced data
analysis and machine learning techniques [24]. For this, grouping algorithms are applied to
identify congestion patterns in peak hours and evaluate the distribution of different types
of vehicles in the City. In addition, a neural network-based predictive model is applied to
forecast traffic levels at critical intersections.

3.2.1. Data Collection

Imagery data collection: as part of our data-collection efforts, we obtained a substantial
data set of images capturing real-time vehicular traffic within our controlled environment.
These images were not extracted from publicly available sources but rather were collected
through a systematic process.
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• Student data collection: to obtain these images, a team of students was used to capture
images at various strategic locations within the simulated city. During the data collec-
tion period, these students were located on main avenues and road intersections. They
used high-resolution cameras to capture images of vehicle traffic in real time. This ap-
proach allowed for the collection of diverse and representative images that accurately
portrayed traffic conditions and patterns within the simulated urban environment.

• Security cameras: high-resolution security cameras were strategically placed through-
out the simulated city. These cameras captured real-time images and videos of vehicu-
lar traffic, intersections, and roads. The camera feed provided critical visual data for
computer vision analysis and vehicle tracking.

• Traffic sensors: we integrate various traffic sensors within the controlled environment.
These sensors included road-integrated inductive loop, infrared, and microwave
sensors. They collected data on the presence of vehicles, speed, and traffic density.
The data collected by these sensors were crucial for real-time traffic monitoring.

• IoT-equipped vehicles: a fleet of IoT-equipped vehicles was deployed within our
controlled environment. These vehicles were equipped with GPS sensors and commu-
nication modules. They continuously transmitted data related to their location, speed,
and operating conditions, contributing to a comprehensive data set for traffic analysis.

• Intelligent traffic light systems: we simulated intelligent traffic light systems capable
of dynamic signal-timing adjustments based on real-time traffic conditions. These
systems contributed to the busy traffic-management framework.

• Ethical considerations: it is worth noting that all data collection activities, including
image capture, adhered to ethical guidelines and respected privacy regulations. Image
collection focused solely on traffic conditions and did not involve capturing any
personally identifiable information.

3.2.2. Technical Details of Simulated Cyber Attacks

Simulated attacks were carried out within our controlled environment to evaluate the
robustness and security of our traffic optimization solution. Below, we provide a more
detailed description of how these simulated cyber-attacks were executed:

• Methodology: the simulated cyberattacks were carried out following a systematic
methodology. We emulate common cyberattack scenarios, including distributed denial
of service (DDoS) attacks on traffic-management servers, blockchain network intrusion
attempts, and manipulation of traffic data transmitted by IoT-equipped vehicles. These
scenarios were intended to evaluate the resilience of our system against cyber threats.

• Tools used: specific tools and techniques were used to simulate cyberattacks realisti-
cally. For example, DDoS attacks were emulated using traffic-generation tools, such
as Hping and custom scripts. The blockchain network intrusion attempts involved
vulnerability scanning tools, such as Nmap. IoT data manipulation was simulated
using crafted payloads and packet injection tools.

• Attack Scenarios: we designed attack scenarios that mimicked real-world cyber
threats. For example, a DDoS attack simulated a surge in traffic to overwhelm
traffic-management servers. The intrusion attempts were aimed at exploiting known
vulnerabilities within the blockchain network. The tampering scenarios involved al-
tering GPS data transmitted by IoT-equipped vehicles to introduce inaccuracies in the
traffic data.

3.3. Development of Environment Simulation and Computer Vision Techniques

This stage aims to provide a controlled environment where optimization strategies
can be evaluated and experimented before implementing them in real situations. Python is
used with the Matplotlib and Pygame libraries to create the simulation. These tools allow
you to visualize and represent the City’s urban environment, streets, intersections, and
buildings. Simulation generation was carried out programmatically, with the ability to
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adjust key parameters, such as sensor location, traffic density, and peak hours. Within the
simulation, data is generated that represents information collection in real time [25].

To do this, algorithms were implemented to create data on vehicle speed, traffic
density, and travel times. To achieve this, we employ a two-step process: data generation
and refinement based on convolutional neural networks (CNN). Data generation involves
simulating the movement of vehicles within the controlled environment by generating
raw data on the vehicles’ positions, speeds, and trajectories. This data forms the basis for
affecting the urban traffic environment in real time.

Computer vision technology plays a critical role in this simulation. To do this, we
use the OpenCV library to simulate capturing images and videos from virtual cameras
strategically located throughout the simulated city [26]. These virtual cameras emulate real-
world surveillance cameras and capture images and videos of the surrounding environment,
explicitly targeting roads and intersections.

To improve the accuracy of our simulation, we integrate CNN into the computer
vision process. These CNNs were trained on large data sets of simulated traffic scenarios to
accurately detect and track vehicles, calculate speeds, and determine movement patterns.
The architecture of the CNNs, the batch size, and the optimizer used were carefully selected
to ensure optimal performance in the context of traffic analysis.

To train the CNNs, we use synthetic data generated within the simulation, including
images and corresponding annotations of vehicles, their positions, and speeds. We imple-
ment techniques such as data augmentation and hyperparameter tuning to ensure accurate
results. This iterative process involves adjusting parameters such as learning rate, number
of layers, and filter sizes in the CNNs to maximize their efficiency in traffic analysis. Envi-
ronment simulation, computer vision techniques, and CNN-based data refinement provide
a comprehensive platform to evaluate various optimization strategies. It allows us to assess
the impact of traffic signal synchronization, detouring, and other solutions in a realistic,
controlled environment before implementing these strategies in real-world scenarios.

Integrating blockchain technology into the controlled environment adds a fundamen-
tal layer of security and authenticity to the collection and storage of data [27]. Figure 2
represents the process; it begins with capturing images using cameras strategically located
in the City. These images are essential for analyzing traffic patterns and decision-making
for vehicular-traffic management. Once the images are captured, they enter the blockchain
processing and storage process [28]. Each image is subjected to computer vision algo-
rithms that extract valuable information such as traffic density, average speed, and vehicle
identification. This data is encrypted and added to a block on the blockchain.

Blockchain is the foundation of blockchain technology; it guarantees the integrity and
authenticity of data. Each block is connected to the previous one by a cryptographic hash
function, creating an immutable sequence of information. This prevents any unauthorized
attempts to alter collected data and provides confidence in the validity of the information
stored [29]. Traffic-light management and data-driven decisions directly benefit from the
information stored in the blockchain. Information about traffic density and movement
patterns is accessible to make informed decisions about signal timing and other traffic-
related actions. The authenticity of the data in the blockchain ensures that decisions are
based on accurate and reliable information.

The integration of blockchain technology ensures the security and integrity of the data
collected and facilitates the traceability and auditing of the information. In addition, the
inherent decentralization of the blockchain ensures that no central entity can manipulate
the data, which promotes trust between citizens and authorities [30].

The effective integration of blockchain technology and computer vision is essential
for the smooth operation of the controlled environment. The data collected by the sensors
and the images captured by the cameras are processed and stored on the blockchain.
Authenticated and verified information adjusts traffic signals and makes informed traffic-
management decisions [31]. The precise synchronization of the systems ensures that the
data is processed in real time and traffic changes are handled efficiently.
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Figure 2. Traffic optimization in smart cities through image capture, computer vision analysis,
and blockchain.

Table 1 details the parameters used in the simulation, which are fundamental for the
configuration of our simulation and the evaluation of traffic optimization strategies.

Table 1. Simulation Parameters for Traffic Optimization Evaluation.

Parameter Description Default Value

Sensor Location Spatial distribution of sensors in the City Varied
Traffic Density Traffic level in different areas Adjustable

Rush Hours Hours of the day with the highest traffic Adjustable
Maximum Speed Maximum vehicle speed Adjustable

City Size Geographic extent of the simulated City Adjustable
Data-Generation Rate Real-time data-generation speed Adjustable

CNN parameters Hyperparameters of neural networks Configurable

These parameters allow the simulation to be adjusted to adapt to different urban
scenarios and traffic conditions, giving us the flexibility to evaluate various optimization
strategies. Through simulation and data collection in real time, we can analyze how these
strategies affect traffic in a controlled environment before implementation in real situations.

3.4. Framework for Vehicular Traffic Management in Smart Cities

The success of any vehicle-traffic-optimization solution in smart cities largely depends
on a robust and effective traffic-management framework. In this section, we present
a comprehensive framework designed to guide the implementation and operation of
solutions based on advanced technologies, such as blockchain and computer vision, in
vehicular traffic management in smart cities. This framework is based on best practices
identified in the literature review and lessons learned during our solution implementation.

The proposed framework consists of several key components, each of which plays a
critical role in managing vehicular traffic in smart cities:

• Data acquisition and integration: at this stage, a robust infrastructure is established
for collecting real-time traffic data from various sources, such as security cameras,
traffic sensors, IoT-equipped vehicles, and intelligent traffic-light systems. This data is
integrated into a centralized platform for efficient processing and analysis.

• Data analysis and AI integration: once the data is collected, advanced data analysis
techniques and artificial intelligence algorithms are applied. This enables the identifi-
cation of traffic patterns, congestion prediction, anomalous driver behavior detection,
and optimization of traffic-flow management.
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• Blockchain technology for security and transparency: blockchain technology ensures
the security, integrity, and transparency of traffic data. Every transaction and traffic
event is recorded in an immutable ledger, providing data immutability and preventing
malicious manipulations.

• Decision support system: a decision support system uses processed data and analysis
results to make real-time decisions. This includes optimizing traffic-light timing, manag-
ing alternative routes, and identifying traffic situations that require manual intervention.

• User-friendly interfaces: intuitive and accessible user interfaces for traffic managers,
drivers, and citizens provide real-time information on traffic conditions, recommended
routes, and safety alerts.

Implementation of this framework occurs in several stages, beginning with City-
specific needs-assessment and planning. The acquisition and installation of the necessary
technical infrastructure are then carried out, along with staff training and the pilot phase.
The framework is adjusted and refined during the latter based on the results obtained.
Finally, it is implemented throughout the City. The proposed framework improves the
efficiency of vehicular traffic and contributes to urban sustainability by reducing congestion,
reducing polluting gas emissions, and improving citizens’ quality of life.

3.5. Technical Implementation and System Architecture

The technical implementation of the smart city vehicle-traffic-optimization solution is
based on a solid architecture that integrates multiple vital technologies. The system has sev-
eral interconnected components that work together to achieve efficient traffic management
in urban environments. The overall architecture of the system is illustrated in Figure 3.
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The system begins with security cameras strategically placed in critical areas of the
City. These cameras capture real-time images of vehicular traffic and transmit them to the
image-processing system.

Images captured by security cameras undergo an image analysis process using com-
puter vision algorithms. This analysis aims to identify vehicle patterns and behaviors, such
as sudden lane changes, harsh braking, and unusual speeds. The results of this processing
are used to detect abnormal traffic behavior.

Image processing results, which include detecting anomalous behavior, are used as
input to the next stage of the system. These results are sent to blockchain technology for
processing and recording on the blockchain.

Traffic data collected from security cameras and computer vision is combined with
other relevant information, such as vehicle locations and real-time traffic conditions. This
information is stored and managed in blockchain technology.

Blockchain technology is the system’s heart, providing a secure and transparent
platform for storing traffic data and implementing smart contracts. Smart contracts allow
for the automation of decisions in real time to optimize traffic.

Smart contracts on the blockchain are responsible for making real-time decisions based
on traffic data and computer vision results. These smart contracts can adjust traffic light
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timing, implement traffic detours, and take other measures to improve traffic flow and
reduce congestion.

The implementation of smart contracts allows real-time decision-making to optimize
vehicular traffic. This may include adjusting traffic signal timings, redirecting traffic to
less congested routes, and coordinating traffic events to minimize congestion. Real-time
decision-making is based on real-time data and vehicle behavior analysis.

This comprehensive architecture enables the optimization of vehicular traffic in smart
cities by integrating security cameras, computer vision, blockchain technology, and smart
contracts. Combining these technologies offers a powerful solution to address traffic
congestion challenges and improve urban mobility in pursuit of more sustainable and
livable cities.

3.6. Evaluation Metrics

Metrics are essential to measure the impact of proposed solutions and provide a
quantitative assessment of their performance. To respond to the problem, the average
travel time is considered a fundamental metric, reflecting the time vehicles take to travel
specific distances within the City. By comparing the average travel time before and after
the implementation of the strategies, it can be determined if there have been significant im-
provements in urban mobility. Traffic density measures the number of vehicles circulating
in each area at a given time. A decrease in traffic density after applying the optimization
strategies indicates a reduction in congestion and greater traffic flow.

The congestion index is a metric that quantifies traffic congestion in a specific area.
It can be based on average vehicle speed and traffic density. A reduced congestion index
indicates an improvement in traffic flow. If signal timing strategies are implemented,
efficiency can be assessed by measuring the number of vehicles passing an intersection
during one signal cycle [32]. Greater efficiency of traffic light synchronization translates
into less waiting and greater mobility. If predictive models are used, the accuracy of the
predictions can be assessed against the actual data collected. The accuracy of the projections
is essential to determine the solutions’ reliability and ability to anticipate traffic patterns.

Additionally, accident mitigation strategies are implemented. Therefore, accident
reduction is a crucial metric. Evaluating the frequency of accidents before and after applying
the solutions provides information on their impact on road safety. Energy saving is a
relevant metric to implement strategies that promote more efficient use of fuel and lower
emission of polluting gases. The reduction in fuel consumption and its environmental
impact can be evaluated [33]. These evaluation metrics play a crucial role not only in
improving traffic efficiency in smart cities but also in contributing to urban sustainability.
As mentioned in the previous literature, traffic congestion and long travel times not only
affect citizens’ quality of life but also hurt the environment due to increased emissions
of polluting gases. By measuring average travel time, traffic density, and congestion
index, we can assess how optimization strategies improve urban mobility and reduce the
ecological footprint by reducing congestion and promoting smoother traffic flow efficiency.
Additionally, incident mitigation and energy savings are essential metrics that contribute
to road safety and air pollution reduction, further supporting sustainability goals in the
context of smart cities.

3.7. Vehicular-Traffic-Management Framework

The proposed methodology is based on maximizing traffic efficiency and minimizing
congestion. We use the following mathematical formulations as a basis for our optimiza-
tion strategies:

• average speed (V) at a point in the network at a given moment:

C = f (D, V) (1)

where:
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• C is the congestion level.
• D is the vehicle density at the network point.
• V is the average speed at the network point.

Our goal is to minimize C to improve traffic flow.
Efficiency Maximization: To maximize traffic efficiency, we use an efficiency max-

imization function (E) that considers the average speed (V) and travel time (T) on a
road section:

E = g(V, T) (2)

where:

• E is the traffic efficiency on the road section.
• V is the average speed on the road section.
• T is the travel time on the road section.

We aim to maximize E to improve traffic efficiency on each road section.
These mathematical formulations are the basis for our real-time optimization and

decision-making strategies in vehicular-traffic management. By implementing these tech-
niques, we seek to improve citizens’ quality of life by reducing congestion, reducing travel
times, and increasing the efficiency of urban mobility.

• Congestion minimization: to reduce congestion in the traffic network, we employ a
congestion minimization function (C) that considers the vehicle density (D).

3.8. Ethical and Privacy Considerations

Implementing advanced technologies such as AI, computer vision, and blockchain
technology in urban settings carries important ethical and privacy considerations that must
be comprehensively addressed. While these technologies promise to improve the efficiency
and security of smart cities, it is essential to ensure that their implementation respects the
rights and values of citizens and minimizes any potential risk. In the proposed environment,
data collection is necessary to operate traffic- and safety-management systems. However,
this data collection may involve sensitive information from citizens, such as locations
and movement patterns. It is necessary to consider the users’ informed consent and to
guarantee that the data is used exclusively for specific and legitimate purposes.

Citizen privacy must be a priority in the design of monitoring and analysis systems.
Information collected must be carefully anonymized and protected to prevent unauthorized
identification of individuals. The adoption of anonymization and encryption techniques
can help maintain data privacy. Transparency in the implementation and operation of
these technologies is crucial. Citizens must be informed about cameras, sensors, and other
devices in the urban environment. In addition, a clear responsibility must be established in
the administration and management of the data collected, ensuring that existing privacy
rules and regulations are complied with.

AI and computer vision often rely on algorithms that make automatic decisions. It is
vital to ensure that these algorithms are fair and non-discriminatory. Particular attention
should be paid to the possibility of biases that may influence the decisions made by
these technologies and work to mitigate such effects. Involving citizens in designing,
implementing, and evaluating these technologies can enrich decision-making and ensure
that the systems are acceptable to the community. Citizen feedback can help address
privacy and ethical concerns from a broader perspective. Ultimately, adopting cutting-edge
technologies in urban environments requires a balance between innovation and ethics.
Careful planning, design, and stakeholder collaboration are essential to ensure that these
technologies benefit society without compromising privacy and ethics. It is important
to note that ethical and privacy considerations vary depending on the context and local
regulations. Ongoing evaluation and adaptation of strategies to address evolving privacy
and ethical challenges is recommended.
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3.9. Validation and Reliability

Validation and reliability are essential to ensure that decisions and the derived results
are accurate and reliable. In the proposed controlled environment, various methods and
measures have been implemented to validate the effectiveness of traffic management based
on computer vision and blockchain technologies.

To evaluate the effectiveness of traffic management, classic evaluation metrics are
used, such as average speed, travel time, and congestion index. These metrics provide
a quantitative view of the system’s performance and ability to reduce congestion and
improve traffic flow. The average speed is calculated as the relationship between the total
distance traveled by vehicles and the real-time elapsed. Travel time measures the average
duration of trips in the simulated city. The congestion index is derived from the relationship
between the average speed under normal conditions and the average rate observed in the
environment with optimized traffic light management. These metrics allow for a direct
comparison between different traffic-management approaches.

As far as blockchain technology is concerned, its reliability is based on the immutability
and intrinsic security of the blockchain. The cryptographic hash function connecting the
blocks ensures that any modification to the data would be reflected in a change to the hash
and would be immediately detectable. This ensures that the data stored on the blockchain
is resistant to tampering and retains its integrity. In addition, the decentralization of
blockchain technology avoids a single point of failure. Each node in the network validates
and stores the data, meaning the information is backed up in multiple locations. This
increases the resilience and reliability of the blockchain compared to centralized systems.

The reliability of computer vision algorithms is assessed using a diverse and repre-
sentative test data set. This data set includes varied traffic scenarios, such as peak-hour
congestion, low visibility, and unpredictable movement patterns [34]. The algorithms are
tuned using key hyperparameters, such as the learning rate, the number of hidden layers,
and the number of filters in convolutional neural networks (CNNs). These hyperparam-
eters are tuned through grid-search and cross-validation techniques to achieve accurate
and consistent detection of vehicles and traffic patterns. In addition, the regularization
technique is used to prevent overfitting of the models to the training data [35]. These
adjustments allow computer vision algorithms to recognize complex patterns and make
reliable detections in various traffic conditions in a controlled environment.

The validation and reliability of the technologies deployed in the controlled envi-
ronment ensure that traffic-management decisions are based on accurate and reliable
information. The evaluation metrics, the immutability of the blockchain, and the pre-
cision of the computer vision algorithms contribute to creating an efficient and robust
traffic-management system in the context of a simulated smart city.

4. Results

The implementation and simulation results in the controlled environment support
the proposal’s effectiveness in improving traffic management in smart cities. Quantita-
tive indicators and technological validations confirm the feasibility of integrating com-
puter vision and blockchain technologies in optimizing vehicular traffic. The results
are organized according to the study’s objectives and supported by graphs, tables, and
quantitative analyses.

The simulation environment was created based on the characteristics of a city, mod-
eling streets, intersections, and buildings. A traffic-management system that integrates
computer vision and blockchain technologies was implemented to optimize the flow of
vehicular traffic. The traffic light management adapts in real time according to the data pro-
cessed, and the blockchain technology guarantees the security and authenticity of the data.

4.1. Hyperparameters

Computer vision algorithms were tuned by optimizing key hyperparameters. The
learning rate was set to 0.001 to ensure gradual convergence during the training of the
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CNNs. A total of three hidden layers were used in the CNNs to extract complex patterns in
the input data. The convolutional layers’ filters were set to 32, 64, and 128, respectively, to
capture features of different scales.

A diverse and representative data set was used to train and evaluate the computer
vision algorithms. The training set contained 10,000 tagged images of vehicles in different
traffic conditions. The test set consisted of an additional 2000 images. The photos included
scenarios of rush hour congestion, low-visibility situations, and unpredictable movement
patterns. Cross-validation was applied using an 80–20 split scheme on the training set to fit
the hyperparameters. Key hyperparameters, such as the learning rate and the number of
filters in the convolutional layers, were tuned using a grid search. In addition, different
combinations of values were evaluated to determine the optimal configuration that would
generate the best performance in detecting vehicles and traffic patterns.

4.2. Impact on Traffic Management

Implementing traffic management based on computer vision and blockchain tech-
nologies significantly impacted the flow and efficiency of vehicular traffic in a controlled
environment. The system’s performance was evaluated through extensive simulations and
data collection in terms of average speed, congestion rate, and travel times.

Table 2 shows the results obtained in the improvement of the average speed. Compared
to the system without optimization, the implementation of traffic light management and
decision-making resulted in a substantial increase in the average rate of vehicles. During
peak hours, an increase of 20% was observed, while, in normal traffic conditions, the
improvement was 15%. These results reflect greater fluidity in traffic and decreased travel
times for drivers. The improvement in the average speed compares the average speeds in
two different scenarios, before and after implementing the optimized traffic-management
system. This table highlights how the proposal directly affects the rates of vehicular
circulation in congested and normal conditions. The table presents two traffic scenarios:
“Peak Hours” and “Normal Conditions”. For each of these scenarios, two average speed
values are provided: one for the “No Optimization” situation and one for the “With
Optimization” situation, reflecting enhanced traffic management’s application.

Table 2. Improvement in average speed.

Stage No Optimization With Optimization

Peak Hours 20 km/h 24 km/h
Normal Conditions 30 km/h 34.5 km/h

In the case of “Peak Hours”, the average speed before optimization was 20 km/h.
After implementing the improved traffic management, this speed increased to 24 km/h,
representing a 20% increase in the average speed during peak congestion periods. As
for “Normal Conditions”, the initial average rate was 30 km/h. After optimizing traffic
management, this speed increased to 34.5 km/h, equivalent to a 15% increase in driving
speed in regular traffic situations.

The congestion rate was reduced by an average of 25% in areas of high traffic density,
such as the city center and residential areas. The dynamic adaptation of traffic lights based
on data processed by computer vision contributed to a noticeable decrease in congestion
levels. Table 3 shows this optimization, which resulted in a greater flow of traffic and
a reduction in waiting times at intersections. The table compares the congestion index
in two specific areas, both before and after the implementation of traffic management in
the controlled environment. The congestion index is a measure that indicates the density
and fluidity of traffic in a particular area, where lower values suggest better vehicular
circulation and less congestion.

The table evaluates two different areas: the “City Center” and the “Residential Area”.
For each region, two congestion index values are presented, one corresponding to the
“Without Optimization” situation and one to the “With Optimization” situation, refer-
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ring to improved traffic management implemented with computer vision technology and
blockchain. In the “City Center”, the congestion index before optimization was 0.75, indi-
cating a relatively high congestion level. After implementing improved traffic management,
this index decreased to 0.56, suggesting a notable reduction in traffic congestion and greater
flow in traffic. Similarly, in the “Residential Zone”, the initial congestion index was 0.62,
denoting a certain congestion level. After implementing the optimized traffic management,
the congestion index was reduced to 0.47, indicating a considerable improvement in traffic
flow in this area.

The data in this table highlight the ability of the traffic-management proposal based
on computer vision and blockchain technologies to significantly reduce congestion levels
in different areas of the simulated city, which translates into more efficient mobility and
better mobility improves the driving experience for users.

Table 3. Congestion index reduction.

Congestion Area Congestion Index
(Without Optimization)

Congestion Rate
(With Optimization)

City Center 0.75 0.56
Residential Area 0.62 0.47

Implementing traffic management based on computer vision and blockchain technolo-
gies resulted in an average reduction of ten percent in travel times in both scenarios. This
indicates greater efficiency and predictability in movements within the simulated city. The
ability to adjust traffic lights in real time based on traffic conditions contributes significantly
to this improvement.

Table 4 compares travel times in two different scenarios, before and after the imple-
mentation of traffic management in the controlled environment. This table illustrates how
the proposal directly impacts the duration of trips over short and long distances. The table
considers two types of trips: “Short Trip” and “Long Trip”. For each scenario, two travel
time values are provided, one corresponding to the “Without Optimization” situation and
one to the “With Optimization” situation, reflecting the improved traffic management.

Table 4. Travel-time efficiency.

Stage Travel Time
(No Optimization)

Travel Time
(With Optimization)

Short Trip 12 min 10.5 min
Long Trip 30 min 27 min

In the “Short Trip” case, the initial travel time, without traffic-management optimiza-
tion, was 12 min. Following the implementation of enhanced traffic management, this time
was reduced to 10.5 min, indicating a 12.5% improvement in travel efficiency. On the other
hand, in the “Long Trip” scenario, the travel time before optimization was 30 min. After
the improved traffic-management implementation, this time was reduced to 27 min, repre-
senting a 10% improvement in the total duration of the trip. This optimization contributes
to more efficient and predictable mobility in a controlled environment, benefiting users by
reducing travel times and improving their experience in urban circulation.

The results show the positive impact of implementing traffic management based on
computer vision and blockchain technologies on the fluidity and efficiency of vehicular
traffic in the simulated city. The improvements in average speed, congestion index, and
travel times validate the effectiveness of this proposal in optimizing urban mobility in a
controlled environment.

These results highlight the positive influence of implementing traffic management
based on computer vision and blockchain technologies on the flow and efficiency of vehic-
ular traffic in the simulated city. The improvements in the average speed, the congestion
index, and the travel times validate the effectiveness of this proposal in optimizing urban
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mobility in a controlled environment. It is important to note that traffic optimization
has immediate benefits in terms of reduced travel time and increased traffic flow and
plays a crucial role in urban sustainability. Reducing traffic congestion and improving
efficiency benefits drivers by providing a more pleasant driving experience and contributes
to lower greenhouse gas emissions and the more efficient use of energy, thus supporting
sustainability goals in smart cities.

Figure 4 visually represents key traffic optimization metrics in “Peak Hours” and
“Normal Conditions”. The figure illustrates the impact of optimization strategies on the
average speed and congestion levels in a smart city traffic network.
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The left side of the figure shows the improvement in average vehicle speed during
peak hours and normal conditions. In the “Peak Hours” scenario, the average speed
is 20 km/h without optimization, while with optimization, it increases up to 24 km/h.
Similarly, in “Normal Conditions”, the average speed improves from 30 km/h without
optimization to 34.5 km/h with optimization. These data demonstrate the positive effect of
optimization measures to improve traffic flow and reduce travel times in both regular and
high-demand traffic situations.

The right side of the figure presents the reduction of congestion rates in two key areas:
the “City Center” and the “Residential Area”. Without optimization, the congestion index
in the City Center is 0.75, while in the Residential Zone, it is 0.62. However, with the
implementation of optimization strategies, these rates decrease significantly. In the City
Center, the congestion index drops to 0.56; in the Residential Zone, it falls to 0.47.

These visualized metrics highlight the effectiveness of traffic-optimization techniques
in improving urban mobility. The increase in average speed and reduction in congestion
demonstrate the potential of smart city solutions to reduce travel times, improve traffic
flow, and ultimately provide a smoother and more efficient transportation system.

4.3. Detection of Anomalous Behaviors

Tests were conducted to assess the ability of computer vision to detect abnormal
traffic behavior, such as sudden lane changes, sudden braking, and unusually high- or low-
speed patterns. The results showed that computer vision technology could identify these
behaviors with an accuracy of 95%, suggesting a high efficiency in detecting potentially
dangerous situations.
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Table 5 presents the results of tests carried out to assess the ability of computer vision
technology to detect different types of abnormal behavior in urban traffic. Detection
accuracy is expressed as a percentage and shows how effectively the technology could
identify each anomalous behavior. The table details three types of abnormal behaviors and
their respective detection accuracy rates:

• Sudden lane change: computer vision technology detected sudden lane changes with
92% accuracy. This means that the technology could accurately identify and record
this behavior on 92% of the occasions when a vehicle made a sudden lane change.

• Sudden braking: the ability to detect sudden braking was even higher, with an accu-
racy of 97%. This indicates that the technology could identify and record almost all
situations in which a vehicle made abrupt and unexpected braking.

• Unusual speed patterns: the technology also demonstrated high accuracy in detecting
unique speed patterns, with a rate of 94%. This means that the technology could
recognize speed patterns that deviated significantly from typical behavior in traffic.

According to the results obtained, it is highlighted that computer vision technology
can identify abnormal behaviors in traffic with high precision, such as sudden lane changes,
sudden braking, and unusual speed patterns. These results support the usefulness and
reliability of this technology to improve the detection of potentially dangerous situations in
urban traffic and contribute to excellent road safety.

Table 5. Detection of anomalous behaviors.

Behavior Type Detection Accurracy

Sudden Lane Change 92%
Sudden Braking 97%

Unusual Speed Patterns 94%

These three anomalous behaviors were selected due to their relevance in detecting
potentially dangerous situations in urban traffic. Sudden lane changes, harsh braking, and
unusually high- or low-speed patterns may indicate risky road safety situations. While
there are other anomalous traffic behaviors, these three were considered essential for
evaluating the effectiveness of computer vision technology in detecting critical situations.

4.3.1. Data Integrity in the Blockchain

Blockchain technology was validated by simulating cyber-attacks and data manipu-
lations. It was observed that the chain of blocks maintained the integrity of the records
since any attempt to modify the information was detected and rejected by the system. This
confirms the ability of blockchain technology to guarantee the security and immutability of
data in traffic management.

Table 6 shows the results of tests carried out to assess the ability of blockchain technol-
ogy to preserve data integrity and resist various types of cyber-attacks and manipulations.
Each type of attack is described together with the result obtained when applying it to the
chain of blocks implemented in the controlled environment. When attempting to tamper
with data stored on the blockchain, it was observed that the blockchain technology detected
the tampering and rejected any attempt to modify the stored information. This confirms the
ability of the blockchain to maintain the integrity and immutability of records, ensuring that
stored data cannot be tampered with without detection. Blockchain has proven effective
in detecting and preventing double-spend attacks, in which a malicious actor attempts to
spend the same digital assets in multiple transactions. Blockchain technology could identify
and help prevent the same from being spent in different trades, ensuring the integrity and
security of transactions recorded on the blockchain.

In the tests of attempted modification of records stored in the chain of blocks, the
immutability of the information was confirmed. Blockchain technology has shown that
the stored documents cannot be modified once added to the chain, ensuring that the data
remains intact and reliable over time. The results reinforce the ability of the blockchain
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to ensure the reliability and security of records and transactions in traffic management,
contributing to the creation of a safe and reliable traffic environment.

Table 6. Data integrity in the blockchain.

Attack Type Detection Accuracy

Data Manipulation 98%
Double-Spend Attack 99%
Registry Modification 100%

These results demonstrate the robustness of blockchain technology in preserving data
integrity in the simulated traffic-management environment. When attempts were made to
manipulate data stored in the blockchain, it was observed that the blockchain technology
detected any attempt to modify the stored information and rejected it. This confirms the
blockchain’s ability to maintain the integrity and immutability of records, ensuring that
stored data cannot be manipulated without detection.

In the case of double-spending attacks, blockchain technology has proven effective in
identifying and preventing fraudulent transactions in which a malicious actor attempts to
spend the same digital assets in multiple transactions. The blockchain could identify and
prevent the same asset from being spent on different transactions, ensuring the integrity
and security of transactions recorded.

In tests of modifying records stored in the blockchain, the immutability of the informa-
tion was confirmed. Blockchain technology demonstrated that stored documents cannot be
modified once added to the chain, ensuring that data remains intact and reliable over time.

4.3.2. Transaction-Verification Efficiency

The efficiency was evaluated in the verification of transactions using blockchain
technology. Verification and validation times were reduced by 40% compared to traditional
systems, highlighting how quickly blockchain technology can process and validate traffic
transactions in real time. Tests involving a diverse set of simulated transactions in different
traffic scenarios were performed to measure the efficiency of transaction verification. As
shown in Table 7, the verification times for each transaction were recorded in milliseconds
(ms) and averaged to obtain representative results. The data collected reveals significant
differences in verification speed between the two systems.

Table 7. Efficiency in transaction verification.

Stage Verification Method Average Verification Time

Peak Hour Congestion Conventional 350 ms
Blockchain 210 ms

Normal conditions Conventional 280 ms
Blockchain 150 ms

In the “Peak Hour Congestion” scenario, the conventional transaction-verification
system required an average time of 350 ms to verify each transaction. In contrast, the
blockchain-based system reduced this time to 210 ms. Similarly, under normal conditions,
the conventional system required an average of 280 ms to verify transactions, while the
blockchain-based system demonstrated higher efficiency with an average verification time
of 150 ms. These results highlight the significantly higher efficiency of the blockchain-
technology-based system for verifying transactions than the conventional method.

The blockchain implementation made it possible to streamline and optimize the veri-
fication process, which could lead to more fluid traffic management and more excellent
responsiveness in high-demand situations. This improvement in the efficiency of trans-
action verification is essential to ensure agile and effective traffic management, which
can directly impact reducing congestion, improving travel times, and overall optimizing
urban mobility.
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To illustrate the framework’s effectiveness, we implement it in a simulated smart city
environment. The City’s traffic-management system was upgraded with the components
described in the framework, including data acquisition sensors, artificial intelligence algo-
rithms, blockchain integration, and a decision support system. The Table 8 summarizes the
key results obtained during the implementation:

Table 8. Results of the implementation of the vehicular-traffic-management framework in a simulated
smart city.

Metrics Before
Implementation

After
Implementation Improvement

Congestion Reduction 25% 10% 15%
Average Travel Time 35 min 25 min 10 min

Vehicle Emissions Reduction 12% 25% 13%
Road Safety Improvement 5% 18% 13%

After implementing the framework, these results demonstrate a significant improve-
ment in traffic-management efficiency, reduced congestion, shorter travel times, lower
emissions, and increased road safety. One of the strengths of this framework is its scalabil-
ity and adaptability to meet the changing needs of a smart city. As traffic-data volumes
increase and new technologies emerge, the framework can be expanded and updated to
accommodate these changes. Additionally, it can be adapted to each city’s specific traffic
challenges and infrastructure.

The implementation of advanced traffic-management technologies also raises ethical
and privacy concerns. The framework incorporates robust data anonymization and privacy-
protection measures to ensure compliance with data-protection regulations and address
these concerns effectively. However, the framework will require continued research and
development efforts as smart cities evolve. Future directions include integrating vehicle-
to-vehicle communication technologies, exploring the use of autonomous vehicles, and
strengthening data analytics capabilities.

4.4. Evaluation of Technical Implementation

The technical implementation of the vehicular-traffic-optimization solution under-
went several evaluations to measure its effectiveness and performance in different vital
aspects. The results highlight blockchain technology’s and computer vision’s positive
impact on improving traffic management. The implementation of blockchain technology
showed promising results regarding efficiency and security. During transaction-verification
tests, a significant reduction in the average verification time was observed compared to
conventional methods. For example, under congested peak-hour conditions, the average
verification time in the blockchain-based system was 210 ms, while the traditional system
required 350 ms. Under normal conditions, the blockchain-based system achieved even
higher efficiency, with an average verification time of 150 ms compared to 280 ms for
the conventional method. These results indicate that the implementation of blockchain
technology has sped up the transaction verification process, which can significantly impact
traffic flow and travel times.

The integration of computer vision demonstrated its ability to detect anomalous
behavior with high precision. The tests evaluated behaviors such as sudden lane changes,
sudden braking, and unusual speed patterns. The results showed an accuracy of 92% in
detecting sudden lane changes, 97% in detecting sudden braking, and 94% in identifying
unusual speed patterns. These precision values indicate that computer vision can be an
effective tool to identify potentially dangerous behavior in traffic, which contributes to
improving road safety in the City.

The implementation of the solution also had a positive impact on the efficiency of
the average speed in different scenarios. During peak hours, the use of computer vision
increased the average rate from 20 km/h to 24 km/h, while under normal conditions, the
average speed improved from 30 km/h to 34.5 km/h. These results underscore how the
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solution can reduce congestion and improve traffic flow. The results support the efficiency
of blockchain technology in verifying transactions, the accuracy of abnormal behavior
detection using computer vision, and the improvement in average speed in different
traffic situations.

In addition to its impact on traffic efficiency and safety, it is essential to note that
implementing blockchain and computer vision also brings significant benefits from a
sustainability perspective. Reducing transaction verification time through blockchain tech-
nology improves traffic efficiency and has implications for reducing energy consumption
associated with transaction verification, thus contributing to lower carbon emissions. Like-
wise, computer vision’s ability to detect abnormal traffic behavior improves road safety.
It reduces the incidence of accidents and, therefore, reduces the environmental footprint
related to vehicle damage and the management of accidents.

Significantly, while our results are based on a simulation conducted in a controlled
environment replicating an intelligent city, the applicability of this solution extends to a
broader context of smart cities worldwide. Traffic, congestion, and road safety challenges
are common urban problems that various cities face in their search for sustainable and
efficient mobility. Our solution, which integrates advanced technologies such as blockchain
and computer vision, has been designed in a modular and adaptable manner, allowing it to
be implemented and customized according to the needs and characteristics of a particular
city. The underlying technology is also highly scalable and can adapt to various population
scales and smart city sizes. As cities worldwide seek to address these urban challenges, our
research offers a promising and scalable approach to improving their inhabitants’ mobility
and quality of life.

5. Discussion

The optimization of vehicular traffic in urban environments is a complex challenge that
requires innovative and technological solutions. This study proposed a solution combining
blockchain technology and computer vision to improve traffic management in a simulated
city. The implementation and technical evaluation results offer a solid base to discuss
this solution’s impact, implications, and future perspectives [36]. The results reveal that
the proposed solution significantly affects traffic management in a simulated city. The
reduction in the rate of congestion in critical areas, such as the city center and residential
areas, is a positive indicator of how traffic optimization can contribute to a smoother and
less stressful driving experience for residents. The improvement in travel times, both
for short and long trips, shows how implementing advanced technologies can directly
influence transport efficiency in the City.

Average speed efficiency is a crucial aspect of traffic management. The increase in
average speed in peak-hour situations and normal conditions underscores the solution’s
ability to alleviate congestion and improve mobility. These results are promising to address
one of the main problems in modern cities, traffic congestion, and its effects on citizens’
quality of life [37]. Validation of blockchain technology and computer vision is essential to
this research. High precision in detecting abnormal behavior, such as sudden lane changes
and braking, is crucial for road safety. These results suggest that computer vision can be a
valuable ally in identifying and preventing dangerous situations in traffic.

Implementing blockchain technology also proved its effectiveness in verifying trans-
actions [38]. The reduced average verification time compared to conventional methods
indicates the blockchain’s ability to speed up transaction processing and improve traffic-
management efficiency. In addition, the integrity of the data on the blockchain was evident,
as attempts at data manipulation and double spending were detected and rejected.

Despite the encouraging results, this solution has challenges and ethical considera-
tions. Massive data collection, including vehicle behavior and location information, raises
concerns about privacy and the responsible use of personal information. Furthermore,
implementing advanced technologies such as computer vision and blockchain can require
significant investment in infrastructure and training.
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The proposed solution for optimizing vehicular traffic finds solid support in the review
of literature related to smart cities and advanced technologies. Previous studies have
addressed similar aspects, such as implementing traffic-management systems based on
emerging technologies and integrating artificial intelligence and computer vision solutions
to improve urban mobility [39]. Regarding blockchain technology implementation, our
results are consistent with previous research, highlighting its ability to speed up and ensure
transaction verification in traffic environments. The average speed efficiency improvements
align with prior findings, indicating how traffic optimization can reduce congestion and
travel times.

In computer vision, detecting abnormal behavior in traffic has also been a widely
studied topic. Our results in detecting sudden lane changes, sudden braking, and unusual
speed patterns align with previous research findings, highlighting the effectiveness of
computer vision algorithms in identifying risky traffic situations. However, it is essential to
note that our solution integrates blockchain technology and computer vision into a holistic
traffic optimization approach. This combination offers a holistic approach to improving
urban mobility by addressing the technical aspects of transaction verification and road
safety by detecting anomalous behavior [40]. Furthermore, while previous literature has
explored these technologies separately, our research demonstrates the benefits of their
synergy in creating a controlled environment that simulates a smart city. This is especially
relevant in the context of smart cities, where the interconnection and interoperability of
various technologies are essential to achieve effective traffic and mobility management.

In addition to the technical and efficiency aspects addressed in this study, it is essen-
tial to highlight the close relationship between the optimization of vehicular traffic and
sustainability in smart cities. Traffic congestion not only leads to longer travel times and a
decrease in the quality of life for citizens but also hurts the environment due to polluting
gas emissions. By improving traffic flow, reducing congestion, and decreasing travel times,
these technological solutions not only provide convenience for urban residents but can also
help reduce the carbon footprint of cities.

Implementing blockchain technology and computer vision not only optimizes traffic
management but can also contribute to more efficient driving in terms of fuel consumption
and, therefore, to the reduction of polluting emissions. In addition, detecting abnormal
traffic behavior can increase road safety, reducing the number of accidents and, thus,
decreasing the need for resources associated with emergency management and damage
repair. In a broader context, these improvements in urban mobility can contribute to
developing more sustainable cities aligned with the global objectives of reducing emissions
and improving energy efficiency. This underscores the importance of technology as an
efficient tool and an enabler for a more sustainable and livable urban future.

6. Conclusions

This work focused on designing, implementing, and evaluating an innovative solution
to optimize vehicular traffic using blockchain and computer vision technologies. By creating
a controlled environment that simulates a smart city, we were able to demonstrate the
potential of this solution to improve traffic management and urban mobility. The results
obtained throughout this research support the initial hypothesis that the integration of
advanced technologies can significantly impact the optimization of vehicular traffic in
urban environments. The reduction in the congestion rate in critical areas, the improvement
in travel times, and the efficiency in average speed are clear indicators of the benefits of this
solution. For example, we saw a 15% reduction in the congestion rate in the most congested
urban areas and a 10% improvement in travel times for typical trips.

Furthermore, the validation of blockchain and computer vision technology shows
their effectiveness in detecting anomalous behavior and verifying transactions. For exam-
ple, computer vision technology achieved 95% accuracy in detecting abnormal driving
behaviors, significantly contributing to road safety.

96



Sustainability 2023, 15, 15736

The comparison with the literature review reinforces the originality and relevance
of this research by comprehensively integrating emerging technologies to address the
challenges of traffic management in smart cities. While the technical implementation and
results are promising, ethical and technical challenges are also recognized that should be
considered in future large-scale implementations.

Regarding smart cities and urban mobility, this research provides new perspectives on
how technology can influence how we move and live in urban environments. As cities face
challenges of population growth and traffic congestion, solutions like the one proposed in
this study can positively transform citizens’ quality of life.

In a world of constant urbanization and demographic growth, the efficient manage-
ment of vehicular traffic becomes a critical element for the well-being of cities and the
quality of life of their inhabitants. By reducing congestion, improving travel times, and
increasing efficiency at average vehicle speeds, this solution provides convenience to urban
residents and positively impacts urban sustainability. Reducing traffic congestion means
less time in traffic jams and fewer polluting gas emissions; less time in traffic means less
fuel consumption and, therefore, a reduction in the city’s carbon footprint.

In this sense, this work tries to optimize traffic and create more sustainable and
livable cities. The solid foundations established here open the door to future research and
development that brings us one step closer to smart cities that respect the environment
and offer their citizens a high quality of life. Collaboration with vehicle manufacturers
and integrating vehicle communication technologies can be additional steps toward more
sustainable and efficient urban mobility.
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Abstract: The Internet of Things (IoT) constitutes a digitally integrated network of intelligent devices
equipped with sensors, software, and communication capabilities, facilitating data exchange among
a multitude of digital systems via the Internet. Despite its pivotal role in the software development
life-cycle (SDLC) for ensuring software quality in terms of both functional and non-functional
aspects, testing within this intricate software–hardware ecosystem has been somewhat overlooked.
To address this, various testing techniques are applied for real-time minimization of failure rates
in IoT applications. However, the execution of a comprehensive test suite for specific IoT software
remains a complex undertaking. This paper proposes a holistic framework aimed at aiding quality
assurance engineers in delineating essential testing methods across different testing levels within
the IoT. This delineation is crucial for effective quality assurance, ultimately reducing failure rates
in real-time scenarios. Furthermore, the paper offers a mapping of these identified tests to each
layer within the layered framework of the IoT. This comprehensive approach seeks to enhance the
reliability and performance of IoT-based applications.

Keywords: IoT failure causes; layered architecture of IoT; quality assurance; testing framework

1. Introduction

The IoT is not simply a concept but an architectural paradigm that provides the
medium for exchanging captured data and the means of integrating physical world and
computer systems over a defined network. Independent technologies construct the IoT’s
fundamental components. The IoT’s applications can be found in an array of devices,
industries, and settings. The components of the IoT are based on object, communication,
and computing modules. The main functionality of object modules is to provide a response
to instructions and retrieve data. Communication means the network to be used, and
it comprises protocols and technologies that allow the exchange of information or data
between physical objects. It might be a Local Area Network (LAN), Wide Area Network
(WAN), Metropolitan Area Network (MAN), or cellular network. Computing includes
collecting, processing, storing, and manipulating the underlying data. It reflects the overall
behavior of the system. The accurate form of computing analyzes user behavior, efficiently
makes the right decisions based on user nature, and makes deductions. The IoT is an
evolving trend, and each evolving trend needs some sort of affirmation regarding its
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quality. This outlines the great need for quality assurance in IoT to optimize the ongoing
processes and meet user expectations. As each IoT application is a different product and
has a different usage, they cannot be categorized as one. Even in the same domain, many
different types of IoT applications with several layers exist, and as they evolve very quickly,
the software quality assurance process must also be updated. Therefore, the accurate
measurement of quality is essential, considering the presence of objects of heterogeneous
nature that are bound with one another to build an IoT system. However, performing
quality assurance (QA) testing in IoT is precarious as it is a huge network of physical
devices and involves testing both the hardware and software, recording the test results,
and then sending them back in real time, which is not an easy task to accomplish. There are
numerous failure cases of the IoT in real time. One such example is Petnet, an automated
pet feeder [1]. This device encountered system failure and was unable to establish reliable
communication with connected devices. This system depended on third-party servers
which they rented out from Google. The problem started when the servers were not
responsive for 10 h and the system had no backup plan. The users affected by this situation
lost the ability to set feeding schedules for their pets and were also unable to remotely get
hold of the device and command it to feed their pet. This endangered pets’ lives as they
might have missed meals and starved if the owner was unable to reach home and depended
on this device for feeding services. Although Petnet was luckily successful in resolving
the issue on time, this raises the question as to what measures are important in making an
IoT product a market-winning product that also satisfies user expectations. In this paper,
we conduct a literature review to identify the IoT’s current trends concerning the quality
assurance process. The issues related to QA and their existing solutions are provided in
Table 1. The problem area is identified after critically analyzing the reviewed literature and
addressed by our proposed framework, in which we have identified basic yet important
tests for IoT-based applications to ensure quality. Although these approaches are basic, they
still lay the foundation of quality assurance in the IoT. This area needs special attention
in IoT development as the idea behind the IoT is smart living. This goal is not achievable
without user satisfaction. For user satisfaction, quality is the utmost requirement that needs
to be fulfilled. This paper also provides a mapping architecture in which we have mapped
all the important tests across the six-layered architecture of the IoT. The basic aim behind
this architecture is to enable QA engineers to identify the tests that must be conducted
at different levels of the IoT. This paper is structured as follows: We present a literature
review in Section 2. Section 3 provides our proposed framework for IoT testing and its
implications, whereas Section 4 includes our mapping architecture. Section 5 includes the
evaluation of our research. Section 6 provides the conclusions of this study and deliberates
some future work based on prior research.

Table 1. QA Evaluation and Analysis Parameters.

Reference Research Gaps Proposed Solutions

A. E. Al-Fagih et al. [2]
Challenges related to pricing, resource
management, and
inter-operability in wireless sensors

Priced PS framework for architectures of IoT for applications
related to services in cities to make them smart and
the use of utility function of pricing for acquisition of data

J. Kiljander et al. [3]

The devices heterogeneity,
for representing their
functionality in form of a platform
for virtual computing

Architectures for interoperability of semantic level
architecture for pervasive IoTs and its computing

J. Zhou et al. [4]
Large amount of data which is sparse,
dynamic, hetero
geneous, and multi-source in IoT

Use of data fusion for manipulation and management of
such kind of data for improvement of efficiency of data and
system and for providing advanced level of intelligence

Leal et al. [5]
Sensing which is trustworthy and
safe for general public
in IoTs which are cloud-centric

Sensing-as-a-Service (S2aaS) enhances safety from
public by using sensing services with help of crowd
management which is provided by various smartphones
having different sensors
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Table 1. Cont.

Reference Research Gaps Proposed Solutions

F. Li et al. [6]
Integration of secured network
for integration of wireless
sensors of network into IoT

Heterogeneous signcryption scheme which are offline and
online as well, for securing of the communication between
an internet boot and sensor node

X. Mao et al. [7]
Issue of systems which are
cyber-physical and networks
which are wireless sensor in IoT

Not Defined

E. S. Reetz et al. [8]
Testing of services which are
based on IoT before their
deployment into the world

Emulation of resources of IoT interface from the
architectural, implementation and semantic perspective

D. Kuemper et al. [9] Derivation of test for services of
IoT which are semantic based

Methodology for enriching of service related to descriptions
for derivation of testing which is semi-automated and is
required for the adaptions of IoT

P. Gimenez et al. [10] Faster tests with reduced
cost of operation and low risk

using simulator of high quality sensor, SWE simulation and
web standards for sensors

J. Fernandes et al. [11] So-designing issues in IOT

Platform of loT lab for the design framework of loT
reference architecture model for creation of an initial design
including test-bed components, crowd-sourcing, ability to do
federation with other test-beds and virtualization

V. A. Desnitsky et al. [12]
Monitor security components for
anomaly detection in
components and data in IoT

Use of expert knowledge and elicitation approach
and for detecting data anomalies and giving them
as an input for automated systems for monitoring
of IoT components of security

C. Chuang et al. [13]
Application on quality
assurance of composite digital
services on Intelligent Transportation System

Framework for integration of end-to-end testing for quality
assurance which works on DSRA (Digital Service Refer
ence Architecture) supported by forum of TM

M. Masirap et al. [14] In-adaptability of protocol like TCP Transport protocols based on UDP which are UDT, PA
UDP and RUBDP for use in application of IoT

S. Sankaran et al. [15]
Increased sensitivity of securing IoTs related to
data of user and consumption of high power
which is the nature of IoTs

Using cryptography which is identity based and develop
ment of security framework which is light in weight for IoTs

A. R. Chandan et al. [16]
Maintaining authenticity,
confidentiality and integrity for securing
the network of the IoT network

Framework for testing of IoT

D. Kim et al. [17] Verification and execution of
applications of IOT

TITAN is designed in such a way for allowing developers to
verify and execute IoT applications preventing from being
constrained by the environment, in a development environment

A. Kaiser et al. [18] Growing of probability and complexity of
vulnerabilities and malfunctions in IOT

IoT-Test ware Eclipse for ensuring conformance and ro
bustness of protocol and secured implementations

M. Abdallah et al. [19]
Model for quality measurement, making the
measurement process of quality less applicable,
less accurate, and more challengeable

Model for the quality of IoT which consists the
characteristics of IoT systems, by introduction of
quality factors for measuring them

S. Popereshnyak et al. [20] Difficulties related to the phase of testing of
applications and systems of IoT

Features related to testing, based on
network of modeling of IoT Application

Kim et al. [21]

Increased complexity and cost of testing
because of the large number of variables
heterogeneity and scalability of conventional
testing of IoT devices

Testing of IoT as a Service called IoT-TaaS, which is a service
oriented approach for automation of testing of IoT

K. Papachristou et al. [22]
Routing and runtime verification of the
policies for security to enhance quality of
networks in IoT

Framework for number of information security policies’
verification at run-time, of the network and dynamic
routing paths flow

2. Literature Review

Numerous sensor-assisted devices associated together are present in the current era.
The topologies made using such devices and other pervasive items give us the Internet of
Things (IoT); this is a whole new paradigm that allows all the already existing mechanisms
to be equally detectable, controllable, and linked. Multi-attribute quality score computation
is a method for evaluating the quality of Internet of Things (IoT) applications based on
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multiple attributes or criteria. Rohini Temkar et al. [23] proposed an approach that takes into
account various factors such as reliability, usability, security, performance, and scalability,
among others, and assigns a score to each attribute. The overall quality score is then
computed by combining these individual attribute scores based on their relative importance.
Multi-attribute quality score computation can be used to compare different IoT applications
and select the one that best meets the user’s requirements. It can also be used to monitor
the quality of an IoT application over time and identify areas for improvement. Various
methods such as fuzzy logic, decision trees, and neural networks can be used to implement
multi-attribute quality score computation. These methods can handle the uncertainty
and imprecision associated with evaluating multiple attributes and can provide accurate
and reliable quality scores. Overall, multi-attribute quality score computation is a useful
approach for evaluating and comparing the quality of IoT applications based on multiple
criteria. It can help ensure that IoT applications meet the user’s expectations and provide a
satisfactory user experience.

Yair Rivera Julio et al. [24] offered a comprehensive framework for managing software
quality in IoT applications. They emphasized its significance and addressed associated
challenges in these intricate systems. The framework comprises five stages, covering
aspects from requirements engineering to maintenance. Each stage is detailed, including
recommended activities, techniques, and tools. The benefits include enhanced software
quality, greater efficiency, and cost savings. The authors stressed the importance of a
systematic approach to quality management, integrating it into the entire development
process. They also acknowledged challenges, including specialized skills, managing quality
across layers, and adapting to the dynamic nature of IoT applications.

Noha Medhat et al. [25] emphasized the critical role of testing for ensuring the qual-
ity of complex and diverse IoT systems. They discussed a range of testing techniques,
including functional, non-functional, integration, and regression testing. Each technique
was thoroughly described, along with its advantages and limitations in the context of IoT
systems. The paper underscores the significance of testing at every stage of the software
development life-cycle, from requirements engineering to maintenance, stressing the need
for continuous testing to meet specified quality standards.

A. Sharma and A. K. Sarje [26] stressed the pivotal role of testing for quality, relia-
bility, and security in IoT systems, given their complexity. They detailed various testing
techniques, including functional, performance, security, and interoperability testing. Their
paper introduces emerging techniques like crowdsourced, automated, and model-based
testing, highlighting their potential benefits. Practical implementation guidance is provided.
The paper also addresses challenges, including the absence of standardized testing tools,
the complexity in testing across layers, and the need for specialized expertise.

R. Kumari and M. K. Soni’s study [27], published in 2020 in the International Jour-
nal of Advanced Research in Computer Science and Software Engineering, comprehensively
explored quality assurance techniques for IoT systems. It underscored their vital role in
diverse applications due to the complexity and heterogeneity of IoT systems. The paper
covers techniques including requirements engineering, testing, verification and valida-
tion, fault tolerance, and maintenance, offering detailed descriptions along with their
respective advantages and limitations. Emerging techniques like machine-learning-based
testing, blockchain-based verification, and edge-computing-based fault tolerance are also
discussed, with emphases on their potential benefits and practical implementation guidance
in IoT systems.

Shanzhi Chen et al. [28] indicated that an IoT system must have three characteristics:
Comprehensive Perception, Reliable Transmission, and Intelligent Processing. Compre-
hensive Perception means obtaining authentic information anywhere and anytime it is
needed. Reliable Transmission means reliable data availability through all radio, Inter-
net, and telecommunication channels. Intelligent Processing such as cloud computing
supports the IoT, and it means a huge amount of data to be processed. The IoT must
also incorporate other characteristics such as connectivity, enormous scale, sensing, dy-
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namic changes/nature, heterogeneity, and security [19]. For the IoT to be successful, it is
mandatory to keep its business models and applications clear.

It is insufficient to keep just one plan in mind. To reduce the risk of failure, business
aspects should be considered in the early stages of IoT development to minimize the risk
of failure. To guarantee credibility in the IoT framework, the S2aaS scheme with explicit
Trustworthy Sensing for Crowd Management (TSCM) for front-end contact with the IoT is
used [29]. TSCM gathers distinguishing data grounded on a cloud model and a technique
that picks out mobile devices for precise sensing responsibilities, regulating the outgoings to
users of the mobile devices that offer data. An enactment assessment of TSCM demonstrated
that the power of malevolent users in the crowd-sourced data can be decreased by 75 percent,
while the dependability of a malevolent user amounts to under 40 percent. The reduced cost,
lessened configuration load, and constricted pairing with the power-driven product make
Communicating Power Supplies an exceptional application of the IoT.

In the IoT, when numerous devices are connected, a power consumption problem
arises, as it is unknown which device requires how much energy and when it needs it. Most
of the devices require energy conversion from an AC source to DC power. CPSs convert AC
to DC power supply [15]. The permeating nature of sensors, in addition to the sensitivity
of user data, makes it a need for the IoT to ensure immense security. In addition, power
constraints are an important limitation of the IoT. Therefore, there is a need to secure the IoT
using some lightweight solution. A security framework using identity-based cryptography
is a solution to this problem [6].

IoT-based networks usually consist of minute sensor nodes with base stations. Sensor
nodes usually have limited power, while a base station is powerful enough that it provides
an interface between the user and node. In a TCP/IP suite, the base station acts as a
router, and there are security challenges such as secure channel setup and end-to-end
authentication. A heterogeneous encryption scheme is used for secure communication
between the base station and sensor node [7].

The current research challenges for the IoT are channel assessment, system schemes,
resource administration, the assimilation of several schemes, application advancement,
network protocol plans, and even changeovers from legacy systems [2]. For maximum
utility gain, quality control in the IoT is an important parameter. In Priced Public Sensing
(PPS) [3] in the IoT, data delivery schemes are divided into delay-tolerant and delay-
sensitive schemes. In the IoT using cheap sensors, quality is ensured using efficient
algorithms. Interoperability is an important part to be considered while evaluating IoT
systems. Considering the layered approach, connectivity-level interoperability means
that the connected devices can transfer data to each other without knowing the actual
meaning. Semantic-level interoperability enables devices to understand the meaning of
transferred information.

The functionality of these systems and their interactions are tested at design time [9].
Immense knowledge of data types, system dependencies, and the behavior of services is
required to derive tests for the IoT. The data regarding test case generation are derived from
the stored knowledge of services in a knowledge database. The IoT is a huge paradigm
involving billions of devices, which means a huge amount of gigantic, dynamic, and
heterogeneous data. For data management and manipulation, data fusion [4,8] is a tool
that is important for improved efficiency. The goal of this method is to ensure better quality
in obtaining information. Eike Steffen Reetz et al. [11] proposed a semiautomated approach
in which test code is injected to enable efficient prototyping, along with the integration of
tests for IoT services. If the logical interaction of services and IoT systems is semantically
defined, then the knowledge gathered via services might help in the generic resource
emulation interface. In this way, a service gives an abstract image of IoT interaction and
enables efficient and scalable emulation of IoT systems.

A new extension of IoT testbed groundwork is crowdsourcing, which manages com-
munities online while keeping an eye on why the crowd is showing interest in this domain
and what they want. For this purpose, a third party needs to be involved to obtain immedi-
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ate feedback and record it accordingly. This helps the IoT lab to select important use cases,
and then the crowd can again give feedback regarding the selection. This is how testing is
made more efficient [5]. For the IoT, testbeds are used for simulation, which is vital but also
has challenges, leaving room for improvement. Brazil wants new regulations to be followed
in transportation regarding RFID and the IoT. The Brazilian transportation department
intends to broaden its research area for research into the IoT [30]. The object name services
(ONS) projects aimed at discovering a suitable way of communicating automatically [12].
All the work it does is in addition to radio-frequency identification (RFID) and the IoT. But
both of them have crucial security concerns. To assure internal communication security,
a repetitive and hard testing scenario is produced so that one can obtain a clear picture
regarding the behavior of the system under load.

Mohammad Abdallah et al. [28] proposed a new quality model after studying different
existing models for quality and comparing them regarding the factors that play a role in
quality measurement that can be used as a basis for finding other factors in the future for
improving the quality of IoT systems. As the number of IoT systems is increasing, the
complexity of IoT systems is also increasing, and as the complexity is increasing, the need
for improved security is also increasing. The solution to this problem lies in detecting
anomalies in the data and then assessing where these data are being used as inputs in
IoT-based systems [31]. In the IoT, there are certain design requirements that must be
fulfilled. These are connectivity, security, sensor, and touch [14].

Security and heterogeneous test integration are features in the IoT that require inno-
vative solutions. IoT-based systems need to maintain the per unit cost of production, so
while handling the above-mentioned issues, managing cost-effectiveness is challenging.
It is a requirement of the IoT that the wireless connection should be in real time, and for
real-time connections, Transport Control Protocol (TCP) is not enough as it has a large
header size, slow start, and Additive Increase Multiplicative Decrease (AIMD) congestion
control algorithm. Madzirin Masirap et al. [20] tested the UDP using a testbed with two
systems connected by an ad hoc network. The evaluation results showed that the UDP is
far better than the TCP in terms of speed and resource utilization.

Svitlana Popereshnyak et al. [10] provided features that can be used to test IoT applica-
tions and devices, along with the main differences in testing techniques of classical systems
and IoT systems. Basically, two types of IoT testing were discussed: user convenience
testing and network connection testing. For approving the proposed specifications and
selecting an application protocol, an experiment and medical applications were also con-
ducted in order to test a portion of a communication network. The service-oriented testing
model architecture was used, following the generic life cycle of software development,
consisting of four main phases.

The major part of this model is the automation of testing in every phase of the model,
which includes testing the deployed parts of systems, benchmark testing, and integration
testing. CoAP is a good protocol for the communication of IoT projects as it is lightweight
and fast. It ensures the stable operation of the system, providing reliability and the possi-
bility that the system can be improved even after its release. Testing methods in the IoT
should evaluate the developed system and check the non-functional requirements of the
client. In the IoT, wireless sensor networks are quite important. A cheap way to add sensors
in networks is via virtual sensors.

Simulation tools are sufficient to evaluate a system when checking riskless deployment,
and they are efficient and economical. The Sensor Web Enablement (SWE) simulator is a
software module that enables the emulation of various sensors, which helps in producing
numerous use cases and situations that might be external to those in real time [32]. In an
urban IoT system, if proper monitoring of the structural health of a building is required,
then numerous sensors are required to be embedded in the building, as well as in its
surroundings, to monitor pressure, pollution, and other factors [13]. In this way, it becomes
easier and more efficient to maintain the database to ensure the quality of buildings,
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as well as the system, as compared to humans performing these tasks. The intelligent
transportation system (ITS) is a recent advancement in the IoT [16].

To assure quality in the ITS, Information and Communication Technology (ICT) strate-
gies and facilities are utilized. Each device or service we use from ICT has its own Operation
Support System (OSS), which limits information exchange from device to device. A frame-
work composed of Digital Service Reference Architecture (DSRA) and TM Forum is feasible
to ensure end-to-end quality in ITS. Abhishek R. Chandan et al. [17] proposed a methodol-
ogy for security testing. Information related to IOT devices and networks was gathered;
a better understanding of a device, which assists in threat profiling and testing of the
device, depends upon the implemented device and the network. This methodology can
be followed during penetration testing to ensure quality in the IoT. Integrity and hetero-
geneity can be achieved by using proper techniques of encryption, firewalls, and security
protocols, along with a lightweight key management system. Proper data management is
required to maintain confidentiality and availability. Scalability can be achieved through
the enforcement of policies.

Authenticity is very challenging to achieve as per the nature of the IoT. TITAN [18]
is a tool that provides a virtual environment to developers where they can efficiently
run and test IoT applications in the development process without them being influenced
by the physical environment and the behaviors of users. This minimizes the time and
effort required for repetitive testing during development. The availability of open testing
equipment and how it can have a positive impact on IoT applications is an issue [22]. ETSI
(European Telecommunications Standards Institute), oneM2M, and the OPC-Foundation
have already been working on this, and they have provided open standards and open-
source testing equipment.

Alexander Kaiser et al. [32] also discussed the results of an experiment performed using
brokers of MQTT and suggested that protocol implementation must not be considered a
trivial task; open-source testing tools must be available to benefit open-source projects. The
two types of protocol testing discussed in the paper are protocol conformance and protocol
security, both of which have their own impacts on the final product and its vulnerability.
Konstantinos Papachristou et al. [21] proposed two frameworks for the verification of many
security policies, which relate to information on the dynamic flow of routing paths and
networks. The underlying set of concepts is to let the operator control the overall network
and define various policies, which are the basis of network demands, as well as use cases
for achieving a faster and more secure network.

The input given to the optimization algorithm (multi-objective) is the routing policies
and statistics taken in real time. This information then helps in the calculation of policies
for routing to estimate the quality of routing decisions. The flow rules created by SDN are
compared with the optimal set of flow rules, giving the actual results for verification in the
form of a deviation metric. HIUN KIM et al. [33] proposed an IoT testing framework called
Service-IoT-TaaS. It works on the basis of the “plug and test” concept, using a service-based
approach in order to provide an IoT testing framework that is automated and provides
solutions to the traditional software testing issues of costs, coordination, and scalability, in
order to use standard-based processes of the development of IoT devices and to explore
their implementation and design. IoT-TaaS consists of remotely distributed automated
scalable conformance testing, testing to validate semantics, and interoperability testing.

Minhaj Ahmad Khan et al. [34] showed how basic features of blockchain can be used
as a key in solving security problems related to the IoT, but still, there needs to be some
mechanism more effective than this to avoid attacks. However, an attacker can host the
blockchain and, hence, the hashing power of the miner can be a risk, which relates to the
consensus mechanism. Private keys that have a little randomness can also be used to attack
the accounts of the blockchain.
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3. Framework for IoT Testing

For quality assurance, different types of testing techniques are conducted. However,
conducting all the tests for a particular software product, especially in IoT applications, is
difficult. Therefore, there is a need to define all the necessary tests which must be conducted
for quality assurance in the IoT and to ultimately reduce the failure rate in real time. Our
proposed framework is illustrated in Figure 1. This framework provides a comprehensive
outline regarding all the necessary tests to be conducted during the quality assurance
process in the IoT.

3.1. Device-Level Testing

This test involves testing the logging function of devices, as this is the entrance to a
device in the IoT. Device-level testing includes the testing of sensors, operating systems to
be used, and system hardware and circuits.
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3.2. Cloud-Level Testing

This includes issues regarding the functionality, integration, and cloud API. Another
major concern is to ensure high security for user data and all devices connected to the
cloud (security test). To ensure security, the IoT must allow access to authentic users, use
encryption to protect data from intrusion, and safely store data at a reliable location. As the
data consistently move in and out of the cloud in the IoT, to ensure that they are subject

107



Sustainability 2023, 15, 15683

to consistent policies, governance tests are conducted; data privacy tests are very much
related to security and data governance. Other tests which must be performed here are
related to data, packets, different protocols, interruptions, and latency.

3.3. Mobile-Level Testing

Consumers are dependent on mobile devices to interact with the connected devices.
Therefore, in mobile testing, it is mandatory to test the mobile app design, its interface, its
back-end, and its way of communicating with all connections and the cloud. Compatibility
testing identifies what version of the SDK is compatible with the system. When a new
version has been launched, the system updates itself to match the major versions. CRUD
testing comprises Create, Read, Update, and Delete tests, which are conducted because
it is the user who performs all these functions in the account creation and data sharing
process [35,36]. Life-cycle testing means actually testing the mobile device in action. Mobile-
level testing also includes regression testing. The mobile device is assessed from start to
end in its functionality and usually fails at this stage.

3.4. End-to-End Testing

This testing is the most extensive as it checks all the previously mentioned components
of the IoT, namely, objects, communication, and computing. This is basically testing from
start to finish, involving every component, as shown in Figure 2. In end-to-end testing, not
only are the components checked—it is also crucial to check how they interact [37]. Field
trials consist of a group of actual users checking the system and giving feedback.
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Changes are made accordingly, and the system is again released for another field trial.
This testing is also concerned with the usability of a device and its necessity in the IoT. It is
critical to know how to scale all the available users in the cloud at a time (scalability test), what
the effects of higher loads will be on the performance of the application (performance test),
and how reliability will be ensured in cases of stress (reliability test). All of these tests must be
performed at this level. End-to-end testing also ensures the system’s security and connectivity.

4. Mapping of Important Testing Domains at each Layer of the IoT’s
Layered Architecture

Layered architecture best describes the working of an IoT device as it distributes
and distinguishes the responsibilities of each component, either hardware or software,
in an IoT device. For instance, the interface through which the user interacts with an
IoT device is distinguished and separated from the main business logic of the device on
which it works, and the connection media, such as the Internet, comprise a distinguished
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component. Likewise, storage media are also a separate component. The database layer
has nothing to do with the interface through which the user interacts [36]. It is the business
layer, which works as middle-ware and makes the data presentable on an interface. Hence,
every logical layer is separated, and the security of every layer is preserved. Describing
an IoT architecture in terms of a layered architecture best helps in the distribution of
responsibilities among the development team. The mapping of different testing domains
for the IoT at each layer will help to identify each important test that must be performed at
each layer. Figure 3 shows our mapping architecture for the IoT [37].
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It is very necessary to test each component before and after integration in various
ways. The whole IoT device can fail due to a single component failure [38–40]. For
instance, consider the Internet as the communication medium and issues with connectivity,
where data are not able to be sent and received. In the case of a safety-critical system,
testing becomes even more important. The following are the types of testing that must be
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performed at each layer in order to preserve the quality of an IoT device and deliver the
best possible product.

4.1. Collaboration and Process Layer

The collaboration and process layer includes processes and people related to business.
It involves business, people, their decision-making, and collaboration on the basis of the
information that is extracted from the computation of the IoT. The overall interaction
of people with the IoT device is validated in this, including mainly the non-functional
properties like security, reliability, availability, and performance attributes.

The following are some types of testing to be performed for a quality product:

1. Security Testing: Physical and logical threats to the security of an IoT-embedded
system are analyzed. One of the best practices for maintaining the security of an IoT
device is to train employees on the importance of security on an IoT device. In the
case of an outside service provider, their capability of maintaining security should be
validated before obtaining any services from them. The software part must be well-
protected with login identification and a strong password, keeping it protected from
unauthorized access to personal information or manipulation of device usage [41–48].

2. Performance Testing: Performance testing deals with testing the overall performance of
an IoT device. It includes checking the number of users that can be handled by the device
at a time and how it reacts to the situation of excess users. It also deals with the recovery
of a system in case of any issue or even if the number of users exceeds the response time
of the device being tested at peak loads, as well as during normal working.

3. Usability Testing: Usability testing deals with how easy a system is to use by people
of every age, culture, and physical or mental capability level. This includes people,
contexts, activities, and technologies to be used. Usability testing can be performed
on parameters like navigation, affordability, flexibility, consistency, control, recovery,
constraints, conviviality, style, and visibility.

4. CRUD Testing: This means Creating, Reading, Updating, and Deleting. The response
of a system is tested after performing these steps on the system to determine whether
it allows new data to be added, created, accessed, and easily read by the user. A matrix
is made for easy evaluation of the system. This is also a type of black box testing.

5. Beta Testing: Beta testing refers to testing in which a group of people test the product
and give their feedback. These people can be any external testing party. This is
basically acceptance testing by the user.

6. Field Trials: In field trials, the product is given to the user so that they can test it in a
real environment rather than through some automation technique or artificial method.

4.2. Application Layer

The application layer comprises the software application, which works among the devices.
In the application layer, the delivery of data is checked and reported. How the application
manages to control the devices is also tested. This includes the following testing types:

1. Regression Testing: Regression testing is performed after adding new functionality
to an application of the IoT device by testing the whole system again, validating its
results, and checking how changes in the system affected the whole IoT device.

2. Reliability and Scalability Testing: Reliability and scalability testing deals with testing
the system in terms of ’abilities’, i.e., the non-functional attributes of the system.

3. Compatibility Testing: In compatibility testing, the compatibility of a software ap-
plication is checked with other components and software in an IoT device. The
compatibility of the operating system is also checked, and the type of database that is
compatible with the current system type is kept in mind.

4. Life-Cycle Testing: Life-cycle testing includes the validation of every step of the system
development life-cycle. It checks whether every step is properly followed or not.
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4.3. Data Abstraction Layer

The abstraction of data provides an abstract view, rather than describing how the
machine actually handles or stores something. It includes handling the occurrence of errors,
as well as the encryption and decryption of data. The following are some types of tests to
be performed for a quality product:

1. Error Handling: This deals with the detection, resolution, and anticipation of errors
in an application and how it reacts in case of these errors, e.g., does it safely shut
down and terminate the preprocess?

2. Encryption and Decryption: In the case of encryption and decryption, both the data
sent and received should be the same; if they are not, then how will the system deal
with the error and recovery of information?

3. Valid Calculation: The calculations are observed, and their validity is very important.
If there is some mistake in the calculations, then the whole encryption and decryption
process will be full of errors.

4.4. Data Accumulation Layer

Many problems can occur in the accumulation of data, as the data for the IoT are large,
involving issues like variety, velocity, and volume. The aspects of high variety, volume,
and velocity of data in motion are also considered in validating data packets. A hot path is
needed for fast processing of data, whereas for processing of applications, a cold path is
needed. The testing of all the data and their validity is very important. The following are
major tests that must be performed:

1. Validate Data Packets: The data packets sent to the communication media and re-
ceived on the other end should be the same with no error or noise.

2. Data Integrity Testing: Integrity of data means the quality of data. The data should
be accurate, consistent, and complete.

3. Data Accumulation: Data accumulation deals with collecting the data and then
validating their quality.

4. Verify Data Loses or Corrupt Packets: Every packet is observed and checked for the
eradication of corrupt or lost data packets. There are few methods and techniques
available to extract corrupted information or estimate its values.

5. Data Values: The data values must be correctly sent and received.

4.5. Connectivity Layer

The connectivity should be intelligent and secure, having the least possible delay
in data transfer. The broadcasting, cloud interface, and protocols are checked in the
connectivity layer. The following are types of testing that are conducted for a quality
product in this layer:

1. Broadcast Testing: Broadcast testing ensures the quality of transmission and broadcasting
of data. It is also known as a test pattern, test card, close-down, or start-up testing.

2. Cloud Interface Testing: The web traffic on the cloud being used for the IoT device
and the function’s validity are checked. The scalability, redundancy, and performance
are also observed.

3. Device-to-Cloud Protocol Testing: The requirements for compatibility of the appli-
cation of the IoT device are validated, and the compatibility of the application being
used to interact with the cloud is also checked. There should not be any defects arising
during connection of the cloud and the application.

4. Latency Testing: Latency testing checks the amount of time that the system takes
to send and receive data. It should be kept to a minimum in order to provide the
best-quality interface and services to the user.

5. Interruption Testing: In interruption testing, the response of the system in case of all
possible interrupts is observed. The system should return to a normal working state
in case of any interruption.

111



Sustainability 2023, 15, 15683

4.6. Physical Devices and Controller Layers

The testing of the whole circuit and its connections, along with the workings of sensors
and actuators, is very important. The commands given to the devices through embedded
software must also be validated. The following are some types of testing to be performed
for a quality product:

1. Sensor Testing: All the sensors of the IoT device are validated by checking their
outputs separately. Every sensor should work properly. If any sensor does not give
the correct output, then the whole calculation can go wrong. This is crucial in the case
of critical systems.

2. Command Testing: The commands given to the processor are validated in command
testing. These commands should give the expected output.

3. Circuit Connectivity: The proper connectivity of the circuit is very important. If a
single wire is detached accidentally or has a wrong connection, there can be a loss
of any other component, like actuators, which affects the cost of the project. The
connections should be tight and validated by different devices.

4. Device Testing: The proper functioning of every device separately attached, for
providing services or assisting in them, must be verified.

5. Embedded Software: Embedded software testing deals with the testing of the operat-
ing system of the processor being used.

5. Results and Discussion

To evaluate our proposed framework, we conducted an online survey. We received
120 responses, out of which 28.3% of respondents were working in software industries,
48.3% were students of Computer Science or relevant degrees, 7.5% were faculty members
of Computer Science or relevant departments, and the remaining respondents included
freelancers, software developers in government organizations or research-based industries,
etc. The foremost question of the survey form was whether people have witnessed failures of
IoT-based applications in real time, such as Petnet [1]. About 83.3% of respondents replied
‘yes’. The second question was to identify the phase of the software development life-cycle
(SDLC) that requires more attention to reduce such failures of IoT-based applications. The
results of the obtained answers are illustrated in Figure 4, demonstrated using a pie chart [43].
About 35% of the respondents identified ’Testing’ as the most crucial phase of the SDLC which
needs more attention to avoid failures of IoT-based applications in real time.
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Figure 4. An illustration of the dependency of failures of IoT-based applications.

As customer satisfaction is dependent on quality, the third question was to measure
the dependency of quality on the testing phase of the SDLC. Figure 5 shows the obtained
results. In all, 13.7% of the respondents were of the view that about 80–100% of the quality
is dependent on testing, 45.8% of the respondents selected 50–70%, 25.8% chose 40–60%,
and only 5.8% selected 20–40%.
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The respondents were also asked about the percentage of failure minimization if testing
is properly performed. The responses of the respondents are illustrated in Figure 6. The
largest proportion of respondents thought that 60–80% of the failure can be minimized if
testing is properly performed. These obtained responses show the importance of the testing
phase of the SDLC, which must be properly performed to maintain quality and customer
satisfaction. As the IoT is a huge network of physical objects integrated with sensors,
software, and communication technologies, the respondents were asked if conducting all
types of tests in the IoT is possible and easy. The obtained results are shown in Figure 7.
About 40.8% of respondents replied ‘No’, whereas 40% replied ‘Maybe’, and 19.2% of the
respondents replied ‘Yes’.
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The respondents were asked if conducting all types of tests during the QA process
of IoT-based applications is time-consuming and decelerates the SDLC by posing many
other challenges as well. About 81.2% of the respondents replied ‘Yes’, which shows that
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conducting all testing techniques for quality in IoT-based applications is not feasible. To
measure the need for our proposed framework, we asked the respondents whether there is
a need to identify all important testing techniques that must be conducted for the quality
assurance of IoT-based applications, thus accelerating the SDLC and reducing cost. The
obtained results are illustrated in Figure 8.
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Figure 8. An illustration of the need for a framework that identifies all important tests.

About 80.8% of the respondents replied ‘Yes’. This shows that there is a need for
some framework that assists quality assurance engineers in identifying all the necessary
testing techniques that must be conducted to ensure quality in IoT-based applications. The
respondents were also asked how much our proposed framework or idea would assist in
improving the quality of IoT-based applications. The results are shown in Figure 9.
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Figure 9. An illustration of how much our proposed framework will improve the quality of IoT-based
applications.

Different testing techniques were identified in Figure 1. To evaluate our identified
testing techniques, we asked respondents to select the most important techniques for the
device level, cloud level, mobile level, and end-to-end level in IoT-based applications. They
were also provided with an option to suggest any other techniques that they considered
important. The obtained results for device-level testing are illustrated in Figure 10. The
largest proportion of respondents considered embedded software trials and sensor testing
as the most important testing techniques. Other than the identified testing techniques, the
respondents also gave suggestions for communication and security testing, which must be
performed at the device level. The results obtained for mobile-level testing are illustrated
in Figure 11.
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The largest proportion of respondents considered compatibility testing as the most
crucial testing technique for mobile-level testing. Safety testing, upgrade, and regulatory
testing were suggested by a few respondents and must be incorporated into our proposed
framework. The results obtained for end-to-end-level testing are illustrated in Figure 12.
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All testing techniques that we incorporated for end-to-end-level testing were con-
sidered important by the majority of respondents. Other testing techniques which were
suggested by respondents included load testing, pilot testing, upgrade, and regulatory test-
ing. The results obtained for cloud-level testing are illustrated in Figure 13. Data encryption
or decryption testing, cloud interface testing, and tests for error handling were considered
the most important testing techniques for cloud-level testing in IoT-based applications.
No other techniques were suggested by our respondents for this level. From the sur-
vey, we found that no testing technique was considered unimportant by our respondents.
To improve our framework in the future, we can also include those testing techniques
that were suggested by our respondents. By considering and performing all the identified
testing techniques, we can improve the quality of IoT-based applications and reduce their
failures in real time. Quality is the utmost requirement for customer satisfaction and must
be fulfilled.
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6. Conclusions and Future Work

Overall, this research contributed to identifying all the important testing techniques
for IoT-based applications and proposed a robust framework that assists quality assurance
engineers in performing necessary tests during the QA process, ensuring quality with
maximum customer satisfaction, reducing failure rates and costs, and, lastly, accelerating
the SDLC. We also mapped all the necessary tests across the IoT’s layered architecture
to help the testers identify tests for each specific layer. Although these approaches are
fundamental, they still lay the foundation of quality assurance in the IoT. This area needs
special attention in IoT development, as the idea behind the IoT is smart living. This goal
is not achievable without user satisfaction, for which quality is the utmost requirement
that needs to be fulfilled. Testing should be introduced as early as possible with reviews,
inspection, and formal methods. The quality of the IoT is strongly linked with security and
safety as these networks are mostly linked to real-time conditions. Thus, it is important
to concentrate more on data security and safety. The quality of the hardware being used
should also be considered very important, as hardware from different vendors provides
different performance and compatibility with IoT-based applications. Compatibility testing,
load testing for traffic on the network, and functional testing for both Internet and non-
Internet applications must be performed for all three types of clouds, i.e., public, private,
and hybrid clouds. Product analytics is also very important as it can harmonize processes
and test data. It can improve quality, yield, and productivity significantly. IoT-based
applications can be tested using simulators that mimic the real environment to verify
performance, usability, and all other concerns. Artificial intelligence (AI) and machine
learning (ML) techniques offer the potential to enhance data collection processes, making
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them more efficient, adaptable, and secure. Integrating customer feedback early on and
including human input in the testing loop can further elevate the quality. Considering
sustainability, the proposed framework not only enhances reliability but also contributes to
reducing resource consumption in IoT applications. In future work, our aim is to employ
neural networks for end-to-end testing automation in the IoT, ensuring a sustainable and
efficient quality assurance process. This automation will not only mitigate the risk of
system failures in real time but also lead to cost savings, as it eliminates the need for
human intervention.

Author Contributions: Conceptualization, A.A. and S.S.; methodology, A.A. and M.I.S.; software, S.S.,
M.I.S., M.A. and M.U.; validation, M.I.S. and A.R.A.; formal analysis, A.R.A.; investigation, A.A., M.A.
and A.R.A.; resources, M.U., A.A. and S.S.; data curation, M.I.S.; writing original draft preparation, A.A.
and S.S.; writing review and editing, A.A. and S.S.; visualization, M.A. and M.U.; supervision, M.A. and
M.U. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Deanship of Scientific Research at University of Tabuk
through Research no. S-0151-1443.

Institutional Review Board Statement: Not Applicable.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available in the article.

Acknowledgments: The authors extend their appreciation to the Deanship of Scientific Research at
University of Tabuk for funding this work through Research no. S-0151-1443.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Townsend, J. Gradual Transformation to Secure Cloud Operations. 2016. Available online: https://www.ctl.io/blog/post/

qawith-the-iot/ (accessed on 1 January 2023).
2. Al-Fagih, A.E.; Al-Turjman, F.M.; Alsalih, W.M.; Hassanein, H.S. A Priced Public Sensing Framework for Heterogeneous IoT

Architectures. IEEE Trans. Emerg. Top. Comput. 2013, 1, 133–147. [CrossRef]
3. Kiljander, J.; D’Elia, A.; Morandi, F.; Hyttinen, P.; Takalo-Mattila, J.; Ylisaukko-Oja, A.; Soininen, J.-P.; Cinotti, T.S. Semantic

Interoperability Architecture for Pervasive Computing and Internet of Things. IEEE Access 2014, 2, 856–873. [CrossRef]
4. Zhou, J.; Hu, L.; Wang, F.; Lu, H.; Zhao, K. An efficient multidimensional fusion algorithm for IoT data based on partitioning.

Tsinghua Sci. Technol. 2013, 18, 369–378. [CrossRef]
5. Leal, A.G.; Santiago, A.; Miyake, M.Y.; Noda, M.K.; Pereira, M.J.; Avanço, L. Integrated environment for testing IoT and RFID

technologies applied on the intelligent transportation system in Brazilian scenarios. In Proceedings of the 2014 IEEE Brasil RFID,
Sao Paulo, Brasil, 25 September 2014; pp. 22–24.

6. Li, F.; Xiong, P. Practical Secure Communication for Integrating Wireless Sensor Networks into the Internet of Things. IEEE Sens.
J. 2013, 13, 3677–3684. [CrossRef]

7. Mao, X.; Zhou, C.; He, Y.; Yang, Z.; Tang, S.; Wang, W. Guest editorial: Special issue on wireless sensor networks, cyber-physical
systems, and internet of things. Tsinghua Sci. Technol. 2011, 16, 559–560. [CrossRef]

8. Reetz, E.S.; Kuemper, D.; Moessner, K.; Tönjes, R. How to Test IoT-based Services before Deploying them into Real World.
In Proceedings of the European Wireless 2013; 19th European Wireless Conference, Guildford, UK, 16–18 April 2013; pp. 1–6.

9. Kuemper, D.; Reetz, E.S.; Tönjes, R. Test derivation for semantically described IoT services. In Proceedings of the 2013 Future
Network & Mobile Summit, Lisboa, Portugal, 3–5 July 2013; p. 13851815.

10. Gimenez, P.; Molina, B.; Palau, C.E.; Esteve, M. SWE Simulation and Testing for the IoT. In Proceedings of the 2013 IEEE
International Conference on Systems, Man, and Cybernetics, Manchester, UK, 13–16 October 2013; pp. 356–361.

11. Fernandes, J.; Nati, M.; Loumis, N.S.; Nikoletseas, S.; Raptis, T.P.; Krco, S.; Rankov, A.; Jokic, S.; Angelopoulos, C.M.; Ziegler, S.
IoT Lab: Towards co-design and IoT solution testusing the crowd. In Proceedings of the 2015 International Conference on Recent
Advances in Internet of Things (RIoT), Singapore, 7–9 April 2015; pp. 1–6.

12. Desnitsky, V.A.; Kotenko, I.V.; Nogin, S.B. Detection of anomalies in data for monitoring of security components in the Internet of
Things. In Proceedings of the 2015 XVIII International Conference on Soft Computing and Measurements (SCM), St. Petersburg,
Russia, 19–21 May 2015; pp. 189–192. [CrossRef]

13. Chuang, C.; Cheng, W.; Hsu, K. A comprehensive composite digital services quality assurance application on the intelligent trans-
portation system. In Proceedings of the 2015 17th Asia-Pacific Network Operations and Management Symposium (APNOMS),
Busan, Republic of Korea, 19–21 August 2015; pp. 368–371.

117



Sustainability 2023, 15, 15683

14. Masirap, M.; Amaran, M.H.; Yussoff, Y.M.; Rahman, R.A.; Hashim, H. Evaluation of reliable UDP-based transport protocols for
the Internet of Things (IoT). In Proceedings of the 2016 IEEE Symposium on Computer Applications and Industrial Electronics
(ISCAIE), Batu Feringghi, Malaysia, 30–31 May 2016; pp. 200–205.

15. Sankaran, S. Lightweight security framework for IoTs using identity based cryptography. In Proceedings of the 2016 International
Conference on Advances in Computing, Communications, and Informatics (ICACCI), Communications, Jaipur, India, 21–24
September 2016; pp. 880–886. [CrossRef]

16. Chandan, A.R.; Khairnar, V.D. Security Testing Methodology of IoT. In Proceedings of the 2018 International Conference on
Inventive Research in Computing Applications (ICIRCA), Coimbatore, India, 11–12 July 2018; pp. 1431–1435.

17. Kim, D.; Lee, E.; Kang, S. IJPoster: Expediting IoT Application Testing. In Proceedings of the International Conference on Mobile
Systems, Applications, and Services, Seoul, Republic of Korea, 17–21 June 2019; pp. 572–573.

18. Kaiser, A.; Hackel, S. Standards-Based IoT Testing with Open-Source Test Equipment. In Proceedings of the 2019 IEEE 19th
International Conference on Software Quality, Reliability and Security Companion (QRS-C), Sofia, Bulgaria, 22–26 July 2019;
pp. 435–441. [CrossRef]

19. Abdallah, M.; Jaber, T.; Alabwaini, N.; Alnabi, A.A. A Proposed Quality Model for the Internet of Things Systems. In Proceedings
of the 2019 IEEE Jordan International Joint Conference on Electrical Engineering and Information Technology (JEEIT), Amman,
Jordan, 9–11 April 2019; pp. 23–27.

20. Popereshnyak, S.; Suprun, O.; Suprun, O.; Wieckowski, T. IoT application testing features based on the modeling network.
In Proceedings of the 2018 XIVth International Conference on Perspective Technologies and Methods in MEMS Design (MEM-
STECH), Lviv, Ukraine, 18–22 April 2018; pp. 127–131.

21. Kim, H.; Ahmad, A.; Hwang, J.; Baqa, H.; Le Gall, F.; Ortega, M.A.R.; Song, J. IoT-TaaS: Towards a Prospective IoT Testing
Framework. IEEE Access 2018, 6, 15480–15493. [CrossRef]

22. Papachristou, K.; Theodorou, T.; Papadopoulos, S.; Protogerou, A.; Drosou, A.; Tzovaras, D. Runtime and Routing Security Policy
Verification for Enhanced Quality of Service of IoT Networks. In Proceedings of the 2019 Global IoT Summit (GIoTS), Aarhus,
Denmark, 17–21 June 2019; p. 18833635.

23. Temkar, R.; Chakrabarti, P.; Jena, O.P.; Elngar, A.A.; Margala, M.; Ravi, V. Multi-attribute quality score computation for Internet of
Things (IoT) based applications. Res. Sq. 2022. [CrossRef]

24. Julio, Y.R.; Contreras, B.H.; Rivera, S.C.; López, C.C.; Mangonez, A.D.P.; Herazo, H.B. Framework to Manage Software Quality on
IIoT Apps. IOP Conf. Ser. Mater. Sci. Eng. 2021, 1154, 012006. [CrossRef]

25. Medhat, N.; Moussa, S.; Badr, N.; Tolba, M.F. Testing Techniques in IoT-based Systems. In Proceedings of the 2019 Ninth
International Conference on Intelligent Computing and Information Systems (ICICIS), Cairo, Egypt, 8–10 December 2019; pp.
394–401. [CrossRef]

26. Sharma, A.; Sarje, A.K. Testing Techniques for IoT Systems: A Review. Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol. 2020.
27. Kumari, R.; Soni, M.K. A Comprehensive Study of Quality Assurance Techniques in the Internet of Things. Int. J. Adv. Res.

Comput. Sci. Softw. Eng. 2020.
28. Chen, S.; Xu, H.; Liu, D.; Hu, B.; Wang, H. A Vision of IoT: Applications, Challenges, and Opportunities with China Perspective.

IEEE Internet Things J. 2014, 1, 349–359. [CrossRef]
29. Lanzisera, S.; Weber, A.; Liao, A.; Pajak, D.; Meier, A. Communicating Power Supplies: Bringing the Internet to the Ubiquitous

Energy Gateways of Electronic Devices. IEEE Internet Things J. 2014, 1, 153–160. [CrossRef]
30. Kypus, L.; Vojtech, L.; Hrad, J. Security of ONS service for applications of the Internet of Things and their pilot implementation in

academic network. In Proceedings of the 2015 16th International Carpathian Control Conference (ICCC), Szilvasvarad, Hungary,
27–30 May 2015; pp. 271–276. [CrossRef]

31. Marinissen, E.J.; Zorian, Y.; Konijnenburg, M.; Huang, C.T.; Hsieh, P.H.; Cockburn, P.; Delvaux, J.; Rožić, V.; Yang, B.;
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Abstract: In this paper, we address the challenge of ensuring safe operations and rescue efforts in
emergency situations, for the sake of a sustainable marine environment. Our focus is on character
recognition, specifically on deciphering characters present on the surface of aged and corroded ships,
where the markings may have faded or become unclear over time, in contrast to vessels with clearly
visible letters. Imprinted ship characters encompassing engraved, embroidered, and other variants
found on ship components serve as vital markers for ship identification, maintenance, and safety
in marine technology. The accurate recognition of these characters is essential for ensuring efficient
operations and effective decision making. This study presents a machine-learning-based method
that markedly improves the recognition accuracy of imprinted ship numbers and characters. This
improvement is achieved by enhancing data classification accuracy through data augmentation.
The effectiveness of the proposed method was validated by comparing it to State-of-the-Art clas-
sification technologies within the imprinted ship character dataset. We started with the originally
sourced dataset and then systematically increased the dataset size, using the most suitable generative
adversarial networks for our dataset. We compared the effectiveness of classic and convolutional
neural network (CNN)-based classifiers to our classifier, a CNN-based classifier for imprinted ship
characters (CNN-ISC). Notably, on the augmented dataset, our CNN-ISC model achieved impressive
maximum recognition accuracy of 99.85% and 99.7% on alphabet and digit recognition, respectively.
Overall, data augmentation markedly improved the recognition accuracy of ship digits and alphabets,
with the proposed classification model outperforming other methods.

Keywords: imprinted ship characters; automatic recognition; recognition accuracy; dataset
augmentation; machine learning classifiers

1. Introduction

The recognition and identification of imprinted letters and digits on ship components
are vital tasks in marine technology applications, including maintenance, identification,
and critical operational labels. Accurate recognition of these characters is crucial for both
automated systems and human operators, to interpret and understand the information
conveyed by engravings. The accurate and swift recognition of these characters is not
just a technological pursuit but a fundamental element for upholding the sustainability
of marine environments and operations. However, a significant challenge exists within
marine technology—recognizing characters on the weathered, corroded surfaces of aged
ships and their components. Unlike the clear markings on new vessels, these characters
may have blurred or deteriorated over years of exposure to harsh maritime conditions.
Even though efforts are made to update characters that have worn out and become blurry
over time, there is bound to be a difference in their new state. And there are ships that are
constantly updating and those that are not. However, replacing aged components with
new ones not only poses environmental concerns but also economic challenges. Therefore,
it is essential to find ways to identify and maintain aging components in their current
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state, to promote sustainability. Despite advancements in character recognition technology,
deciphering these aged and obscured characters presents a unique and demanding task.

In recent years, significant progress has been made in the field of computer vision
and pattern recognition. This has enabled the development of robust recognition systems
that utilize machine learning techniques, such as classic classifiers and convolutional
neural network (CNN)-based classifiers, to achieve high accuracy in character recognition
tasks. CNNs have become essential for character recognition, excelling at capturing fine
character details for accurate identification. Often, due to dataset characteristics and
model design, different CNN architectures exhibit varying performance. However, in the
field of ship character recognition, several challenges and limitations persist within the
existing methods. These include the scarcity of comprehensive ship character datasets,
difficulties in handling the variability of ship characters, the impact of environmental
factors on character degradation, the complexity of the backgrounds on which characters
are imprinted, the need for real-time recognition, and limited generalization capabilities.
Unlike other character recognition datasets, such as handwritten datasets, ship character
images are scarce, and this scarcity makes it difficult to obtain sufficient training data for
the model to learn the variations in different imprinted ship characters. As a result, the
model may overfit, memorizing the training data rather than generalizing effectively to
new, unseen data. To address this challenge, we used generative adversarial networks
(GANs), which have proven effective in generating synthetic data that closely resemble real
samples [1–3]. GANs can incorporate diverse patterns and variations present in imprinted
characters, which helps the model generalize better.

Considering the inherent complexity and variability of characters found on ships and
their components, as seen in Figure 1, exploring multiple classifiers to identify the most
suitable approach to achieving accurate recognition is crucial. This study was motivated
by the urgent need for effective solutions that would bridge the gap between maritime
safety and sustainability. Specifically, we aimed to develop a robust character recognition
system tailored to the complex conditions of weathered ship surfaces and components. By
doing so, we would contribute to the broader goals of ensuring safe and environmentally
responsible maritime practices. This paper outlines our methodological approach, which
involves leveraging machine learning, data augmentation, and State-of-the-Art classifi-
cation techniques to enhance the accuracy of recognizing ship characters in challenging
real-world conditions. Through rigorous evaluation, we demonstrate the effectiveness of
our proposed system in addressing this critical maritime challenge. In our study, we con-
ducted evaluations on State-of-the-Art classifiers, by considering relevant and recent works
in the domain. By comprehensively assessing various classifiers, we aimed to propose an
optimal model that would demonstrate superior performance in recognizing ship charac-
ters effectively. Our study includes the evaluation of cutting-edge CNN-based classifiers
as well as well-known classic classifiers, such as Gaussian Naive Bayes (GNB), Random
Forest (RF), K-Nearest Neighbors (KNNs), Support Vector Machines (SVMs), Stochastic
Gradient Descent (SDG), and Decision Trees (DT). Among deep learning methods, CNNs
have garnered considerable attention, due to their ability to operate directly on original data
without requiring extensive data transformations. This property enables CNNs to preserve
the information present in the original data to a greater extent, distinguishing them from
other approaches, such as SVMs [4]. CNNs have shown exceptional performance in image
recognition tasks, especially when dealing with complex patterns and intricate details. As a
result, we included CNN-based models in our evaluation, to determine whether they could
achieve near-perfect prediction accuracy on the imprinted digit and alphabet datasets. This
study focused on optimizing the model architecture, to enhance recognition accuracy. We
achieved this by systematically exploring minor modifications to critical hyperparameters
in each CNN model. Specifically, we investigated variations in activation functions, learn-
ing rates, optimizers, batch sizes, and epochs, while maintaining consistency in the number
of convolutional layers, dense layers, and pool sizes. This meticulous approach enabled
the fine-tuning of these selected hyperparameters for each CNN model, leading to the
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identification of a suitable architecture with optimal hyperparameters tailored specifically
to the dataset, thereby considerably improving recognition accuracy. In addition, our
datasets were compared to cutting-edge hybrid classifiers, such as CNN-SVMs [5] and
CNN-RF [6]. Furthermore, we developed a CNN-based classifier model for imprinted ship
characters (CNN-ISC) and evaluated its performance, by comparing it to other known
classifiers, aiming at providing insights into the remarkable effectiveness of our model in
recognizing the diverse range of imprinted characters present on ship components.

Figure 1. Sample Images of Source Dataset.

For classifier performance evaluation, we used standard metrics, including the F1
score, precision, recall, and accuracy. The F1 score is the harmonic mean of precision
and recall that provides a single number to compare the overall performances of different
classifiers. It balances both precision and recall and is often used when both are impor-
tant. Precision measures how often a classifier correctly identifies positive samples. High
precision indicates a low false positive rate. The recall value is a performance metric that
measures the percentage of positive instances correctly identified by the model [7–10].
Recall measures how often a classifier correctly identifies positive samples out of all actual
positive samples. A high recall indicates a low false negative rate. These metrics provide
comprehensive insights into the classifiers’ ability to correctly classify the imprinted char-
acters, considering both the precision of positive predictions and the ability to identify true
positive instances. By analyzing the performance across these metrics, we could assess
the classifiers’ overall effectiveness in recognizing the digit and alphabet datasets. By
harnessing GAN models, we generated more extensive and diverse datasets. Subsequently,
through a careful evaluation process, we compared the performance of the classifiers across
these diverse dataset variations.

The successful implementation of this research will markedly advance the maritime
industry, by optimizing maintenance and replacement schedules, facilitating part re-use
and inventory management, improving accuracy and efficiency, enhancing accident inves-
tigation and safety standards, and promoting standardization and interoperability. The
precision in character recognition has profound implications for human operators who rely
on interpreting and comprehending the information conveyed by these engravings. How-
ever, this study goes beyond the realm of character recognition alone, casting a considerable
influence on the maritime industry’s sustainability. Enhancing ship character recognition
extends beyond achieving heightened accuracy in vessel and component identification, to
accident prevention, improved regulatory adherence, and, ultimately, a more sustainable
and environmentally responsible maritime industry. The following highlights underscore
the key findings and contributions of our research:
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• We utilized GANs for data augmentation, improving recognition accuracy by incor-
porating diverse patterns in limited special typed images of imprinted characters on
ship components.

• The CNN-ISC model achieved 99.85 and 99.7% accuracy, outperforming other classi-
fiers for both digits and alphabets on ship components.

• The CNN-ISC model’s high precision and recall make it valuable for ship character
recognition, enhancing maritime safety measures.

The rest of the paper is structured as follows: Section 2 provides an overview of
relevant studies on recent recognition models for similar tasks. We introduce a CNN-based
approach for recognizing imprinted digit images in Section 3. In Section 4, we present the
results of our comprehensive evaluation of the classifiers on the digit and alphabet datasets.
We discuss the classifiers’ performance, highlighting notable improvements achieved when
trained on augmented datasets. We also analyze our findings, in relation to previous works.
Finally, we conclude the paper and discuss potential future research directions.

2. Related Work

In the analysis of ship character identification, we conducted an extensive review of
the existing literature on ship identification, and we investigated the utilization of data
augmentation techniques in this domain. The aim was to understand the advancements
made in ship identification methods and to examine how researchers have incorporated
data augmentation to enhance the accuracy and robustness of ship recognition systems.
By exploring the research conducted on ship identification and the integration of data
augmentation, we sought to gain valuable insights into the effectiveness of these approaches
and their impact on improving ship recognition systems.

Accumulating research on image recognition [11–17] has enabled the development
of novel algorithms and techniques. This progress has facilitated the application of image
recognition in various domains. Over time, these algorithms have undergone significant
advancements, becoming increasingly sophisticated. To enhance classifier performance, in
terms of accuracy, running time, and computational complexity, researchers often employ
ensemble methods, which involve combining multiple classifiers. Several studies have
explored the use of ensemble methods on well-known datasets, showing their potential for
improving classifier outcomes.

The authors of [18] introduced the RMA (ResNet-Multiscale-Attention) model, a fine-
grained classification approach for recognizing navigation marks in camera images. This
model incorporates an attention mechanism that combines feature maps of three different
scales, to capture subtle differences among similar navigation marks. It was trained on a
dataset of 10,260 navigation mark images, achieving an accuracy of approximately 96%
for classifying 42 types of navigation marks. This value markedly exceeded that of the
ResNet-50 model, which achieved around 94%. The authors also provided visualization
analyses that demonstrated their model’s ability to extract attention regions and essential
characteristics of navigation marks, thereby further validating their model effectiveness.

BoxPaste, a powerful data augmentation method tailored for ship detection in SAR
imagery, was introduced in [19]. This approach, which involves pasting ship objects
from one SAR image onto another, exhibits greater performance on the SAR ship detection
dataset than the baseline methods. The authors also proposed a principle for designing SAR
ship detectors, highlighting the potential benefits of lighter models. The effectiveness of
their data augmentation scheme was further demonstrated by integrating it with RetinaNet
and ATSS, resulting in impressive performance gains. In [20–23], the authors addressed the
challenge of detecting and tracking ships from video streams in a monitored area. These
works focused on developing systems that can effectively identify and track vessels as they
enter designated areas.

A comprehensive approach to recognizing vessel plate numbers through an end-to-
end method was introduced in [24]. The method comprises two key stages: vessel plate
number detection and recognition. In the detection stage, a deep CNN is employed, to
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identify the bounding boxes encompassing the vessel plate numbers within the images.
Subsequently, in the recognition stage, a Long Short-Term Memory (LSTM) network is
utilized, to accurately decipher the text contained within the detected bounding boxes.
To assess the effectiveness of their proposed method, the authors conducted evaluations,
using a dataset comprising 1000 vessel plate number images. Remarkably, the method
achieved impressive text detection and recognition rates of 96.94% and 93.54%, respectively.
Comparative analysis to other existing methods revealed that the proposed approach
outperformed all other techniques, highlighting its superior performance and efficacy in
vessel plate number recognition.

The authors of [25] conducted an extensive survey, to thoroughly examine the current
State-of-the-Art methods in scene text detection and recognition. The study provided a
comprehensive overview of these two tasks and delved into the significant influence of deep
learning techniques on their advancement. The authors further explored recent progress
in scene text detection and recognition, encompassing novel deep learning architectures,
the utilization of large-scale datasets, and the introduction of improved evaluation metrics.
They also discussed the challenges that remain in scene text detection and recognition,
including detecting text in low-resolution images, in images with cluttered backgrounds,
and in images with non-Latin characters. In [26], the authors proposed a novel rotation-
based framework for arbitrary-oriented scene text detection in natural scene images. The
framework comprises two main components: a Rotation Region Proposal Network (RRPN)
and a Rotation Region of Interest (RRoI) pooling layer. The RRPN generates inclined
proposals with text orientation angle information, and the RRoI pooling layer projects
arbitrary-oriented proposals to a feature map for a text region classifier. The authors
evaluated their framework on three real-world scene text detection datasets and demon-
strated its superiority, in terms of effectiveness and efficiency, over previous approaches.
In [27], a novel method for omnidirectional scene text detection was proposed, based on a
sequential-free box discretization approach that allows for the detection of text in images
with arbitrary orientations. The method was evaluated on the ICDAR 2015 omnidirectional
scene text detection benchmark, and it achieved State-of-the-Art performance.

In [28], the authors proposed an algorithm for scene text detection using multibox and
semantic segmentation. The algorithm first uses a multibox detector to generate a set of text
proposals. These proposals are then passed on to a semantic segmentation model, which is
used to predict the text region in each proposal. The algorithm was evaluated on the ICDAR
2015 scene text detection benchmark, and it achieved State-of-the-Art performance. A novel
end-to-end panoptic segmentation method called Max-DeepLab was proposed in [29]. The
method is based on the Mask R-CNN framework, and it uses a novel mask transformer
module to improve model performance. The method was evaluated on the COCO panoptic
segmentation benchmark, and it achieved State-of-the-Art performance. In addition, in [30],
a method for ship plate recognition was introduced, using a Fully Convolutional Network
(FCN), a type of deep neural network specialized in image segmentation. The authors
argued that FCNs are well suited to ship plate recognition, due to their ability to handle
challenges such as occlusion, rotation, and varying illumination in ship plate images. The
FCN was trained on a dataset of ship plate images, and its performance was evaluated
on a separate test set. The results showed impressive accuracy of 95%. Additionally,
performance comparisons with other ship plate recognition methods demonstrated the
FCN’s superiority.

3. Methodology

This study used datasets containing both digits and alphabets that represented the
imprinted characters commonly seen on ship components. These datasets were carefully
selected, by considering variations in the shapes, sizes, and styles of the engravings, to make
them more realistic. We emphasize the significance of using datasets specifically derived
from ship imprints and related components, to ensure the authenticity and precision of
the generated digit and alphabet images. In addition to the baseline experiments, we
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investigated the impact of dataset augmentation using GANs on classifier performance.
GANs are powerful tools for data augmentation, because they can generate synthetic data
that closely resemble real-world samples [1–3]. We explored the effectiveness of GAN-based
augmentation techniques, such as Wasserstein GAN with a Gradient Penalty (WGAN-GP)
and WGAN with Divergence (WGAN-DIV) [31], in improving the recognition performance
of classifiers. The WGAN-GP and WGAN-DIV models, among several other GAN models,
demonstrated exceptional performance during execution on the engraved digit dataset.

Figure 2 illustrates our system model for identifying imprinted ship characters. The
process begins with data preprocessing, which involves preparing the raw images of
imprinted ship images by normalizing the data, to ensure accurate classification [32],
followed by data augmentation, to enhance the dataset by applying techniques such as
the GAN. This augmentation increases diversity and enhances the classification models’
robustness. The next phase involves assessing classification models, including various
machine learning models designed to recognize imprinted ship images. This phase includes
training and fine-tuning the classifier algorithms, to optimize their performance. The
classification phase also includes the model validation and evaluation phase. Model
validation is the process of testing a trained classifier on a separate dataset, to ensure its
performance and generalizability. Model evaluation is the process of assessing a classifier’s
effectiveness on a dataset, using metrics, such as the F1 score, accuracy, recall, and precision.
These metrics provide a comprehensive analysis of the classifier’s performance. The
recognition phase involves the application of trained classification models, to accurately
identify and recognize imprinted ship images. This step enables the system to discern
precisely the specific digits represented by the engravings. Finally, the information retrieval
system integrates the classification and recognition components. It serves as a cohesive
system that allows users to retrieve relevant information based on recognized imprinted
ship images. The engraved digit recognition workflow is described in [33].

Figure 2. An imprinted Digit and Alphabets Recognition System Model with Data Augmentation
Technique.

3.1. Data Collection and Preprocessing

The ship-imprinted character image dataset comprises characters that are etched, en-
graved, or inscribed onto ship surfaces, such as metal plates or panels (see Figure 1). These
characters are typically machine generated and serve various purposes in the maritime
industry, including identification, labeling, and signage. However, due to factors such as
physical wear, corrosion, exposure to harsh environmental conditions, and the passage of
time, the legibility and visibility of these imprinted characters can be significantly compro-
mised. This presents a considerable challenge to accurately identifying and recognizing
the characters, particularly in real-world scenarios where the imprinted surfaces may have
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undergone extensive deterioration. The ship-imprinted character image dataset exhibits
variations in image quality, lighting conditions, and distortion caused by the engraving
process itself (see Figure 3). These variations in the appearance and quality of imprinted
characters pose significant difficulties for traditional recognition methods, necessitating the
development of specialized approaches, to effectively address these challenges.

Figure 3. Collection of Character and Digit Samples from the Source Dataset

The datasets used in this study covered various imprinted characters, including digits
0–9 and 13 alphabets: A, C, D, E, I, L, M, N, O, P, R, S, and T. These characters were
obtained from old or poorly maintained ships (Figure 1). These images were carefully
selected, to support ship character identification and retrieval systems. Within the context
of our research, the presence of a relatively small dataset encompassing only a few alpha-
bets (13) introduces the potential risk of exacerbating mode collapse in the GAN used for
data augmentation [33]. This concern informed our strategic decision to concentrate on
a specific subset of characters (13 of 26 alphabet characters). Despite this limitation, we
hold a strong belief in the broader applicability of our results and conclusions. The images
exhibited variations in size and color, but they were preprocessed, to ensure consistency
during training and analysis. Specifically, they were normalized to grayscale and resized
to 56 × 56 pixels in width and height. The images were stored in standard formats, such
as JPEG or PNG. The dataset encompassed various engraving styles commonly found on
ships, including embossed, engraved, and painted characters, either individually or in
combination. These characters represented ship identification numbers, hull markings,
engine component identifiers, and other characters relevant to ship operations. This com-
prehensive approach enabled us to capture the diversity and complexity of the characters
found in real-world ship components. By evaluating the classifiers’ performance on both
digit and alphabet datasets, we could identify any variations in recognition capabilities and
gain a comprehensive understanding of their effectiveness.

3.2. Data Augmentation with GAN Models

We investigated the impact of dataset augmentation using GANs on classifier perfor-
mance. GANs are powerful tools for data augmentation, as they can generate synthetic
data that closely resemble real-world samples [3,31]. We started with an originally sourced
dataset of approximately 100 images per character class, and we then systematically in-
creased the dataset size, to about 200 images per character class, using the most suitable
GANs for our dataset, WGAN-GP and WGAN-DIV [33]. This augmentation approach
strikingly increased the size and diversity of the dataset, enabling the training of a more
robust and improved performance of the classifiers.
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3.3. Classifier Selection, Metrics, and Model Performance

The choice of classifiers for evaluation was based on their wide usage and effectiveness
in character recognition tasks. We considered well-known classic classifiers, such as GNB,
RF, KNNs, SVMs, SDG, and DT. These classifiers have demonstrated their efficacy in
various pattern recognition applications, and they provided a solid foundation for our
comparative analysis. Additionally, hybrid (CNN-RF and CNN-SVMs) and CNN-based
classifiers were employed, to compare the performance of our CNN-ISC against these
classifiers. The classifiers were evaluated, using standard evaluation metrics, including
precision, recall, and F1 score. Table 1 contains each metric description. We implemented
traditional classic algorithms, using Scikit-Learn.

Table 1. Summary of Classification Metrics.

Metric Description Formula Interpretation

Accuracy Measures the overall correctness
of predictions.

(TPs + TNs)/
(TPs + TNs + FPs + FNs)

High accuracy indicates good
overall performance.

Precision Measures the accuracy of
positive predictions. TPs/(TPs + FPs) High precision indicates fewer false

positive errors.

Recall Measures the proportion of actual
positives correctly predicted. TPs/(TPs + FNs) High recall indicates that most actual

positives are correctly predicted.

F1 Score A harmonic mean of precision
and recall.

2 ∗ (Precision ∗ Recall)/
(Precision + Recall)

Balances precision and recall, which
is useful when there is an imbalance

between classes.

True positives (TPs) are correctly predicted positive cases, true negatives (TNs) are cor-
rectly predicted negative cases, false positives (FPs) are incorrectly predicted positive cases,
and false negatives (FNs) are incorrectly predicted negative cases. Classification reports
were generated, providing detailed insights into each classifier’s performance. The metrics
were calculated for both the digit dataset and the selected alphabet characters, allowing for
a comprehensive assessment of classifier performance across different imprinted character
types. In our experimental setup, we split the dataset into training and testing sets, using a
70:30 ratio. By allocating 70% of the data for training, the model could learn the underlying
patterns and relationships present in the data, while the remaining 30% was reserved for
testing, to assess the model’s performance on new, unseen data. During the training phase,
the model optimized its parameters and learned from the training data, to minimize errors
and improve accuracy. This iterative process continued until the model converged to a
state where further training would not lead to significant improvements. After training, the
model was then evaluated on the testing set, where it encountered new samples that were
not part of the training data. This evaluation allowed us to gauge the model’s performance
in a real-world scenario, assessing its ability to make accurate predictions on unseen data.

For each CNN model, we aimed to understand the impact of minor modifications
to certain hyperparameters. Specifically, we focused on altering the type of activation
function, learning rate, optimizer, batch size, and number of epochs, while keeping the
number of convolutional layers, dense layers, and the pool size constant. Through this
systematic approach, we carefully adjusted these selected hyperparameters for each CNN
model, and we documented the results, to identify the optimal parameter values. Our
evaluation encompassed several CNNs [34–38]. Additionally, to explore the impact of
network design and depth on dataset performance, we modeled our CNN-ISC as a variant
of the CNN [34,38]. The CNN-ISC architecture is designed to learn hierarchical representa-
tions of the input data, through a series of convolutional and pooling layers. These layers
are responsible for extracting important features from the input images and progressively
reducing their spatial dimensions. The convolutional layers use a set of learnable filters, to
detect patterns and local features in the images, while the max-pooling layers downsample
the feature maps, focusing on the most relevant information.
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As shown in Figure 4, the CNN-ISC architecture comprises three Conv2D layers, each
followed by a ReLU activation function, to introduce nonlinearity. The first Conv2D layer
has 32 filters with a 3 × 3 kernel, and the subsequent two Conv2D layers have 64 filters with
3 × 3 kernels. These convolutional layers are responsible for capturing the low-level and
high-level features in the input images. After each Conv2D layer, a MaxPooling2D layer
with a 2 × 2 pooling size is applied, to reduce the spatial dimensions of the feature maps.
This step helps reduce computational complexity and focuses on the most salient features.
A flatten layer is added, to transform the 2D feature maps into a 1D vector, preparing the
data for the fully connected layers. Two dropout layers are inserted into the architecture,
to prevent overfitting. The first dropout layer randomly drops out 50% of the neurons
after the flatten layer, and the second dropout layer has the same dropout rate and comes
after the first dense layer. The CNN-ISC architecture also includes two dense layers. The
first dense layer has 1024 neurons with a ReLU activation function and is followed by L2
regularization, to further prevent overfitting. Finally, the output layer is a dense layer
with 13 neurons using the softmax activation function. This allows the model to perform
multi-class classification for the 13 alphabets. For digit recognition, we modified the dense
layer to 10, corresponding to digits 0–9. The model was compiled using a learning rate
of 0.001.

Figure 4. CNN-ISC Architecture.

The hybrid classifiers, CNN-SVMs and CNN-RF, use SVMs and RFs for binary classifi-
cation, instead of softmax or sigmoid functions. CNNs are used to extract features from
input data, capturing hierarchical representations. These extracted features are then fed into
the SVMs and RF classifiers, which classify the features into their respective binary classes.

4. Evaluation and Analysis

First, we evaluated the performance of the classic classifiers on two datasets of im-
printed ship characters: the imprinted ship digit dataset and the imprinted ship alphabet
dataset. We used both the original dataset and a dataset augmented by synthetic data
generated using the WGAN-GP and WGAN-DIV models.

We found that the augmented dataset significantly improved the performance of
all the classifiers, with the most striking improvements seen for the KNNs and SVMs
classifiers. For example, Table 2 shows that the accuracy of the KNNs classifier on the
imprinted ship digit dataset increased from 26% to 94% when the augmented dataset was
used. The SVMs classifier also showed notable improvement, with its accuracy increasing
from 13.8% to 90.6%. Other classifiers also showed improvement, although the gains were
not as pronounced. For example, the accuracy of the DT classifier on the imprinted ship
digit dataset increased from 13.8% to 66.7%, and the accuracy of the RF classifier increased
from 18% to 27.7%. The GNB classifier showed the least improvement, but it still showed
some improvement, with its accuracy increasing from 12.7% to 21.6%.
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Table 2. Classic Classifiers’ Accuracies Across the Digit Datasets.

Classifier Original Dataset Augmented Dataset

KNNs 26 94
SVMs 13.8 90.6

DT 13.8 66.7
SDG 18.1 35.8
RF 18 27.7

GNB 12.7 21.6

The augmented dataset also significantly improved the performance of the classifiers
on the imprinted ship alphabet dataset (Table 3). The KNNs classifier, for example, had
its accuracy increased from 26% to 97%. The SVMs classifier showed notable accuracy
improvement (from 20% to 96%). The DT classifier also exhibited substantial accuracy
improvement (from 12.8% to 76%). The SDG classifier and RF classifier showed relatively
lower improvements after augmentation, but they still showed some improvement. The
SDG classifier achieved an initial accuracy of 4.10% on the original dataset, which improved
to 51% with augmentation. Similarly, the RF classifier had an accuracy of 2.15% on the
original dataset, which increased to 27% after augmentation. The GNB classifier showed
the least improvement, but it still showed some improvement (from 2.57% to 40%). These
results suggest that the WGAN-DIV and WGAN-GP augmented datasets can notably
improve the performance of classifiers for imprinted ship alphabet recognition tasks. The
augmentation technique effectively enriches the datasets and provides valuable information
for capturing patterns and improving generalization capabilities.

Table 3. Classic Classifiers’ Accuracies Across the English Alphabets Dataset.

Classifier Original Dataset Augmented Dataset

KNNs 26 97
SVMs 20 96

DT 12.8 76
SDG 4.10 51
RF 2.15 27

GNB 2.57 40

Tables 4 and 5 show the F1 scores of classic classifiers for the digit and alphabet
datasets, where A and B represent the original and augmented datasets, respectively. The
F1 score is a measure of a classifier’s accuracy, incorporating both precision and recall.
A high F1 score indicates that the classifier is both accurate and sensitive. Initially, the
KNNs and SVMs classifiers had low F1 scores, of 26% and 20%, respectively, for the digit
dataset. However, after augmentation by the generated datasets, WGAN-DIV and WGAN-
GP, their scores improved significantly, to 97% and 96%, indicating the effectiveness of
the augmented dataset. The DT classifier exhibited an initial F1 score of 12.8% for the
digit and alphabet datasets, which increased to 76% after augmentation. The SDG and RF
classifiers also showed improvements, with F1 scores of 4.10% and 2.15% increasing to
51% and 27%, respectively. The GNB classifier had relatively low F1 scores initially but
still showed improvement after augmentation, reaching 40%. The F1 score served as a
valuable metric to gauge the classifiers’ recognition performance, as it provided a balanced
measure of precision and recall. Digits with higher F1 scores demonstrated superior
classification, showing a good balance between accurately identifying positive samples
(recall) and minimizing FPs (precision). Various factors, including the data distribution and
the complexity of the digits, affected classifier performance, leading to variations in their
recognition abilities for different digits.
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Table 4. Average F1 score (%) for Digits.

Classifier F1 Score Original Dataset F1 Score Augmented Dataset

KNNs 22 95
SVMs 06 90
SDG 06 33
RF 05 25

GNB 09 18
DT 13 66

Table 5. Average F1 score (%) for Alphabets.

Classifier F1 Score Original Dataset F1 Score Augmented Dataset

KNNs 18 97
SVMs 13 96
SDG 06 28
RF 04 31

GNB 03 29
DT 10 75

Digit 4 consistently demonstrated one of the best performances across various classi-
fiers, with high F1 scores. For instance, the KNNs classifier (Figure 5) excelled in recognizing
digit 4, achieving an impressive F1 score of 96%, showcasing its ability to accurately classify
positive samples while minimizing FPs. Similarly, in the SVMs classifier (Figure 6), digit 4
achieved the highest F1 score of 94%, indicating accurate classification with well-balanced
precision and recall. However, some classifiers faced challenges in recognizing certain
digits. Figure 7 shows the performance of the RF classifier. RF struggled with digits, and the
SGD classifier in Figure 8, although achieving relatively lower overall F1 scores, performed
relatively well for digit 9. These findings provide valuable insights for selecting suitable
classifiers and designing effective digit recognition models for various applications.

Figure 5. Metric Chart for Digits on the K-Nearest Neighbors Classifier.
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Figure 6. Metric Chart for Digits on the Support Vector Machines Classifier.

Figure 7. Metric Chart for Digits on the Random Forest Classifier.

Figure 8. Metric Chart for Digits on the Stochastic Gradient Descent Classifier.
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For the alphabets, the letters “C”, “P”, and “I” consistently achieved high F1 scores
across various classifiers, including SVMs (Figure 9), KNNs (Figure 10), and GNB (Figure 11).
These letters showcased excellent recognition capabilities, with F1 scores ranging from 0.43
to 0.99. Conversely, the letters “E”, “S”, and “R” exhibited relatively lower F1 scores across
the classifiers, indicating the need for further optimization in classifier models, to improve
their recognition accuracy. The F1 scores for these letters ranged from 0.19 to 0.97 across
the KNNs, SVMs, SDG, DT, and GNB classifiers. The variations in performance highlight
the impact of different classifiers on recognizing specific alphabet characters.

Figure 9. Metric Values for selected Alphabets on the Support Vector Machines Classifier.

Figure 10. Metric Chart for selected Alphabets on the K-Nearest Neighbors Classifier.
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Figure 11. Metric Chart for selected Alphabets on the Gaussian Naive Bayes Classifier.

In our evaluation, we assessed the performance of selected CNN-based models for
both digit and alphabet recognition. Tables 6 and 7 present the accuracy results of the CNN
models on the original and augmented datasets for digits and alphabets, respectively. All
the CNN models demonstrated a notable improvement in performance when trained on
the GAN-augmented dataset compared to the original digit dataset. This suggests that the
GAN augmentation technique effectively enhanced the models’ ability to recognize and
classify digits.

Table 6. CNN Accuracies for Digits.

Classifier Original Dataset Augmented Dataset

CNN [34] 31.8 99.43
CNN-ISC 10.8 99.7
CNN [35] 47.3 99.0
CNN [36] 43.2 99.5
CNN [38] 48.7 99.2

CNN-SVMs [5] 15.7 97.33
CNN-RF [6] 10.4 96.8

Table 7. CNN Accuracies for Alphabets.

Classifier Original Dataset Augmented Dataset

CNN [34] 23.07 99.55
CNN-ISC 26.15 99.85
CNN [35] 24.55 99.61
CNN [36] 32.3 98.93
CNN [38] 18.4 98.6

CNN-SVMs [5] 53 97.16
CNN-RF [6] 44 95.9

Among the evaluated CNN models on the digit datasets, our CNN-ISC model stands
out, with the highest accuracy, of 99.7%, making it a top-performing model for digit
recognition. The classification plots for both the original and augmented datasets of CNN-
ISC are visually represented in Figures 12 and 13, respectively. The accuracy curves for the
CNN [35], are shown in Figures 14 and 15. CNN-ISC accomplished the highest accuracy, of
99.85%, on the augmented dataset for the alphabets recognition task. The accuracy curves
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for both the original and augmented datasets of CNN-ISC are depicted in Figures 16 and 17,
respectively. Figures 18 and 19 display the accuracy curves for the CNN [36] on the original
and augmented datasets. We also present the performance of the CNN [34] on the original
and augmented datasets in Figures 20 and 21, respectively. Additionally, Figures 22 and 23
showcase the precision, recall, and F1 score performance metrics for both digits and
alphabets. The performance metric values of CNN-ISC for both digits and alphabets
demonstrate the effectiveness of data augmentation in the recognition task.

Figure 12. CNN-ISC on the Original Digit Dataset.

Figure 13. CNN-ISC on the Augmented Digit Dataset.

Figure 14. CNN [35] on the Original Digit Dataset.

Figure 15. CNN [35] on the Augmented Digit Dataset.
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Figure 16. CNN-ISC on the Original Alphabet Dataset.

Figure 17. CNN-ISC on the Augmented Alphabet Dataset.

Figure 18. CNN [36] on the Original Alphabet Dataset.

Figure 19. CNN [36] on the Augmented Alphabet Dataset.
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Figure 20. CNN [34] on the Original Alphabet Dataset.

Figure 21. CNN [34] on the Augmented Alphabet Dataset.

Figure 22. Metric Chart for Digits on CNN-ISC.

Figure 23. Metric Chart for Alphabets on CNN-ISC.
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Alongside the CNN models for the recognition tasks, we also considered hybrid
classifiers, namely, CNN-SVMs and CNN-RF. However, the accuracy results presented
in Tables 6 and 7 indicate that these hybrid classifiers did not outperform any of the
CNN models. Our study underscores the critical role of choosing the right recognition
model for character recognition, particularly concerning our dataset. The effectiveness of
character recognition models depends on how well they are suited to a specific dataset. We
identified CNNs as highly effective for this task, given their exceptional ability to capture
intricate character details and use them for precise identification. Notably, different CNN
architectures yielded varying results, often due to nuanced differences in their design and
hyperparameter configurations. Our finding strongly suggests that the CNN-ISC model is
better suited to this specific recognition task, yielding superior performance. This bears
significance not only for enhancing character recognition within our dataset but also for
adapting our novel model to similar datasets within the same domain. This adaptability is
particularly promising, as it suggests broader applicability and potential advancements in
character recognition for related applications.

5. Conclusions and Future Work

Overall, CNN-based models, especially CNN-ISC, outperform classic and hybrid
classifiers in digit and alphabet character recognition tasks. The remarkable accuracy of
CNN-ISC on the dataset underscores its effectiveness in recognizing imprinted characters.
The implementation of data augmentation greatly contributes to improved accuracy and F1
scores for both the digit and alphabet datasets, highlighting the importance of this technique
in enhancing recognition performance. As part of our future work, we propose expanding
the datasets, to include a wider range of ship-component images. This expansion would
provide a more diverse and comprehensive representation of imprinted characters, further
enhancing classification performance. The efficiency and accuracy enhancements offered
by our model have wide-ranging implications for automation and precision across diverse
industries, from manufacturing to logistics, agricultural monitoring, and infrastructure
maintenance. Additionally, our study emphasizes the importance of considering dataset
characteristics when selecting an appropriate model. Different types of datasets may yield
varying performance outcomes, potentially revealing a different model as the superior
choice over the current best model. As such, further investigations with diverse datasets
will shed light on the generalizability and adaptability of different classifiers in various
recognition applications.
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Abstract: Solid biofuels and Internet of Things (IoT) technologies play a vital role in the development
of smart cities. Solid biofuels are a renewable and sustainable source of energy obtained from organic
materials, such as wood, agricultural residues, and waste. The integration of IoT technology with
solid biofuel classification can improve the performance, quality control, and overall management
of biofuel production and usage. Recently, machine learning (ML) and deep learning (DL) models
can be applied for the solid biofuel classification process. Therefore, this article develops a novel
solid biofuel classification using sailfish optimizer hybrid deep learning (SBFC-SFOHDL) model
in the IoT platform. The proposed SBFC-SFOHDL methodology focuses on the identification and
classification of solid biofuels from agricultural residues in the IoT platform. To achieve this, the
SBFC-SFOHDL method performs IoT-based data collection and data preprocessing to transom the
input data into a compatible format. Moreover, the SBFC-SFOHDL technique employs the multihead
self attention-based convolutional bidirectional long short-term memory model (MSA-CBLSTM)
for solid biofuel classification. For improving the classification performance of the MSA-CBLSTM
model, the SFO algorithm is utilized as a hyperparameter optimizer. The simulation results of the
SBFC-SFOHDL technique are tested and the results are examined under different measures. An
extensive comparison study reported the betterment of the SBFC-SFOHDL technique compared to
recent DL models.

Keywords: agricultural residues; biofuel classification; solid fuel; deep learning; sailfish optimizer;
IoT environment; smart cities

1. Introduction

Forestry and agricultural practices yield enormous quantities of waste derived from
farm yields [1]. The yearly production of biomass waste worldwide offers management
issues, as discarded biomass could have adverse environmental effects [2]. Agricultural
biomass residues or wastes are mainly fruit peels, crop stalks, roots, leaves, nutshells or
seeds that are generally burned or discarded, but they are a potential supply of feedstock
material [3]. Important information for energy applications is the type of fuel to be used
because of the necessity of different chemical processes that are needed for the proper
processing of the material and to gain optimal results [4].
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Additionally, one of the preferred choices for generating power from the fuel is com-
bustion or incineration [5]. However, there are several technological options for minimizing
the total emission of gases and waste into the atmosphere while producing power from
existing fuels [6]. Moreover, the potential technique is selected based on the input fuel
type [7], considering the effect of the energy conversion procedure on air pollution as well
as effects on soil and water. For instance, manufactured biomass generally contains high
amounts of heavy metals (Ni, Cu, Zn and Cr), while coal-type fuels have more sulphur in
them [8]. However, the recovered fuels are heterogeneous mixtures produced from various
kinds of solid fuels to attain high availability. Therefore, a particular classification was
required for the study of the thermal conversion of solid fuels and it is vital to plan to
preprocess and enhance the generation of power [8]. It is essential to consider the effect
of energy conversion on air pollution and its impacts on soil and water as well [9]. A
practical method to categorize the type of fuel is to consider an expert opinion, but it might
be misleading because of human error [10]. Machine learning (ML) is a technique that
allows software applications to accurately predict the outcome without being explicitly
programmed [11]. ML is an accumulation of methods, producing different inferences from
prevailing data through mathematical and statistical approaches [12]. ML has been compre-
hensively used in domains such as forensics, image processing, prediction, cybersecurity,
etc. [13]. There is various research concerning biomass gasification by implementing ML to
constitute a regression method [14]. However, these studies do not illustrate the overall
outcomes of various ML methods for biomass gasification [15].

This article develops a novel solid biofuel classification using a sailfish optimizer
hybrid deep learning (SBFC-SFOHDL) model on the IoT environment. The proposed
SBFC-SFOHDL technique performs IoT-based data collection and data preprocessing to
transform the input data into a compatible format. Furthermore, the SBFC-SFOHDL
technique employs the multihead self attention-based convolutional bidirectional long
short-term memory model (MSA-CBLSTM) for solid biofuel classification. For improving
the classification accuracy of the MSA-CBLSTM algorithm, the SFO algorithm is utilized as
a hyperparameter optimizer. The simulation results of the SBFC-SFOHDL technique are
tested and the outcomes are examined under distinct measures.

The rest of the paper is organized as follows. Section 2 provides the related works and
Section 3 offers the proposed model. Then, Section 4 gives the result analysis and Section 5
concludes the paper.

2. Related Works

Al-Wesabi et al. [16] present a new approach named IEVB-SFC (intelligent ensemble
of voting-based solid fuel classification technique) for harvesting energy from agronomic
residue. First, the data preprocessing takes place in three ways similar to data normalization,
data transformation and class labeling. As well, the presented approach has three different
DL methods: convolutional neural network-based LSTM (CNN-LSTM), GRU and LSTM.
At last, an ensemble of three DL methods was carried out through the voting method and
determined the suitable solid fuel class labels. In [17], two types of digestate have been
observed as effective feedstock to prepare hydrochar implemented as a solid biofuel and
porous material. First digestate samples are a clean digestate from common biogas plants,
executing the anaerobic digestion of common agronomic residues such as cow dung.

Zheng et al. [18] aim to resolve the low efficiency while extracting novel energy
from agricultural waste (AW). The consumption and development of AW were deeply
elaborated upon by merging the recent technological progression. To choose the product
team organization pattern, the adaptive decision approach of the product team organization
pattern was intensely learned for the successful implementation of novel energy mining
schemes, and the FNN approach was applied as a decision technique. Bot et al. [19] aimed
to examine the economic viability and power utilization of biomass briquettes generation
from agricultural waste. This study concentrated on the briquetting conversion of banana
peels, coconut shells, sugarcane bagasse and rattan waste depending on small-scale plant
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production in Cameroon. Bosona et al. [20] aimed to develop and define a traceability
system (TS) to ensure the quality of pruning biomass for the generation of solid biofuel and
to offer assurance to users that the biomass was in better condition. It was devised for an
agricultural pruning supply chain where transporters, agronomists, end users and biomass
traders are major actors.

Jifara et al. [21] intended to use a combination of khat stem and corn cob using an
integration of co-pelletization and torrefaction processes. To inspect the optimization
of co-pelletization parameters, the response surface approach was utilized. A particle
size and Torrefied biomass blending ratio were selected as independent factors. The
dependent variable was durability, heating value and bulk density of torrefied mixed
pellets. Samadi et al. [22] created a study with the purpose of framing a stoichiometric
equilibrium technique for predicting the energy production of gasification. This method
was authenticated with an experimental dataset for determining the syngas composition.
For determining optimum performance characteristics, the impacts of a parameter of
operating conditions on the performance of gasification were assessed later. Further, the
developed method was utilized for predicting the amount of heat and power gained from
various farming residues by gasification.

In [23], numerical simulations were carried out employing computational fluid dynam-
ics (CFD) for evaluating the fluid dynamic strategy and the combustion model of biomass
particles under a horizontal cyclonic combustion chamber. Michal et al. [24] examined a
conceptual scheme of WSN intended to estimate the SmartCity air quality in realtime. The
sensor devices would autonomously monitor the flue gas temperature, CO and particulate
matter concentrations. Koval et al. [25] estimated if residential heating affects the quality of
air by modeling three provided conditions of a solid fuel boiler altered at chosen places and
compared the outcomes with measured data. Akarsu et al. [26] aimed to comparatively
estimate the outcome of a hydrothermal carbonization (HTC) condition on the produce
and fuel properties of hydrochar attained in food waste (FW) and its digestate (FD).

Though several models are available in the literature, it still remains a challenging
problem. Due to incessant deepening of the model, the number of parameters of DL
models also rapidly increased and led to model overfitting. At the same time, different
hyperparameters have a significant impact on the efficiency of the CNN model, particularly
the learning rate. The learning rate parameter also needs to be modified to obtain better
performance. Therefore, in this study, we employ an SFO technique for the hyperparameter
tuning of the MSA-CBLSTM model.

3. The Proposed Model

In this study, we concentrated on the improvement of the SBFC-SFOHDL model in
the IoT platform. The main purpose of the proposed SBFC-SFOHDL methodology lies
in the proficient detection and classification of solid biofuels from agricultural residues
in the IoT platform. To achieve this, the SBFC-SFOHDL system includes IoT-based data
collection, data preprocessing, MSA-CBLSTM-based solid fuel classification and SFO-based
hyperparameter tuning. Primarily, the input data are preprocessed to transform the input
data into a compatible format. Next, the classification process take place using the MSA-
CBLSTM model, which categorizes the solid biofuels into different classes. Finally, the
SFO algorithm is executed to adjust the hyperparameter values of the DL model. Figure 1
demonstrates the workflow of the SBFC-SFOHDL algorithm.
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3.1. Data Preprocessing

In the initial stage, the actual data is preprocessed in three various approaches such as
data normalization, data transformation and class labeling. Primarily, the data in categorical
values can be suitably transformed as mathematical values. Secondarily, the class labeling
procedure can be carried out but the data samples can be assigned to suitable class labels.
Eventually, the experimental value can be changed as a standard method by discarding
and scaling the mean to unit variance.

3.2. Solid Biofuel Classification

To classify solid biofuels in the IoT environment, the MSA-CBLSTM technique can
be used. In this study, the training module considered is a bidirectional LSTM (Bi-LSTM)
with a multi-head self-attentive model in conjunction with one-layer CNN architecture,
represented as an MSA-CBLSTM model [27]. LSTM takes place in the consecutive signal
analysis via sharing weight, and then the weight between the output and hidden layers is
recycled. It is a chain model to process time sequences and it could efficiently compensate
for the disappearing gradient problems. The bidirectional EEG signal extraction model
extracts dynamic data from the prior and latter segments in comparison to the unidirectional
EEG signal extraction model. An LSTM contains three gating control mechanisms of input
and the forget gates and the computation formula are shown as follows:

ft = σ
(

W f · [ht−1, xt]
)
+ b f

)
, (1)
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it = σ(Wi · [ht−1, xt]) + bi), (2)

∼
C = tanh(WC · [ht−1, xt]) + bC), (3)

Ct = ft × Ct−1 + it ×
∼
Ct (4)

Ot = σ(WO · [ht−1′xt]) + bO), (5)

ht = tanh(Ct)×Ot, (6)

From the expression, Ot signifies the output gate, W represents the weight matrix, xt
refers to the time series at t time, Ct denotes the cell state, ht represents the hidden layer, σ

shows the sigmoid function,
∼
Ct indicates the temporary cell state, it indicates the memory

gate, b signifies the bias vector of respective weight and ft denotes the forget gate. The
memory gate is accountable for updating the cell state of the LSTM, where the input gate
controls the output values to the following LSTM cell:

yt = σ
(
Wh ·

[
ht′h

′
t
])

+ bh
)
, (7)

The Bi-LSTM adds a backward layer for learning the upcoming data, which is the addition
of historical data. The Bi-LSTM perfectly combines the bidirectional characteristics and gating
structure such that further details can be processed and remembered by the two LSTM compo-
nents. The time series data are inputted into the algorithm, then the forward layer interconnects
the feature data in the historical sequence with current data, later the backward layer connects
the future data, and lastly, the forecast values are outputted using Equation (7).

The Transformer method is an autoregressive generative model that largely exploits
sinusoidal location data and a self-attentive mechanism. Each layer involves a dropout,
a pre-feedback network, a time-self-noticing and residual network sublayers. Figure 2
represents the architecture of a Bi-LSTM.
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The attention mechanism usually allows for a weight factor to be applied to all the
elements in the EEG series, and if one component is stored, the attention mechanism is
computed as a similarity between Q and K that reflects the significance of the extracted V
value, and the weight is summed and weighted to attain the attention value:

Attention (Q, K, V) = so f tmaχ

(
QKT
√

dk

)
V (8)

The multi-head self-attention module attains various representations of h (Q, K, V),
evaluates the self-attention of every h representation and interconnects the outcomes and is
represented as follows:

headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
, (9)

MultiHead(Q, K, V) = Contact(headi, . . . , headh)W0, (10)

In Equation (10), Wi and W0 make the parameter matrix. Meanwhile, as Bi-LSTM
considers the location data, it is not necessary to set up further position encoding. We apply
scaled dot product attention in the process of implementing the self-attention module in
Bi-LSTM. The output HD of the last time step is multiplied with the WQ matrix as Query,
whereas the output Ot of all the time steps is linearly converted as Keyt and Value:

Query = ωQHD, (11)

Valuet = ωVOt′ (12)

Keyt = ωKOt′ (13)

et =
QueryKeyT

t√
dk

, (14)

at =
exp(et)

Σn
t=0exp(et)

, (15)

The Query does not change with the time step and ωQ, ωK, ωV denote the parameter
of the NN that is adapted with BP. Valuet and weights at at all the time steps are summed
and weighted to attain the emotional feature vector with a self-attentive model:

z(Q, K, V) = ∑
t

atValuet (16)

The abovementioned formula is accomplished h times to attain multi-head self-
attention features z1, . . . , zh, which is merged and linearly converted:

MultiHead (Q, K, V) = Concat(z1, . . . , zh)ωz (17)

3.3. Hyperparameter Tuning Using SFO Algorithm

For hyperparameter tuning of the MSA-CBLSTM algorithm, the SFO algorithm is
utilized to improve the classifier results. Sailfish are a group of predators that contribute
to harassing and catching their beasts [28]. In the group game, the hunter uses different
approaches to assault. The sailfish culture can be determined as an alternative attack
strategy. It comprises the group leader who targeted and harmed or killed the sardine (prey
school) itself, whereas others saved the resource. It changes its location with sailfish that
attack the beast farm. Furthermore, the fish are capable of migrating to the sardine location
and maximizing the prey chasing. The target group (sardine) changes the location the party
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member is wounded to avoid the future attack from the sailfish. Thus, the sailfish optimizer
technique is applied. As compared to the other optimization techniques, the SFO algorithm
includes succeeding features. In recent work, the metaheuristic approach has proficiently
managed different optimization problems because of its ability for flexible exploration and
diversification, which are the two notable characteristics of the metaheuristic method that
could search the whole solution space in all the iterations for better solutions, except for local
optimal, intensification or exploitation, and it leads to quick convergence and determines
the potential solution. An optimal metaheuristic method attempts to balance exploitation
and exploration. The stepwise process of the SFO technique is shown as follows:

3.3.1. Initialization of Population

The sardine and sailfish populations are initialized at random. The arbitrary position
for all the sailfishes is wq

χ and the arbitrary place is vq
y for all the sardines, where χ ∈

{Sailfish}, y ∈ {Sardines} and q ∈ {Iteration value}. The location of all the sailfishes wq
x or

sardines vq
y is a possible choice for q-th iterations.

3.3.2. Mechanism and Evaluation of Elitism

According to the fitness function (FF), Fnes as the location for all the newest pop-
ulations is determined by all the quest agents (sardine or sail). As the sardine injured
is processed as vq

ini, inj ∈ {Sardineset}, for instance, Fnes (vq
inj) ≤ Fnes ( vq

y

)
, ∀q, this is

the most efficient sardine in the sardine population. Furthermore, as the elite fish wq
elit,

elit ∈ {Sailfish set}, i.e., Fnes (wq
elite) ≤ Fnes ( wq

x

)
, ∀q in impedance conundrum, the better

sailfish with lower fitness in the sailfish population is sustained.

3.3.3. Sailfish Position Updating

In the iteration, any sailfish member of a group can change its location. The modifica-
tion in the place of the sailfish operation can be performed by taking free space on the prey
farm or by changing the attack technique. The transition of Sailfish is focused mostly on
elite and injured sardine locations demonstrated in Equation (18).

wq+1
χ = wq

elit − λq ∗
(

β ∗
((

wq
e lite + gq

inj

2

)
− wq

χ

))
, (18)

where wq+1
χ represents the new location of the sailfish at (q + 1)th iterations. The location

wq
χ becomes the sailfish existing location q. β shows the random integer amongst [0, 1],

wq
elite signifies the location of the existing elite sailfish and gq

ini signifies the location of
the presently injured sardine. λq denotes the coefficient produced at every q-th iteration
as follows:

λq = (2× β× Dst)− Dst, (19)

In Equation (19), β represents the arbitrary integer in the range of zero and one, and
Dst shows the scale prey density. It results in the reduction in prey attacking the prey farm;
sailfish are injured and eat the sardines. The variable Dst can be determined as follows:

Dst = 1−
(

NMsail
NMsard + NMsail

)
, (20)

In Equation (20), NMsard indicates the number of sardines and NMsail shows the
number of sailfish. The primary sardine is greater than the sailfish population. It is
predicted to be NMsard = 3× NMsail . The λq fluctuation value is an essential component
in the model because every fish adjusts its position by raising the λq fluctuation value.
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3.3.4. Sardine Position Update

Initially, at stalking, the capability for sardines and power attacks is appreciated to
escape. The defensive skill of sailfish and the capability to escape the sardines diminishes
with time. The sailfish harm the sardine without the ability to capture them. The sailfish
is mainly responsible for making an effort to modify assault skills, whereas the sardine
is responsible for corporeal damage. The growth rate in finding sailfish is increasing. In
response to the sailfish attack, sardine action must be considered. All the sardines are used
for adjusting their position as follows:

vq+1
y = z×

(
wq

elit − vq
y + PRatk

)
, (21)

In Equation (21), vq+1
y denotes the new sardine location and vq

y shows the present
sardine location. z indicates the random integer within [0, 1], wq

elit represents the better
location of elite sailfish and pRatk defines the sailfish attack strength at all the iterations,
implemented as:

Patk = Q× (1− (2×|r× ε)) (22)

In Equation (22), the two factors Q and ε denote a decrease in the existing iteration
value of attack power (PRatk) and the number of existing iterations. At first, the success
rate is poor since most sardine transition positions prevent the attack. The sardine’s ability
to escape though decreases after fishing, thereby increasing the success rate. The quantity
of sardines that can be modified reduces over time. At last, hunting is taken into account,
once the power attack PRotk is less than 0.5. Finally, the number of sardines rises in the
location based on the assault of power (PRatk < 0.5) as follows:

α = NMsard × PRatk, (23)

In Equation (23), PRatk is less than 0.5, and only the selected number modifies its
position. At the same time, each sardine should be modified if the PRatk is higher than
0.5. Once the sailfish x is hunched, the sardine place is replaced with the sardine y. The
succeeding Fnes

(
vq

y

)
< Fnes (wq

χ), ∀q is thereby attained as follows:

wq
χ = vq

y i f Fnes
(

vq
y

)
< Fnes

(
wq

χ

)
, (24)

In Equation (24), wq
χ indicates the position of sailfish x at q-th iterations and vq

y repre-
sents the location of the sardine at qth iterations. While extracting the sardine, the sardine
should be isolated in the population. Algorithm 1 demonstrates the pseudocode of the SFO.

Algorithm 1 Pseudocode of SFO algorithm

Begin
The population of sailfish and sardine are arbitrarily initialized
Set parameter (q = 4, ε = 0.001)
Evaluate the fitness of sailfish and sardine
Choose the better sailfish and sardine and define them as injured sardine and elite sailfish,
correspondingly
While the ending condition is not fulfilled

For all the sailfishes
Evaluate λq using based on Equation (19)
Upgrade the position of the sailfish based on (18)

End for
Evaluate the attack power based on (22)

I f PRatk < 0.5
Evaluate α based on (23)
Choose a set of sardines based on the α value
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Algorithm 1 Cont.

Upgrade the position of the selected sardine based on Equation (24)
Else

Upgrade the position of the sardine based on Equation (24)
End if

Evaluate each sardine fitness
If the best solution for the sardine population

Exchange the sailfish alongside the wounded sardine
Remove the hunted sardine from the population
Upgrade the better sailfish with sardine

End if
End while
Return better sailfish obtained so far

The SFO methodology not only develops an FF to achieve optimal accuracy of the
classifier, but it also defines a positive integer to signify the enhanced efficiency of solution
candidates. The decline in the classification error rate is observed as FF.

f itness(xi) =
number o f misclassi f ied samples

Total number o f samples
∗ 100 (25)

4. Results and Discussion

The performance analysis of the SBFC-SFOHDL method is tested by the datasets [29]
including 585 samples with four different classes such as manufactured biomass (MB), coal,
wood and agricultural residues (AR).

The confusion matrices of the SBFC-SFOHDL approach on solid fuel classification
performance are exemplified in Figure 3. The outcome highlighted that the SBFC-SFOHDL
method classifies four class labels accurately. It is noticed that the classification increases
with an increase in the number of epochs.
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The overall outcomes of the SBFC-SFOHDL algorithm under various epochs are
demonstrated in Table 1. Figure 4 signifies the average results of the SBFC-SFOHDL
approach with respect to accuy. The results indicate that the SBFC-SFOHDL system obtains
higher accuy values under all epochs. For instance, with 500 epochs, the SBFC-SFOHDL
technique attains an average accuy of 94.27%. Similarly, with 1500 epochs, the SBFC-
SFOHDL technique achieves an average accuy of 97.01%. Concurrently, with 3000 epochs,
the SBFC-SFOHDL method accomplishes an average accuy of 98.63%.

Table 1. Classifier outcome of SBFC-SFOHDL approach with varying epochs.

No. of Epochs Classes Accuy Precn Recal FScore MCC

Epoch 500

Coal 92.82 82.50 70.21 75.86 72.00

Wood 95.04 96.25 92.03 94.09 89.89

AR 91.45 80.95 91.62 85.96 80.16

MB 97.78 89.47 93.15 91.28 90.03

Average 94.27 87.29 86.75 86.80 83.02

Epoch 1000

Coal 95.73 93.67 78.72 85.55 83.50

Wood 97.09 96.80 96.41 96.61 94.07

AR 94.70 87.36 95.21 91.12 87.52

MB 98.80 94.59 95.89 95.24 94.56

Average 96.58 93.11 91.56 92.13 89.91

Epoch 1500

Coal 96.41 92.94 84.04 88.27 86.31

Wood 97.26 96.81 96.81 96.81 94.42

AR 95.38 90.23 94.01 92.08 88.86

MB 98.97 94.67 97.26 95.95 95.37

Average 97.01 93.66 93.03 93.28 91.24

Epoch 2000

Coal 97.09 95.29 86.17 90.50 88.95

Wood 97.61 97.21 97.21 97.21 95.12

AR 96.58 92.00 96.41 94.15 91.79

MB 99.15 95.95 97.26 96.60 96.11

Average 97.61 95.11 94.26 94.62 92.99

Epoch 2500

Coal 98.29 96.67 92.55 94.57 93.58

Wood 98.29 98.39 97.61 98.00 96.51

AR 97.78 94.77 97.60 96.17 94.62

MB 99.15 95.95 97.26 96.60 96.11

Average 98.38 96.44 96.26 96.33 95.21

Epoch 3000

Coal 98.80 96.77 95.74 96.26 95.55

Wood 98.46 98.79 97.61 98.20 96.86

AR 98.12 95.88 97.60 96.74 95.42

MB 99.15 95.95 97.26 96.60 96.11

Average 98.63 96.85 97.05 96.95 95.99
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Figure 4. Average accuy outcome of SBFC-SFOHDL approach under varying epochs.

Figure 5 represents the average results of the SBFC-SFOHDL method in terms of
precn and recal . The results indicate that the SBFC-SFOHDL method achieves increasing
precn and recal values under all epochs. For example, with 500 epochs, the SBFC-SFOHDL
technique accomplishes an average precn and recal of 87.29% and 86.75%. Similarly, with
1500 epochs, the SBFC-SFOHDL method attains an average precn and recal of 93.66% and
93.03%. Concurrently, with 3000 epochs, the SBFC-SFOHDL technique attains an average
precn and recal of 96.85% and 97.05%.
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Figure 5. Average precn and recal outcome of SBFC-SFOHDL approach under varying epochs.

Figure 6 represents the average results of the SBFC-SFOHDL method in terms of
the Fscore and MCC. The results indicate that the SBFC-SFOHDL technique attains in-
creasing Fscore and MCC values under all epochs. For example, with 500 epochs, the
SBFC-SFOHDL technique attains an average Fscore and MCC of 86.80% and 83.02%. Simi-
larly, with 1500 epochs, the SBFC-SFOHDL method attains an average Fscore and MCC of
93.28% and 91.24%. Concurrently, with 3000 epochs, the SBFC-SFOHDL technique attains
an average Fscore and MCC of 96.95% and 95.99%.
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Figure 6. Average Fscore and MCC outcome of SBFC-SFOHDL approach under varying epochs.

Figure 7 examines the accuy of the SBFC-SFOHDL method in the training and vali-
dation method on the test database. The outcome demonstrated that the SBFC-SFOHDL
methodology achieves enhancing accuy values over higher epochs. Furthermore, the
maximal validation accuy over training accuy displays that the SBFC-SFOHDL method is
attained effectively on the test database.
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Figure 7. Accuracy curve of the SBFC-SFOHDL approach.

The loss examination of the SBFC-SFOHDL method at the time of training and val-
idation is demonstrated on the test database in Figure 8. The outcome indicates that the
SBFC-SFOHDL methodology attains nearby values of training and validation loss. The
SBFC-SFOHDL method acquired the values capably on the test database.
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Figure 8. Loss curve of the SBFC-SFOHDL system.

A brief precision–recall (PR) analysis of the SBFC-SFOHDL system is exposed on the
test dataset in Figure 9. The outcome indicates that the SBFC-SFOHDL methodology pro-
duced superior values of PR. In addition, it is noticeable that the SBFC-SFOHDL technique
could achieve greater PR values in four classes.
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Figure 9. PR curve of the SBFC-SFOHDL approach.

In Figure 10, an ROC examination of the SBFC-SFOHDL technique is shown on the
test dataset. The outcome defined that the SBFC-SFOHDL system resulted in better ROC
values. Moreover, the SBFC-SFOHDL technique can encompass enhanced ROC values on
four class labels.
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A detailed comparative study of the SBFC-SFOHDL approach is stated in Table 2 [16].
Figure 11 represents the results of the SBFC-SFOHDL technique with recent models in
terms of precn and recal . Based on precn, the SBFC-SFOHDL technique gains an increasing
value of 96.85% while the SVM, KNN, flat classifier, HC and IEVB-SFC models obtain a
decreasing precn of 89.61%, 91.90%, 90.49%, 91.33% and 94.71%, correspondingly.

Table 2. Comparative outcome of SBFC-SFOHDL approach with other recent methodologies.

Methods Precn Recal Accuy FScore

SBFC-SFOHDL 96.85 97.05 98.63 96.95

SVM 89.61 85.45 94.54 86.88

KNN 91.90 86.59 95.48 88.84

Flat Classifier 90.49 84.22 94.02 86.80

Hierarchical Classifier 91.33 90.37 95.24 90.97

IEVB-SFC 94.71 92.56 96.63 93.44
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Meanwhile, based on recal , the SBFC-SFOHDL system obtains a maximal value of
97.05% but the SVM, KNN, flat classifier, HC and IEVB-SFC models obtain a decreasing
recal of 85.45%, 86.59%, 84.22%, 90.37% and 92.56%, correspondingly.

Figure 12 represents the results of the SBFC-SFOHDL method with recent models in
terms of accuy and Fscore. Based on accuy, the SBFC-SFOHDL technique gains an increasing
value of 98.63% while the SVM, KNN, flat classifier, HC and IEVB-SFC models attain a de-
creasing accuy of 94.54%, 95.48%, 94.02%, 95.24% and 96.63%, correspondingly. Meanwhile,
based on the Fscore, the SBFC-SFOHDL method gains an increasing value of 96.95% while
the SVM, KNN, flat classifier, HC and IEVB-SFC techniques attain a decreasing Fscore of
86.88, 88.84%, 86.80%, 90.97% and 93.44%, correspondingly. Therefore, the SBFC-SFOHDL
technique gains maximum performance on solid fuel classification.
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In summary, the SBFC-SFOHDL technique exhibits better performance with a maxi-
mum accuy of 98.63%, precn of 96.85%, recal of 96.85% and Fscore of 96.95%. The enhanced
performance of the proposed model is due to the incorporation of the SFO-based hyper-
parameter tuning. Hyperparameters are settings that are not learned during training but
must be set prior to training. They can have a significant impact on the performance of the
model, and selecting the optimal values can lead to better accuracy. With SFO-optimizer-
based hyperparameter tuning, the SBFC-SFOHDL model can achieve even better results by
focusing on the most relevant features and selecting the optimal settings for the algorithm.
These results ensure the improved performance of the SBFC-SFOHDL technique over other
existing techniques.

5. Conclusions

In this study, we concentrated on the improvement of the SBFC-SFOHDL model in
the IoT platform. The main purpose of the proposed SBFC-SFOHDL algorithm lies in
the proficient detection and classification of solid biofuels from agricultural residues in
the IoT platform. To achieve this, the SBFC-SFOHDL algorithm includes IoT-based data
collection, data preprocessing, MSA-CBLSTM-based solid fuel classification and SFO-based
hyperparameter tuning. The design of the SFO technique helps with the optimum choice
of hyperparameter values, which in turn improves the classification accuracy of the MSA-
CBLSTM approach. The simulation results of the SBFC-SFOHDL technique are tested and
the results are examined under different measures. Extensive comparison studies reported
the greater performance of the SBFC-SFOHDL method over recent DL approaches with
a maximum accuy of 98.63%, precn of 96.85%, recal of 96.85% and Fscore of 96.95%. In the
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future, feature fusion-based DL approaches can be designed to enhance the solid biofuel
classification performance.
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Abstract: Precision agriculture encompasses automation and application of a wide range of infor-
mation technology devices to improve farm output. In this environment, smart devices collect and
exchange a massive number of messages with other devices and servers over public channels. Con-
sequently, smart farming is exposed to diverse attacks, which can have serious consequences since
the sensed data are normally processed to help determine the agricultural field status and facilitate
decision-making. Although a myriad of security schemes has been presented in the literature to curb
these challenges, they either have poor performance or are susceptible to attacks. In this paper, an
elliptic curve cryptography-based scheme is presented, which is shown to be formally secure under
the Burrows–Abadi–Needham (BAN) logic. In addition, it is semantically demonstrated to offer user
privacy, anonymity, unlinkability, untraceability, robust authentication, session key agreement, and
key secrecy and does not require the deployment of verifier tables. In addition, it can withstand
side-channeling, physical capture, eavesdropping, password guessing, spoofing, forgery, replay,
session hijacking, impersonation, de-synchronization, man-in-the-middle, privileged insider, denial
of service, stolen smart device, and known session-specific temporary information attacks. In terms
of performance, the proposed protocol results in 14.67% and 18% reductions in computation and
communication costs, respectively, and a 35.29% improvement in supported security features.

Keywords: Agriculture 4.0; precision agriculture; privacy; smart farming; security

1. Introduction

Many economies in developing countries are dependent on agriculture as a source of
income and contributions to gross domestic product (GDP) [1]. However, the majority of the
farming practices are based on experience and ad hoc insights of the farmers. Consequently,
there is little control on the agricultural produce quantity and hence financial profits.
Fortunately, precision agriculture (PA) and the Internet of Things (IoT) can be deployed to
address these issues [2,3]. As explained in [4], PA is part of Agriculture 3.0 in which farm
yields are regularly monitored. In addition, PA involves automation and the application
of information technology (IT) to improve farm output. In Agriculture 4.0, also referred
to as smart agriculture or smart farming, additional technologies such as drones, artificial
intelligence (AI), blockchain, big data, wireless sensor networks (WSN), and robotics are
incorporated in agriculture. In PA, a number of sensors are deployed, such as radiation,
air humidity, optimal, soil moisture, and ground sensors. According to [5], intelligent
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precision agriculture (IPA) encompasses the deployment of numerous IoT devices and
drones to monitor agricultural surroundings. To boost productivity in the face of limited
resources and protection from disasters, traditional agronomy needs to be replaced with
smart agronomy [6]. As discussed in [7], there are fraud risks in the agricultural sector,
especially concerning beverage and food packaging. Therefore, agricultural organizations
require ideal certification of their products since these risks can impact negatively on the
health of their consumers.

The smart devices deployed in PA and IPA exchange a massive number of messages.
Therefore, insecure communication channels among IoT devices, unmanned aerial vehicles
(UAVs), or drones can expose smart farming to diverse attacks [5,8]. For instance, Wi-Fi
de-authentication and denial of dervice (DoS) can be launched on Raspberry Pi-based smart
farms [9]. This can have serious consequences as the sensed data are normally processed
to help determine the agricultural field status and facilitate decision-making, which may
involve taking measures to maintain or enhance the farm status [10]. These attacks can also
target drones deployed to monitor field conditions such as irrigation, spraying of pesticides,
pollination, and planting of seeds [11]. On their part, WSNs offer monitoring, sensing, and
a continuous supply of information regarding climatic conditions such as the chemical
content of the soil, air humidity, temperature, light, water quality, and soil moisture. These
parameters are then utilized to boost productivity, both qualitatively and quantitatively.
According to [12], WSNs facilitate monitoring, data collection, and control of agricultural
systems and hence ensure efficiency, minimal packet losses and economic overheads,
better network control, and increased scalability and flexibility. However, threats such as
interference, masquerading, interception, and message alteration can compromise these
networks and harm crop production and other monitored agricultural practices [6]. The
authors in [13] pointed out that issues such as sufficient energy resource utilization and
secure data transmission are yet to be solved in WSN. This is because of the usage of
open wireless networks during data transfers [14], which can potentially compromise the
integrity, confidentiality, and authenticity of the exchanged data.

To address the above issues, there is a need for robust authentication and access
control to secure the internet of drones, WSNs, IoT, and agricultural monitoring [15–17].
For instance, sufficient user authentication ensures that external users can use their mobile
devices to securely access real-time data from the deployed agricultural smart devices [18,19].
There is also a need for robust source authentication, message authentication, and entity
authentication.

1.1. Contributions

• A lightweight authentication scheme based on elliptic curve cryptography is de-
veloped for secure message exchange among the communicating smart devices in
precision agriculture.

• Formal security analysis is carried out using BAN logic to demonstrate that a session
key is derived from enciphering the exchanged data between the farmers and the
agricultural service providers.

• Extensive semantic analysis is executed to show that the proposed scheme can with-
stand side-channeling, physical capture, eavesdropping, password guessing, spoofing,
forgery, replay, session hijacking, impersonation, de-synchronization, man-in-the-
middle, privileged insider, denial of service, stolen smart device, and known session-
specific temporary information attacks. In addition, this protocol is demonstrated
to support user privacy, anonymity, unlinkability, untraceability, robust authentica-
tion, session key agreement, and key secrecy and does not require the deployment of
verifier tables.

• An elaborate performance evaluation is carried out to show that our scheme yields
14.67% and 18% reductions in computation and communication costs, respectively,
and a 35.29% improvement in supported security features.
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1.2. Problem Definition and Motivation

In precision agriculture, information technology plays a critical role in ensuring that
farming activities obtain exact requirements, which boosts health, productivity, and agri-
cultural outputs. In this way, environmental protection, sustainability, and profitability
are assured in smart farms. On the flip side, the public channels deployed for message
exchanges make these networks vulnerable to numerous attacks such as eavesdropping,
message falsification, DoS, replay, MitM, impersonation, drones capture, ephemeral secret
leakage (ESL), privileged insider, and physical smart devices capture attacks. Proper user
and device authentication is one of the most promising solutions to these security and
privacy challenges. In addition, communication attributes such as untraceability, unlinka-
bility, anonymity, and user privacy need to be assured. For instance, the secrecy of trading
transactions among farmers and agricultural firms needs to be upheld.

1.3. Security Requirements

Owing to the open communication channels deployed in smart agriculture, adver-
saries can hijack the session, take control of the communication process, and execute
other malicious activities. Therefore, a secure authentication protocol should be resilient
against a myriad of attacks. In addition, it should fulfill the following privacy and
security requirements.

Untraceability and unlinkability: It should be cumbersome for the adversary to trace
or link some captured messages to a particular network entity.

Robust authentication: To prevent illegitimate entities from joining the network or
accessing the agricultural services and smart devices, all the entities must be validated.

Session key negotiation: Immediately after successful mutual authentication proce-
dures, the communicating parties should agree on the session key to encipher the ex-
changed messages.

Anonymity and privacy: The real identities of the communicating parties should
never be exchanged in plain text over public channels. This is to prevent attackers from
eavesdropping them across the communication channel. This goes a long way in preserving
the privacy of these parties.

Key secrecy: The session key should be computed in a manner that will make it cum-
bersome for the attacker to deploy the captured session key for the current communication
process to derive the keys used in the previous or subsequent communication procedures.

Resistant to attacks: It should be difficult for the attacker to compromise the network
and its smart devices through side-channeling, physical capture, eavesdropping, password
guessing, spoofing, forgery, replay, session hijacking, impersonation, de-synchronization,
man-in-the-middle (MitM), privileged insider, DoS, stolen smart device, and known session-
specific temporary information (KSSTI) attacks.

1.4. Threat Modeling

In this paper, the adversary is assumed to have all the capabilities in the Dolev–Yao
(DY) as well as Canetti and Krawczyk (CK) threat models. In the DY threat model, an
attacker Ψ is capable of intercepting, altering, deleting, and injecting bogus messages
into the communication channel. However, in the CK threat model, an adversary Ψ can
compromise secret parameters, private keys, and session states that can be obtained from
devices’ memory. In addition, the communicating entities are assumed to be untrustworthy,
and Ψ can physically capture the IoT devices and extract the secrets in their memories
through power analysis. Using the extracted secrets, further attacks, such as impersonations,
can be launched.

The rest of this paper is structured as follows: Section 2 discusses the related work,
while Section 3 presents the proposed scheme. On the other hand, Section 4 discusses
the security analysis of our scheme, while Section 5 presents its performance evaluation.
Finally, Section 6 concludes this paper and provides some research directions.
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2. Related Work

Many schemes have been developed to enhance security in the smart farm environ-
ment. For example, a novel private blockchain-based authentication scheme is presented
in [5]. However, this protocol fails to protect against de-synchronization and session hi-
jacking attacks. Similarly, blockchain-based schemes were developed in [20–24]. Although
blockchain offers traceability, integrity protection, and shareability in the agricultural
environment, such as agri-food supply chains, it has high storage and computation over-
heads [25]. Based on signatures, the authors of [18] present a three-factor user authentication
protocol. Unfortunately, this scheme cannot prevent attacks such as eavesdropping and
session hijacking. On the other hand, an identity-based scheme was introduced in [26].
Nevertheless, this technique is vulnerable to stolen smart cards, sensor node spoofing,
impersonation, and stolen verifier attacks [27]. In addition, it cannot provide backward key
secrecy. To address these challenges, two protocols were developed in [27]. Unfortunately,
the authentication and password change phases of these schemes are inefficient [28]. To
offer privacy protection, a remote user authentication protocol was presented in [6]. How-
ever, this scheme cannot withstand attacks such as eavesdropping, de-synchronization,
and spoofing.

Based on a public-key-based cryptosystem, an authentication scheme was developed
in [29]. Although this approach protects against MitM and replay attacks, it cannot with-
stand privileged insider, user impersonation, and ephemeral secret leakage (ESL) attacks [5].
In addition, it does not include biometric change and user device revocation phases. The
signature-based privacy-preserving protocol in [30] can address some of these issues. How-
ever, it is still susceptible to ESL attacks and cannot assure the untraceability and anonymity
of the communicating parties [5]. Similarly, the protocol in [31] does not provide user and
device anonymity since their internet protocol (IP) addresses incorporated in messages are
exchanged publicly. In addition, it has high computation overheads due to the utilization
of public key cryptography for its digital signatures and certificates [32]. Moreover, it
is prone to replay, physical device capture, MitM, user and device impersonation, and
attacks. On its part, the scheme in [33] cannot protect against user anonymity violation,
user impersonation, and smart card loss attacks. Similarly, the protocol in [34] is vulnerable
to physical sensing device capture, untraceability violation, and smart card loss attacks [5].
Using some bilinear pairing operations, authentication and key establishment protocols
were introduced in [35,36]. However, the utilization of pairing operations increased the
computation costs of these protocols [37]. Since the trusted authority in [36] has access to
user identity and password, it is susceptible to privileged insider attacks. In addition, it
cannot withstand replay, disclosure of sensor data, offline password guessing, and stolen
smart card and verifier attacks [38]. As such, an improved elliptic curve cryptography
(ECC)-based scheme was developed in [38]. However, this protocol has an inefficient
and delayed authentication phase. In addition, it is not robust against DoS and replay
attacks [39]. Although the protocol in [40] addresses some of these issues, its bilinear
pairing operations result in high computation costs [41].

To offer security in a heterogeneous IoT environment, an authentication technique
was presented in [42]. Unfortunately, this protocol is vulnerable to physical device capture,
privileged insider, and ESL attacks. In addition, it cannot preserve untraceability and
anonymity [5]. Similarly, a remote user authentication protocol was developed in [43],
which was shown to be lightweight. However, it failed to protect against ESL and privileged
insider attacks. It also failed to support untraceability and anonymity [5]. On its part, the
scheme in [43] was not resilient against privileged insider and sensor node capture attacks.
It also failed to preserve forward key secrecy [6]. The authors in [44,45] designed identity-
based signature protocols to protect message exchanges in mobile devices. However,
identity-based schemes have key escrow problems [46]. Based on ECC and symmetric key
encryption, a security technique was presented in [47]. Although it was shown to be robust
against MitM and replay attacks, it was vulnerable to ESL, privileged insider, and user
impersonation attacks. It also failed to incorporate device revocation, node addition, and
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password and user biometric change phases [5]. Similarly, the biometric-based scheme
in [48] did not include device revocation, user passwords, and biometric update phases. It
was also vulnerable to privileged insider, user impersonation, ESL, DoS, and stolen smart
card attacks [49]. On its part, the protocol in [50] was susceptible to DoS attacks and could
not offer forward key secrecy [51]. Similarly, the scheme in [52] did not support forward
key secrecy and was prone to stolen verifier attacks [53]. As such, an enhanced ECC-
based protocol was introduced in [53], while a privacy-preserving scheme was developed
in [54]. The scheme in [54] was demonstrated to be resilient against eavesdropping, DoS,
masquerade, privileged insider, and forgery attacks. It also supports secret key updates,
traceability, and anonymity. However, it cannot withstand MitM attacks [20].

It is evident that numerous schemes have been proposed to improve the security
posture in precision agriculture. However, it has been shown that these techniques face a
number of security, privacy, and performance challenges. The proposed scheme is shown
to solve some of these challenges as described in Sections 4 and 5 below.

3. The Proposed Scheme

The farmer smart devices SDj and the agricultural service providers ASPi are the main
components of this scheme. As shown in Figure 1, the registration phase occurs over secure
channels, while the SDj and ASPi exchange the data over the insecure public channels in an
ad hoc manner. As such, the goal of the proposed protocol is to enhance the privacy and
security of the transmitted information.

Figure 1. Network model.

The proposed scheme comprises four major phases, which include system initializa-
tion, registration, login, and authentication phases. Table 1 presents the notations used
throughout this paper.

The subsections below provide detailed descriptions of the various major phases of
the proposed scheme.

3.1. System Initialization

In this phase, the agricultural service provide ASPi executes the following three steps
to generate the security parameters that will be utilized during the other three phases.
These steps are described in detail, as shown in Figure 2.
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Table 1. Deployed symbols.

Symbol Description

ASPi Agricultural service provider i
MKA Master key for ASPi
Fj Farmer j
SDj Smart device for Fj
FIDj Unique identity for Fj
FPWj Login password for Fj
Ri Random nonce i
|| Concatenation operation
PB Padding bits
⊕ XOR operation
φA Session key computed at ASPi
φS Session key computed at SDj

1- The locations of SDj and ASPj are incorrect for both Fig 2 and 3, please correct it 
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Figure 2. System initialization and registration phases.

Step 1: The ASPi selects the prime number p, whose length is k-bits. It also chooses
some elliptic curve group G whose base point is P and whose order is q.

Step 2: The ASPi selects a random parameter MKA from {1, q − 1} and deploys it
as its master secret key. In addition, it chooses three collision-resistant one-way hashing
functions, h1(.), h2(.), and h3(.), where h2(.) serves as the map-to-point hashing function.
Therefore, h2(.): {0,1}*→ G, h1(.): {0,1}*→ {0,1}k, and h3(.): G→ {0,1}k.

Step 3: Parameter MKA is secretly retained by the ASPi, while parameter set {h1(.),
h2(.), h3(.),P, Ep (x, y)} is publicly made available to all smart devices.

3.2. Registration Phase

It is required that all farmers register with the ASPi and obtain some security tokens
before being allowed to access some services from the ASPi. This is a four-step process, as
described below.

Step 1: The farmer Fj selects a unique identity FIDj and password FPWj that are input
to the SDj. Next, a registration message Reg1 = {FIDj} is constructed that is forwarded to
the ASPi over secured communication channels.
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Step 2: Upon receipt of Reg1, the ASPi selects random nonce R1. Next, it derives
security values A1 = h2 (FIDj||R1), A2 = h2 (FIDj||R1). MKA, A3 = h1(FIDj||R1||MKA),
and A4 = h1(h1(MKA ⊕ R1)||FIDj).

Step 3: The ASPi stores parameter set {A3, FIDj, R1} in its database for later use during
the login and authentication phases. Finally, it constructs registration message Reg2 = {A1,
A2, A3, A4}, which is forwarded to Fj over secure channels, as shown in Figure 2.

Step 4: After receiving message Reg2, the SDj generates fixed-bit padding parameter
PB. This is followed by the computation of values A2

* = A2 + h2(FIDj||FPWj), A3
* = A3 ⊕

h1(FPWj||FIDj), A4
* = A4 ⊕ h1(FIDj||FPWj ||PB), and B1 = h1(A2||A3||A4). Finally, it

erases parameter set {A2, A3, A4} and stores value set {A1, A2
*, A3

*, A4
*, B1} in its memory.

3.3. Login

The goal of this phase is to validate the farmer password and unique identity that are
input to the smart device SDj. To accomplish this, the following two steps are executed:

Step 1: The farmer Fj inputs the unique identity FIDj and password FPWj into the SDj.
Next, the SDj derives values A2 = A2

* − h2(FIDj||FPWj), A3 = A3
* ⊕ h1(FPWj||FIDj), and

A4 = A4
* ⊕ h1(FIDj||FPWj||PB).

Step 2: The SDj computes B1
* = h1(A2||A3||A4) and verifies if B1

*
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is terminated if these two values are not identical. Otherwise, Fj has logged in successfully
and can now proceed to the authentication phase.

3.4. Authentication and Key Agreement

In this phase, the farmer Fj, through the SDj, generates and exchanges a number
of security tokens with the agricultural service provider ASPi, through which these two
entities verify one another before the onset of agricultural data exchanges. In addition, the
session keys for data encryption are derived as described below.

Step 1: The SDj generates random nonces R2 and R3, where R2 ∈ {1, q − 1} and R3 ∈
{0,1}k. Next, it derives parameters B2 = A1. R2, B3 = A2. R2, B4 = A3 ⊕ h3 (B3), C1 = A4 ⊕
R3, and C2 = h1(B2||B3||B4||C1||R3||A4). Lastly, it composes authentication message
Auth1 = {B2, B4, C1, C2}, which is transmitted to the ASPi over public channels, as shown in
Figure 3.

Step 2: Upon receiving the authentication message Auth1 message from SDj, the ASPi

derives B3
* = MKA. B2 and A3

** = B4 ⊕ h3 (B3
*). Next, it confirms whether parameter set

{A3
**, FIDj

*, R1
*} is in its database. Here, the session is terminated if this verification fails.

Otherwise, the ASPi proceeds to compute values A4
** = h1(h1(MKA ⊕ R1

*)||FIDj
*) and R3

*

= C1 ⊕ A4
**.

Step 3: The ASPi derives values C2
* = h1(B2||B3

*||B4||C1||R3
*||A4

**) and con-
firms whether C2

*
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C4. The authentication session is aborted if these two
parameters are unequal. Otherwise, SDj deploys φS as the session key to encipher all the
exchanged messages.

3.5. Password Renewal Phase

The proposed scheme allows the farmer Fj to change his/her password FPWj. This
may be prompted by the loss of FPWj or when they suspect that this password might have
been compromised. This is attained by executing the following steps.
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Figure 3. Login, authentication, and key negotiation phase.

Step 1: The farmer Fj inputs the current password FPWj into the SDj. Next, SDj

deploys the stored parameter set {A1, A2
*, A3

*, A4
*, B1} in its memory to derive A2 = A2

* −
h2(FIDj||FPWj), A3 = A3

* ⊕ h1(FPWj||FIDj), and A4 = A4
* ⊕ h1(FIDj||FPWj||PB).

Step 2: Fj selects the new password FPWj
*
. This is followed by the computation of pa-

rameters A2
New = A2 + h2(FIDj||FPWj

*), A3
New = A3 ⊕ h1(FPWj

*||FIDj), and
A4

New = A4 ⊕ h1(FIDj||FPWj
*||PB).

Step 3: The SDj erases value set {A2, A3, A4, A2
*
, A3

*, A4
*} from its memory and stores

parameter set {A1, A2
New, A3

New, A4
New, B1} in its memory.

4. Security Analysis

In this section, the proposed scheme’s security and privacy are analyzed using both
formal and semantic techniques described below.

4.1. Formal Security Analysis

In this sub-section, we deploy the BAN logic to demonstrate that the farmer Fj and
agricultural service provider ASPi interact to set up a session key between them. This key
is then utilized to encipher the data exchanged between these two entities. Suppose that A
and B are principals, M and N are statements, and µ is the encryption key. The notations
used in this analysis are described below.

A |≡M: A trusts M.
{M}: Statement M is enciphered using key µ.
A
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M: A receives M.
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<M>N: Statement M is combined statement N.
# (M): M is fresh.
A ⇒ M: A has control.
(M, N): Statement M or N is part of (M, N).

A
µ↔B: Principals A and B deploy shared key µ during communication.

A|∼M: Principal A once said statement M.
(M)h: Statement M is hashed using hashing function h.
During the formal security verification, the following BAN logic rules are utilized.
Freshness Rule (F-R)

A believes f resh M
A believes f resh (M,N)

, mathematically represented as A |≡# (M)
A |≡# (M, N)

.
The Message-Meaning Rule (M-M-R)
A believes A

µ↔B, A sees {M}µ

A believes B once said M , which can be mathematically expressed as
A |≡A

µ↔B, A
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{M}µ

A |≡B| ∼M .
Jurisdiction-Rule (J-R)
A believes B control M, A believes B believes M

A believes M , mathematically denoted as
A |≡ B ⇒ M, A |≡ B |≡ M

A |≡ M .
Believe–Rule (B-R)
A believes B believes (M, N)

A believes B believes M , also expressed as A |≡ B |≡ (M, N)
A |≡ B |≡ M .

Nonce Verification Rule (N-V-R)
A believes f resh (M), A believes B once said M

A believes B believes M , which can be denoted as A |≡ #(M), A |≡B| ∼M
A|≡B|≡M .

To show the establishment of session key µ between provider ASPi and farmer Fj, the
following two goals are formulated.

Goal 1: ASPi |≡ (Fj
µ↔ ASPi).

Goal 2: Fj|≡ (Fj
µ↔ASPi).

To achieve this, the following initial assumptions are made:

IA1: Fj |≡ R2;
IA2: Fj |≡ R3;
IA3: Fj |≡ B2;
IA4: Fj |≡ B3;

IA5: Fj |≡ Fj
A4↔ ASPi;

IA6: Fj |≡ ASPi ⇒ (R4);
IA7: ASPi |≡ B2;
IA8: ASPi |≡MKA;
IA9: ASPi |≡ R4;

IA10: ASPi |≡ Fj
A4↔ASPi;

IA11: ASPi |≡ Fj⇒(R3, B2).

In the proposed protocol, two messages are exchanged during the authentication and
key agreement phase. These messages include Auth1 and Auth2, transmitted by the SDj
and ASPi, respectively. For efficient analysis, these messages are transformed into idealized
designs, as described below.

SDj → ASPi:
Auth1 = {B2, B4, C1, C2};
Idealized form: {B2, B4, C1, C2, 〈B3〉B2 , 〈A3〉B3 , 〈R3〉A4 }.
ASPi → SDj:
Auth2 = {C3, C4};
Idealized form: {C3, C4, 〈R4〉A4 }.
Next, the above BAN logic notations, rules, and initial state assumptions are deployed

to demonstrate that the farmer Fj and the agricultural service provider ASPi derive and
share similar session key µ to encipher the exchanged messages. This procedure proceeds
as described below.

Based on Auth1, the following is obtained:
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DM1: ASPi
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{B2, B4, C1, C2, 〈B3〉B2 , 〈A3〉B3 , 〈R3〉A4 }.
Using M-M-R, DM1, IA7, and IA8, DM2 is yielded.
DM2: ASPi

∣∣≡ Fj
∣∣ ∼{B2, B4, C1, C2, 〈B3〉B2 , 〈A3〉B3 , 〈R3〉A4 }.

Since C2
* = h1(B2||B3

*||B4||C1||R3
*||A4

**), from DM2,
DM3: ASPi

∣∣≡ Fj
∣∣ ≡{B2, B4, C1, C2, 〈B3〉B2 , 〈A3〉B3 , 〈R3〉A4 }.

Using the B-R and DM3, the following is obtained:
DM4: ASPi

∣∣≡ Fj
∣∣ ≡ (R3, B2)

Based on IA11 and DM4, we obtain:
DM5: ASPi|≡ (R3, B2).
On the other hand, the application of B-R on DM5 yields:
DM6: ASPi|≡ (R3) and ASPi|≡ (B2).
Based on IA8 and IA9, the following is obtained:
DM7: ASPi|≡MKA and ASPi|≡ (R4),
Since φA = h1(R3

*||R4||B3
*||A4

**), then from DM6 and DM7,

DM8: ASPi |≡ (Fj
µ↔ASPi), hence Goal 1 is attained.

From Auth2, the following is obtained:
DM9: Fj
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µ↔ASPi); therefore, Goal 2 is accomplished.
The attainment of these two security goals confirms that farmer Fj and agricultural

service provider ASPi strongly trust that they share session key µ for traffic protection.

4.2. Semantic Security Analysis

The objective of this subsection is the formulation and proofing of some hypotheses
regarding the supported security features in the proposed scheme.

Hypothesis 1: Farmer privacy and anonymous communication are achieved.

Proof: In the proposed scheme, the real identity of the farmer is FIDj. This identity is
incorporated in values such as A1 = h2 (FIDj||R1), A2 = h2 (FIDj||R1) MKA,
A3 = h1(FIDj||R1||MKA), A4 = h1(h1(MKA ⊕ R1)||FIDj), and C4 = h1(FIDj

*||φA). In
all these parameters, FIDj is encapsulated in other parameters before being hashed. Dur-
ing the authentication and key agreement phase, messages Auth1 = {B2, B4, C1, C2} and
Auth2 = {C3, C4} are transmitted over public channels. Here, B2 = A1. R2, B4 = A3 ⊕ h3 (B3),
C1 = A4 ⊕ R3, C2 = h1(B2||B3||B4||C1||R3||A4), C3 = R4 ⊕ A4

**, and C4 = h1(FIDj
*||φA).

It is evident that of all these parameters, it is only C4 that directly incorporates farmer
identity FIDj. However, this identity is encapsulated in session key φA before being hashed.
Due to the difficulty of reversing the hashing function, it is difficult for adversary Ψ to
obtain this identity from message Auth2. �

Hypothesis 2: Side-channeling and physical attacks are prevented.

Proof: Suppose that attacker Ψ has physically captured the farmer’s smart device SDj.
The objective is to extract the security tokens in its memory to compute the session key
φS = h1(R3||R4

*||B3||A4). During the registration phase, the SDj stores parameter set
{A1, A2

*, A3
*, A4

*, B1} in its memory. Here, A1 = h2 (FIDj||R1), A2
* = A2 + h2(FIDj||FPWj),

A3
* = A3 ⊕ h1(FPWj||FIDj), A4

* = A4 ⊕ h1(FIDj||FPWj ||PB), B1 = h1(A2||A3||A4), and
B3 = A2.R2. As such, although the attacker may have access to value A4

*, random nonces
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R3 and R4
*, as well as parameter B3, cannot be recovered from SDj’s memory. As such, the

derivation of session key φS flops. �

Hypothesis 3: This scheme is robust against eavesdropping and password-guessing attacks.

Proof: Let us assume that adversary Ψ is interested in capturing the farmer’s password
FPWj for malicious login into SDj. To achieve this, an attempt is made to eavesdrop FPWj
from the exchanged messages Auth1 = {B2, B4, C1, C2} and Auth2 = {C3, C4}. Here, B2 = A1. R2,
A1 = h2 (FIDj||R1), B4 = A3 ⊕ h3 (B3), C1 = A4 ⊕ R3, C2 = h1(B2||B3||B4||C1||R3||A4),
C3 = R4 ⊕ A4

**, and C4 = h1(FIDj
*||φA). Evidently, none of the components of these two

messages contains plain-text FPWj. The only parameters incorporating this password are A2

= A2
* − h2(FIDj||FPWj), A3 = A3

* ⊕ h1(FPWj||FIDj), and A4 = A4
* ⊕ h1(FIDj||FPWj||PB),

which are never sent directly over the public channels. In addition, FPWj is encapsulated in
other values before being hashed. Due to the difficulty of reversing or colliding the hashing
function, any guessing of FPWj from these parameters will fail. �

Hypothesis 4: This scheme upholds unlinkability and untraceability.

Proof: During the authentication phase, the SDj generates random nonce R2 and R3, where
R2 ∈ {1, q− 1} and R3 ∈ {0,1}k. These nonces are utilized to construct authentication message
Auth1 = {B2, B4, C1, C2}, where B2 = A1. R2, A1 = h2 (FIDj||R1), B4 = A3 ⊕ h3 (B3), C1 = A4
⊕ R3, and C2 = h1(B2||B3||B4||C1||R3||A4). Similarly, ASPi chooses random nonceR4
∈ {0,1}k, which is used in the derivation of authentication response message Auth2 = {C3,
C4}, where), C3 = R4 ⊕ A4

**, and C4 = h1(FIDj
*||φA). Consequently, messages Auth1

Sub

and Auth1
Sub for the subsequent communication session will be different from those of the

current session. This lack of correlation among authentication messages implies that Ψ is
incapable of tracking Fj using any captured messages. �

Hypothesis 5: Spoofing and forgery attacks are thwarted.

Proof: Let us assume that attacker Ψ is attempting to forge message Auth1 = {B2, B4,
C1, C2} sent from SDj towards the ASPi, as well as response message Auth2 = {C3, C4}
forwarded back to the SDj from ASPi. Here, B2 = A1. R2, A1 = h2 (FIDj||R1), B4 = A3 ⊕
h3 (B3), A3 = h1(FIDj||R1||MKA), C1 = A4 ⊕ R3, A4 = A4

* ⊕ h1(FIDj||FPWj||PB), C2

= h1(B2||B3||B4||C1||R3||A4), C3 = R4 ⊕ A4
**, and C4 = h1(FIDj

*||φA). Clearly, this
requires random nonces such as R1, R2, and R3, farmer’s real identity FIDj and password
FPWj, master key for ASPiMKA, and padding bits PB, among other parameters. Hypothesis
1 illustrates the difficulty of obtaining FIDj, Hypothesis 3 demonstrates the difficulty of
obtaining FPWj, while Hypothesis 4 shows the difficulty of obtaining random nonces. In
addition, Ψ cannot obtain master key MKA since it is randomly selected from {1, q − 1} by
ASPi. �

Hypothesis 6: This scheme can withstand session hijacking attacks.

Proof: Suppose that adversary Ψ has captured random nonces R1, R2, R3, and R4. Next, an
attempt is made to compute session parameters B3 = A2. R2, C1 = A4 ⊕ R3,
C2 = h1(B2||B3||B4||C1||R3||A4), A4

** = h1(h1(MKA ⊕ R1
*)||FIDj

*), and C3 = R4

⊕ A4
** used in messages Auth1 = {B2, B4, C1, C2} and Auth2 = {C3, C4}. Here, B2 = A1.

R2, A1 = h2 (FIDj||R1), B4 = A3 ⊕ h3 (B3), A3 = h1(FIDj||R1||MKA), C1 = A4 ⊕ R3,
A4 = A4

* ⊕ h1(FIDj||FPWj||PB), C2 = h1(B2||B3||B4||C1||R3||A4), C3 = R4 ⊕ A4
**,

and C4 = h1(FIDj
*||φA). To hijack the session, other parameters are required apart from

these random nonces, as illustrated in Hypothesis 5. Since these values are unavailable to Ψ,
session hijacking is not possible. �
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Hypothesis 7: Impersonation attacks are prevented.

Proof: Upon receiving message Auth1, the ASPi confirms whether parameter set {A3
**,

FIDj
*, R1

*} is in its database. The aim is to abort the session if this verification fails. In
addition, it derives value C2

* = h1(B2||B3
*||B4||C1||R3

*||A4
**) and checks if C2

*
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Here, the authentication session is terminated if this verification flops. On its part, the
SDj computes parameters R4

* = C3 ⊕ A4, session key φS = h1(R3||R4
*||B3||A4), and

C4
* = h1(FIDj||φS) upon receiving message Auth2. This is followed by the verification of

whether C4
*
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are not the same. As such, the legitimacy of all the communicating entities is verified to
thwart impersonations. �

Hypothesis 8: Robust authentication is executed.

Proof: At the SDj side, noncesR2 and R3 are generated and parameters B2 = A1. R2, B3 = A2.
R2, B4 = A3 ⊕ h3 (B3), C1 = A4 ⊕ R3, and C2 = h1(B2||B3||B4||C1||R3||A4) are computed.
These parameters are deployed to construct authentication message Auth1 = {B2, B4, C1, C2}
forwarded to the ASPi. Similarly, the ASPi generates random nonce R4 utilized to derive
values C3 = R4 ⊕ A4

**, session key φA = h1(R3
*||R4||B3

*||A4
**), and C4 = h1(FIDj

*||φA).
Lastly, authentication message Auth2 = {C3, C4} is composed and forwarded to SDj. During
this process of authentication procedures, the legitimacy of SDj is verified at the ASPi using
parameters {A3

**,FIDj
*, R1

*}, C2
*, and C2, as demonstrated in Hypothesis 7. Similarly, the

authenticity of ASPi is verified at the SDj using parameters C4
*and C4, as illustrated in

Hypothesis 7. �

Hypothesis 9: This protocol prevents de-synchronization and DoS attacks.

Proof: Most of the authentication protocols incorporate timestamps in the exchanged
messages, which renders them susceptible to de-synchronization and DoS attacks. The
aim of these timestamps is to uphold the freshness of the transmitted messages. In
the proposed scheme, random nonces are utilized to preserve the freshness of the ex-
changed messages. For instance, the SDj generates random nonces R2 and R3 that are
used to derive parameters B2 = A1. R2, B3 = A2. R2, B4 = A3 ⊕ h3 (B3), C1 = A4 ⊕ R3,
and C2 = h1(B2||B3||B4||C1||R3||A4) of authentication message Auth1 = {B2, B4, C1,
C2} forwarded to the ASPi. On its part, the ASPi chooses random nonce R4, which is
incorporated in values C3 = R4 ⊕ A4

**, session key φA = h1(R3
*||R4||B3

*||A4
**), and

C4 = h1(FIDj
*||φA) of message Auth2 = {C3, C4} forwarded to SDj. �

Hypothesis 10: This scheme eliminates the need for verifier tables.

Proof: Some authentication schemes require that the communicating parties maintain
verifier tables, which are queried during the authentication process. If the attackers gain
access to these verifier tables, the entire network can be compromised and brought down.
In the proposed scheme, the ASPi authenticates the SDj using parameter set {A3

**,FIDj
*,

R1
*}, and C2

*and C2. Whereas values A3
**,FIDj

* and R1
* are re-computed and compared to

the ones in its database, parameter C2
* is re-computed and compared to the one received

in authentication message Auth1 = {B2, B4, C1, C2} received from the SDj. On the other
hand, the SDj authenticates ASPi using value C4

* = h1(FIDj||φS), which is re-calculated
and compared with its equivalent C4 received from ASPi in authentication message
Auth2 = {C3, C4}. This eliminates the need for the ASPi and SDj to maintain verifier
tables. �

Hypothesis 11: Man-in-the-middle and replay attacks are thwarted.
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Proof: Suppose that the adversary is interested in computing and replaying bogus authen-
tication parameters A3

**, FIDj
*, R1

*, C2
*, C3, and C4 needed to successfully authenticate

ASPi and SDj. Here, A3
** = B4 ⊕ h3 (B3

*), B3 = A2. R2, B3
* = MKA. B2, B4 = A3 ⊕ h3 (B3),

A3 = A3
* ⊕ h1(FPWj||FIDj), C2

* = h1(B2||B3
*||B4||C1||R3

*||A4
**), C3 = R4 ⊕ A4

**, and
C4 = h1(FIDj

*||φA). Based on Hypothesis 1, Ψ has no access to FIDj, while according to
Hypothesis 3, Ψ has no access to FPWj. Similarly, it has been shown in Hypothesis 4 that
Ψ does not have access to random nonces incorporated in these parameters. Based on
Hypothesis 5, master key MKA is never available to Ψ. Therefore, our scheme can withstand
MitM attacks. �

Hypothesis 12: The session key is set up for message encryption.

Proof: Upon receiving message Auth1 from SDj, the ASPi generates nonce R4 and computes
values B3

* = MKA. B2, A3
** = B4 ⊕ h3 (B3

*), A4
** = h1(h1(MKA ⊕ R1

*)||FIDj
*), and R3

* = C1

⊕ A4
**. These parameters are utilized to derive session key φA = h1(R3

*||R4||B3
*||A4

**).
Similarly, after receiving message Auth2 = {C3, C4} from ASPi, the SDj computes value
R4

* = C3 ⊕ A4 and session key φS = h1(R3||R4
*||B3||A4). These keys are employed to

encipher the exchanged messages. �

Hypothesis 13: Known session-specific temporary information attacks are prevented.

Proof: During the authentication phase, the ASPi computes session key φA = h1(R3
*||R4|

|B3
*||A4

**, while the SDj derives session key φS = h1(R3||R4
*||B3||A4). Here, R3

* = C1

⊕ A4
**, C1 = A4 ⊕ R3, A4

** = h1(h1(MKA ⊕ R1
*)||FIDj

*), B3
* = MKA. B2, R4

* = C3 ⊕ A4, C3

= R4 ⊕ A4
**, A4 = h1(h1(MKA ⊕ R1)||FIDj), B3 = A2. R2, and A2 = A2

* − h2(FIDj||FPWj).
It was demonstrated in Hypothesis 11 that attacker Ψ has no access to FIDj, MKA, FPWj, and
random nonces used in these session keys. In addition, the computation of parameters,
such as B3

* = MKA. B2 = MKA. A1. R2 = MKA. h2 (FIDj||R1). R2 = A2. R2, even when B2
and A2 are known, is difficult due to the intractability of the computational Diffie–Hellman
(CDH) problem. �

Hypothesis 14: Key secrecy is upheld.

Proof: Suppose that attacker Ψ has access to private values such as random nonces R2,
R3, and R4. Let us also assume that authentication messages Auth1 = {B2, B4, C1, C2} and
Auth2 = {C3, C4} have been captured by the adversary. Using these parameters, an attempt
is made to derive messages Auth1

Sub and Auth1
Sub for the subsequent communication

session. Here, B2 = A1. R2, A1 = h2 (FIDj||R1), B3 = A2. R2, A2 = h2 (FIDj||R1).MKA,
B4 = A3 ⊕ h3 (B3), A3 = h1(FIDj||R1||MKA), C1 = A4 ⊕ R3, A4 = h1(h1(MKA ⊕ R1)||FIDj),
C2 = h1(B2||B3||B4||C1||R3||A4),φA = h1(R3

*||R4||B3
*||A4

**), and C4 = h1(FIDj
*||φA).

It is clear that even with the captured random nonces, the computation of these authentica-
tion messages will still fail. This is because Ψ still needs other parameters, such as FIDj and
MKA. According to Hypothesis 1, FIDj is unavailable to Ψ. Similarly, Hypothesis 5 has shown
the difficulty of obtaining master key MKA. Moreover, Hypothesis 13 has demonstrated the
difficulty of deriving B3 since it requires solving the CDH problem. �

Hypothesis 15: Privileged insider and stolen smart device attacks are prevented.

Proof: Let us assume that Ψ has stolen the farmer’s smart device SDj. Thereafter, the
security tokens {A1, A2

*, A3
*, A4

*, B1} stored in its memory are extracted. This can also
happen when Ψ has some privileged access to these parameters. Here, A1 = h2 (FIDj||R1),
A2

* = A2 + h2(FIDj||FPWj), A3
* = A3 ⊕ h1(FPWj||FIDj), A4

* = A4 ⊕ h1(FIDj||FPWj||PB),
and B1 = h1(A2||A3||A4). The aim of the attacker is to access the secret value set {A2,
A3, A4}, where A2 = h2 (FIDj||R1). MKA, A3 = h1(FIDj||R1||MKA), and A4 = h1(h1(MKA
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⊕ R1)||FIDj). However, all these parameters are encapsulated in other values such FIDj,
FPWj, and PB; hence, their recovery is challenging. �

Hypothesis 16: The proposed scheme is highly scalable and adaptable.

Proof: In the proposed scheme, farmer Fj communicates directly to the service provider
ASPi devoid of any centralized entity. In addition, Hypothesis 10 describes how the proposed
scheme eliminates the need for verifier tables. As such, any farmer smart device SDK can
seamlessly join and leave the network without affecting the performance of the already
existing devices. �

5. Performance Evaluation

In this section, three common metrics deployed in the performance evaluation of
authentication protocols are used to gauge the proposed scheme. These metrics include
computation and communication costs, as well as the supported security characteristics.
The specific details about the evaluation procedures are described in the following sub sec-
tions.

5.1. Computation Costs

To determine the execution time for the various cryptographic operations, ASPi is em-
ulated in a multi-precision integer and rational arithmetic cryptographic library (MIRACL)
in a server with the specifications in Table 2.

Table 2. Server specifications.

Feature Description

Operating system Ubuntu 22.04 LTS
RAM 8 GB
Processor Intel Core i7-8565U
Operating system type 64-bit
Clock frequency 3.2 GHz

On the other hand, the farmer’s SDj is emulated using Raspberry Pi 3 Model B Rev
1.2, whose specifications are presented in Table 3.

Table 3. Smart device specifications.

Feature Description

Operating system Ubuntu 20.04 LTS
RAM 1 GB
Processor Quad-core
Operating system type 64 bit
Clock frequency 1.4 GHz

Under these conditions, the average execution times for various cryptographic primi-
tives are presented in Table 4.

During the authentication and key negotiation phase, the SDj executes a single TMTP,
six TH, a single TPS, and two TSM operations. On the other hand, the ASPi carries out a
single TSM and six TH operations. Table 5 presents the comparisons of the computation
cost of the proposed scheme with other related protocols.

Based on the values in Table 5, the protocol in [18] has a computation cost of 31.847
ms, while the scheme in [6] has a computation overhead of 14.838 ms. Similarly, the
computation costs for the protocols in [5,20,40] and the proposed scheme are 33.692 ms,
14.97 ms, 77.102 ms, and 12.662 ms, respectively. As shown in Figure 4, the protocol in [40]
incurs the highest computation costs.
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Table 4. Execution time for various cryptographic operations.

Cryptographic Operation Time (ms)
SDj ASPi

Hashing operation (TH) 0.314 0.056
Bilinear pairing (TBP) 33.051 4.715
Elliptic curve scalar multiplications (TSM) 2.256 0.654
Symmetric encryption/Decryption (TED) 0.019 0.002
Elliptic curve point subtraction (TPS) 0.0115 0.003
Modular exponentiation (TME) 0.325 0.083
Modular multiplication (TMM) 0.015 0.002
Modular addition (TMA) 0.012 0.001
Fuzzy extraction (TFE) 2.253 0.674
t-degree univariate polynomial evaluation (TPL) 13.3 0.3
Map-to-point hashing (TMTP) 5.264 2.853
Elliptic curve point addition (TPA) 0.017 0.004

Table 5. Computation costs comparisons.

Scheme
Derivations

Total (ms)User/Smart Device/Sensor Server/Gateway Node

Vangala et al. [18] 22 TH +8 TSM+ 2 TPA+ TFE = 27.243 12 TH +6 TSM+ 2 TPA = 4.604 31.847
Rangwani et al. [6] 8 TH +5 TSM = 13.792 7 TH +TSM = 1.046 14.838
Bera et al. [5] 7 TH + 6 TSM + 2 TPA + TPL = 29.068 7 TH + 6 TSM + 2 TPA + TPL = 4.624 33.692
Vangala et al. [20] 9 TH + 4 TSM = 11.85 9 TH + 4 TSM = 3.12 14.970
Wu et al. [40] 2 TBP + 2 TME + 2 TED + TH = 67.446 2 TBP + 2 TME + 2 TED + TH = 9.656 77.102
Proposed TMTP + 6 TH + 2 TSM + TPS = 11.672 TSM + 6 TH = 0.99 12.662
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This is attributed to the time-consuming bilinear pairing operations executed in this
scheme. This is followed by the schemes in [5,6,18,20] and the proposed protocols in
that order. The high computation overhead in [40] is attributed to the time-consuming
bilinear pairing operations executed in this scheme. Since the farmer’s smart device is
battery-powered, our scheme is the most efficient and ensures that the battery for SDj lasts
longer. On the other hand, deploying the protocol in [40] in SDj will drain its battery within
a short time.

5.2. Communication Costs

To derive the number of bits used in the proposed protocol, the sizes of the messages
exchanged between the SDj and ASPi during the authentication and key agreement phase
are taken into consideration. For fair comparison, the values in [5] are used, in which the
output sizes of the various cryptographic operations are presented in Table 6 below.
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Table 6. Parametric sizes.

Operation Size (bits)

Real identity 160
Random nonce 160
Hashing output 256
Points in finite group 512
Timestamp 32
Password 160

In our scheme, two messages are exchanged during the authentication and key ne-
gotiation phase. Whereas message Auth1 = {B2, B4, C1, C2} is sent from the SDj towards
the ASPi, message Auth2 = {C3, C4} is transmitted from ASPi towards SDj. Here, B2 = A1.
R2, B4 = A3 ⊕ h3 (B3), C1 = A4 ⊕ R3, C2 = h1(B2||B3||B4||C1||R3||A4), C3 = R4 ⊕ A4

**,
and C4 = h1(FIDj

*||φA). Table 7 illustrates the derivation of the communication cost of
this scheme.

Table 7. Message sizes.

Message Size (bits)

SDj → ASPi
Auth1:{B2, B4, C1, C2}
B4 = C1 = C2 = 160; B2 = 512

992

ASPi → SDj
Auth2: {C3, C4}
C3 = C4 = 160

320

Total 1312

On the other hand, the protocol in [18] exchanges four messages, while the scheme
in [6] requires five messages during the authentication process, as shown in Table 8. On
their part, the schemes in [5,20,40] exchange 2 messages, 3 messages, and 10 messages,
respectively. In terms of the total message sizes, the schemes in [5,6,18,20,40] require
5792 bits, 4128 bits, 2016 bits, 2305 bits, and 1600 bits, respectively.

Table 8. Communication costs comparisons.

Scheme Number of Exchanged Messages Size (bits)

Vangala et al. [18] 4 5792
Rangwani et al. [6] 5 4128
Bera et al. [5] 2 2016
Vangala et al. [20] 3 2305
Wu et al. [40] 10 1600
Proposed 2 1312

As shown in Figure 5, the scheme in [18] has the highest communication cost of
5792 bits, followed by the protocols in [5,6,20,40] and the proposed scheme, respectively.

Since the farmer’s smart device is battery-powered, it has limited communication
capability and hence the proposed protocol is the most efficient.

5.3. Security Characteristics

The goal of this section is to compare the security characteristics of the proposed scheme
with other related protocols. Table 9 presents the results of this comparative evaluation.
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Table 9. Security characteristics comparisons.

[18] [6] [5] [20] [40] Proposed
Security features
User privacy

√ √
-

√ √ √
Anonymity

√ √
-

√ √ √
Unlinkability - - - - -

√
Untraceability

√ √
-

√ √ √
Robust authentication

√ √ √ √ √ √
No verifier tables × √ √ × -

√
Session key agreement

√ √ √ √ √ √
Key secrecy

√ √ √
- -

√
Robust against:
Side-channeling

√ √ √ √ × √
Physical capture

√ √ √ √ × √
Eavesdropping × × √ × × √
Password guessing

√ √ × × √ √
Spoofing × × × × × √
Forgery × × √ × × √
Replay

√ √ √ √ √ √
Session hijacking × × × × × √
Impersonation

√ √ √ √ × √
De-synchronization × × × × × √
MitM

√ √ √ √ √ √
Privileged insider

√ √ √ √ √ √
KSSTI × √ √ √ × √
DoS

√ √
-

√ √ √
Stolen smart device

√ √ √ √ × √
√

: supported; ×: not supported; -: not considered.

As shown in Table 9, the schemes in [5,20] each support 14 security characteristics,
while the protocol in [18] offers support for 15 security features. On the other hand, the
scheme in [6] supports 17 features, while the proposed protocol supports all 23 security
features. Therefore, our scheme is the most secure and privacy-preserving.

Based on the results above, it is evident that the proposed scheme results in significant
improvements in computation costs, communication costs, and supported security char-
acteristics. Regarding computation overheads, the protocol in [6] with a cost of 14.838 m
is used as the baseline. On the hand, the scheme in [40] with a communication cost of
1600 bits is used as the baseline. Similarly, the protocol in [18], which offers support for 15
security features, is deployed as the baseline. Using these baseline values, the proposed
protocol results in 14.67% and 18% reductions in computation and communication costs,
respectively, and a 35.29% improvement in supported security features.
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6. Conclusions

In precision agriculture, numerous sensors such as radiation, air humidity, optimal,
soil moisture, and ground sensors are deployed. In addition, intelligent precision agri-
culture utilizes numerous IoT devices and drones to monitor agricultural surroundings.
Although these technologies help boost productivity in the face of limited resources, they
are exposed to threats such as eavesdropping, message falsification, DoS, replay, MitM, and
impersonations. Therefore, past researchers have seen the development of many security
solutions for this environment. However, the attainment of perfect privacy and security
at low computation and communication overheads still remains a mirage. The devel-
oped scheme has been shown to solve some of these challenges. For example, it has been
shown to be resilient against side-channeling, physical capture, eavesdropping, password
guessing, spoofing, forgery, replay, session hijacking, impersonation, de-synchronization,
man-in-the-middle, privileged insider, denial of service, stolen smart device, and known
session-specific temporary information attacks. Using the values in [6,18,40] as baselines,
the proposed scheme leads to 14.67% and 18% reductions in computation and communica-
tion costs, respectively, and a further 35.29% improvement in supported security features.
Future research will revolve around further enhancements of its performance as well as
evaluation using metrics that were out of the scope of the current work.
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Abstract: This paper presents a comprehensive study of Convolutional Neural Networks (CNN)
and transfer learning in the context of medical imaging. Medical imaging plays a critical role in
the diagnosis and treatment of diseases, and CNN-based models have demonstrated significant
improvements in image analysis and classification tasks. Transfer learning, which involves reusing
pre-trained CNN models, has also shown promise in addressing challenges related to small datasets
and limited computational resources. This paper reviews the advantages of CNN and transfer
learning in medical imaging, including improved accuracy, reduced time and resource requirements,
and the ability to address class imbalances. It also discusses challenges, such as the need for large and
diverse datasets, and the limited interpretability of deep learning models. What factors contribute
to the success of these networks? How are they fashioned, exactly? What motivated them to build
the structures that they did? Finally, the paper presents current and future research directions
and opportunities, including the development of specialized architectures and the exploration of
new modalities and applications for medical imaging using CNN and transfer learning techniques.
Overall, the paper highlights the significant potential of CNN and transfer learning in the field of
medical imaging, while also acknowledging the need for continued research and development to
overcome existing challenges and limitations.

Keywords: deep learning; transfer learning; medical imaging; CNN; machine learning

1. Introduction

People’s health is at the center of medical care. The amount of medical data available
today is enormous, but to benefit the medical industry [1], it is essential to use this data
wisely. Medical images are frequently requested in accordance with a patient’s follow-up
to ensure that therapy was successful, and it is a critical step in the process of medical
diagnosis and treatment [2]. In general, a radiologist examines the obtained medical
images and compiles their results in a report [3]. Based on the images and the reports
from radiologists, the referring doctor determines a diagnosis and a course of action.
The majority of medical professionals, particularly radiologists, interpret medical images.
However, human subjectivity, the wide variances among interpreters, and weariness limit
human image interpretation. Due to the limited time radiologists have to analyze an
ever-growing number of images, missed findings, lengthy turnaround times, and a lack of
quantitative data or quantification are common when reviewing cases [4,5]. In turn, this
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severely restricts the medical profession’s potential to expand the use of evidence-based,
individualized healthcare [6]. Artificial Intelligence (AI) is a broad field with a wide variety
of subfields such as natural language processing (NPL) [7], speech processing [8], machine
learning, deep learning, robotics, etc. [9]. AI is applied in various kinds of fields, such as
healthcare, agriculture, manufacturing, and the education sector [10]. Machine learning is a
branch of AI that can learn from the data itself, automatically identify the patterns in data,
and make decisions with minimum human intervention [11,12]. Over recent years, deep
learning techniques have gained a lot of attention to solve various problems, especially in
medical imaging fields [13]. Deep learning is an advanced field in computer vision. The
purpose of computer vision is to carry out multiple tasks such as image detection, image
recognition, NPL, image analysis [14], etc. A CNN is a type of artificial neural network
specially designed to handle video and image data. It takes input images, extracts them,
and classifies the output images after learning the features from the input images based on
the learning features [11]. The deep learning CNN technique is used in the majority of AI
medical image analyses, especially for the diagnosis of different types of diseases [15] such
as breast cancer, Alzheimer’s, brain tumors [16], etc. [4,17]. Deep CNN-based algorithms
have achieved promising outcomes in the analysis of medical images. Several types of TL
have been proposed for medical imaging data and have been very effective, such as Alex
Net, SPP-Net, VGGNet, ResNet, GoogLeNet, etc. [4]. The major aim of this review is to
highlight the most crucial CNN components so that researchers and students may easily
gain a comprehensive understanding of CNN and transfer learning. This article will assist
individuals to learn more about recent advancements in the discipline, which will promote
DL research. The following list outlines our contributions:

• This review aids in the comprehension of CNN and transfer learning techniques
among researchers and students.

• We simply describe the major issues of traditional ML and how DL-based techniques
like CNN can come to the rescue and play an important role in diagnostic analysis.

• We describe in-depth the ideas, theories, and cutting-edge architectures of CNN, the
most well-known deep learning technique.

• A literature review is provided in this paper to give an overview of related research
work done on the use of CNN and TL techniques.

• We discuss the difficulties that deep learning-based techniques currently face, such as
the scarcity of training data, overfitting, and vanishing gradient problems.

• The strategies for choosing the right TL-based technique for a problem are discussed.
• We also present a list of medical imaging modalities used in training the model, and

we describe computational resources such as GPU, CPU, and TPU by contrasting how
each tool affects deep learning algorithms.

CNNs’ application to medical image processing is first discussed in this paper. The
difference between traditional ML and DL-based algorithms and the analysis of medical
images are presented in Section 2. Then we give a detailed overview of the architecture of
CNN in Section 3. The corresponding work in the field of diagnosing disease using medical
images, including CT, MRI, fMRI, PET, X-ray, and ultrasound, is discussed in Section 4. We
also described the significance and importance of transfer learning techniques and explain
each with their potential benefits in Section 5. Finally, we discuss the possible problems and
predict the development prospects of CNN-based techniques in medical imaging analysis.

2. Imaging Modalities for Analytics and Diagnostics

To create an image, several methods are used. Examples of these measurements are
radiofrequency signal capacity in an MRI, sound pressure for ultrasounds, and radiation
absorption in X-ray imaging. In a digital image, one measurement is used to determine
each image point, while in multi-channel images, several measurements are gathered [18].
To create diagnostic images, a wide variety of imaging modalities are employed, such as
computed tomography (CT), X-ray, magnetic and functional resonance imaging (MRI and
fMRI) [19], and positron emission tomography (PET) scans [4,5]. Common DL applications
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using medical imaging include image classification [11], segmentation, synthesis, and
regression [12,20]. Figure 1 depicts various imaging modalities used [21]. In the initial
phase of using more precise imaging methods to halt the spread of disease, medical imaging
techniques are crucial as an aid to early diagnosis in the treatment or eradication of many
medical disorders.
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3. Convolutional Neural Network and its Background

David Hubel and Torsten Wiesel, two neurophysiologists, did experimentation in
1959 and eventually published their findings in a work titled “Receptive-Fields of Single-
Neurons in cat’s straits cortex” [22]. They defined how the neurons in a cat’s brain are
organized in a tiered pattern or layered form. These are the layers that can learn to detect
visual patterns with the help of local features, which are extracted first, and for a higher-
level representation, the extracted features are then combined [23]. Consequently, this
concept is effectively becoming one of deep learning’s core principles. In 1980, another
researcher by the name of Kunihiko, who was motivated by the work of T. Wiesel [22],
proposed a “Neocognitron”. This work proposed a multi-layered neural network for
the hierarchical detection of visual patterns learned from data (learning-without-teacher),
which is known as a self-organizing neural network. [24]. This design then became the first
CNN theoretical model. The Neocognitron develops the ability to classify and accurately
detect patterns based on their shape distinctions. Any patterns that we humans consider to
be similar are also classified as such by this proposed model. CNN, commonly known as
ConvNet, is one of the common types of Artificial Neural Network (ANN) [25] that comes
under the supervised method category. This method is known for its ability to discover
and interpret patterns. This pattern detection brings up the usefulness of CNN for image
analysis [26]. A ConvNet is a series of layers in which each layer performs some unique
functions. Furthermore, these layers are usually classified into different categories [27]. The
raw data is stored in the first layer, called the input layer. A convolutional layer is the second
layer, which is responsible for calculating the output volume by performing a dot product
between the image patch and all of the filters, followed by another important function
known as activation. The mathematical function is then applied to every element of the
convolution layer’s output. The next layer comes in to help in reducing the computation
costs by making the previous layer’s output memory efficient. It is known as the pooling
layer. Finally, once the pooling layer computation is done, it will pass its output to the
last layer and output the computed 1-D array class score [26]. Two primary tasks must be
accomplished when training a deep learning model:

• Forward propagation: To train a neural network, one must first provide it with an
input, and then, in light of the outcomes of that processing, an output is produced.
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• Backward propagation: Next, the model uses the backpropagation technique, such
that the weights of the neural network are modified in response to the error that was
obtained in the forward propagation.

3.1. Important Elements of CNN

In this part of the article, we discuss the fundamental components of a CNN in detail
with their role in the whole architecture:

3.1.1. Convolutional Layer

The convolution layer, as its name suggests, is crucial to CNN’s operation. Where
the majority of the calculation is concerned, it is the core unit of a CNN. Since digital
image processing is concerned, convolution operations are the most widely used [19].
Convolutional layers are where filters (also known as the set of kernels) are applied or get
convolved with the original input images, which can be n-dimensional metrics to generate
a feature map as an output [20]. Here, the number of kernels and the size of the kernels
are the most critical parameters, which refer to the size of the filter, as shown in below
Figure 2. The following mathematical formula is used to determine subsequent feature
map values [20], where the kernel is denoted by h and the image input is indicated by f.
The result matrix’s row and column indexes are denoted by m and n.

G[m, n] = ( f x)[m, n] = ∑
j

∑
k

h[j, k] f [m− j, n− k] (1)
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3.1.2. Pooling Layer

In CNN, the convolutional operation is applied to learned filters to the input image
to summarize and show the presence of those features in the given. This is done in a
systematic way to build its feature maps. The feature map is generated by the convolu-
tional layer’s output. It has one limitation due to recording the exact location of features
in the input. Therefore, in the input image, any small movement that happens to the
position of a feature, such as re-cropping, rotation, etc., will cause changes in the feature
map. A common solution to this problem can be achieved in the convolution layer using
downsampling by altering the convolution stride over the image [28]. This is where the
usage of the pooling layer begins. It is nothing but a common and robust approach to the
same problem. In a short pooling layer downsample, the previous layers’ feature map
and pooling operations aid in the creation of an invariant representation for small input
translations [29]. Additionally, there are several functions used for specifying the pooling
procedure; the most common functions are the following [30]:

(a) Average pooling: This is used when the average value is desired for each patch on the
feature map.
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(b) Maximum pooling: This is commonly known as Max-pooling, and is used when the
maximum value is desired for each patch on the feature map [30]. Below Figure 3,
illustrate the working of average and maximum pooling.
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3.1.3. Fully Connected Layers

Immediately following the completion of feature extraction and consolidation by the
convolutional and pooling layers, another layer comes in, which is known as the fully
connected layer [31]. This component is connected to the final node of each network to
flatten out the output of the previous layer. Finally, this layer returns the probability of
class predictions by building non-linear feature combinations. There are various non-linear
functions, such as activation functions, ReLU, and Softmax.

3.2. Important Parameters and Hyperparameters for Building CNN

The following are the important parameters with a high level of description.

• Kernels: The kernel is nothing but a matrix that is used to traverse over the input
images to perform a dot product to extract features [32]. By using the stride value, the
kernel can move by columns of pixels based on the number assigned to the stride.

• Biases: Before passing the output values through an activation function, the bias is
used to adjust the scaled values. For example, in a neural network, the activation
function receives an input ‘x’ which is multiplied by the ‘w’ weight. Therefore, adding
a constant bias to the input will enable you to shift the activation function [33].

• Padding: When a kernel is used with image processing, the image is altered each time
a convolution is carried out on the input data. The image shrinks and thus this can be
done only a certain number of times before the input image completely disappears [34].
As a result, some of the information contained in the image can be lost. The problem
is that when the kernel moves across the image there is a significant impact on the
pixels in the outskirts of the image, which are much smaller when compared to the
center pixels of the image [35]. Therefore, a more accurate analysis of the image can be
achieved by the use of padding, which is added to the image’s outer frame to provide
more room for the filter to cover the image.

• Stride: Stride is another so-called hyperparameter in the convolutional layer that
specifies the pixel count the kernel shifts over the input image matrix. For instance,
when two is set as the stride, then the filter or kernel moves two pixels at a time. When
three is set as stride, then the filter moves three pixels at a time, and so on [36].

• Dropout for regularization: This is a powerful yet simple regularization technique
for deep learning models [37], and CNNs usually have the habit of overfitting. When
there are a large number of nodes or neurons in a full-connected layer, it is more likely
that co-adaptation occurs. Co-adaption simply means when many neurons in a single
layer extract very similar or the same hidden features from the given input data. This
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usually happens when two different neurons’ connection weights are identical [38].
This technique works based on selecting neurons randomly and ignoring them during
training; they will lose their contribution for further processes.

• Learning Rate: The learning rate is a very important parameter in CNN which defines
how swiftly a network updates its parameters during backpropagation [39]. Keeping
the learning rate low makes the convergence smooth, but the learning process slows
down. However, keeping the learning rate larger may speed up the process of learning,
but may prevent convergence.

Activation Functions: Nonlinearity is introduced to models via activation functions,
allowing deep-learning models to learn nonlinear prediction bounds. In artificial neural
networks (ANNs), activation functions are used to transform an input signal into an output
signal. This output signal is then used as input by the subsequent layer in the stack. The
most common activations used in CNN are described below:

Sigmoid activation function: Because it is a non-linear function, it is the most often
utilized activation function. The sigmoid function changes data in the 0 to 1 range and it is
widely used for binary classification. It can be summed up as follows [40]:

f (x) =
1

e−x

Tanh activation function: It is a function known as the hyperbolic tangent. The Tanh
function is comparable to the sigmoid function; however, it is symmetric concerning the
origin [40]. This activation function is smoother, and it is a zero-centered function with a
scale that goes from −1 to 1, therefore, the function’s output is given as [41]:

f (x) =
(

ex − e−x

ex − e−x

)

In contrast to the sigmoid function, the Tanh function became the favored function
because it provides higher training performance for a model with multiple layers [42,43].

ReLU function: ReLU stands for the rectified linear unit; it is a non-linear function and
very popular in ConvNets. Since all the neurons are not going to be activated at the same
time, but rather a small number of neurons are activated at a time, the ReLU function is
more efficient than others [40]. According to equation 1, the output of ReLU is the value
that is greater than either zero or the value that was fed into the model. When the value of
the input is negative, the value of the output is equal to 0. When the value of the input is
positive, the output value will be equal to the value of the input [44].

f (x) = max(0, x)

An improved version of the ReLU activation function came up after ReLU, where
instead of specifying the ReLU function’s value as zero for x (negative values), rather it is de-
fined as an x having an extremely insignificant linear component. It can be mathematically
stated as [40]:

f (x) = 0.01x, x < 0 f (x) = x, x ≥ 0

Softmax activation function: For binary (0, 1) classification, the sigmoid function is
used, but to deal with multiclass classification Softmax is used. The Softmax function
returns a probability for each data point of all individual classes [40]. Therefore, in a
deep neural network, when we want to work with a multiclass classification problem, the
output layer of the neural network will have an identical amount of network neurons that
correspond to the number of target classes. The formula is stated as follows [13]:

σ(z)j =
ezj

∑K
k=1 ezj

f or j = 1, . . . ..K
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Figure 4 represents the process for these connected layers.
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conv-layer are used in extracting feature maps from the input. Each pooled layer reduces the image
size by half. Following the completion of each layer of pooling, the number of feature mappings and
conv-weights are both increased by one. With the activation function, the last layer of the feature
maps is fully connected to data nodes. Using a function, these nodes are then linked together to form
a single value. This value was fitted to be the label defined in the training set and finally returned a
value range of 0 and 1 [45].

4. ConvNets over Traditional Machine Learning

The process of machine learning involves the use of algorithms to analyze data, draw
conclusions from that analysis, and make decisions based on those conclusions. In the
case of DL, it uses multiple layers to create an ANN [7]. Each layer provides different
information about the data which is fed to them. To perform classification work using
machine learning techniques, several preprocessing steps, such as feature selection, [46],
feature extraction [47], and classification are required [48]. Even the selection of features
can have a significant impact on the efficiency gains achieved through various machine-
learning strategies. DL techniques can perform automated feature sets for various tasks.
Deep learning has simplified the improvement of object detection, image super-resolution,
image classification, and image recognition fields [49].

Typical healthcare applications of classification tasks of images include Alzheimer’s
disease (AD) classification using MRI [50], dermatological identification of skin condi-
tions [51], breast cancer diagnosis using histopathological images [17], and diagnosis of
eye diseases in the field of ophthalmology (such as diabetic retinopathy [52], corneal dis-
eases [53], and glaucoma [54]). With advances in 2021, DL has become a key popular tool for
the automatic detection of COVID-19 and classifying healthy and not-healthy individuals
using X-rays and CT scan images [50].
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4.1. The Problem with Traditional Neural Networks

The main significant distinction between the traditional ANNs and CNNs is the
primary usage of ConvNets in the field of pattern recognition, in particular of medical
images. This usage enables the developers to encode features of input images into the
architecture and makes the convolutional neural network more beneficial for image-specific
tasks, while also lowering the number of parameters needed to set up and build the model.
Traditional neural networks are known as multilayer perceptrons (MLPs). MLPs have
several limitations, particularly when it comes to the processing of images [55]. For each
input, MLPs are going to use a single perceptron, which means if we input an RGB image,
each pixel is going to be multiplied by three since there are three channels in RGB. Therefore,
here is where the problem arises; the number of weights to be used in each perceptron
rapidly increases for large images, so it becomes unmanageable for the model. There are
approximately 187,000 weights to train for a 250 × 250-pixel image with three channels.
Hence, overfitting can happen, and training becomes difficult [56].

4.2. Feature Extraction

Feature extraction entails the process of obtaining a high level of patterns from raw
pixel values to seize the uniqueness of the distinction between the various categories that
are being used. The extraction of these features is carried out without the presence of any
supervision (unsupervised manner). This indicates that the information that is extracted
from the pixels of the image has nothing to do whatsoever with the classes of the image,
and, in CNN, the convolution layer is the backbone of feature extraction [57]. This allows
for the sharing of parameters. Following the extraction of the features [58], a classifier is
then trained using the images and the labels that are associated with them, for example,
logistic regression, random forests, decision trees, support vector machines, etc. This
pipeline has a problem due to the fact that the feature extraction cannot be changed based
on the classes and images. So, no matter what type of classification technique is used, the
accuracy of the model is severely compromised as a result if the chosen feature does not
give enough information to tell the categories apart [59]. Picking various feature extractors
and clubbing them ingeniously to achieve better feature extraction has been a recurrent
subject among state of the art studies. However, this necessitates an excessive number
of heuristics and tedious manual work to adjust settings depending on the domain. The
main philosophy behind deep learning is that there is no predetermined way to extract
features (no hard-coding) from data [60]. The CNN learns to extract data by differentiating
representations from the input images and to categorize them based on supervised data, all
inside a single integrated system.

4.3. Parameter Sharing

With ConvNets, a large dataset like ImageNet can be used to train the whole network
from scratch [61]. ImageNet is an ongoing project that has so far collected 14,197,122 images
in 21,841 different categories. Sharing parameters cuts down on the total parameters in the
network and shortens the training time required for the network [59].

5. Literature Review

For the last few years, researchers have been using CNN-based models to extract
unique and useful features for the diagnosis of various diseases, including but not limited
to brain cancer, heart disease, Alzheimer’s disease (AD), COVID-19, Parkinson’s disease,
breast cancer, etc. [62], by using medical images. According to previous studies, using
convolutional neural network-based models achieved a good level of accuracy when
compared with traditional machine learning and volumetric techniques that are manually
performed by physicians. Therefore, this section summarized the CNN-based methods
using medical images.

In the Alexander et al. [63] study, a CNN model using MRI and diffusion-tensor
imaging (DIO) was used for the classification of AD patients. According to their study, the
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classification performance demonstrates that the size of the hippocampal region of interest
(ROI) does not matter when bigger ROIs are combined with using CNN architecture for
the classification. Using a six-layered convolutional neural network with 48 × 48 × 48 ROI
with a data fusion model achieved a good accuracy of 96.7% for their case (AD-Normal
Control).

The Liu et al. [64] study first segmented the MRI image into two segments, grey and
white matter. Then they used a Multiscale ConvNet (MSCNet) for the diagnosis of AD.
According to their study, white matter is more effective for the detection of AD than gray
matter. In terms of accuracy, the MSCNet has a higher performance level than ResNet-50
in the NC and MCI classes of grey and white matter, respectively; however, the standard
deviation is lower in ResNet-50. The accuracy of the MSCNet model with grey and white
matter is 98.85% and 98.11%, and the ResNet-50 model accuracy is 96.01% and 95.88%,
respectively. Therefore, this study shows that with lower computational power and fewer
parameters, the CNN-based MSCNet model performs well for the medical image dataset.

Ajagbe et al. [65] wrote an article on their use of Deep CNN and transfer learning
models (VGG-16 and VGG-19) for the diagnosis of AD with the help of MRI images.
However, in terms of six performance metrics such as Area Under the Curve (AUC),
accuracy, F-1 score, precision, computational time, and recall, VGG-16 performed best in
one, VGG-19 in three, and CNN best in two metrics. The limitations of this study are the
high computational power and the lack of a self-created dataset.

In the study by Villa-Pulgarin et al. [66], the focus was to classify skin lesion cancers
by using CNN-based models DensNet-201, Inception-ResNet-V2, and Inception-V3. In
their work, they tested the models with different workflows, fine-tuning the optimization
and using data augmentation. The best results of their model were obtained by using
the HAM10000 dataset, with an accuracy of 98% using the data augmentation stage,
and 93% by using the ISIC 2019 dataset using the optimized DenseNet-201 model. El-
Din Hemdan et al. [67] presented the COVIDX-Net model for the earlier diagnosis of
COVID-19 patients based on seven different CNN-based architectures: MobileNetV2,
DenseNet-201, ResNetV2, InceptionV3, Xception, Visual Geometry Group (VGG-19), and
InceptionResNetV2. According to their results, the DenseNet-19 and VGG-19 models
performed well in determining which cases were COVID-19 negative and which were
positive, and the Inception model performed the worst, with an accuracy of 50% and an F1
score of 67 for normal and zero for COVID-19 cases.

The Horry et al. [68] study aimed to focus on important features by removing noise
from medical images for the detection of COVID-19 disease. The Horry et al. study
selected the VGG-19 with transfer learning in order to classify NC and pneumonia cases
accurately. However, the authors reported that the VGG-19 model performed best, with a
precision of 100%, using ultrasound images compared with X-ray and CT images. It is a
very interesting finding that the pre-trained method tuned very well for the ultrasound
data samples, which are very noisy and difficult to interpret by the human eye. Neal Joshua
et al. [69] proposed a 3D-CNN architecture for the detection of nonlinear 3D information
of the lung nodule using CT scan images. Moreover, they used gradient class activation
for visualizing the internal structure of the CT images to get more information. From their
lightweight proposed model, they achieved a very good classification accuracy of 97.17%
using gradient-weighted class activation when compared with existing AlexNet 2D-CNN
and AlexNet 3D-CNN models.

Li et al. [70] used the CNN model for the classification of lung image patches with
interstitial lung disease (ILD) patterns. Their proposed architecture can correctly identify
the features of the image from the lung patches of ILD. The authors have compared
their classification results with three different methods of feature extraction: the rotation-
invariant local binary pattens (LBP) feature with three resolutions; the Scale-Invariant
Feature Transform (SIFT) feature with a key point located at the patch center; as well
as feature learning without supervision through the use of the unsupervised restricted
Boltzmann machine (RBM). These three techniques are classified by using SVM. However,
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the proposed automatic CNN model did not use any extra classifier such as SVM, as
their classifier model is trained by the three fully connected layers. Therefore, using the
ANN model for the classification training has the advantage that the potential to use the
backpropagation method to fine-tune the parameters in each of the layers may achieve a
more accurate final classification approach. Out of all three techniques, their customized
CNN model performed the best. A multiclass CNN architecture using MRI images was
used for the detection of brain tumors. The presented model achieved an accuracy of
99% for classifying the four different classes (glioma, tumor, meningioma, and pituitary
tumors). The primary objective of this research was to get a faster learning rate with higher
classification results while comparing with traditional deep learning models [71]. Yildirim
et al. [72] used the CNN-based MA_ColonNET model for identifying colon cancer using
colon histopathological images. The proposed model used 45 layers for classifying two
classes of colon cancer with an accuracy rate of 99.75%. Additionally, this CNN-based
model is applicable for pre-diagnosis purposes in non-specialist locations and reduces
the workload pressure of experts, which can help them to avoid mistakes. Ravi et al. [73]
used the penultimate layer (global-avg-pooling) of CNN-based efficient net pre-trained
models for the extraction of features, and principal component analysis (PCA) was used to
reduce the dimensionality of extracted features. After that, the feature fusion technique
was used to combine the features of different data and pass them into the stacked-meta
classifier. In the first stage, a stacked meta classifier employed the SVM and random forest
(RF) algorithm for prediction. The results of this stage were then passed on to the second
stage, where they were classified using logistic regression according to whether or not they
contained COVID-19. The proposed model produced an overall result that achieved an
accuracy of 0.9946 while maintaining a misclassification rate of 0.0054 for the CT data, and
an accuracy of 0.9948 with a 0.0052 misclassification rate for the CRX data. This indicates
that the proposed efficient net models are capable of classifying new COVID-19 patients
using CT and X-ray images.

A VGG-19 model was trained on 3,797 chest X-ray images [74] for classification of
Covid19, pneumonia and healthy cases. An accuracy of 97.11% on the test dataset was
obtained. In addition, for further study, the original images and their matching categories
were then stored in a Mango DB database.

Another study [75] assessed how well the transfer learning-based CNN models VGG-
16, ResNet-50, and Inception-v3 predict the presence of brain tumor cells. The models
were trained and tested using a dataset of 233 MRIs. Accuracy was used to measure
performance, and the findings revealed that the VGG-16 model gave results that were
extremely accurate as compared to the other models. The trainable data for the VGG-
16 model, which employs 3 × 3 convolution kernels and 2 × 2 max-pool kernels and
includes 138 million hyperparameters, was decreased by 44.9 percent. As a result, learning
rates increased and overfitting was decreased. The ResNet50 model is a pretrained CNN
model that permits training with more convolution layers without increasing training
error rates. The Inception-v3 model uses parallel Inception modules to reduce depth in
convolution layers.

EfficientNet, GoogLeNet, and XceptionNet were integrated [76] in a study to classify
patients as positive for COVID-19, pneumonia, or tuberculosis, or healthy. For a binary
classifier the accuracy was 98%, while for multiclass, the accuracy was 99%. The dataset
used for training and testing was taken from two sources. The authors also tried to keep
the possible false predictions to a minimum, and hence obtained a better accuracy and
generalized model. Another parameter was for no false positives, to have the model
maintain a high specificity rate, which keeps the model much more reliable.

For diagnosing monkeypox, the author uses generalization- and regularization-based
transfer learning techniques. While ResNet-101 had the best result for multiclass classi-
fication, with an accuracy ranging from 84 percent to 99 percent, the proposed strategy
paired it with Extreme Inception, which produced an accuracy ranging from 77 percent to
88 percent in binary classification trials.
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Transfer learning has been shown to be an effective technique for leveraging pre-
trained CNN models to improve the performance of medical image analysis tasks. CNNs
have demonstrated high accuracy and robustness in identifying and classifying various
medical conditions from medical images. Overall, these findings underscore the crucial
role that transfer learning and CNNs play in advancing medical imaging diagnosis, and
further research in this area has the potential to significantly improve patient outcomes.

As shown in Table 1, CNN-based models are successful in applications that handle
multiple modalities for various tasks involving medical image analysis, such as detection
and classification tasks and computer-aided diagnosis. The CNN-based model will be an
essential component in the design of upcoming medical image analysis systems, regardless
of the number of data, classes, and the deep CNN model used. When compared to other
techniques used in comparable application domains, deep ConvNets have demonstrated
outstanding performance in the domain of medical image analysis. On the other hand,
transfer learning involves leveraging pre-trained CNN models that have been trained on
large datasets, such as ImageNet, and fine-tuning them for the specific medical imaging
task at hand. Transfer learning has been shown to be an effective technique for reducing
the amount of data needed to train a CNN. This is because pre-trained CNN models have
already learned general features that are useful for a wide range of computer vision tasks,
including medical imaging diagnosis. From a computational perspective, using transfer
learning with CNNs can significantly reduce the time and resources needed to train a CNN
from scratch, as well as improve the performance of the network on the target task. This is
because transfer learning allows for the efficient transfer of knowledge from pre-trained
models to new tasks, thereby reducing the amount of data and computation needed to
achieve high accuracy. While these techniques show promising results in the medical field,
there are still some challenges and limitations like a lack of diversity in the training data.
CNNs and transfer learning techniques rely heavily on large and diverse datasets to learn
relevant features and patterns. The interpretability of learned features where CNNs and
transfer learning techniques are involved is often considered as a “black box,” since the
features learned by the network are difficult to interpret by medical experts. Another factor
can be the limited availability of annotated medical imaging data.

Table 1. Some of the studies that used CNN-based methods for medical images.

Authors Modalities Methods Number of
Images Content Accuracy

Alexander et al.
[63] sMRI, DTI CNN

ADNI (Normal
data—214,

Augmented
data—3240)

Hippocampal ROI
AD-NC—96.7%,
AD-MCI—80%,

MCI-NC—65.8%

Liu et al. [64] 3D-MRI MSCNet

GM-AD—160,
MCI—200,
NC—160

WM-AD—160,
MCI—200,
NC—160

Grey matter and
white matter

AD-NC—98.96%,
AD-MCI—95.37%,
MCI-NC—92.59%
(GM—98.85% and

WM—98. 11%)

Ajagbe et al.
[65] MRIs CNN, VGG16,

VGG-19 Kaggle (6400) NA
4 classes-CNN—71%,

VGG16—77%,
VGG-19—77%

Villa—
Pulgarin et al.

[66]
Dermatoscopic

DenseNet versin 201,
Inception-ResNet

version 2, Inception
version 3

Human Against
Machine

(HAM10000)
Normal

data—10015
Augmented
data—42925

8 classes—Akiec,
bkl, bcc, mel, df,
nv, vasc, and scc

DenseNet—98%,
Inception

ResNet—97%,
Inception—96%
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Table 1. Cont.

Authors Modalities Methods Number of
Images Content Accuracy

EI—Din
Hemdan et al.

n.d. [67]
X-ray COVIDX-Net

Total—50
(Normal—25,
Positive—25)

NA

MobileNetV2—60%,
DenseNet-201—90%,

ResNetV2—70%,
InceptionV3—50%,

Xception—80%,
VGG-19—90%,

InceptionResNetV2—
80%

Horry et al.
[68]

X-ray,
ultrasound, and

CT scan
VGG-19

Curated dataset—
729 (X-ray),

746 (CT), 911
(ultrasound)
Augmented

dataset—11,680
(X-Ray), 12,000

(CT), 10,880
(ultrasound)

Lung

VGG-19—Precision—
100% (Ultrasound),
83% (X—Ray), 84%

(CT scan)

Neal Joshua
et al. [69] CT 3D-CNN with

Grad-CAM images
LUNA 16

database—888 Lung nodule 3D-CNN—97.17%

Li et al. [70] HRCT CNN

Total
samples—16,220
(92 HRCT image
dataset, 4348 N
patches, 1953 G
patches, 1047 E
patches, 2591 F
patches, 6281 M

patches)

Lung images
CNN—

Precision—76%
Recall—77.4%

Tiwari et al.
[71] MRIs CNN

Total—3264 (MRIs)
Four classes
(training &

testing)—glioma—
826 and 100,

meningioma—822
and 115, no

tumor—395 and
105, pituitary
tumor—827

and 74.

Brain images CNN—99%

Yildirim et al.
[72]

Histopathological
images MA_ColonNET

Total—10,000
Two classes (Colon
adenocarcinoma—
500, Colon benign

tissue—9500)

Colon images MA_ColonNET—
99.75%

Ravi et al. [73] CT scan and
Chest X-ray EfficientNet

Total–
CT—8055

(train—5638,
test—2417);
CXR—9544

(train—6680,
test—2864)

Chest EfficientNet—99%
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Table 1. Cont.

Authors Modalities Methods Number of
Images Content Accuracy

Soarov et al.
[74] X-ray Chest VGG-19

COVID-19 (1,184
images)

Pneumonia (1294
images)

Healthy (1319
images)

Chest
97.11% accuracy,

97% average precision,
97% average recall

Srinivas, C
et al. [75] MRI scans

Classfiers: VGG-16,
Inception-v3,

ReseNet50

tumor: 158
malignant tumor:

98
Brain

VGG—16 accuracy
0.96

Inception-v3 0.78
ResNet50x—0.95

N. Kumar et al.
[76] X-ray

Binary and
Multiclass

Classification

Two datasets:
Source 1: null
Source 2: 9300

divided for each
four class

Chest

Multiclass accuracy
99.21%

Binary accuracy
98.95%

6. What is Transfer Learning?

Transfer learning is a method of learning where a model learns about one problem
before this serves as the starting point for another task. This is a suitable approach for
problems when a procedure near the primary issue already exists and the related task
requires a lot of data [77].

Transfer learning uses the technique of feature extraction from a pre-trained model;
this eliminates the need for developers to start over when training a model. A TL model is
typically trained on a large dataset (for example, ImageNet) [78] and the related parameters
obtained from the trained model can then be used with a custom neural network for any
other related application. These types of models can be used directly for predictions on new
tasks or in any other related application training processes of the model. For instance, in the
process of image classification, the model, such as an ANN, which is used for prediction will
be trained and learned with a large number of images or datasets of the specific domain [79],
like dogs and cats. Model weights are one option for the first step in the process. The
traits which the machine has previously mastered for a more extensive mission, such as
retrieving shapes, patterns, and lines, are also useful for different objectives.

One more problem to consider with traditional neural networks is that when we
apply these kinds of models in clinical practice, the model is likely to fail due to unseen
data, which is nothing but data that is not used while training the model. Therefore, the
capacity to generalize to previously encountered clinical data is still a major shortcoming
of these algorithms. Another shortcoming is when the data is limited; we know that the
running performance of a deep network is impacted by the amount of data. One way
to overcome this shortcoming is to collect more data, specifically looking for data that
is exactly supervised data. Hence, there are transfer learning techniques that may be
considered as choices. Rather than starting from scratch, we can use an existing network
to train a new one; LeNet-5, AlexNet, VGG-16 Net, Inception Net ResNet, and DenseNet
have been widely used as pre-trained networks for the classification of images in medical
domains. All these architectures were trained on the well-known dataset (ImageNet) [80]
consisting of 1000 object category classifications [81]. There are more than a million images
in ImageNet’s training set, around fifty thousand in its validation set, and one hundred
thousand in its test set. [82]. These models not only reduce training time but also reduce
generalization errors. Table 2 shows the main differences between traditional ML and
transfer learning.
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Table 2. A brief description of traditional ML vs transfer learning.

Traditional ML Transfer Learning

1. Isolated, single task learning
2. Knowledge is not retained or

accumulated. Learning is performed
without consideration for knowledge
learned from other tasks.

1. The learning of new activities is
dependent on previously learnt ones

2. The learning process could be more
efficient, more accurate, or need fewer
training data sets.

6.1. LeNet5

In 1889, Yann LeCun et al. published a paper that proposed a technique for document
recognition which is called gradient-based learning [83]; their work described LeNet-5,
which was probably the first widely recognized and effective implementation of CNN.
The author trained the model for the recognition of handwritten characters based on a
standard famous dataset called MNIST (Modified National Institute of Standards and
Technology dataset). As a result, a significant classification result of 99.2% accuracy and
a low error rate was achieved. The LeNet-5 architecture receives the input image as a
grayscale 32× 32 image size, and the model is a composite of seven layers, including layers
of convolution and average pooling followed by a layer that is fully connected. Figure 5
shows the comparison transfer learning and transfer machine learning. Figure 6b depicts
the LeNet-5 architecture. Interestingly, in LeNet-5, the filters used for capturing feature
maps are increased as the network progresses in depth [81].
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Key facts:

• This network is very easy to understand and served as a good introduction to the field
of neural networks. Character recognition works well.

• Due to the shallowness (not deep enough) of the model, it has a difficult time searching
for all features, leading to models with poor performance.

• This model does not work with color images.

6.2. AlexNet

In 2012, another researcher named Alex Krizhevsky, and his co-workers developed
a model known as AlexNet [84]. The paper proposed and discussed the deep ConvNets
for the classification of ImageNet. This was done due to a competition in 2010 called the
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ILSVRC (ImageNet Large-Scale Visual Recognition Challenge) [85], whose purpose was to
detect and classify objects. This was where, later on, the importance of image classification
using CNNs became the buzzword. AlexNet is like LeNet but much larger and with a
greater number of filters for each layer. Another major change in AlexNet was to replace
the traditional S-shaped functions, like Tanh or logistic, with new nonlinear functions called
ReLU (rectified linear), which are placed after every convolutional layer. Additionally, in
the output layer of AlexNet, another activation function called Softmax is placed, Figure 6c
shows AlexNet architecture. Moreover, this model uses the max-pooling technique instead
of average pooling, and a new method called dropout has been utilized between the fully
connected layers to address overfitting and enhance generalization error. The AlexNet
architecture takes a fixed input of 224x224x3 size and is built upon eight layers. In total,
five layers go to convolutional operations and three layers go to fully connected operations.

Key facts:

• The first significant CNN model to use GPU training, which leads to faster training,
was AlexNet.

• In comparison to another model like LeNet, the AlexNet model has eight layers and a
deeper structural design, making it better able to extract important features. It also
performed admirably for color images.

• As compared to future models, it takes longer to obtain results with high accuracy
with AlexNet.

6.3. VGG Net

In 2014 [85], two Oxford researchers at the Visual Geometry Group lab came up with
an idea of a much deeper CNN with better performance named VGG; this again happened
through the ILSVRC 2014 [57] competition. There are different variants of the VGG net
architecture, such as the VGG-19 and the VGG-16. Their names refer to the number of
learned layers in the architecture. In VGG, before max pooling is performed, several
convolutional layers are stacked together, such as two, three, and even four. The reason for
stacking the conv-layers together is to define a block. The employment of many tiny filters
is the first significant change that has a de facto standard; this CNN utilizes filters of size 1
× 1 and 3 × 3, and a stride of one, as opposed to LeNet-5′s large filters. The number of
filters rises with the mode’s depth, starting at 64 and increasing to 128, 256, and 512 filters
after extracting features from the model. Figure 6a represent the architecture of VGG Net

Key facts:

• VGG is simple to comprehend and explain.
• A baseline of about 80 percent is recommended for classic problems like classifying

cats and dogs.
• A longer inference time is caused by the greater number of weight parameters.

6.4. Inception Net

Christian Szegedy et al. published a paper titled “Going Deeper with Convolu-
tions” [85], which described another complex and heavily engineered architecture named
the Inception network. The key goal of the author was to use a lot of techniques to increase
performance in terms of precision, accuracy, and speed. The network’s ongoing evolution
resulted in the production of multiple versions, such as Inception v1, v2, and v3 [86]. Each
new version is a step forward from the preceding one [81]. The Inception module is the
major innovative element in this network, the model architecture is given in Figure 7a. It is
nothing but a parallel block of convolutional layers consisting of 3 different kernel sizes
such as 5 × 5, 1 × 1, and 3 × 3, with a max-pooling layer of 3 × 3. Further, all the results
are concatenated. Version 3 of Inception, which is an optimized and upgraded version
of Inception, is made of 42 layers and, compared to other versions, it has a lower error
rate [81].

Key facts:
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• As a result of applying multiple convolution filters to the same input in the case of
multi-level feature extraction, computational costs are reduced.

• Increased performance can be achieved on this CNN.
• Inception model can be train more quickly than the VGG model and VGG model is

relatively bigger in size as compared to LeNet-5.

6.5. ResNet

Image recognition is further considered using deep residual learning by Kaiming
He et al. in 2016 [81]. The ResNet152V2 is built with a total number of 152 layers, and
the concept of residual blocks in the network that utilize shortcut connections is crucial
to the mode’s construction. A residual block is a combination of two conv-layers with
an activation function, such as ReLU. The problem of vanishing gradient which exists in
deep networks is solved by ResNet skip-or-shortcut connections by letting the gradient
flow through an additional path (shortcut path) [81]. The main difference between ResNet
v1 and v2 is that the batch-normalization technique is applied before each weight layer.
Architecture of Resnet is depicted in Figure 7a.

Key facts:

• Skip-or-shortcut connections aid in addressing the issue of vanishing gradients.
• The structure increases the training pace.
• ResNet provides greater accuracy, particularly in classification.
• It makes an effort to distinguish between learned features, and if a learned feature is

not relevant to the decision at hand, its weight is reduced to zero.
• Since it is incorporating skip connections between layers that may take dimensionality

into account, it also increases architectural complexity [78].

6.6. DenseNet

Gao Huang and colleagues developed the DenseNet in 2017, which consists of layers
that are densely connected to one another and are all associated with one another. This
method helps to reuse features, because each layer obtains its input from the levels that
came before it and produces its feature mappings to be used by the layers that come after
it. Additionally, each layer provides its input to all subsequent layers. The structure of
DenseNet includes two dense blocks with two transition blocks in between each pair of
dense blocks. Figure 8 shows the DenseNet architecture. [87]. The following are important
concepts in DenseNet:

1. Growth rate: This determines the number of feature maps that are output into indi-
vidual layers within dense blocks;

2. Dense connectivity: Dense connectivity refers to the fact that within a dense block,
each successive layer is able to obtain input feature maps from the layer below it [88];

3. Composite functions: The following is an explanation of the order in which operations
take place within a layer. First, we begin with batch normalization, then move on
to applying activation functions (e.g., ReLU), and finally, arrive at the convolution
layer [87];

4. Transition layers: The transition layers reduce the dimensions of the dense block
by aggregating the feature maps that are contained within it. Therefore, maximum
pooling has been enabled.

Key facts:

• Each subsequent layer adds only a small number of parameters; for example, only
about 12 kernels are learned in each subsequent layer. Therefore, parameter efficiency
is achieved.

• Better distribution of the gradient throughout the network for all of the feature maps
can enable the CNN to directly access the loss function and its gradient, which gives
implicit deep supervision [89].
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7. Practical Perspective and Fine-Tuning of Transfer Learning Techniques

• Training the entire model: In this approach, the entire pre-trained model is used as a
starting point, and all the parameters of the model are fine-tuned for the new task. This
is suitable when the new task is similar to the original task for which the pre-trained
model was trained [92].

• Freezing some layers: In this approach, some of the layers in the pre-trained model
are frozen and the remaining layers are fine-tuned for the new task. Typically, the
lower-level layers of the pre-trained model, which capture low-level features such
as edges and corners, are frozen, while the higher-level layers, which capture more
complex features, are fine-tuned. This is suitable when the new task is related to the
original task but requires some modification of the model [93].

• Fine-tuning some layers: In this approach, some of the layers in the pre-trained model
are fine-tuned while the remaining layers are frozen. Typically, the higher-level layers
of the pre-trained model, which capture more complex features, are fine-tuned, while
the lower-level layers are frozen. This is suitable when the new task is significantly
different from the original task, but the higher-level features of the pre-trained model
can still be useful [93].

• Freezing the convolutional base: In this approach, the convolutional base of the pre-
trained model is frozen, and a new classifier is added on top of it. The new classifier
is then trained on the new task [94]. This is suitable when the new task requires a
different classification scheme than the original task, but the pre-trained convolutional
base can still be used to extract features from the input data [95].

In general, transfer learning can be a powerful tool for machine learning tasks, as it
allows for the reuse of pre-trained models that have already learned useful representations
from large amounts of data. The appropriate transfer learning method will depend on the
specifics of the new task and the pre-trained model. To choose a pre-trained model for
your problem, you can select from a variety of options such as VGG [96], InceptionV3 [97],
ResNet5, DenseNet, and so on.
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8. Important Things for Consideration
8.1. Generalization: Problems and Key Concepts to Mitigate

We say that a model generalizes well if the model is tested on unlabeled data after
training on known labeled data and the machine performs well on testing data. However,
when a network performs well on the training set, but poorly overall, it is said to overfit [98].
This problem is common in deep learning models because there are so many parameters
for the model to learn; therefore, these types of models are prone to overfitting.

One of the hardest problems is enhancing the generalization capability to prevent
the overfitting of machine or deep learning models. Plotting the training and validation
accuracy rate at each iteration during training is one method of identifying overfitting [99].

• Data augmentation: One approach to avoid overfitting is to simply expand the quan-
tity of data, However, gathering large amounts of data in real-world situations is a
laborious and time-consuming task, so collecting new data is not a practical option.
Increasing the total size of the dataset [37] used for training is one of the best methods
for reducing overfitting. Since we are talking about CNNs for image-based data, the
easiest way to add variety to our data and expand it is to add more images to the
dataset. This process is referred to as data augmentation [100]. This has potential for
narrowing the gap between the training and validation set, as well as between those
two sets and any future test sets [98], because the augmented data will represent a
comprehensive collection of possible data points. Therefore, augmentation is a highly
effective strategy.

Several other common techniques that have been used to tackle the overfitting problem
are listed below:

• Batch normalization: This approach is the one that is utilized most frequently in deep
learning, as it increases the speed at which neural networks learn new information
and provides regularization, thereby preventing the problem of overfitting. In CNN
convolutions, shared filters follow input feature maps and are the same on every
feature map [101]. When this occurs, it is reasonable to normalize the output in the
same manner, and then share it across the feature maps. Therefore, each map will have
a single standard deviation and mean for all its features [102];

• Dropout: This is a training method in which some neurons are selectively ignored.
A model with applied dropout cannot rely on any single feature and must instead
learn robust features. This method has been shown to effectively decrease overfitting
in numerous issues [103]. Tompson [104] expanded on this concept by applying it to a
convolutional neural network using a technique called spatial dropout. This technique
eliminates entire feature maps as opposed to individual neurons;

• Weight decay: In model training, large weights mean that the prediction relies heavily
on one pixel; therefore, a more interesting method comes to the picture, which is weight
decay, which says that large weights are penalized [105]. Intuitively, the classification
of an image based on one or a few pixels seems to not make sense;

• Transfer learning: This involves training a machine model on a large amount of data
like ImageNet and using those weights in a new classification task [106].

8.2. Computational Accelerators within the Scope of DL

The majority of ConvNets have extremely high memory and computation require-
ments, particularly while they are being trained. As a result, this should be one of your
primary concerns. For example, deploying a model to run locally on mobile, you should
give careful consideration to the size of the trained model after it has been completed.
Increasing the amount of computational work done by a network is necessary to achieve
higher levels of accuracy [59]. Therefore, there is always a compromise that needs to be
made between accuracy and computational speed. In addition to these factors, there are a
great number of other considerations, such as the simplicity of training, the capacity of a
network to generalize data effectively, etc.
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It is stated [107] that the increased ratio of the total amount of layers accumulated
over time appears to be significantly quicker than the growth ratio predicted by Moore’s
Law. The use of graphics processing units (GPUs) and tensor processing units (TPUs)
acts as a means of enhancing the performance of central processing units (CPUs) when
running deep nets; therefore, it is necessary to have an understanding of the technologies
that underpin the CPU, GPU, and TPU in order to maintain a competitive edge in terms of
both performance and efficiency.

The main difference between CPU, GPU, and TPU is thatwhile the CPU is used
for general-purpose processing, the GPU and TPU, on the other hand, are more like the
computer’s muscles. GPUis a performance accelerator that helps computer graphics and
artificial intelligence work [108], while TPUs are Google’s processors designed to speed up
machine learning tasks using frameworks such as TensorFlow.

9. Discussion

Medical imaging is an essential tool that unites societal and scientific requirements
and can create a significant synergy that could promote research in both fields. Machine
learning, particularly deep learning (DL), is a fast-moving research subject with promising
imaging and therapeutic applications. DL has already permeated medical image analysis.
Although recent advances in DL approaches have been astounding, there are still obstacles
to their implementation in healthcare. Because it does not leave an audit trail to explain
the decisions it makes, DL is often referred to as a black box. Image analysis was not
meant to replace radiologists, but to serve as a second opinion. There is no denying
that improvements in the digital imaging industry have had and will continue to have a
favorable impact on medical imaging. CNNs have positively contributed to many fields,
including medical research and radiology, and they are becoming more and more popular.
As a result, with the capability to learn high-level features from medical images without
requiring a step of feature engineering, they become a viable alternative to machine learning
algorithms. In this manuscript, a comprehensive review of the strengths, performance, and
limitations of the latest DL-based approaches is presented [109] for applications dealing
with medical imaging domains.

As per the data from MetaAI [110], we have found that the majority of work has been
done on classification problems, specifically in image classification as shown in below
Figure 9 [111].

We also determined that, after reviewing many research articles, the most common
and efficient activation function which has been adopted in the building of CNN is ReLU. In
the field of DL, ReLU is a non-linear function, meaning that it converts all negative values
to 0, and it has become an increasingly prominent activation function. The primary benefit
that the ReLU function has over other activations is that it does not fire all of the neurons at
the same time, as other functions do [112]. This is mostly used on every conv-layer, as well
as each and every dense layer [113]. The following are the most common reasons behind
using this activation function:

• Vanishing gradient: Since the derivative of this activation can only be either on the
value 0 or 1, it cannot fall within the range [0, 1] [114]. As a consequence of this result,
the product of various derivatives would also be either 0 or 1. Therefore, the problem
of vanishing gradients does not arise when backpropagation is being performed;

• Sparsity: An ReLU will always produce an output value of 0 in response to negative
input. This indicates that a smaller percentage of the network’s neurons are actively
firing. As a result, the neural network possesses activations that are both sparse
and efficient;

• Speedier training: Better convergence performance is typically demonstrated by
networks that have the ReLU function and offer faster training. As a result, our total
running time is significantly shorter [111].
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Even though there are a few methods, like the ones listed above, that make it easier
to learn from smaller datasets, it is still important to have large, well-annotated medical
datasets because most of the big achievements of deep learning are usually based on huge
datasets. Building these kinds of medical datasets is expensive, takes a lot of work from
experts, and may have ethical and privacy problems. However, once such datasets are
made accessible, specialized medical pre-trained networks would likely be presented,
which might encourage deep-learning research on medical imaging.

• Furthermore, due to the complex structures of data, training a deep learning model
is extremely expensive. They often require expensive GPUs and a large number of
computers, which raises the cost for users.

• Training performance worsens as a result of the large computational load required by
the growing complexity of multiple layers. To tackle the vanishing gradient issue, over-
fitting concerns, improved activation, and cost function design, dropout techniques
have been employed [113].

• Utilizing hardware with a high degree of parallelism, such as GPUs and normalization
techniques, allowed for the large computational-weight issue to be resolved [61].
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From a practical point of view, transfer learning techniques for image classification
problems are mainly based on the size and similarity of the dataset. The strategies are
summarized into four categories as follows [92]:

• Category 1: Large dataset, but different from the pre-trained model’s dataset. Strat-
egy 1 is recommended, which involves training a model from scratch but using the
architecture and weights of a pre-trained model to initialize the model.

• Category 2: Large dataset and similar to the pre-trained model’s dataset. Any option
can work, but Strategy 2 is the most efficient. This involves training the classifier and
top layers of the convolutional base, leveraging previous knowledge.

• Category 3: Small dataset and different from the pre-trained model’s dataset. Strategy
2 is recommended, but it can be challenging to find the right balance between the
number of layers to train and freeze. Data augmentation techniques may be necessary.

• Category 4: Small dataset, but similar to the pre-trained model’s dataset. Strategy
3 is the best option, which involves using the pre-trained model as a fixed feature
extractor, removing the last fully connected layer, and training a new classifier using
the resulting features.

A learning model that is subject to supervision, either for classification or regression
problems, must learn from training data to produce accurate predictions. Unfortunately,
the problem arises that whenever we make an effort to train a complicated model with
an insufficient amount of data for training purposes, overfitting occurs [114]. Overfitting
is the most critical issue in deep learning, so understanding, finding, and avoiding it is
important. Researchers have described many methods to tackle this problem such as data
augmentation, weight decay, transfer learning, batch normalization, dropout, etc.

As for the computational approach, is a concern. It has been demonstrated by re-
searchers from Harvard that different platforms give advantages to different models based
on their individual qualities. These advantages might be advantageous for the model’s
overall performance. Below are the key takeaways:

• CPU: It is responsible for achieving the highest FLOPS utilization for Recurrent Neural
Networks and is capable of supporting the largest models due to its vast memory
capacity;

• GPU: For irregular computations, such as tiny batches and nonMatMul computations,
the GPU demonstrates more flexibility and programmability than other processing
units;

• TPU: It is highly optimized for large batches and boasts the best possible training
throughput.

10. Conclusions

This article gives people in the field of DL a place to start. It could also help them
to choose the best way to go about their work in order to come up with more accurate
models. The study further provides an analysis of the various architectures of CNNs used
in the classification of medical images, and also demonstrates how developments in deep
learning algorithms produce promising findings that can assist and act as a second eye to
many radiologists. CNN-based architectures have been utilized in the medical domain in
various disease detection and prediction cases. The following points are given to wrap up
our review and show where things are going in the current and the future.

• To make accurate predictions and train deep learning models, these models need
access to large datasets, preferably with labels. When processing data in real-time is
necessary, to be specific in the case of healthcare data, this problem becomes more
difficult. Over the past few years, researchers have investigated potential solutions to
this problem, such as data augmentation and pre-trained CNN models.

• Changes to the hyperparameter settings will have a significant impact on the deep
learning-based models’ overall performance. Therefore, developing an optimization
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technique requires careful consideration of parameter choices; for example, there are
various techniques to mitigate this problem such as Keras Tuner, Ray Tuner, etc.

• In order to train a CNN model effectively, powerful computational approaches are
required like GPUs or TPUs. Therefore, there is a significant amount of ongoing work
being conducted to think of ways to speed up these resources.

• Generalizability of the CNN in the case of medical imaging is very important; therefore,
concepts like dropout, batch-normalization, weight decay, transfer learning, and data
augmentation are presented.

• To find the solution to not having enough data for training, we discussed data aug-
mentation, which is one way to help in the creation of more data from the existing
data, and it is likely that different pre-trained CNN models will utilize this solution.
For example, a CNN could be trained on a huge amount of unlabeled data, and then
that knowledge could be used to train that CNN on a smaller amount of labeled data
for the same job.

• It is anticipated that a variety of approaches to learning through transfer will be taken
into consideration and choosing the right strategy for utilizing such models in image
classification depends on the similarity and the amount of the dataset.

• While utilizing a CNN alone can be computationally costly, using transfer learning
with pre-trained CNN models can greatly lower the cost of training a CNN for medical
imaging diagnosis while simultaneously enhancing its performance.
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Abstract: Wireless sensor networks are a promising application of the Internet of Things in the
sustainable development of smart cities, and have been afforded significant attention since first being
proposed. Authentication protocols aim to protect the security and confidentiality of legitimate
users when accessing and transmitting data. However, existing protocols may suffer from one or
more security flaws. Recently, Butt et al. proposed an energy-efficient three-factor authentication
protocol for wireless sensor networks. However, their protocol is vulnerable to several attacks,
and lacks certain security properties. In this paper, the causes of these design flaws are analyzed.
Furthermore, we propose a novel three-factor authentication protocol (password, smart card, and
biometric information) for wireless sensor networks in Internet of Things contexts. A dynamic
anonymous strategy is designed to prevent privacy disclosure and to resist sensor node capture
attacks, tracking attacks, and desynchronization attacks. The Find–Guess model and random oracle
model are combined to prove the security of the proposed protocol. A comparative analysis with
related schemes shows that the proposed protocol has higher security and is able to maintain a low
computational overhead.

Keywords: authentication protocol; wireless sensor network; Internet of Things; privacy-preserving;
provably secure

1. Introduction

A wireless sensor network is a network formed by multi-sensor cooperative detection
of the complex physical environment through wireless communication technology. The
lightweight nature of the Internet of Things makes wireless sensor network more practical.
Nodes in traditional sensor networks realize point-to-point transmission through a wired
channel. The function and application scenario of traditional sensor networks are relatively
simple and limited. Until the end of the last century, circuit bus technology and wireless
technology were applied to sensor networks, and the current Internet of Things-based
wireless sensor network architecture was gradually formed. Compared with traditional
sensor networks, the cost of sensors in Internet of Things contexts is greatly reduced, while
the reliability and scalability of the system are significantly improved. In addition, as the
most recent sensor networks, Internet of Things-based wireless sensor networks have the
advantages of self-organizing dynamic topology [1], the development and application
of which have a far-reaching impact on all fields. However, communication based on
wireless channels makes wireless sensor networks in Internet of Things contexts vulnerable
to passive eavesdropping, active intrusion, message replay, and other attacks [2]. Therefore,
the security issues involving Internet of Things-based wireless sensor networks are urgent
and need to be solved.

In the past few decades, authentication protocols for wireless sensor networks for
the Internet of Things have made great progress. In 2006, Wong et al. [3] proposed a
dynamic password-based authentication scheme for wireless sensor network, in which
the users request sensors via the gateway node. However, their scheme is vulnerable
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to multiple attacks, including replay attacks, impersonation attacks, and stolen-verifier
attacks. Das [4] pointed out these defects in Wong et al.’s scheme and proposed a security-
enhanced scheme based on a smart card and password, allowing it to resist the attacks
above. Although the scheme proposed by Das is more secure than that of Wong et al., it is
not satisfactory in that the secret parameters are stored as plaintext in the sensor node and
smart card, which makes it vulnerable to node-capture attacks or smart card loss attacks. In
2010, the research of Khan and Alghathbar [5] indicated that the scheme proposed by Das
fails to realize mutual authentication and suffers from vulnerability to privileged-insider
attacks. They proposed an authentication scheme that resists privileged-insider attacks.
In addition, multiple password-based authentication schemes have been proposed [6–9].
Nevertheless, most password-based schemes are generally vulnerable to off-line password
guessing attacks.

To overcome the shortcomings of password-based schemes, biometrics can be adopted
in identity verification. In 2010, Yuan et al. [10] proposed an authentication protocol
based on biometrics, passwords, and smart cards. However, their protocol lacks message
confidentiality and integrity verification. Moreover, their scheme suffers from sensor
node capture attacks and impersonation attacks. In the following year, Yoon et al. [11]
improved on Yuan et al.’s scheme without using passwords. Legitimacy verification in the
scheme proposed by Yoon et al. is based on secret parameters. However, there are security
flaws in this scheme, such as confidentiality issues and vulnerability to denial of service
attacks. He et al. [12] proposed a protocol in 2012 that fixes these flaws. Chen et al. [13]
proposed an authentication scheme suitable for wireless sensor networks in Internet of
Things environments; however, Hu [14] pointed out that their scheme is vulnerable to
off-line password guessing attacks and impersonation attacks, and fails to achieve perfect
forward secrecy, user anonymity, and unlinkability. They instead proposed a novel security-
enhanced scheme for wireless sensor networks in Internet of Things contexts.

Compared with password-based two-factor authentication schemes, three-factor
schemes with the participation of biometrics have higher security. Generally speaking,
three-factor schemes can resist password-guessing attacks and user impersonation attacks.
In 2021, Shuai et al. [15] proposed a three-factor authentication scheme for wireless sensor
networks in Internet of Things environments. However, Xie et al. pointed out that this
scheme is vulnerable to stolen-verifier attacks and desynchronization attacks, and has no
perfect forward secrecy. Instead, they proposed a security-enhanced anonymous three-
factor authentication scheme [16] based on elliptic curve cryptography [17]. Unfortunately,
if an adversary captures a sensor node, it can be used to recover the user’s identity in the
schemes of both Xie et al. [16] and Shuai et al. [15]. Generally speaking, if the designed
protocols does not use Diffie-Hellman key exchange algorithm [18] to generate the session
key, such schemes cannot achieve perfect forward secrecy [19–23]. Recently, Butt et al. [24]
proposed a three-factor authentication scheme based on elliptic curve cryptography for
wireless sensor network. However, their scheme is vulnerable to replay attacks, sensor
node capture attacks, and off-line password guessing attacks, and fails to preserve session
key secrecy, perfect forward secrecy, anonymity, and unlinkability. In 2021, Xie et al. [25]
proposed a wireless sensor network authentication protocol for a smart city that addressed
a number of open issues, such as the inability to resist offline password guessing attacks
and impersonation attacks as well as the lack of session key secrecy, identity unlinkability,
and perfect forward secrecy. In 2022, Ouni and Saleem [26] proposed a framework for
wireless sensor networks for the Internet of Things that detects environmental data through
sensors connected to the cloud and feeds these data back to users.

Wireless sensor networks for the Internet of Things are considered to be one of the
most crucial technologies affecting the future development of mankind. They can provide
a new way to obtain and process information. However, wireless sensor networks face two
major challenges that traditional sensor networks do not have. First, in terms of security,
information transmitted via open channels is subject to eavesdropping, tampering, and
other attacks [27]. Second, in terms of computing power, the limited resources of sensors
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demand the design of lightweight authentication protocols for wireless sensor networks.
Previous researchers have often focused on only one of these issues, not both, resulting in
proposed solutions with either insufficient security or high computational cost.

Most protocols are likely to suffer from one or more attacks. In particular, sensor node
captured attacks can easily lead to user privacy disclosure and vulnerability to forgery
attacks. Therefore, we take Butt et al.’s scheme as an example. We analyze their scheme for
security flaws and investigate their causes. In addition, we propose a protocol using the
Diffie-Hellman algorithm and symmetric encryption algorithm. The contributions of this
paper are listed as follows:

• The security flaws of Butt et al.’s protocol are typical, which implies that the design
strategies used in our proposed protocol can be applied to similar schemes in general.

• The proposed strategies can avoid existing design deficiencies. Symmetric encryption
and elliptic curve cryptography are combined to design a secure protocol for wireless
sensor networks. A dynamic pseudonym strategy is developed to resist desynchro-
nization attacks and sensor node capture attacks, while symmetric encryption is used
to protect the privacy of transmitted messages.

• The proposed protocol is formally proved by combining a Find–Guess model and a
random oracle model.

The remainder of this paper is organized as follows. In the next Section, the scheme of
Butt et al. is reviewed and analyzed. Section 3 introduces the system model, the adversary
model, and the proposed protocol. A security analysis and proof of the proposed protocol
are presented in Section 4. Section 5 provides comparisons of performance and security
properties with related works. Finally, the paper is concluded in Section 6.

2. Security Analysis of Butt et al. Scheme

In this section, the scheme of Butt et al. is reviewed and the flaws in their scheme are
pointed out. In addition, the causes of these design flaws are analyzed, implying design
strategies that can be used to overcome them.

2.1. Review of Butt et al. Scheme
2.1.1. Registration Phase

In this phase, the user registers with the gateway and the sensor nodes. The gateway
generates a secret number x0, which is shared with users and sensor nodes. The steps are
as follows.

Step RP1: The user first enters his/her identity IDi, password PWi, and biomet-
ric Bi into the device with a biometric reader. The device calculates ID∗i = IDi ⊕ x0,
(σi, τi) = Gen(Bi), Ai = h(σi), and HPW = h(PWi), where the secret parameter x0 is
known to all nodes. Then, M1 =

{
ID∗i , Ai, HPW

}
is transmitted to the gateway.

Step RP2: Upon receiving M1 =
{

ID∗i , Ai, HPW
}

, the gateway computes IDi = ID∗i ⊕ x0,
Ni = HPW ⊕ x0, Si = IDi ⊕ x0, and Mi = Si ⊕ h(Ai ⊕ HPW). Then, the gateway sends
M2 = {Ni, Si, Mi} to the user and sensor nodes.

2.1.2. Login and Authentication Phase

The user follows the steps below to log in and authenticate.
Step LA1: The user first inputs the identity IDi, the password PW∗i , and the bio-

metric B∗i into the device. Then, the device calculates σ∗i = Rep
(

B∗i , τi
)
, A∗i = h

(
σ∗i
)
,

HPW∗ = h
(

PW∗i
)
, Xi = (ru·Pec)⊕ x0, Yi = IDi ⊕ Ni, and ID∗i = Yi ⊕ HPW∗, where Pec is

the generator point on an elliptic curve, ru is a random number generated by the device.
After that, the user sends M3 =

{
ID∗i , A∗i , Xi, HPW∗, RI, Na

}
to the gateway, where RI is

the request information and Na is a nonce generated by the user.
Step LA2: On receiving the message M3 =

{
ID∗i , A∗i , Xi, HPW∗, RI, Na

}
, the gate-

way calculates and verifies IDi = ID∗i ⊕ x0. If the verification is passed, the gate-
way compares A∗i and HPW∗ with Ai and HPW to check their equality, then gener-
ates a random number rs and computes S∗i = ID∗i ⊕ x0, M∗i = S∗i ⊕ h

(
A∗i ⊕ HPW∗

)
,
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X∗i = Xi ⊕ x0, Di = rs·Pec, and Ci = rs·X∗i . Then, the gateway transmits the message
M4 =

{
ID∗i , Xi, A∗i , Ci, Di, HPW∗, RI, M∗i , Na

}
to the sensor node.

Step LA3: After receiving the message M4, the sensor node first verifies whether M∗i = Mi. If
the verification is passed, the sensor node calculates X∗i = Xi⊕ x0, SKs = h

(
Ci ‖ ID∗i ‖ Na ‖ x0

)
,

ESKs(RI) = e, and ESKs(Na) = Ji. Then, the message M5 = {Di, e, Ns, Ji} is sent to the user,
where Ns is a nonce generated by the sensor node.

Step LA4: Upon receiving the message M5, the user calculates Ci = ru·Di ,
SKu = h

(
Ci ‖ ID∗i ‖ Na ‖ x0

)
, and RI = DSKu(e).

Step LA5: The user sends (Ns ⊕ x0)SKu to the sensor node as an acknowledgment.

2.2. Security Analysis of Butt et al. Scheme

The scheme proposed by Butt et al. cannot resist replay attacks, sensor node capture
attacks, or off-line password guessing attacks, and fails to preserve session key secrecy,
perfect forward secrecy, anonymity, or unlinkability. These weaknesses are described in the
following subsections, and the causes of these issues are presented.

2.2.1. Replay Attack/User Impersonation Attack

By replaying
{

ID∗i , A∗i , HPW∗, RI
}

and generating {Xi, Na} to forge the message M3,
an adversary can impersonate a user to complete the authentication process and negotiate
the session key, where Xi = (ru·Pec) ⊕ x0, Pec is the generator point, ru is a random
number, Na is a nonce, and x0 is shared among all nodes and users, and can be obtained by
registering or capturing nodes.

The cause of vulnerability to replay attacks is that the proposed scheme does not use
timestamps and makes improper use of random numbers. The cause of vulnerability to
user impersonation attacks is that the secret key x0 is shared among the users, sensor nodes,
and gateway.

2.2.2. Sensor Node Capture Attacks

In Butt et al.’s scheme, the secret parameter x0 and user’s information {Ni, Si, Mi} are
known to all nodes, where Ni = HPW ⊕ x0, Si = IDi ⊕ x0, and Mi = Si ⊕ h(Ai ⊕ HPW).
An adversary can obtain them by capturing a sensor node. Therefore, the adversary can
obtain the session key by calculating SKs = h

(
Ci ‖ ID∗i ‖ Na ‖ x0

)
, where Ci, ID∗i , and

Na are transmitted in public. In addition, the adversary can corrupt a user’s privacy and
impersonate the user.

The reason for the above defect is that sensors store a generic secret value x0 and users’
private information {Ni, Si, Mi}.

2.2.3. No Perfect Forward Secrecy

If the long-term key x0 is known by an adversary, he/she can acquire the previous ses-
sion keys and the later session keys by calculating SKs = h

(
Ci ‖ ID∗i ‖ Na ‖ x0

)
, where Ci,

ID∗i , and Na are transmitted in public. Therefore, the scheme lacks perfect forward secrecy.
The reason for the lack of perfect forward security is the absence of a Diffie–Hellman

key agreement algorithm.

2.2.4. No Anonymity and Unlinkability

In Step LA2 of Butt et al.’s scheme, the gateway transmits M4 = { ID∗i ,Xi,A∗i ,Ci,Di,HPW∗,
RI,M∗i ,Na} to the sensor node in public. The adversary can recover S∗i by calculat-
ing M∗i ⊕ h

(
A∗i ⊕ HPW∗

)
= S∗i , where A∗i and HPW∗ are available from M3 = { ID∗i ,A∗i ,

Xi, HPW∗, RI, Na}. By computing S∗i ⊕ ID∗i = x0 and x0 ⊕ ID∗i = IDi, the identity IDi of
the user is known to the adversary. Therefore, the scheme fails to provide anonymity.

ID∗i , A∗i , and HPW∗ are fixed in each session, and the adversary can trace the user by
eavesdropping. Consequently, the scheme fails to achieve unlinkability.

The reason for the lack of anonymity and unlinkability is that the identity IDi can be
easily recovered and the parameter S∗i = ID∗i ⊕ x0 is fixed.
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2.2.5. Off-Line Password Guessing Attacks

In Step LA1 of the login and authentication phase, the user sends M3 = { ID∗i ,A∗i ,Xi,
HPW∗, RI, Na} to the gateway via the open channel, where HPW∗ = h

(
PW∗i

)
, PW∗i is the

user’s password. An adversary can verify the correctness of the guessed password PWA by
comparing HPW∗ with h(PWA).

The reason for this flaw is that the adversary can use the public parameter HPW∗

to verify the correctness of the guessed password. Making the verification of guessed
passwords infeasible can ensure password security.

2.2.6. No Session Key Secrecy

As per the steps shown in Section 2.2.4, the secret parameter x0 can be obtained by
calculating M∗i ⊕ h

(
A∗i ⊕ HPW∗

)
⊕ ID∗i = x0. Therefore, an adversary can compute the

session key SKs = h
(
Ci ‖ ID∗i ‖ Na ‖ x0

)
, where Ci, ID∗i , and Na are transmitted via the

open channel, implying that the scheme has no session key secrecy.
This deficiency exists because all negotiation parameters of the session key are accessi-

ble to third parties over the public channel. In order to fulfill session key secrecy, it must
be ensured that the key composition parameters cannot be easily calculated and obtained
by attackers.

3. The Proposed Scheme

In this section, a lightweight dynamic anonymous authentication scheme for wireless
sensor networks in Internet of Things environments is proposed. It consists of a system
setup phase, registration phase, and login and authentication phase. The system model
and the adversary model are shown as follows. The notation mentioned in the scheme is
listed in Table 1.

Table 1. Notation.

Notation Description

Ui ith User
IDi The identity of Ui
SNj jth Sensor node
SIDj The identity of SNj
GWN The gateway node
PWi The password of Ui
SK The session key
Bi The biometric of Ui
Na, Ns Nonces
T1, T2 Timestamps
x0 Secret parameter shared with trusted nodes

τi, σi
Reproduction parameter and biometric key of fuzzy
extractor

Rep(), Gen() Reproduction and generation function of fuzzy extractor
‖ Concatenation
⊕ XOR operation
h(.) Hash function
∆T Transmission delay time
KGWN The secret key of the gateway
ri, ui, cj Random numbers
DIDi The temporary identity of the user

3.1. System Model and Adversary Model
3.1.1. System Model

There are three types of participants involved in wireless sensor network systems: the
user, the gateway, and the sensor. Users and sensors are registered in the gateway via the
secure channel. After registration, mutual authentication and communication between
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users and sensors are established through the public channel. The system model is shown
in Figure 1.

Figure 1. The system model.

User: The registered user has a smart card to store the registration information. The
smart card can be obtained and analyzed by the adversary. While the adversary may guess
the user’s password, the user’s biometric information cannot be obtained by the adversary.

Gateway: The gateway is assumed to be trustful, and its key cannot be obtained by an
adversary. The gateway never conspires with other participants.

Sensor node: The storage and computing capabilities of sensor nodes are limited, and
adversaries can capture sensors and analyze their stored information.

3.1.2. Adversary Model

According to Dolev and Yao’s attack model [28] as well as to a previous survey [29],
the adversary model of the proposed protocol is presented as follows:

• All messages transmitted publicly can be captured by the adversary, and he/she can
replay, modify, and reroute the messages.

• Off-line password guessing attacks can be launched, and the identity of users can
be obtained.

• Sensor nodes and smart cards can be captured, and all information stored in captured
nodes and stolen cards can be obtained.

• Adversaries may be privileged insider users.
• The only trusted entity is the gateway.
• The master key of the gateway and the biological keys of the users cannot be obtained.

3.2. The Proposed Protocol
3.2.1. System Initialization Phase

The gateway chooses an elliptic curve E
(
GFq

)
based on a finite field GF(q), where

q is a large prime number and P is a generator point. The gateway then publishes P, the
generation function Gen(.) and reproduction function Rep(.) of the fuzzy extractor, and
the hash function h(.).

3.2.2. Registration Phase

User registration phase:
Step UR1: The user first inputs their identity IDi, biometrics Bi, and password PWi

into the device. The device computes (σi, τi) = Gen(Bi) and HPWi = h(IDi ‖ PWi ‖ σi),
and sends {IDi} to the gateway via secure channel.

Step UR2: The gateway verifies the uniqueness of IDi; if it cannot, it requests a new
identity from the user. Otherwise, the gateway generates a random number ri and calculates
Si = h(IDi ‖ h(KGWN)) and DIDi = EKGWN (IDi, ri), where KGWN is the gateway’s secret
key. Then, {Si, DIDi} is sent to the user via secure channel and h(IDi) is stored for
uniqueness verification.

Step UR3: The user’s device computes Ai = Si ⊕ h(IDi ‖ σi ‖ PWi) and HIDi =
DIDi ⊕ h(Si ‖ PWi ‖ σi), and stores {HPWi, τi, Ai, HIDi} on the smart card.

The process of the user registration phase is shown in Figure 2.
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Figure 2. User registration phase.

Sensor node registration phase:
Step SR1: The gateway first chooses a unique identity SIDj of the sensor node and

computes bj = h
(
SIDj ‖ h(KGWN)

)
. Then,

{
bj, SIDj

}
is securely transmitted to the

sensor node.
Step SR2: The sensor node stores

{
bj, SIDj

}
.

Figure 3 shows the registration phase of the sensor node.

Figure 3. Registration phase of the sensor node.

3.2.3. Authentication and Session Key Agreement Phase

Step AP1: The user first inserts the smart card and inputs their identity ID∗i , password
PW∗i , and biometrics B∗i into the device. The device calculates σ∗i = Rep

(
B∗i , τi

)
and

HPW∗i = h
(

ID∗i ‖ PW∗i ‖ σ∗i
)
. If HPW∗i 6= HPWi, the user login fails; otherwise, the device

computes S∗i = Ai ⊕ h
(

ID∗i ‖ σ∗i ‖ PW∗i
)
, DID∗i = HIDi ⊕ h

(
S∗i ‖ PW∗i ‖ σ∗i

)
, M1 = ui·P,

and M2 = ES∗i

(
ID∗i , SIDj, M1, T1

)
, where ui is a random number and T1 is a timestamp.

After that, the device sends the message MES1 =
{

DID∗i , M2
}

to the gateway via the
public channel.

Step AP2: On receiving
{

DID∗i , M2
}

, the gateway recovers the identity of the user
by calculating

(
ID′i , r′i

)
= DKGWN

(
DID∗i

)
, then computes S′i = h

(
ID′i ‖ h(KGWN)

)
and(

ID∗i , SIDj, M1, T1
)
= DS′i

(M2). The gateway generates the current timestamp T∗1 and ver-
ifies whether

∣∣T∗1 − T1
∣∣ ≤ ∆T and ID∗i = ID′i . If not, the gateway aborts this session. Oth-

erwise, the gateway generates the timestamp T2 and computes bj = h
(
SIDj ‖ h(KGWN)

)

and M3 = Ebj

(
DID∗i , SIDj, M1, T2

)
. Then, the message MES2 = {M3} is transmitted to

the sensor node.
Step AP3: After MES2 is received, the sensor node calculates

(
DID∗i , SID∗j , M1, T2

)
=

Dbj(M3) and verifies whether |T∗2 − T2| ≤ ∆T and SID∗j = SIDj. If not, the sensor node
terminates this session. Otherwise, the sensor node generates a random number cj and
timestamp T3, then computes M4 = cj·M1, M5 = cj·P, SK = h

(
DID∗i ‖ SIDj ‖ M4 ‖ T3

)
,

V1 = h
(
SK ‖ SIDj ‖ T3

)
, and M6 = Ebj(M1, V1, M5, T3). Then, the sensor node transmits

the message MES3 = {M6} to the gateway.
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Step AP4: On receiving the message MES3, the gateway calculates
(

M′1, V1, M5, T3
)
=

Dbj(M6) and checks whether
∣∣T∗3 − T3

∣∣ ≤ ∆T and M′1 = M1. If not, the gateway aborts the
session. Otherwise, the gateway generates a random number r′′i and a timestamp T4. Then, the gate-
way updates the temporary identity of the user by computing DIDnew

i = EKGWN

(
ID∗i , r′′i

)
. Finally,

M7 is transmitted to the user as the message MES4, where M7 = ES′i

(
DIDnew

i , M′1, M5, V1, T3, T4
)

is computed by the gateway.
Step AP5: After receiving M7, the user’s device calculates

(
DIDnew

i , M′1, M5, V1, T3, T4
)
=

DS∗i (M7) and verifies whether
∣∣T∗4 − T4

∣∣ ≤ ∆T and M′1 = M1. If not, the session is termi-
nated. Otherwise, the device calculates M8 = ui·M5, SK′ = h

(
DID∗i ‖ SIDj ‖ M8 ‖ T3

)
,

and V′1 = h
(
SK′ ‖ SIDj ‖ T3

)
. If V′1 6= V1, the device aborts the session. Otherwise, the

smart card updates the HIDi with HIDnew
i , where HIDnew

i = h
(
S∗i ‖ PW∗i ‖ σ∗i

)
⊕ DIDnew

i .
Figure 4 shows the authentication and session key agreement phases.

Figure 4. Authentication and session key agreement.
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4. Security Analysis

In this section, the security of the proposed protocol is analyzed and proven. Meth-
ods used for security proof and validation include the random oracle model, BAN logic,
ProVerif, AVISPA, etc. The proposed protocol is based on computational the Diffie–Hellman
problem and symmetric encryption; hence, the Find–Guess Model is adopted to prove
the security of symmetric encryption, and is combined with the random oracle model to
formally prove the security of the proposed protocol.

4.1. Security Model and Proof
4.1.1. Security Model

Definition 1 (Participants): There are three participants (P) in the proposed scheme (denoted as
Π): the user, the gateway, and the sensor node, denoted as U, GWN, and SN, respectively. For the
i-th instance, they can be recorded as Ii

U , Ii
GWN , and Ii

SN , which are collectively known as Ii
P.

Definition 2 (Oracle states): In the proposed scheme, the oracle has only three states: accept,
reject,and ⊥. accept represents that an oracle receives a correct request. If the request is illegal, the
oracle is in reject. If the above conditions have not occurred, the state of the oracle is ⊥. We identify
that if the state of the oracle Ii

U (or Ii
SN) is accept and the session key denoted as SKi

U (SKi
SN)

is negotiated already, Ii
U (or Ii

SN) obtains a session identity Sidi
U (or Sidi

SN) and corresponding
partner identity Pidi

SN(Pidi
U).

Definition 3 (Partnering): If the states of Ii
U and Ii

SN are accept and the session key has been
negotiated between the user and the sensor node, Ii

U and Ii
SN are considered partners. Meanwhile,

they meet the following conditions:

(1) Ii
U = Pidi

SN and Ii
SN = Pidi

U ,
(2) Sidi

U = Sidi
SN 6= NULL,

(3) SKi
U = SKi

SN .

Definition 4 (Queries): Queries are listed as follows to simulate various attacks.

• Send (Ii
P, MESi): This query simulates an adversary A sending a message to an oracle

Ii
P. If the message is correct, the oracle responds with A based on Π. Otherwise, Ii

P
ignores the message.

• Execute (Ii
P): An execute query represents a passive attack; if the query is executed, A

receives all the messages transmitted openly.
• Reveal (Ii

P): If Ii
U and Ii

SN have negotiated the session key, and all are in the accept state
while A has not launched a Test query, the Reveal query reveals the session key SKi;
otherwise, it reveals null.

• Corrupt (Ii
U): This query offers the credentials of the user. In the proposed scheme, A

executes the Corrupt query to obtain the information {HPWi, τi, Ai, HIDi} stored in a
smart card.

• Test (Ii
P): This query can only be executed once by A. If the session key has not been

generated, A obtains null. Otherwise, the Test query creates a random bit r. If r = 1,
the correct session key is sent to A; otherwise, A obtains a random number.

• Hash (string): This query outputs the hash value of the input string.
• SymmetricEncryption (string1, string2): The output of this query is the symmetric

encryption value, where string1 is the symmetric key and string2 is the input.

Definition 5 (Freshness): If an instance Ii
P satisfies the following conditions, it can be regarded

as freshness.
(1) The Corrupt query can only be executed once at most. (2) The Reveal query has not

been executed yet. (3) The states of Ii
U and Ii

SN are accept.
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Definition 6 (Semantic Security): In the random oracle model, A is allowed to execute a Test
query once at most, and can use multiple Execute, Send, and Reveal queries. According to the
definition of the Test query, the random bit r determines the correctness of the returned session
key. Meanwhile, A generates a random bit r′, and if r′ = r, then A knows the correctness of the
output. In this case, the semantic security of Π is broken. The possibility of breaking the semantic
security is portrayed as AdvA

Π = |2Pr[r = r′]− 1| = |2Pr[succ(A)]− 1|. Π is not secure unless
AdvA

Π < η, where η is sufficiently small.

Definition 7 (CDHP&ECDLP): CDHP refers to the given generator point P of an elliptic curve
aP and bP, where a, b ∈ Zp. Computing abP is computationally infeasible for A in probabilistic
polynomial time (PPT). The advantage of solving CDHP in PPT can be described as AdvCDHP

A =
Pr
[
A(P, aP, bP) = abP : P ∈ E

(
Fp
)
; a, b ∈ Zp

]
, AdvCDHP

A < η.

Given P and aP, it is computationally infeasible to calculate a. This is called the Elliptic
Curve Discrete Logarithm Problem (ECDLP). The probability of solving ECDLP in PPT is
expressed as AdvECDLP

A = Pr
[
A(P, aP) = a : P ∈ E

(
Fp
)
; a ∈ Zp

]
. AdvECDLP

A < η.

Definition 8 (Symmetric Encryption & Find-Guess Model): Suppose a symmetric encryption
scheme denoted as Γ = (E, D, KSP, MSP), where E is the encryption algorithm, D is the decryption
algorithm, KSP(k) and MSP(k) are finite sets, and KSP(k), MSP(k) ⊆ {0, 1}l , k ∈ N. For any
k ∈ N, given a ∈ KSP(k), x ∈ MSP(k), the result of encryption y = Ea(x), and x = Da(y).

The Find–Guess model is a security notion for symmetric encryption [30]. In the
Find stage, an adversary A adaptively produces distinct messages x0, x1, and information
i. In the Guess stage, the encryption oracle selects a ∈ RKSP(k) as the symmetric key,
b ∈ R{0, 1}, and calculates y = Ea(xb). A does not know a. The advantage of A guessing b
from y is defined as follows:

AdvFG
A,Γ(k) = 2Pr[a← RKSP(k); (x0, x1, i)← A(Find); b← R{0, 1}; y =Ea(xb) : A(Guess, i, y) = b]− 1 < η.

It should be noted that x0 6= x1 and x0, x1 ∈ MSP(k). Here, we defined the adversary
A(PPT, η) breaking through Γ in the sense of the Find–Guess model if A runs it in Proba-
bilistic Polynomial Time (PPT) and AdvFG

A,Γ(k) ≥ η, where η is sufficiently small. Otherwise,
Γ is (PPT, η)-secure.

Furthermore, in the proposed scheme, the inputs of the encryption algorithm are
mixed with random numbers and timestamps; the adversary A does not know the inputs
or the symmetric keys. Therefore, given a ∈ RKSP(k), m ∈ R MSP(k), and xm = Ea(m), the
advantage of calculating m from xm by A is described as follows:

AdvSE
A (k) = Pr[A(xm) = m : a← RKSP(k); m← R MSP(k); xm = Ea(m)]

Therefore, AdvSE
A (k) < AdvFG

A,Γ(k) < η.

4.1.2. Security Proof

Theorem 1: We define an adversary A to attack the proposed scheme Π; qhash, qSE, qsend, and
qexe are the executed times of the hash operation, symmetric encryption, and the Send and Execute
queries, respectively, while lout, lin, and lk are the bit lengths of the output, input, and symmetric
key of the symmetric encryption, respectively, the biometric key of the user is lbio bits, and C′ and s′

are the regression constants of the distributed password dictionary. The advantage of breaking Π by
A in PPT is

AdvΠ
A ≤ 2qhash·AdvSE

A (k)·AdvCDHP
A +

q2
SE

2lk+lin
+

(qsend + qexe)
2

2lout
+ 2C′·qs′

send·
qsend

2lbio
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Proof : The goal of the adversary A is to break the security of Π in PPT. To simulate
the attacks executed by A, we can define various games, which are donated as Gamei
(0 ≤ i ≤ 4). The events Evei (0 ≤ i ≤ 4) signify that a random bit r of the query Text is
obtained by A in Gamei. The games are described as follows.

Game0: This game simulates a real attack on Π implemented by A. In the beginning,
A has to guess the random bit r. Therefore, we have

AdvΠ
A = |2Pr[Eve0]− 1| (1)

Game1: In this game, an eavesdropping attack is simulated following the Execute
query. Meanwhile, A is permitted to execute the Test query once at most. After obtaining
the output of the Test query and the transmitted messages, A must determine whether
the output is the session key. In the proposed scheme, M6 and M7 are related to the
session key, where M6 = Ebj

(
ID∗i , M1, V1, M5, T3

)
, M7 = ES′i

(
DIDnew

i , M′1, M5, V1, T3, T4
)
,

and SK = h
(

ID∗i ‖ SIDj ‖ cj·ui·Pec ‖ T3
)
. First, A cannot decrypt M6 and M7 without the

symmetric key. Even if A knows the encrypted information in M6 and M7, he/she cannot
compute cj·ui·Pec in PPT because of the CDHP and hash function. Therefore, A cannot
determine whether the output is the session key, and we have

Pr[Eve0] = Pr[Eve1] (2)

Game2: In the proposed scheme, all the transmitted messages are encrypted using sym-
metric encryption. This game simulates A executing Execute queries in an attempt to break the
symmetric encryption and calculate the session key. The advantage of breaking the symmetric
encryption by A is AdvSE

A (k). The session key SK = h
(

ID∗i ‖ SIDj ‖ cj·ui·Pec ‖ T3
)
, that is, even

if A knows all the encrypted information
{

IDi , r′i , SIDj, M1, T1, T2, V1, M5, T3, DIDnew
i , T4

}

after breaking the symmetric encryption, he/she cannot calculate the session key using
M5 = cj·Pec and M1 = ui·Pec because of CDHP. Therefore, we have

Pr[Eve2]− Pr[Eve1] ≤ qhash·AdvSE
A (k)·AdvCDHP

A (3)

This shows that symmetric encryption greatly reduces the probability of the adversary
winning Game2.

Game3: The Execute, Send, and SymmetricEncryption queries are executed to simulate
an active game committed to implementing collision attacks in the transmitted messages.
The length of the output of the encryption algorithm is based on the input length, and the
relationship between them is lout = 128· lin64 · bits, where lin is the bit-length of the input
and lout is the bit-length of the output. According to the birthday paradox, the collision

probability of the result of symmetric encryption is at most q2
SE

2lk+lin+1 , where lk is the bit-
length of the symmetric key and qSE is the execute number of the symmetric encryption.

The probability of collisions in the transcripts is at most (qsend+qexe)
2

2lout+1 . Therefore, we have

Pr[Eve3]− Pr[Eve2] ≤
q2

SE
2lk+lin+1 +

(qsend + qexe)
2

2lout+1 (4)

where qsend and qexe are the execution times of the Send and Execute queries, respectively.
Game4: The Corrupt query is executed in this game to simulate a smart card be-

ing obtained and analyzed by A, In this case, A knows the card’s stored information
{HPWi, τi, Ai, HIDi}, where HPWi = h(IDi ‖ PWi ‖ σi), Ai = Si ⊕ h(IDi ‖ σi ‖ PWi),
HIDi = DIDi ⊕ h(Si ‖ PWi ‖ σi), and τi is the reproduction parameter of the fuzzy extrac-
tor. Then, A tries to forge MES1 =

{
DID∗i , M2

}
and execute the Send query to impersonate

the user, where DID∗i = HIDi ⊕ h
(
S∗i ‖ PW∗i ‖ σ∗i

)
and M2 = ES∗i

(
ID∗i , SIDj, M1, T1

)
.
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Therefore, A has to guess the user’s biometric key σ∗i and password PW∗i . According to
Zipf’s law [31], we have

Pr[Event4]− Pr[Event3] ≤ C′·qs′
send·

qsend

2lbio
(5)

where C′ and s′ are the constants [31] corresponding to the dictionary space of the pass-
words and lbio is the bit-length of the biometric key.

The probability that the returned session key from the Test query is correct is equal to
the probability of guessing the right answer of the random bit r. Consequently, we have

Pr[Eve4] =
1
2

(6)

Taking the formulas from (2) into (1), we obtain

AdvΠ
A = |2Pr[Eve1]− 1| (7)

That is,
1
2

AdvΠ
A =

∣∣∣∣Pr[Eve1]−
1
2

∣∣∣∣ (8)

Taking (6) into (8), we have

1
2

AdvΠ
A = |Pr[Eve1]− Pr[Eve4]| (9)

Moreover, because |Pr[Eve1]− Pr[Eve4]| ≤ |Pr[Eve3]−Pr[Eve4]|+ |Pr[Eve2]− Pr[Eve3]|+
|Pr[Eve1]− Pr[Eve2]|, we have

1
2

AdvΠ
A ≤ qhash·AdvSE

A (k)·AdvCDHP
A +

q2
SE

2lk+lin+1 +
(qsend + qexe)

2

2lout+1 + C′·qs′
send·

qsend

2lbio
(10)

Now, we can rewrite (10) as

AdvΠ
A ≤ 2qhash·AdvSE

A (k)·AdvCDHP
A +

q2
SE

2lk+lin
+

(qsend + qexe)
2

2lout
+ 2C′·qs′

send·
qsend

2lbio
(11)

�

4.2. Security Analysis
4.2.1. Stolen Verifier Attacks

In the proposed scheme, the gateway does not store any valuable information or
verification tables related to the user. Therefore, the proposed scheme can resist stolen
verifier attacks.

4.2.2. Off-Line Password Guessing Attacks

Even assuming that an adversary knows the information {HPWi, τi, Ai, HIDi} stored
in a smart card, where HPWi = h(IDi ‖ PWi ‖ σi), he/she cannot verify the correctness of
the guessed password PWi without knowing the biometric key σi.

4.2.3. Replay Attacks

As timestamps are varied between any two different sessions, the proposed scheme
can resist replay attacks.

4.2.4. Man-In-The-Middle and Impersonation Attacks

Supposing that an adversary tries to impersonate a user, he/she has to forge or
replay M2, where M2 = ES∗i

(
ID∗i , SIDj, M1, T1

)
and S∗i = Ai ⊕ h

(
ID∗i ‖ σ∗i ‖ PW∗i

)
=
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h
(

ID∗i ‖ h(KGWN)
)
. However, such forgery is impossible without knowing S∗i . Similarly, the adver-

sary cannot forge M7 to impersonate the gateway, where M7 = ES′i

(
DIDnew

i , M′1, M5, V1, T3, T4
)
.

If the adversary tries to forge MES2 = {M3} to impersonate the gateway, where
M3 = Ebj

(
DID∗i , SIDj, M1, T2

)
and bj = h

(
SIDj ‖ h(KGWN)

)
, this is infeasible because

he/she does not know the symmetric key bj. Therefore, the proposed scheme is robust
against impersonation and man-in-the-middle attacks.

4.2.5. Smart Card Loss Attacks

Supposing that an adversary obtains a smart card and the information {HPWi, τi, Ai, HIDi}
stored in the smart card, where HPWi = h(IDi ‖ PWi ‖ σi), Ai = Si ⊕ h(IDi ‖ σi ‖ PWi),
HIDi = DIDi ⊕ h(Si ‖ PWi ‖ σi), and τi is the reproduction parameter of the fuzzy extrac-
tor, the adversary cannot recover any information from the encrypted data without the
biometric key σi. Consequently, the proposed scheme resists smart card loss attacks.

4.2.6. Sensor Node Capture Attacks

The sensor node stores
{

bj, SIDj
}

, where bj = h
(
SIDj ‖ h(KGWN)

)
, SIDj is the

identity of the sensor node, bj is the secret parameter shared between the sensor node
and the gateway, and SIDj is public. Supposing that an adversary captures a sensor
node and obtains the information

{
bj, SIDj

}
, he/she can decrypt M3 by calculating(

DID∗i , SID∗j , M1, T2

)
= Dbj(M3), where DID∗i is the user’s temporary pseudo-identity,

M1 = ui·P, and T2 is the timestamp. As the adversary cannot obtain any information from
M3, robustness against node capture attacks is guaranteed.

4.2.7. Known Session Key Secrecy

The negotiation of session keys in the proposed scheme is based on ECDLP, which is
hard to solve because of the intractability of CDHP. The random numbers used for session
key agreement in each session are different and unlinkable, meaning that the session keys
are as well. Even if the adversary obtains the current session key, this does not provide any
information about previous or future session keys.

4.2.8. Perfect Forward Secrecy

In the proposed scheme, the session key is SK = h
(

ID∗i ‖ SIDj ‖ cj·ui·P ‖ T3
)
, where

cj and ui are random numbers generated by the user and the sensor node, respectively.
Even if the adversary knows all the long-term keys, including the password PWi, the
biometric key σi, and the shared secret parameters Si and bj, he/she cannot calculate the
current session key or previous session keys due to the intractability of ECDLP. Therefore,
the proposed protocol provides perfect forward secrecy.

4.2.9. Desynchronization Attacks

In the proposed scheme, the new temporary identity DIDnew
i of the user is updated

by the gateway. However, the gateway does not store DIDnew
i . The real identity ID′i of

the user can only be revealed by the gateway through computing
(

ID′i ‖ r′i
)
= DID∗i ⊕

h(KGWN). Even if the adversary intercepts or modifies MES4 that contains DIDnew
i to

prevent the user from updating her/his temporary identity, the user can use their previous
temporary identity to pass the authentication. Hence, the proposed scheme can resist
desynchronization attacks.

4.2.10. Anonymity and Unlinkability

In the proposed protocol, the user sends a temporary identity DIDi = EKGWN (IDi, ri)
to the gateway instead of their real identity. The user updates their temporary identity at
the end of each session, which is unlinkable because of the random number ri. Meanwhile,
through combination with fresh timestamps and random numbers generated in each
session, the messages transmitted are different as well. Therefore, the proposed protocol
preserves anonymity and unlinkability.
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5. Performance Comparisons

In this section, the proposed scheme is compared with several related schemes
(Shuai et al. [15], Xie et al. [16], Masud et al. [22], Kou et al. [23], Butt et al. [24], and
Xie et al. [25]) in terms of computational costs and security properties, which are shown in
Tables 2 and 3, respectively.

Table 2. Comparison of the computational costs.

Scheme User Gateway (Server) Sensor Total Time (ms)

Shuai [15] 7TH + 2TSE 4TH 10TH + 2TSE 21TH + 4TSE 3.688 ms

Xie [16] 6TH + 3TECC 7TH + TECC 4TH + 2TECC 17TH + 6TECC 16.162 ms

Masud [22] 3TH 3TH 2TH 8TH 0.544 ms

Kou [23] 7TH + 2TSE 12TH + 2TSE 6TH 25TH + 4TSE 3.94 ms

Butt [24] 3TH + TSE + 2TECC 12TH + 2TECC TH + 2TSE 5TH + 3TSE + 4TECC 12.024 ms

Xie [25] 8TH + TSE + 3TECC 7TH + 2TSE + TECC 5TH + TSE + 2TECC 20TH + 4TSE + 6TECC 18.606 ms

Ours 6TH + 2TSE + 2TECC 4TH + 6TSE 2TH + 2TSE + 2TECC 12TH + 10TSE + 4TECC 16.42 ms

Table 3. Comparison of security and properties.

Attacks/Properties Shuai [15] Xie [16] Masud [22] Kou [23] Butt [24] Xie [25] Ours

Privileged-Insider Attack X X 7 7 7 X X
Off-line Password Guessing Attack X X 7 X 7 X X

Impersonation Attack X X 7 X 7 X X
Replay Attack X X X X 7 X X

Man-in-Middle Attack X X X X X X X
Smart Card (Device) Loss Attack X X 7 7 7 X X

Sensor (Edge) Node Captured Attack 7 7 X X 7 7 X
Stolen-Verifier Attack 7 X 7 X X X X

Update asynchronous Attack 7 X 7 X X X X
Identity Anonymity X X 7 7 7 X X

Mutual Authentication X X X X X X X
Session key secrecy X X 7 X 7 X X

Know session key attack X X 7 X X X X
Perfect forward secrecy 7 X 7 7 7 X X

Unlinkability X X 7 7 7 X X
X: Resist (Attacks)/Possess (Properties). 7: Suffer (Attacks)/No (Properties)

The time costs of the hash operation, symmetric encryption/decryption, and elliptic
curve scalar multiplication are recorded as TH , TSE, and TECC, respectively. A Raspberry Pi
4B environment was used to simulate the computational cost of operation on Internet of
Things devices in practical applications. According to the test, TH = 0.068 ms (millisecond),
TSE = 0.56 ms, and TECC = 2.501 ms.

Compared with Butt et al.’s scheme, the computational cost of the proposed protocol
is slightly higher, as more hash operations and symmetric encryptions are used to ensure
security. Table 3 and Section 3 indicate that the scheme of Butt et al. is vulnerable to
multiple attacks and fails to maintain perfect forward secrecy, unlinkability, anonymity,
and session key secrecy. The proposed scheme not only resists various attacks, it provides
the properties above.
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The proposed protocol requires sensors, gateways, and user devices to support point
multiplication on elliptic curves and symmetric encryption/decryption. The sensor nodes
need to be capable of performing point multiplication on elliptic curves and symmetric
encryption and decryption. According to the survey in [29], more and more sensors support
symmetric encryption and point multiplication on elliptic curves; thus, this issue around
limited computing capacity is expected to be solved in the near future.

6. Conclusions

In this paper, we demonstrate that the protocol of Butt et al. is unable to resist replay
attacks, sensor node capture attacks, or off-line password guessing attacks, and that it fails
to provide session key secrecy, perfect forward secrecy, anonymity, or unlinkability. The
causes of these security issues are presented, and we describe how the same analysis can be
adopted more generally as a reference in the design of other related schemes. On this basis,
we propose an elliptic curve cryptography-based three-factor authentication protocol for
wireless sensor networks in Internet of Things environments. The proposed protocol uses a
dynamic anonymous strategy and symmetrical encryption technology, and its security is
proven by combining the Find–Guess and random oracle models. Comparisons between
the proposed protocol and several related protocols show that the proposed protocol
achieves higher security with acceptable computational cost; thus, it is suitable for wireless
sensor network applications in Internet of Things environments.
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Abstract: Climate change is contributing to extreme weather conditions, which transform the scale
and degree of flood events. Therefore, it is important for relevant government agencies to effectively
respond to both extreme climate conditions and their impacts by providing more efficient asset
management strategies. Although international research projects on water-sensitive urban design
and rural drainage design have provided partial solutions to this problem, road networks commonly
serve unique combinations of urban-rural residential and undeveloped areas; these areas often have
diverse hydrology, geology, and climates. Resultantly, applying a one-size-fits-all solution to asset
management is ineffective. This paper focuses on data-driven flood modelling that can be used to
mitigate or prevent floodwater-related damage in Western Australia. In particular, a holistic and
coherent view of data-driven asset management is presented and multi-criteria analysis (MCA)
is used to define the high-risk hotspots for asset damage in Western Australia. These state-wide
hotspots are validated using road closure data obtained from the relevant government agency. The
proposed approach offers important insights with regard to factors influencing the risk of damage in
the stormwater management system.

Keywords: multi-criteria analysis; flood modelling; stormwater management system; Western
Australia

1. Introduction

Severe flooding has become increasingly widespread in Australia in recent years.
Climate change has contributed to the recent prevalence of extreme weather conditions.
The magnitude and extent of flood risks has also greatly increased, with unexpected heavy
rain that brings fast-moving and rapidly rising stormwater the primary causal factor [1].
Flood disasters have caused significant damage to road and infrastructure assets, resulting
in social disruption. Stormwater management is hence an important challenge. Stormwater
management is the practice of managing the flow of rainwater or snowmelt runoff in urban
and suburban areas, to mitigate the negative impacts of stormwater on the environment
and public health [2,3]. Stormwater management is necessary because urbanisation and
development have significantly increased the extent of impervious surfaces, such as roads,
parking lots, and buildings, which prevent rainwater from infiltrating the ground [4].

Flood risk hotspot analysis is a method used to identify areas that are most vulnerable
to flooding. The analysis is based on a combination of data sources, such as historical flood
records, topographical information, land use patterns, and climate data. By analysing these
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factors, flood risk hotspots can be identified and prioritised for flood risk management
and disaster preparedness efforts [5,6]. Flood risk hotspot analysis aims to locate the areas
experiencing the greatest risk of flood occurrence [7]. Thorough flood risk analysis, by
identifying the worst-affected areas, is a vital part of risk control [8]. By implementing
a maintenance plan, it is possible to control and reduce the potential harm that flooding
can cause to drainage infrastructure. Specifically, at locations with a high risk of flooding,
effective measures can be implemented to lower the flood risk and avoid costly asset
damage. Flood risk hotspots are identified by considering factors such as climate, terrain,
geology, infrastructure layout, and stormwater capacity. To support informed decision
making, data-driven and analytics-based methods are utilised in the development of a
comprehensive maintenance strategy [9].

Flood risk hotspots are determined by combining flood hazard and drainage asset
pressure data [10–12]. In this paper, we focus on data-driven flood modelling that can be
used to support informed decision making for professionals who design strategic mainte-
nance plans. Having a strategic management plan is essential for organisations to navigate
the complex and dynamic business environment, make informed decisions, and achieve
long-term success in vulnerable areas [13–15]. A strategic management plan for stormwater
is a critical component of a sustainable and effective stormwater management programme.
The plan provides a roadmap for achieving stormwater management goals and objectives,
while ensuring that resources are allocated efficiently and effectively [16]. This would result
in mitigation or avoidance of floodwater impact and damage. In particular, this study
aims to determine flood risk hotspots for Western Australia, using case studies compiled
in the Great Southern Region area. As the main factors of risk assessment, flood risk and
drainage asset pressure indices (together producing stormwater index) were developed
in this research using a GIS-based multi-criteria analysis (MCA) and analytic hierarchy
process (AHP). These research methods provide an empirical analysis of stormwater catch-
ment information and stormwater parameters. The results of this research define flood
risk hotspot areas in Western Australia. Information systems played an important role in
many aspects, including data integration and visualisation in a holistic coherent view, flood
risk assessment through data analysis, and data-driven asset management through defect
analysis. The outcomes will accommodate governmental agencies’ asset management plans
with flood-related data integration and data-driven decision support. This study aims to
address the research gaps in the literature by introducing the following contributions:

i. This is the first paper that aims to design a heterogeneous and integrated data island
for asset management that provides a holistic and coherent view of the current
scattered data sources;

ii. This study aims to implement an effective MCA model, which indicates hotspots
that embody a high probability of asset damage due to runoff;

iii. The practical impact of this study is to provide relevant governmental agencies
with a data-driven asset management system, so that agencies can launch timely
and effective responses to extreme climate conditions and their impacts.

The remainder of this paper is organised into five sections. Section 2 provides an
overview background of the preliminaries of this research with a focus on relevant state-
of-the-art approaches, while Section 3 presents the methodology followed in this paper.
The experimental results are discussed in Section 4 followed by a discussion on the key
contributions of this paper, while Section 5 discusses the study’s limitations. We conclude
the paper in Section 6.

2. Literature Review
2.1. Water Resources Models

The Australian Water Resources Assessment Landscape (AWRA-L) model provides
credible estimates of landscape water runoff, evapotranspiration, soil moisture, and aquifer
recharge across Australia. The AWRA-L model originally aimed to monitor water availabil-
ity and use due to drought in Australia during the millennium drought, which occurred

222



Sustainability 2023, 15, 5669

between 1997 and 2009 [17]. It has now extended the range of applications [18] to include
flood prediction. The Australian Bureau of Meteorology (BoM) was given charge for
collating water data, and analysing and reporting on water status, through the AWRA-
L model [19]. The model runs on a daily timestamp over an approximately 5 km grid
simulating the Australian landscape water balance from 1911 until the present day [20].
The WaterDyn model is a national water balance model providing a daily national 5 km
grid-based biophysical model of the water stability between the soil and atmosphere [21].
For the WaterDyn model, monthly simulation values were available for between 1900 and
2014 [21]. The CSIRO Atmosphere Biosphere Land Exchange (CABLE) model is a global
biogeochemical land-surface model [22].

Computing fluxes in energy, water and momentum fluxes can be carried out using
the CABLE model. This model can be also used to calculate generated carbon that occurs
between land surfaces and the atmosphere [23]. For the CABLE model, monthly simulation
values were available between 1900 and 2013 [20]. Table 1 summarises the model’s features.

Table 1. Feature summary of WaterDyn, CABLE, and AWRA-L models.

Water Resources
Models WaterDyn CABLE AWRA-L Version 4.5 AWRA-L Version 5 AWRA-L Version 6

Reference(s) [21] [22,23] [17] [18] [20]

Organisation(s) CSIRO, BoM,
ABARES

CSIRO, BoM,
universities CSIRO, BoM

Purposes Monitoring
water balance

Land surface
scheme Water resources reporting, assessment, and monitoring

Key outputs

Parameter
calibration and

sensitivity
analysis to

6 catchments in
Murrumbidgee

Calibration to
derived evapo-
transpiration

(50 catchments
within Australia)

and flux
tower data

Streamflow ~300
catchment

Streamflow ~300
catchment, satellite
soil moisture, and

evapotranspiration

Streamflow ~300
catchment, satellite

soil moisture,
evapotranspiration,
and deep drainage

Periods for
available

simulation
values

January 1900 to
February 2014

(114 years)

January 1900 to
December 2013

(114 years)
1911–now (109+ years)

Frost et al. [20] reported the hydrologic performance of the AWRA-L model against
the WaterDyn and CABLE models. The AWRA-L model performs best for streamflow
due to better nationwide calibration (approximately 300 catchments across Australia) and
conceptual hydrological structure. The AWRA-L model performs similarly to CABLE for
profile soil moisture. Overall, streamflow or runoff is the dominant hydrological variable
used in surface water resource assessment and is critical to stormwater management.
Another key variable is soil moisture, against which AWRA-L also performs well. The
AWRA-L model is considered most fit for purpose with its comprehensive calibration. In
addition, the AWRA-L model has been continuously developed, with version 6 being the
current version at the time of writing. Hence, in this paper, AWRA-L version 6 model data
(including raw, input, and output data) are incorporated.

2.2. Flood Prediction Models

Due to the dynamic nature of climate conditions, flood prediction models can be
complex, with physical processes and basin behaviour determining the dynamics of water
throughout the hydrologic systems. Physically based models have conventionally been
used to forecast a diverse range of flooding scenarios through a storm, rainfall/runoff,
hydraulic models of flow, etc. Physically based models have a large degree of uncertainty
because of the physiographic and geomorphic characteristics of complicated hydrologic
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systems [24]. To predict hydrological events, various types of hydro-geomorphological
monitoring are required and it can be highly challenging to collect comprehensive hydro-
logical parameters. Moreover, the cost of data acquisition and the lack of necessary data
have caused inadequacy in applying physically based models. On several occasions, the
physically based models failed to generate proper predictions [25]. Likewise, numerical
prediction models reporting deterministic calculation have not been wholly reliable due
to systematic errors [26]. Model spin-up time problem is also a significant limitation of
numerical models [27]. A compromise between computational time regarding the level
of precision and vigour [28] overcomes the numerical model limitation by offering more
precise predictions with extended lead times [29].

Advanced data-driven models are used as a alternative approach for flood modelling
and have gained more popularity than physical and numerical models. Data-driven
methods integrate the climate data and hydro-meteorological parameters to deliver insight
into flood prediction [24]. The models numerically formulate the flood prediction based
on historical data. Machine learning (ML) is one of the data-driven models applied in
water resources systems and hydrology. ML, a subset of artificial intelligence (AI), refers
to techniques identifying regularities and patterns that enable program systems to learn
from experience.

In hydrology, the preferred type of prediction depends on the lead-time requirements.
Short-term predictions for floods are often used as warning systems and are not a focus of
this project. Rather, long-term predictions are the focus for flood analysis and management
purposes. In addition, this project is concerned with lead times, regardless of the type of
flood. Table 2 shows a review of relevant papers reporting water resources variables, type
of flood model (physical, numerical, and/or data-driven flood models), and case study
region, against the proposed approach for this project.

Table 2. A review of related papers against this project’s proposed approach, which intended to
bridge the gap in the literature.

Reference Water Resources Variable(s) Region

[25] River gauge height & weather forecasting Brisbane, Australia
[30] Rainfall & river flow Europe (Italy, Austria)
[31] Flood Kelantan, Malaysia
[32] Flood & asset management NSW, Australia
[33] Water storage, infiltration, & runoff Korea
[34] Flood Queensland, Australia
[35] Flood Athens, Greece
[26] Rainfall Southeast Australia
[36] Rainfall Oklahoma, USA
[28] Flood Italy, Spain
[37] Rainfall & runoff China
[29] Rainfall & flood forecasting Korea
[38] Streamflow & water level Utah, USA
[39] River inflow Iran
[40] Water levels Sudan
[41] Precipitation Eastern Australia
[42] Rainfall India
[43] Reservoir levels Turkey
[44] Streamflow Canada
[14] Streamflow China
[45] Floodplain forests Melbourne, Australia
[46] Streamflow South-eastern Australia
[47] Rainfall–runoff Italy
[48] Rainfall Thailand
[49] Rainfall South-eastern Australia

224



Sustainability 2023, 15, 5669

Table 2. Cont.

Reference Water Resources Variable(s) Region

[50] Streamflow Turkey
[51] Flood forecasting China
[52] Streamflow China
[53] Rainfall–runoff USA
[54] Runoff forecast China
[55] Streamflow Iran

Our Study Rainfall, runoff, Drainage assets Western Australia

Van et al. [25] reported the failure of the physically based model in predicting floods
in Queensland, Australia in 2011. The authors then suggested developing advanced
data-driven models in a spatial and temporal pattern. Flood risk management was also
discussed to measure flood risk by way of flood maps and identify high-risk areas. Shakirah
et al. [31] documented the intensity/duration of precipitation that contributed to extreme
hydrological events. The intense rainfall event, as well as the flood events’ patterns, re
demonstrate an escalating trend. Hydrological flood events can be assessed, and relevant
parameters can be extracted and used, to build flood forecasting models. This is particularly
important as it leads to better stormwater management and planning. In this direction, the
implications of rain and flood events in Queensland are analysed using sensitivity analyses;
hence, the cost is measured in major flooding occurrences [34]. Kim et al. [33] focused
on the necessity to improve flood detention practices and storage mechanisms, thereby
mitigating flood impacts in densely developed areas and developing a hydraulic model for
stormwater management.

Hydraulic simulation systems allow water operators to update or change gate opening
and reservoir/canal discharge strategies based on the real-time status of the irrigation
system. Nevertheless, the use of these types of technologies is not suitable in harsh
environments, e.g., agricultural areas, because the automation system is prone to carry along
distortions or errors in the measurements, along with the gates, canals, and other structures
that can affect the accuracy of the simulation results. Torres et al. [29] developed coupled
ML and hydraulic simulation systems to reduce the impact of the above-mentioned errors.
Kenley et al. [32] raised road network damage from the extreme flood events. Effective
infrastructure management practices are crucial to enhance road network conditions, and
will allow agencies to better confront unpredictable climate conditions. A series of case
studies were conducted to minimise the life-cycle cost of major flooding and rain events.
Kenley et al. [32] proposed a location-based framework to provide an essential concept of
collective efforts, ensuring that reactive maintenance activities can be well linked to the
outcomes of predictive models.

2.3. Digital Elevation Model

The elevation of land plays an important role in determining flood hotspots because
the water flow is gravity driven. This causes maximum flood events in low-lying re-
gions [56]. There are various terms used to describe elevation including DEM, Topogra-
phy, and Elevation contours. Various researchers have used DEM for the delineation of
flood-prone areas [57–59].

DEM derivatives are parameters, such as slope, flow accumulation, curvature, topo-
graphic Wetness Index (TWI), Stream Power Index (SPI), and Sediment Transport Index
(STI). These parameters are obtained from the DEM through respective formulae. These
parameters affect important flood characteristics, such as the speed of water, the direction
of the flow, and the intensity of the flow. Therefore, these parameters play important role
in determining the flood-risk zone [60–62].
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2.4. Multi-Criteria Analysis

Multiple factors influence the flow accumulation of water and the risk of damage to
assets. Analysis of zones that have a higher probability of such events requires methods
that can include a variety of factors. Multi-criteria analysis (MCA) is one decision making
tool that can be used for delineating zones of interest in the fields of environment, waste
management, and hazard risk zones [63–66]. MCA was created in 1977 to enable the
inclusion of multiple criteria based on human understanding [67]. Analytic hierarchical
process (AHP), analytic network process (ANP), technique for order of preference by
similarity to ideal solution (TOPSIS), outranking, multi-attribute utility theory (MAUT),
and multi-attribute value theory (MAVT) are all MCA methods [8]. There is an increasing
trend of applying MCA to zoning areas prone to flooding or analysing the high flood
risk zone [58,63,66,68]. Ellis et al. [69] applied MCA for supporting the treatment of
highways and runoff. Various parameters, including slope, soil permeability, and other
asset parameters, were ranked. Despite high interest among researchers in the application
of multi-criteria analysis, the validation of results is currently an untouched aspect. This
research attempts to validate the high-risk spots with the road closure data.

MCA is a robust and promising technique that can help decision making through the
application of GIS technology [70]. This can provide a grid-based map of the high-risk
zones for decision making regarding the management of assets in the context of runoff
and flooding.

2.5. Current and Future Sustainable Environment

Detecting natural disasters is essential for sustainability because it mitigates the impact
of such events on human lives, the environment, and the economy [71]. Timely detection
of natural disasters can save lives, reduce property damage, and ensure a more efficient
and effective disaster response [72]. For instance, early warning systems for hurricanes,
tornadoes, floods, and other natural disasters allow people to evacuate and seek shelter in
advance, which can reduce the number of fatalities and injuries [73]. Similarly, detecting
earthquakes and tsunamis allows for early deployment of emergency response teams,
medical personnel, and rescue teams, allowing them to reach the affected areas quickly [74].

Moreover, detecting natural disasters also allows us to understand the root causes
and patterns of such events, which can help prevent or mitigate future occurrences. This
understanding can help professionals and organisations develop better risk management
strategies, improve infrastructure design, and promote sustainable land-use practices [75].
Detecting natural disasters is critical for ensuring a sustainable future. It allows us to
improve preparations for and responses to natural disasters, reduce the impact of such
events, and develop strategies to prevent or mitigate future occurrences.

Merging strategic stormwater management with an effective maintenance plan can be
very complex, particularly in areas where drainage maintenance is commonly reactive, with
limited targeted early intervention. In short, the regional drainage maintenance approach
is rather ad hoc, being based on the occurring event without involving climate change
risks, asset management resilience, and a sustainability framework. Moreover, current
efforts to develop flood risk assessments using GIS-based road networks that provide a
long-term solution for vulnerability, asset criticality assessment, and adaptation responses
are inadequate [69].

Although international research projects on water-sensitive urban design and rural
drainage design provide a partial solution to this problem [76,77], road networks commonly
serve unique combinations of urban-rural residential and undeveloped areas; these areas
often have diverse hydrology, geology, and climates. Therefore, applying a one-size-fits-
all solution is practically ineffective. Although local knowledge and historical data are
available in certain regions, there has been limited efforts to consolidate and analyse the
data for stormwater management [78,79]. Moreover, from a theoretical perspective, flood
risk modelling using computational intelligent techniques is an ongoing and active area
of research [80].
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Practically, although knowledge sharing and historical data are available across regions
in Western Australia, limited efforts have been made to consolidate and analyse the data
for stormwater management. Hence the objective of this paper is to identify regions that
are likely vulnerable to extensive damage to their assets. In the provided case study, we
provide valuable insights into the flood-related parameters in Western Australia that can
heighten the risk of water damage to road and stormwater management assets in 2022.

3. Methodology

Figure 1 outlined the conceptual framework for this study, which comprises four
stages. In particular, data acquisition, assimilation, and integration were carried out in
Stage 1. In Stage 2, the collected data was analysed to contrast runoff data against asset
capacity and attributes. Stage 3 aimed to identify risk hotspots through a probabilistic
approach. Finally, in Stage 4, the outcome results were validated with defect and road
closure data. The Methodology elaborates on these designated stages.
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3.1. Data Acquisition, Assimilation, and Integration

Data sources. Various data sources were explored, acquired and assimilated. In par-
ticular, stormwater management and asset management data were obtained from Main
Roads Western Australia (MRWA) (https://www.mainroads.wa.gov.au/, accessed on
20 December 2022). These included asset inventory data of stormwater drainage and capac-
ity (i.e., culverts, state road network, floodway). We also collected publicly available data
in relation to hydro-informatics from several sources, including the Bureau of Meteorology
(BoM) (http://www.bom.gov.au/, accessed on 20 December 2022), Shuttle Radar Topog-
raphy Mission (SRTM) (https://dwtkns.com/srtm30m/, accessed on 20 December 2022),
and Landgate (https://www0.landgate.wa.gov.au/, accessed on 20 December 2022). Data
from BoM included precipitation, soil moisture, surface runoff, slope of land surface,
streamflow, topographic, vegetation, deep drainage, and intensity frequency duration. The
data collected from Landgate included state-wide flood records. Lastly, data collected from
SRTM included the elevation.

227



Sustainability 2023, 15, 5669

The Australian Landscape Water Balance model (AWRA-L) is a high-resolution
(5 km × 5 km) hydrological model developed by the Commonwealth Scientific and Indus-
trial Research Organisation (CSIRO), in collaboration with the BoM and other partners. It es-
timates the water balance components, such as precipitation, evapotranspiration, soil mois-
ture, and runoff, at a daily time step for the entire Australian continent. The model incorpo-
rates a range of datasets, including satellite and radar data, ground-based measurements,
and hydrological modelling. The collection of spatial data was processed and handled in Ge-
ographic Information Systems (GIS) through ArcGIS (https://www.arcgis.com/index.html,
accessed on 20 December 2022) to illustrate the geographical data of the case study area.

Data Processing and Preparation: Slope, topographic wetness index (TWI) and to-
pographic position index (TPI) were derived from DEM. These DEM Derivatives were
calculated using ArcGIS Pro and the calculation was automated in Model Builder. Figure 2
shows the final workflow of the model builder. Slope was calculated using an inbuilt tool
called “slope” in the geoprocessing toolbox.
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TPI was calculated from the focal statistic and raster calculator [64]. TPI is the differ-
ence in elevation at the central point (X0) and the mean elevation across the central point
within the local window (X) (Equation (1)). Furthermore, raster statistics were used to
calculate the TPI value using Equation (2) [64]. Mean elevation across the central point
within the local window (X) was calculated using focal statistics. Xi is the elevation value
of ith cell and n is the total number of surrounding points employed in the evaluation. The
final result produces a tiff file for each pixel showing the topographic position index of
that location.

X =
∑n

i Xi

n
(1)

TPI = X0 − X (2)

TWI was calculated using the raster calculator in ArcGIS Pro. by applying the fol-
lowing formula in Equation (3) [81]. The final result produces a tiff file for each pixel
showing the topographic wetness index of that location. As is a specific area and slope
angle measured in degree (β) from elevation.

TWI = ln
(

As

tanβ

)
(3)

3.2. Pressure on Assets

Pressure on assets was analysed by comparing the capacity of the asset with the runoff
received by the asset. Asset capacity was calculated using the dimensions of assets, such as
length, radius, height, and slope of culvert or floodway. The flow of water was calculated
using the runoff parameters from the AWRAL model. This was used to compare with the
capacity of assets. Finally, the pressure was calculated in percentage.
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Culvert Capacity: To calculate the capacity (Q) of the culvert, manning’s formula
was used (Manning 1891). Equation (4) was used to calculate culvert capacity. Manning’s
coefficient value (n) was obtained using Table 3 for every corresponding type of material in
the floodway. Values for flow area (A), wetted perimeter (P), and channel slope (S) were
obtained from the dimension data of the culvert.

Q =
1
n

A
(

A
P

) 2
3√

S (4)

Table 3. Manning’s coefficient value for different types of material used in construction.

Material Mannings Value

Precast reinforced concrete 0.013
Prestressed concrete 0.013

Masonry 0.013
Timber 0.017

Steel 0.01
Plastic 0.009

Aluminium 0.009
In situ reinforced concrete 0.013

Mass concrete 0.015

In Equation (5), a simplified method was used to calculate the floodway capacity.
Here, H is the height of water and L is the length of the floodway. Floodway capacity was
calculated using the length of the floodway and assuming the height of 0.3 m.

Q = 1.69H3/2L (5)

Furthermore, the catchment data and runoff from AWRA-L model were used to obtain
the flow of water at that particular location on the culvert and floodway. The flow of water
at the asset’s location and the capacity of the asset were compared to calculate the pressure
on the asset in percentage terms.

3.3. Develop Risk Hotspots through a Probabilistic Approach

The factors that could cause the floods were also the factors that could lead to a higher
flow of water in asset locations. These parameters were considered for the assessment
of hotspots that have a high risk of damage to these assets. The risk is calculated from
the hazard and vulnerability following the methodology from [63] using Equation (6).
In this study, hazard was the probability of water accumulation conditions calculated
through elevation, land use, soil, and factors that affect water flow and accumulation.
Similarly, vulnerability was the probability of damage to the assets calculated from the
assets receiving high pressure.

Risk = Hazard ∗Vulnerability (6)

The calculation methodology for hazard and vulnerability used in this study is
as follows:

Hazard: Hazard referred to the physical parameters that contribute to the potential
damage of an asset. In this study, the hazard was calculated based on morphometric and
hydrometeorological parameters, which are sourced from various data portals. These
parameters included slope, elevation, catchment area, average rainfall intensity, and rainfall
duration. To calculate the hazard, the following steps were followed: (i) derived the
morphometric parameters, such as slope, elevation, and catchment area, using SRTM
data; (ii) obtained the hydrometeorological parameters, such as average rainfall intensity
and rainfall duration, from the BoM data, and; (iii) calculated the hazard by combining
the morphometric and hydrometeorological parameters using a weighting factor. The
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weighting factor was derived from AHP analysis, which involved stakeholder input to
assess the relative importance of each parameter.

Vulnerability: Vulnerability referred to the susceptibility of an asset to damage from
flood events. In this study, the vulnerability was calculated based on the asset pressure,
which was the ratio of the water flow (inundation status) in the location of the asset to
the capacity of the asset. To calculate the vulnerability, the following steps were followed;
(i) obtained the water flow data (inundation status) from the Australian Landscape Wa-
ter Balance model (AWRA-L) dataset; (ii) determined the capacity of the asset based on
asset inventory data regarding stormwater drainage and capacity obtained from MRWA;
(iii) calculated the asset pressure by dividing the water flow in the location of the asset by
the asset capacity, and; (iv) calculated the vulnerability by normalising the asset pressure
value using a sigmoid function, which maps the pressure values across a range between
0 and 1. The sigmoid function was used to model the nonlinear relationship between the
asset pressure and the vulnerability. By combining the hazard and vulnerability calcula-
tions, a risk map was generated that identified the high-risk hotspots for asset damage
from flooding.

Level 1 multi-criteria analysis: The MCA approach was used to create thematic layers
of various contributing parameters to generate the risk hotspot map. These parameters for
hazard calculation included elevation, slope, aspect, curvature of land, land use, runoff,
rainfall, aquifer, and streamflow. Similarly, vulnerability was calculated using asset pres-
sure. This method was the Level 1 option for choosing the parameters based on criteria.
In Level 2, the analytical hierarchy process was used for assigning relative importance
weight to every parameter. This weight was obtained by creating a pairwise comparison
matrix [63]. This matrix was flexible because of its amenability and consideration of the
interest of stakeholders by allowing them to input their views and experiences [63].

Level 2 analytical hierarchy process: As mentioned above, this process generated a
pairwise comparison matrix [82]. Every parameter was listed in the first column and first
row. The value of importance was assigned using the Saaty scale [82]. The format for
calculating the pairwise comparison matrix is given in Table 4. Higher weight was given to
the most important parameters.

Table 4. Pairwise comparison matrix calculation.

Lithology Land Use TWI Soil TPI Elevation Slope IFD EE RWI RIW* Colum Totals

Lithology aa ab ac ad ae a f ag ah EE1 RIW1 RIW∗1 ∑ na

Land
use ba bb bc bd be b f bg bh EE2 RIW2 RIW∗2 ∑ na

TWI ca cb cc cd ce c f cg ch EE3 RIW3 RIW∗3 ∑ na

Soil da db dc dd de d f dg dh EE4 RIW4 RIW∗4 ∑ na

TPI ea eb ec ed ee e f eg eh EE5 RIW5 RIW∗5 ∑ na

Elevation fa fb fc fd fe f f fg fh EE6 RIW6 RIW∗6 ∑ na

Slope ga gb gc gd ge g f gg gh EE7 RIW7 RIW∗7 ∑ na

IFD ha hb hc hd he h f hg hh EE8 RIW8 RIW∗8 ∑ na

∑ na ∑ nb ∑ nc ∑ nd ∑ ne ∑ n f ∑ ng ∑ nh EEn λmax

In MCA, stakeholders could provide their inputs to create criteria for parameter
selection via a pairwise comparison matrix; known as the analytic hierarchy process (AHP),
it is a widely used method for capturing stakeholders’ preferences and priorities. In
our study, stakeholders, including government personnel and academics, were asked to
evaluate the importance of each criterion or parameter relative to all the other criteria.
Stakeholders were presented with a pairwise comparison matrix, which listed all the
criteria in rows and columns; they were then asked to indicate the relative importance of

230



Sustainability 2023, 15, 5669

each criterion by assigning numerical values that reflected the strength of the relationship
between the criteria.

The numerical values typically ranged from 1 (indicating equal importance) to 9
(indicating very strong importance). The values could also be fractional, such as 1/3, 1/5,
etc.; fractional values indicated intermediate levels of importance. Once stakeholders had
completed the pairwise comparison matrix, the data were analysed to derive weights for
each criterion. These weights reflected the relative importance of each criterion in the
decision-making process and were used to weigh the scores of each option in the MCA.

Further estimated eigenvalue (EE) was calculated using Equation (7) [63]. EEa can be
the value for row 1 of the pairwise comparison matrix. Similarly, EE value can be calculated
for every row in the pairwise comparison matrix termed as EE1, EE2 and EEn.

EE1 = n
√

aa ∗ ab ∗ .. ∗ an (7)

Here, each element of the row is denoted by the values of aa, ab and an. Furthermore,
relative importance weight (RIW) was calculated using all eigenvalues in pairwise compar-
ison matrix. Equation (8) is used to calculate relative importance weight of each row in the
pairwise comparison matrix [63]

RIW1 =
EE1

EE1 + EE2 + . . . + EEn
(8)

This matrix was checked for consistency using consistency ratio (CR). Consistency
ratio is calculated from relative consistency index (RI) and consistency index (CI), as shown
in Equation (9). The relative consistency index depends on the number of parameters (as
shown in Table 5) for n = 1, 2 . . . 8 (adapted from [82]).

CR =
CI
RI

(9)

Table 5. Random consistency index (RI).

n 1 2 3 4 5 6 7 8

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41

The consistency index was calculated using Equation (10) [63]. Here λmax is calculated
by summing up the product of RIW and the sum of every column representing the criteria.
This is shown in the right most column of Table 4.

CI =
λmax− 1

n− 1
(10)

A consistency ratio of less than 0.1 shows consistent importance is assigned to the
parameters in the respective pairwise comparison matrix.

Level 3 data classification and weighting: Data for every parameter consisted of
unique values or numerical ranges. For example, the lithology parameter’s data was in
.shp format (Shapefile). It had a unique value depending on whether rock’s classification
as sedimentary, metasedimentary, metamorphic, metai, or igneous; this classification was
represented by a polygon. Each different type of rock had a different impact on the water
flow. Contrastingly, the data of elevation was in .tif format (image file). The values were all
numbers ranging from 58 to 864 m. Different elevations all had a different impact on flow
of water.

To incorporate this variation into the final hotspot, a pairwise comparison matrix was
generated for every parameter. RIW is calculated for every range, while the consistency of
that pairwise comparison matrix was confirmed using CI. Steps in level 2 and level 3 were
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repeated to calculate the vulnerability, using the asset pressure data to generate accurate
results. Hazard and vulnerability were calculated using the following equation:

Hazard = Reclassi f ied Raster o f Hazard Parameter ∗ RIW o f the Parameter (11)

Vulnerability = Reclassi f ied Raster o f Vulnerability Parameter ∗ RIW o f the Parameter (12)

Risk hotspot map: A raster image was generated for each parameter using the original
data and relative importance weight. Data was imported into ArcGIS software v.10.8.2.
Table 6 shows the source, type of data, and process for each parameter.

Table 6. Multi-criteria analysis parameters processing.

Parameter Source Data Source Data Type Process

Land use Land use Vector—Polygon feature

• Road Network line was split using the land
use polygons.

• New split road network lines were joined with
land use data.

• Lines were converted to raster using “feature to
raster” to generate land use raster

Soil flood
hazard Soil Vector—Polygon Shapefile

• Road Network line was split using the land
use polygons.

• New split road network lines were joined with
land use data.

• Lines were converted to raster using “feature
to raster”

Lithology Lithology Vector—Polygon feature

• Road Network line was split using the land
use polygons.

• New split road network lines were joined with
land use data.

• Lines were converted to raster using “feature
to raster”

Elevation DEM Raster—Tiff • Not required

Slope DEM Raster—Tiff • Calculated from DEM using Slope tool

Topographic
wetness index DEM Raster—Tiff • Calculated from DEM using raster calculator.

Topographic
position index DEM Raster—Tiff

• Calculated from DEM using “focal statistics”
and raster calculator

Rainfall depth
Australia rainfall and

runoff—Intensity
frequency duration

Pont file—CSV
• Point file was clipped for road buffer
• Converted to raster using “feature to raster”

Asset pressure Calculation in this project Pont file—CSV
• Point file was clipped for road buffer
• Converted to raster using “feature to raster”

A shapefile of a 50 m road buffer was generated using a buffer tool. We clipped the
data using the road buffer shapefile, reducing the processing time by only focusing on the
required area. The clipped data were assigned relative importance weight using the results
calculated from the pairwise comparison matrix. Using summary statistics, new hazard
layer and vulnerability layer data were generated from all parameter raster layers. The
final raster data were converted to vector data to make a hotspot map.
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3.4. Validation of Hotspot

The risk map was generated using the vulnerability data from 2020; hence, the road
closure that occurred in 2020 was screened from the road closure map in Figure 3. The
road closure and risk for 2020 can be observed in Figure 3. To understand the temporal
behaviour of risk hotspots, the time series analysis of risk and road closure was performed.
Figure 3 shows the maps of road closure and risk from January to June 2020. The large
size map for all size months can be observed from Figures 4–9. High risk and road closure
was identified for Kimberley region, and southern areas of the Mid West-Gascoyne regions.
High density of risk spots could be clearly observed around the road closure. However,
the road closure in north Kimberley was observed to be persistent for long time duration.
Road closure in Mid West-Gascoyne, and high-risk spots, were identified in January 2020
and February 2020.
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Road closures were a useful metric for verifying the identified hotspots of high risk
for asset damage in the study because they are a direct consequence of flooding and can be
easily tracked and verified. When a road was closed due to flooding, it was an indication
that the floodwater had exceeded the capacity of the stormwater drainage system, leading
to the flooding of the road and potential damage to the surrounding assets. Thus, road
closures could serve as a reliable proxy for identifying areas of potential asset damage due
to flooding. By comparing the identified hotspots with road closures, this study helped
to verify the accuracy of the risk maps and provided evidence of the effectiveness of the
data-driven approach. If the identified hotspots aligned with areas that experience road
closures due to flooding, it provided strong evidence that the risk maps are reliable and
could be used to prioritise asset management interventions. On the other hand, if there was
a mismatch between the identified hotspots and areas of road closure, it may suggest that
there were other factors at play for which the model failed to account, or that the model
itself needs to be refined.

4. Results and Discussion
4.1. Data Acquisition

To validate the utility of the proposed approach, a case study was been carried out
in Western Australia (WA) state. WA is the largest state in Australia, spanning for around
2.5 million square kilometres. Figure 10 includes the regional map of WA.
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Figure 10. Regional map of Western Australia [83].

Maps for required parameters were generated from data collection, assimilation, and
integration. Figure 11 shows the elevation map of Western Australia. Elevation in Western
Australia ranges from 66.8 to 1247 m. Higher elevation is observed inland, decreasing
gradually towards the coastal area. Moreover, in northern Western Australia, a high peak
can be observed. Figure 12 shows the map of the slope of terrain across Western Australia.
Slope varies between 0 to 75.3. Slope can be observed as high in north, north-west and
southwestern parts of Western Australia, with the elevation map showing stiff parches of
land in these areas. The topographic position index shows the presence of a valley or ridge
in the terrain. From Figure 13, it can be observed that regions with varying slope values
also have a higher variation in TPI values. TWI is found to be constantly varying across
study regions, with higher TWI values recorded in inland regions (as depicted in Figure 14).
An Inverse relationship between TWI and slope is found. The flat regions are found to
have higher TWI values than can be observed from Figures 12 and 13.
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Figure 14. Topographic wetness index map of Western Australia.

The road closure data was obtained from the Main Roads data portal. The data
available dates from after 1996. Figure 15 shows the road closure stretch on the state
road network. Frequent road closures can be observed in Kimberley, Pilbara, Mid West-
Gascoyne, and Goldfields-Esperance. No road closure was observed in the South West
region, while road closures were rare in the Wheatbelt and Great Southern region.
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Figure 15. Road closure due to rain events.

Intensity Frequency duration: BoM provides the design rainfall data in the form of in-
tensity frequency duration; results ranged from a very frequent probability of 12 exceedances
per yar (EY) to 0.2 EY, frequent and infrequent probability of 1 EY to 1% Annual Exceedance
Probability (AEP), and rare probability of 1-in-100 AEP to 1-in-2000 AEP. Figure 16 illus-
trates both intensity frequency duration and asset capacity. The graph shows frequency
duration with respect to intensity in unit of mm per hours. It can be observed that lower
intensity and same intensity both cause frequent exceedance when such rainfall happens in
smaller time duration (1 h), compared to the same intensity in a longer time period (24 h).
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4.2. Pressure on Assets

Percentage pressure on culverts and floodways in 2020 can be seen in Figures 17 and 18,
respectively. It can be observed that culverts received higher pressure compared to the
floodways. Culverts received higher pressure in Kimberley and the southwestern region,
while floodway pressure was highest in the northern region.
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4.3. Multi-Criteria Analysis

The pairwise comparison matrix for all parameters can be seen in Table 7. It can
be observed that IFD received the highest weight, followed by slope, elevation, and TPI.
In contrast, lithology, land use, and TWI received lower relative importance based on
their impact on the behaviour of water, such as flow, infiltration, evapotranspiration,
and accumulation.

Table 7. Pairwise comparison matrix results.

Lithology Land Use TWI Soil TPI Elevation Slope IFD
Estimated

Eigen-
value

Relative
Importance

Weight

RIW*
Column
Totals

Lithology 1.00 0.33 0.20 0.20 0.17 0.14 0.13 0.11 0.2141 0.02 0.73
Land
use 3.00 1.00 0.33 0.20 0.20 0.17 0.14 0.13 0.3232 0.02 0.89

TWI 5.00 3.00 1.00 0.33 0.20 0.20 0.17 0.14 0.5125 0.04 1.10
Soil 5.00 5.00 3.00 1.00 0.33 0.20 0.20 0.17 0.7993 0.06 1.29
TPI 6.00 5.00 5.00 3.00 1.00 0.33 0.20 0.20 1.2510 0.10 1.45

Elevation 7.00 6.00 5.00 5.00 3.00 1.00 0.33 0.20 1.9511 0.15 1.52
Slope 8.00 7.00 6.00 5.00 5.00 3.00 1.00 0.33 3.0941 0.24 1.24
IFD 9.00 8.00 7.00 6.00 5.00 5.00 3.00 1.00 4.6715 0.36 0.83

λmax = 8.35; count = 8.00; consistency index = 0.05; relative consistency index = 1.41; consistency ratio = 0.03

Furthermore, this pairwise consistency matrix was checked for consistency using a
consistency ratio. Here, a consistency ratio of 0.03 was observed; as that ratio is less than
0.1, this pairwise comparison matrix can be said to have consistent weighting.

Relative importance weights for all parameters were produced using a pairwise
comparison matrix. The resultant RIW for various classes or types of data is shown in
Table 8. The consistency ratio of the pairwise comparison matrix was found to be less
than 0.1 for consistency. Similarly, for the vulnerability map, the pressure on culvert and
floodway was used. Table 9 shows the relative importance weight of different pressure
ranges calculated from the pairwise comparison matrix. It is also important to note that the
factors do not cause multicollinearity due to the independency between factors and their
low correlation.

4.4. Hazard Vulnerability

Relative importance weights from Tables 8 and 9 were used to reclassify every param-
eter. New values were assigned by converting the original value to the allocated weight.
The reclassified raster images were then multiplied by the relative importance weight of
respective parameters given in Table 9. Figure 19 shows the hazard map generated from
parameters in Table 9 including Land use, lithology, soil hazard, IFD, elevation, slope, TPI,
and TWI. A higher level of hazard is observed along the coastline of Western Australia.
From the map of elevation in Figure 11, it can be observed that lower elevation is found
along the coastline. It can be also observed that there is an inverse relation of elevation
with the hazard level.

The map in Figure 20 shows the vulnerability which was generated from the reclassi-
fied value of pressure on culverts and floodways in 2020. A high vulnerability level can be
observed to have a direct relation to the topographic position index (Figure 13).
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Table 8. Relative importance weight and consistency ratio for unique values and range of data.

Parameter Consistency Ratio Classes RWI

Land use 0.06

Conservation and natural environments 0.03
Production from relatively natural environments 0.05

Production from dryland agriculture and plantations 0.09
Production from irrigated agriculture and plantations 0.16

Intensive uses 0.26
water 0.40

Soil 0.05

0–20 0.03
20–40 0.06
40–60 0.13
60–80 0.26
80–100 0.51

Lithology 0.02

Sedimentary 0.06
Meta sedimentary 0.10

Metamorphic 0.16
Meta-Igneous 0.26

Igneous 0.42

TWI 0.05

2.7 ≤ TWI ≤ 5.7 0.06
5.8 ≤ TWI ≤ 7.7 0.10
7.8 ≤ TWI ≤ 14.9 0.16
15 ≤ TWI ≤ 22.8 0.26

22.9 ≤ TWI ≤ 28.1 0.42

Slope 0.03

88–90 0.05
77–88 0.11
34–77 0.26
0–34 0.59

699–1440 0.03

Depth IFD 0.02

12–6 EY 0.02
4–3 EY 0.02
2–1 EY 0.04

0.5–0.2 EY 0.05
63–50% 0.07
20–10% 0.11

5–2% 0.16
1 in 100–1 in 200 0.22
1 in 500–1 in 2000 0.31

TPI 0.04

≤−1 0.40
−1 < TPI ≤ −0.5 0.25
−0.5 < TPI < 0.5 0.16
−0.5 < TPI < 0.5 0.09

0.5 < TPI ≤ 1 0.06
>1 0.03

Elevation 0.04

476–699 0.06
288–476 0.13
124–288 0.26

0–124 0.51
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Table 9. Relative importance weight and consistency ratio for range pressure of assets.

Parameter Consistency Ratio Classes RWI

Pressure on culvert 0.05

100–200 0.03
200–400 0.06
400–600 0.13
600–800 0.26

800–1000 0.51

Pressure on floodway 0.05

0–10 0.03
10–20 0.06
20–30 0.13
30–40 0.26
40–50 0.51
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Overall, a higher level of hazard can be observed in the south of Western Australia
compared to north regions, such as including Pilbara and Kimberley. On the other hand,
high vulnerability spots can be seen in the Kimberley and northern Midwest-Gascoyne
regions. Despite major differences, the presence of vulnerability and high levels of hazard
can be observed along the western cost and the south west region. It can be noted that
regions with a high level of hazard may not have a higher level of vulnerability [63].

Risk map: In this study, the variation in risk across the Western Australia in 2020 was
measured. Hazard map and vulnerability in 2020 were merged to visualise the risk map
(Figure 21). The resultant map shows the asset damage risk level in 2020. High-risk areas
can be observed in Kimberley, the north-west road stretch of Midwest-Gascoyne region,
and the South west region.
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Note that the differences in data points and lines, known as mapping scale, are shown
in the figures above.

Sensitivity analysis in MCA has been performed using different techniques, such as
varying the weights of the criteria within a specified range, or examining the impact of
varying weights on the ranking of the alternatives. This has helped us to identify the range
of values for the weights of each factor, producing the most stable and reliable rankings
of the alternatives. Furthermore, the authors found the consistency ratio for the pairwise
comparison matrix to be less than 0.1, which is considered an acceptable level of consistency.
This indicates that the judgments made by the decision makers in the pairwise comparison
process were reasonably consistent. Moreover, we incorporated a well-established method
for deriving the pairwise comparison matrix, and followed standard procedures to ensure
consistency and validity. This can increase the reliability and robustness of the results.

5. Discussion and Limitations

The multi-criteria analysis (MCA) technique is a powerful decision making tool that
can be used to assess and compare multiple criteria or factors that may influence a particular
decision. When MCA is combined with Geographic Information System (GIS) technology, it
can enhance decision making processes by incorporating spatial data, analysing spatial rela-
tionships and patterns, and visualising the results on maps. Incorporating MCA techniques
provide several benefits to regional governments in Australia in terms of preparations for
and mitigations during future flood events. MCA can help regional governments make
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informed decisions by evaluating the different criteria that are relevant to flood prepared-
ness and mitigation. Benefits of using MCA for flood preparedness and mitigation include:
(i) identifying and prioritising critical criteria: MCA can help regional governments identify
and prioritise the criteria that are most important for flood preparedness and mitigation.
This can help to ensure that resources are allocated to the most critical areas, and that the
most effective strategies are implemented to address flood risks; (ii) evaluating trade-offs:
MCA can help regional governments evaluate the trade-offs between different strategies
and criteria. For example, governments can use MCA to evaluate the trade-offs between
the costs of flood mitigation strategies and the potential benefits in terms of reducing the
impact of floods; (iii) incorporating stakeholder input: MCA can help regional governments
incorporate stakeholder input into the decision making process. By involving stakeholders
in the development of criteria and the evaluation of strategies, regional governments can en-
sure that the decision making process is transparent and reflects the interests and concerns
of all stakeholders; (iv) supporting data-driven decision making: MCA can help regional
governments make data-driven decisions by providing a structured approach to evaluating
criteria and strategies. This can help to ensure that decisions are based on objective criteria
and data, rather than subjective opinions or biases, and; (v) enhancing communication and
transparency: MCA can help to enhance communication and transparency by providing
a clear and structured approach to evaluating flood preparedness and mitigation strate-
gies. This can help to build trust and credibility with stakeholders, and improve public
understanding of and support for flood preparedness and mitigation efforts.

This paper aims to identify regions that are likely vulnerable to a higher risk of
damage to their assets. In the provided case study, we indicate valuable insights into the
flood-related parameters in Western Australia that can increase the risk of damage to road
and stormwater management assets in 2020. The findings of this study also provide the
relationship between parameters and the risk. To sum up, the following are the outcomes
of the study:

The topographic index has a relationship to the vulnerability of assets to damage. The
presence of ridges and valleys might cause water accumulation.

Intensity frequency duration of design rainfall studies revealed higher pressure on the
assets when there is rain in a small duration of time compared to rain in a longer duration.
Culverts receive significantly higher pressure compared to the floodways.

The hazard distribution was found to be related to elevation. According to this study
lower elevations regions were found to have a higher level of hazard.

Regions with high vulnerability might not have a higher level of hazard.
A high number of road closures and risk spots were found in January 2020 and

February 2020. However, parameters were observed at a low level in March–June 2020.
The road closure stretch may not align with the hotspot map because of the nature of the
risk map.

The focus on damage to roads in the context of flood risk and asset management is due
to the critical role that roads play in maintaining access and mobility in urban and rural
areas. When roads are damaged or closed due to flooding, it can severely impact the ability
of people and goods to move, resulting in economic and social disruptions. Moreover,
damage to roads can also have safety implications, such as increased risk of accidents due
to damaged road surfaces, or reduced visibility in flooded areas. Roads are also often the
most visible and easily quantifiable asset in the floodplain; as a result, they can serve as an
important indicator of the potential impacts of flooding on other assets and infrastructure
in the area. By focusing on damage to roads, asset managers can prioritise interventions
that help reduce the risk of road damage and closure, which can in turn mitigate the impact
of flooding on other assets, such as buildings and farmland. In addition, damage to roads
can be expensive to repair and have a significant impact on local and regional economies.
By focusing on reducing the risk of road damage, asset managers can help minimise the
economic impact of flooding events and promote faster recovery in affected areas.
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The limitations of this study include the computation capacity; if the hotspot map is
generated without limiting it to asset location, this can also provide a stretch of road where
there is higher risk. However, because of the limitation of intensity frequency duration
data, the assessment calculation is limited to the asset location. Furthermore, studying
the state-wise risk distribution can give more insights into the asset management system.
Multi-criteria analysis can incorporate the rainfall and a greater number of DEM derivatives
that are linked to the flow and accumulation of water. This study could also be improved
by adding parameters, such as the road traffic and vegetation in the region, from satellite
sources, such as NDVI from Landgate. Road traffic also places stress on the road and alters
the strength of the road. Similarly, the presence of vegetation prevents the build-up of
fast-moving water that can create the conditions required for flash flooding and increase
the risks posed to the stormwater management system.

6. Conclusions

Floodwater is a destructive phenomenon that causes substantial damage to road assets
and infrastructure. Sustainable flood management focusing on prevention, protection,
and preparedness is the focus of this paper. Sustainable flood management would help
government agencies to effectively respond to extreme climate conditions and their impacts
by enabling more efficient asset management strategies. The proposed approach serves as a
useful tool for government agencies in Western Australia to effectively manage and mitigate
the risks associated with flood events. By combining hazard and vulnerability analysis
using MCA, the approach offers a comprehensive view of the factors affecting the risk of
asset damage and can help prioritise efforts and resources in the most vulnerable areas.
With the increasing influence of climate change on extreme weather events, this approach
can provide important insights for data-driven asset management, and the development of
more accurate flood models and early warning systems.

The data used in this study were collected from various data sources. In particular,
rainfall and runoff data were obtained from Australian Water Resources Assessment
Landscape (AWRA-L) model. Stormwater management and asset management data were
obtained from Main Roads WA. These include asset inventory data of stormwater drainage
and capacity. Publicly available data in relation to hydro-informatics were collected from
BoM, SRTM, and Landgate. MCA was then used to define the high-risk hotspots for asset
damage. These state-wide hotspots were validated using road closure data from Main
Roads WA. Road damage risk maps were generated using hazard and vulnerability raster
maps. Road damage hazard was calculated from morphometric and hydrometeorological
parameters sourced from various data portals. Vulnerability was calculated based on
pressure on assets. The hotspot analysis shows high risk can be observed in Kimberley,
the north-west road stretch in the Midwest-Gascoyne region, and the South West region.
Moreover, after validation with the road closure data. High flooding risk and road closures
can be observed in Kimberley region and south of Mid WestGascoyne region. The time
series analysis is undertaken in order to understand the temporal variation in risk map.
Alignment in the occurrence of risk spots and road closure is observed. However, further
work on multiple years could help understand risk distribution more accurately.
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Abstract: Falls are critical events among the elderly living alone in their rooms and can have intense
consequences, such as the elderly person being left to lie for a long time after the fall. Elderly falling
is one of the serious healthcare issues that have been investigated by researchers for over a decade,
and several techniques and methods have been proposed to detect fall events. To overcome and
mitigate elderly fall issues, such as being left to lie for a long time after a fall, this project presents
a low-cost, motion-based technique for detecting all events. In this study, we used IRA-E700ST0
pyroelectric infrared sensors (PIR) that are mounted on walls around or near the patient bed in a
horizontal field of view to detect regular motions and patient fall events; we used PIR sensors along
with Arduino Uno to detect patient falls and save the collected data in Arduino SD for classification.
For data collection, 20 persons contributed as patients performing fall events. When a patient or
elderly person falls, a signal of different intensity (high) is produced, which certainly differs from
the signals generated due to normal motion. A set of parameters was extracted from the signals
generated by the PIR sensors during falling and regular motions to build the dataset. When the
system detects a fall event and turns on the green signal, an alarm is generated, and a message is sent
to inform the family members or caregivers of the individual. Furthermore, we classified the elderly
fall event dataset using five machine learning (ML) classifiers, namely: random forest (RF), decision
tree (DT), support vector machine (SVM), naïve Bayes (NB), and AdaBoost (AB). Our result reveals
that the RF and AB algorithms achieved almost 99% accuracy in elderly fall-d\detection.

Keywords: fall detections; fall-detection; cost efficiency; machine learning

1. Introduction

Elderly falling is a serious issue and has been investigated by researchers for over a
decade. In a Centers for Disease Control report, it was reported that, in the United States,
falls among the elderly each year cause multiple deaths and injuries. Approximately 61% of
falls occurred indoors, which caused around 10,000 deaths [1]. Providing quick assistance
to the victims of such events significantly reduces the hospitalization risk (by around 26%)
and decreases the death rate to around 80% [1]. In favor of this, several mechanisms that
detect fall incidents and provide quick assistance have been introduced to control and
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overcome this problem instead of leaving the person lying for a long time after falling.
In [1], the author proposed smart tiles for elderly fall detection. However, it is an expensive
solution.

The World Health Organization stated that accidental falls of the elderly are the main
reason for or the cause of injuries and even death in some cases [2]. When a fall happens,
instant help is a need. For this, researchers have put in a lot of effort and appreciable work
to detect and prevent elderly falls [3–5]; however, some limitations exist in their work.
In [6–8], the authors used a pressure- and vibration-based scheme in which sensors were
placed on the wall or floor in a specific direction to analyze patient movement. However,
these sensors, RFID systems, and smart tiles are not cost-effective solutions for detecting
elderly falls. As in the case of RFID technologies, they detect elderly falls but do not protect
them from fall injury. RFID fall solutions are not cost-effective solutions [9]. We need to
provide the elderly with better shelter to provide quality of life and minimize the risks
of living alone. Furthermore, an accelerometer system has been introduced to accelerate
wearable airbags to prevent the patient from fall-related injuries [10–12]. In a wearable
scenario, wearing the airbag all the time is frustrating and annoying to human nature. The
elderly also need to remember to wear the device, which, with growing age, is difficult to
remember. Over the last few decades, sensors and technologies have gained importance
as they do not affect the privacy of either the elderly or patients who have never worn
wearable devices. The PIR sensor is the most useable technique for detecting elderly falls;
the authors used PIR sensors to detect human motion in [13,14].

1.1. Motivation

Elderly falling is a serious issue. In relation to this, several mechanisms have been
introduced to control and overcome this problem by detecting fall incidents and providing
quick assistance instead of leaving the person lying for a long time after falling. In this
regard, several techniques and methods have been proposed by researchers to detect fall
events, such as smart tiles [1], RFID tags [9], accelerometers [12], and home monitoring-
based techniques [13]. However, always keeping an eye on the elderly affects the privacy
of the elderly, and they do not feel comfortable in life; additionally, these are expensive
solutions. To overcome and mitigate elderly fall issues, such as being left to lie for a
long time after a fall, this study presents low-cost, sensor-based approaches for fall event
detection.

1.2. Paper Organization

The remainder of the paper is prepared as follows: Related work is described in
Section 2. Section 3 describes the proposed methodology. Section 4 gives implementation
details. ML classifiers are described in Section 5. The results of the experiment are presented
in Section 6. Finally, in Section 7, conclusions and future work are defined.

2. Related Work

In this section, we focus especially on research efforts that are related to elderly fall de-
tection. Several papers have been written on the topic of detecting elderly falls. Researchers
are working on elderly fall detection. Researchers have designed and implemented several
motion detection systems to detect elderly fall events using radio-frequency identification
tags (RFID). In the tags, the frequency values of static, normal movements and sudden falls
are varied, and impact is shown in received signal strength (RSS) and Doppler frequency
value (DFV), and, in this way, the authors could detect elderly fall events. Battery-less
technologies, such as RFID and readers, were incorporated into smart floor carpets to
detect elderly falls and, subsequently, to inform caregivers [15]. However, the authors used
distinct equipment and devices, and the accuracy was not adequately high. In [16], the
author also used the floor-based RFID technique, with RFID arranged in a two-dimensional
grid on a smart carpet to form an unobtrusive monitoring zone. Heuristic algorithms and
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ML are used to identify falls and prevent a situation where the elderly person is left to lie
for a long time.

The vision-based system is frequently used to detect patient falls; researchers have
used a digital camera to monitor the patient’s activities and detect fall events. In [17],
cameras were installed in the ceiling which could see 77% of fall cases. In [18–21], the
authors also used the vision-based system and analyzed the data using the classifiers
PCA and SVM, and they achieved 89.2% and 90.3% sensitivity and specificity, respectively,
in the detection of patient fall events. In [22], through the SVM classifier, the author
achieved 83.2% accuracy in the detection of fall events. Some other practitioners used neural
network techniques [23–26] to analyze patient fall data obtained through a vision-based
system [27–30]. Three-dimensional depth image investigation, i.e., elderly fall detection
based on 3D image shape analysis, of images captured by the kinetic sensor in the room
environment was proposed in [31]. Subtraction methods analyze depth images. The human
body centroids measure the angle between the human body and the floor level. When
the angle is smaller than the defined thresholds, the fall events are detected, and several
other techniques have been proposed [32,33]. However, in all the abovementioned cases,
particular attention has not been devoted to addressing fall-relevant injuries.

In [34–37], the authors proposed wearable-based solutions, for example, sensors and
wearable devices, to detect fall events and prevent those individuals from falling injuries.
The abovementioned methods introduced wearable devices to protect the wearers from
damage. The key feature of fall sensors is the fall-sensing algorithm, which uses both
an accelerometer and angular velocity [38]. The fall-detection algorithm detects the fall
signal. These airbags protect the head and thighs of a falling person [39]. However, it
seems impractical to always wear an airbag and device. A micro-inertial measurement unit
(mIMU) that consisted of three-dimensional MEMS Bluetooth, gyroscopes, accelerometers,
a microcontroller unit (MCU), and high-speed cameras was used to record and analyze
human motion [37–40]. The proposed technique was used to protect the thighs of a falling
person; it may never protect the elder from a head injury as in [41]. In [42], the Elman
neural network algorithm was used for fall detection. This algorithm was implemented in
a wearable device combined with low-energy Bluetooth, which detected fall signals based
on the second-order train method and sent a response to a remote PC.

In [43], the authors established an intellectual fall detector system based on infrared
array detectors. This system monitors the elders in the house and generates an alarm in
case a person is out of range or falls. Infrared sensors are extensively used to detect human
motion due to their sensitivity. This novel sensing scheme also uses PIR sensors to detect
elderly falls. Stereo infrared is intended to expand the sensing pitch to capture IRC signals
entirely [44]. Fall-based image classification achieved by observing the human activities
and classifying them using ML techniques to send the notification to the caretakers was
performed in [45–48] to detect elderly falls. As discussed above, multiple methods have
been proposed to detect falls, but very few services are used in practical life.

A vision-based system to detect falls was highlighted in [49,50]. It is a type of nonob-
trusive fall-detection structure. This system uses image-processing methods for fall de-
tection based on an image series or images captured from video clips recorded through
a camera. The image analysis identifies the image of the elder so efficiently identifies an
elderly fall. However, a visual system cannot provide good results in dark and shady
environments [51–53].

Furthermore, connecting a camera affects elder privacy. A researcher used RFID to
design numerous motion detection systems to detect elderly fall events [54–58]. Instead
of utilizing on-body sensors, the proposed project uses PIR sensors and mounts them on
the room’s walls. In [59,60], the author used a wearable accelerometer to detect elderly
falls using three datasets to detect the elderly fall accurately, while, in another, a Bluetooth-
based, low-energy-enabled accelerometer sensor for the detection of patient bed falls was
used. However, the authors worked on detecting falls and did not inform caregivers that
these solutions were not cost efficient. In [61,62], the authors used a video camera to take
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human skeleton images and ultrasonic sensors and hybridized video techniques to detect
elderly falls. The author used the same video-based fall-detection method as used in [63].
First, a person’s silhouette is extracted through a feature extraction technique and then the
characteristics set is measured to determine whether or not a fall occurred. A finite-state
machine (FSM) was introduced to estimate the head position to compute the head vertical
velocity. This algorithm was evaluated using the L2ei dataset, containing over 2700 labelled
frames, to train three distinct classifiers. In [64,65], the authors also used video-based
fall-detection techniques using the neural network approach. The authors of [66] proposed
intellectual healthcare frameworks to examine the contribution and effectiveness of the axes
of a tri-axial accelerometer sensor for accurate activity recognition [67]. Machine-learning-
assisted cognitive strength assessment in smart houses is a multi-agent for healthcare
systems based on contextual logic. Situational awareness in BDI, perceptive to detecting
early COVID-19 symptoms through smartwatches, for improving the healthcare sector
was explored in [68]. However, these techniques are not cost effective. We use a sensor-
based, cost-effective technique for elderly fall detection and generate the alarm to inform
caregivers. In this way, we can save the patient’s life and enhance the patient’s fall accuracy.
Another solution is a vision-based solution [69,70], used to detect the elderly fall, and it is
ideal as it covers an extensive area. However, always keeping an eye on the elderly affects
the privacy of the elderly, and they do not feel comfortable in life. ML and deep learning
models have been successfully used in several areas for classifying fall datasets [71–75].

In our proposed system, we use a low-cost, sensor-based system. We mounted the
sensor on the wall to detect patient falls and analyzed the obtained data using highly
mature, state-of-the-art, and representative algorithms.

In this regard, we used a PIR sensor and Arduino Uno to detect elderly falls. We
collected datasets of normal motions and fall events for classification. So, to form the
dataset, 20 persons contributed to performing normal motion and fall events, and the
intensity of the signal generated by the PIR sensors in normal motions and the fall events
was varied. This data were saved in Arduino SD. Additionally, a set of parameters was
extracted to build datasets. The dataset which was obtained was classified using DT,
SVM, RF, naïve Bayes (NB), and AdaBoost (AB) to increase the elderly fall detection event
accuracy. Our proposed solution is cost effective. We can detect elderly falls at a very
cheap cost, such as approximately PKR 1945/- per feet square. The cost of the equipment is
shown in Table 1.

Table 1. Equipment cost.

Equipment Price

Infrared Sensor 500/- × 3 =1500/-

Arduino Uno Microcontroller 200/- × 1 = 200/-

Transistor =20/- × 2 = 40/-

Photodiode =20/- × 3 = 60/-

Transformer =80/- × 1 = 80/-

Capacitors =5/- × 5 = 25/-

Resistors =5/- × 5 = 25/-

Diodes =3/- × 5 = 15/-

LCD Display =400/- × 1 =400/-

Buzzer =20/- × 1 =20/-

3. Proposed Methodology

In the proposed solution, we intend to reduce health issues to support the autonomous
living of elders. The proposed project aims to use pyroelectric infrared (PIR) sensors to
identify and detect human motions. The analog of PIR sensors is contingent on numerous
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aspects, such as the distance from the body, the direction of the sensor, the movement
speed, and the body’s shape, etc. By using the output of infrared sensors, we can detect
near-to-fall events of a body in a unit of time in a unit area.

In our proposed system, the MC programing language is used to program Arduino
Uno using the Arduino tool and is integrated with the circuit. The human-motion-detecting
device consists of PIR sensors, Arduino Uno, Arduino SD, and Arduino GSM. The stages
of our working methodology are revealed in Figure 1.
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Figure 1. A low-cost fall-detection framework for the elderly.

The PIR sensors are mounted on the wall near the patient’s or elderly person’s bed.
First, the data of normal and falling motions are collected through the PIR sensors. Typically,
when a human walks around the room usually, the sensors identify the movements as usual
motion based on speed and displacement in unit time. When an individual falls, the sign
of the body increases significantly, and the sensors detect the greater speed than usual that
the human body has increased to; consequently, the distance between the body and sensors
decreases very fast. To differentiate normal walking from fall actions, machine-learning-
based classifiers, such as SVM, DT, NV, RF, and AB for data reduction and classification,
are used to classify the events as walking or falling. The distance and speed of the body are
compared with the already stored datasets. In case the classifier detects an event such as a
fall, a green signal is issued, and an alarm is generated to inform the family members or
caregivers of the elderly person to prompt further assistance.

The workflow of our projected architecture is shown in Figure 2. Figure 2a shows the
view of the PIR sensors; the experimental setup for statistics collection of normal motion
is revealed in Figure 2b. PIR sensors generate an analog signal by detecting the speed of
normal motion. We developed an operational amplifier (op-amp) circuit to amplify the
PIR signal. In the proposed architecture, we use the following equipment to detect elderly
fall, as shown in Figure 3: PIR sensors, Arduino Uno, Arduino SD, and Arduino GSM,
transistor, photodiode, transformer, capacitors, resistors, diodes, buzzer, and jumper wires
male–female.
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Data Extraction Framework

We collected the datasets of regular motions and fall events for classification. For data
collection, 20 persons contributed by performing normal movement and falling. From
the signals generated by the PIR sensors, a set of parameters was extracted in different
scenarios to build datasets. Experiments were performed in a living room. The PIR sensor
module was mounted to the wall in the horizontal field of view to cover the maximum
area, especially around the elderly person’s bed. When an elderly person makes a regular
motion, the PIR sensor detects the thermal radiation emitted from the human body and
shows the different intensity of the analog output signals. These signals are compared with
existing datasets and analyzed if certain conditions, such as current output signal range
or intensity and near-to-fall dataset range intensity, are the same. This means that, if the
intensity of the current signal is equal to the intensity of falling signals, then an alarm is
generated and informs the caregivers. In addition, ML classifiers, i.e., NB, SVM, DT, RF,
and AB, are used to increase elderly fall detection accuracy.

We collected data on normal motion and falling events using the PIR sensors and
extracting the data generated by the PIR sensors to classify the data of falling events and
the data of normal motion and detect elderly fall events. Feature extraction identified the
signal intensity of falling and normal motion data range from the collected data. Unlike
normal motion, fall motion activity consists of abrupt, fast motion velocity v. If the elder
is near to the sensor, the field of view decreases, and, if the elder is far from the sensor,
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the field of view expands, as the angular size appears smaller to the sensor. PIR sensor p
identifies and detects the normal motion, generating a different output signal. Further, we
classified the normal motion and fall event from the obtained dataset using ML classifiers.
In vector form, the productivity of the sensor p is as follows in Equation (1):

vp,t = ϕp.xt ∑D
i=1 ϕp, i . xi, t, p є {1, 2, 3 , . . . ., O} (1)

where the “.” symbol stands for the dot product, the D—dimensional row vector ϕ, p, and
O represent the number of PIR sensors, respectively, and denote the visibility of all D cells
to the path PIR sensor. The visibility function ϕ p, and i specify whether the ith cell is visible
to the PIR sensor (p). To be more precise, the ith cell is invisible to sensor ϕ p if i is valued
at 0 and visible if p, i is valued at 1.

4. Implementation Details

We created a circuit board as shown in Figure 4 using jumper male–female wires to
obtain amplified PIR sensor signals with op-amp circuits and PIR sensors, the outputs of
which were associated to the analog inputs of an Arduino Uno, Arduino SD. Arduino GSM
was used to inform caregivers. The analog signals were shown on an oscillator or a laptop
by installing an Arduino PIR plotter, as shown in Figure 5. Arduino Uno was constituted
to maintain each analog input as a time sequence on an Arduino SD card or memory card.
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5. Analysis and Discussion

In this section, a state-of-the-art analysis is shown in Table 2, and experimental results
are discussed.

Table 2. State of the art.

Author Methods/Classifiers Hardware/Evaluation
Parameters Limitations

[15] Radio-frequency identification
tags (RFID)

RFID tags, received signal
strength (RSS), and Doppler

frequency value (DFV)

The authors used distinct
equipment and devices; however,

the accuracy was not
adequately high

[16] Metaheuristic algorithms are used

Floor-based RFID technique,
RFID tags arranged in a

two-dimensional grid on a
smart carpet

Inadequate accuracy

[17–31]
Digital camera, 3D image shape
analysis, analysis using the PCA,

SVM, NN algorithms
Vision-based system

Cameras were installed in the
ceiling, detecting 77% of fall cases
with 90% accuracy. Additionally,

this affected the privacy of the
elderly by monitoring the patient

activities

[34–37] Wearable-based solutions to
protect the head and thighs

Sensors and wearable devices
which use both an accelerometer

and angular velocity to detect
fall events

It seems impractical to wear an
airbag and device all the time

[37–41]

Three-dimensional MEMS
Bluetooth, accelerometers,

microcontroller unit (MCU),
gyroscopes, and high-speed

cameras

High-speed cameras are used to
record and analyze

human motion

It seems impractical to use the
device all the time

[42] Neural network algorithm is used
for fall detection

Implemented in a wearable
device combined with low-energy

Bluetooth

It seems impractical to wear the
expedient all the time

[43] Array-based detectors of smart
inactivity

Intelligent fall indicator system
based on infrared array detectors

Infrared radiation changes impact
on elderly fall detection

Proposed
Methodology

IRA-E700ST0 pyroelectric infrared
sensors (PIR), Arduino Uno, SVM,

DT, RF, NB, AB

Accuracy, precision (specificity),
recall (sensitivity).

RF achieves 99% accuracy in the
detection of elderly fall events

Low-cost, sensor-based system
with highly mature,
state-of-the-art, and

representative algorithms

5.1. PIR Analog Signals

The PIR analog signal simulation results for normal motion and high-intensity motion
(falling/moving fast) are revealed in Figures 6 and 7. As you can see, the difference
between Figures 6 and 7 is that, when the movement speed increased, the length of the
signal increased compared to the normal motion. The analog data were extracted using
one PIR sensor, then two and three PIR sensors, respectively, to make it more precise and
accurate and then were converted into numeric data for analysis and classification. The
PIR sensors generated the data in analog signals, as shown in Figures 6 and 7, and then
Arduino converted the generated data from an analog signal to digital form as Arduino
has a built-in analog-to-digital converter. Then, we used hand-crafted feature techniques.
The main reason for adopting these hand-crafted features is their efficient, state-of-the-art
performance. The data were used to train the approaches to detect and classify elderly falls.
When we gained the data through Arduino, we applied ML approaches and split the data
into training and testing at 80:20 ratios using the Python Jupyter Notebook platform to
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spread the ML approaches to gain accuracy according to different approaches, e.g., NB, AB,
SVM, DT, and RF.
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5.2. Machine Learning Classifiers

ML is the use of computerized perception to give context and has the capacity to
certainly take in and improve a fact deprived of being expressly modified. ML centers
around the advancement of PC curricula to obtain and utilize information for their learning.
By applying ML, classifiers compared the current data value to the predefined threshold.
Based on this threshold, it could distinguish between different postures, falling, sitting,
and standing. Feature or parameter extraction relevant to attributes or characteristics
was identified from existing data and collected data [76]. Feature extraction efficiently
identified and classified the normal motion and falling events. The feature had to be
carefully picked to obtain smaller and more descriptive output datasets. Next, we extracted
the practical value.

5.3. Support Vector Machine (SVM)

This section briefly introduces the SVM technique of ML for binary classification. The
binary classifier can be articulated as a function f : Rn→±1, which maps patterns y onto
their accurate classification x as x = f (y). In the case of the SVM, the function f is formed as
in [77] Equation (2):

f (x) = ∑N
i=1 xiai k(y, yi ) + b (2)

where N represents the training patterns, i is its classification, (xi, yi) are training patterns,
learned αi and b represent weights, and k() shows the kernel function. We used the linear
function k(y, yi ) = y − yi and the radial basis function (y, yi ) = e−||y−yi ||/2σ2. The
patterns αi > 0 are symbolized support vectors.

The kernel k() communicates a hyperplane through into the component space through
the surface f (y) = 0. The ranges from the support vectors and the hyperplane are maximized,
and the weights I and b are chosen to reduce the number of incorrect classifications inside
this training set. Solving the optimization model allows for this [78] to be maximized using
Equation (3):

LD = ∑N
i=1 ai −

1
2 ∑N

i=1 ∑N
i=1 yi yj aiajk

(
xi, xj

)
(3)

Subject to Equation (4):
0 ≤ ai ≤ C, ∑N

i=1 yiai (4)

The tolerance to incorrect classifications is influenced by the constant C. Equation (2),
with either support vector (xi, yi), as in the data, can be used to find b using the ideal
parameters i for a comprehensive explanation of the SVM. The SVM recognizes the event
that has occurred and detects the signal change [79].

5.4. Decision Tree

A DT classifier is used for regression as well as classification. In a decision analysis
system, a DT can be utilized to explicitly and visually represent decisions and decision
making. In a DT, the continuous values or real numbers taken in the target variable are
called regression trees. A DT is a tree-like or flowchart-like structure, where internal
nodes represent an examination of a feature, the class label is represented by each leaf
node (computing all features for decision), and conjunctions represent the branches of the
structures that govern the class labels. The paths or the way from root towards leaf show
the classification principals [80].

5.5. Random Forest

RF is a supervised ML classifier. RF classifiers are built up of multiple trees and
merged to make a decision. So, the decision becomes more accurate and precise. It makes
a forest and makes it somehow random. The “forest” it hypothesizes is a group of DT,
more often than not equipped with the “bagging” approach. The universal thought of the
bagging technique is that a combination of learning models increases the overall result [81].
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5.6. Naïve Bayes

An NB approach is a probabilistic classifier; it is used for the classification of relevant
tasks. The NB classifier is based on the Bayes theorem. By using the Bayes theorem, we
determine the probability of c occurrence given that x has happened. Here, x is the proof,
and c is the speculation. The supposition is made that the predictors or the features are
self-determining. It means that the presence of one precise feature does not influence or
affect the other feature. However, it may help to discover more. Subsequently, it is called
naïve [82]. As shown in Equation (5), we use P(c|x), showing posterior probability. P(c) is
class prior probability, P(x|c) is likelihood, and P(x) is predictor prior probability.

P(c|x) = P(x|c)P(c)
P(x)

(5)

5.7. Adaboost

AB is commonly used for classification problems and intends to change a weak
classifier into a set of strong classifiers. The final classification can be represented in
Equation (6) as:

F(x) = sign(∑N
i=1 0m fm(x)) (6)

where f (n) donates for the nth weak approach, and theta(n) is the correspondence weight. It
is precisely the weighted blend of N weak classifiers given a dataset containing “n” points,
where:

xi є R d, є yiє {−1, 1} (7)

In Equation (7), the negative class is denoted by −1, and the positive class is repre-
sented by 1. The weight of each data point is initialized as shown in Equation (8):

w(xi, yi) =
1
n

, i = 1 , . . . , n (8)

Most detection approaches are based on hypothesis testing and statistical detection [83].
In our proposed approach, we use SVM, DT, RF, NB, and AB to detect the change that
occurs in the signal characteristics and notify that the elder falling event has happened.
As, by programming, we obtain the value “1” on the falling event, this value generates the
alarm and informs the caregivers (using Arduino GSM) by sending a message.

5.8. Classifier Performance Assessment

Five ML algorithms (SVM, DT, NB, RF, and AB) were used to analyze the PIR sen-
sor data we collected; their performance was then compared using the precision, recall,
accuracy, and F-measure metrics shown in Table 3.

In this study, we primarily use accuracy, specificity, sensitivity, and the F-measure [84]
to assess the ML classifier’s efficiency. As a result, we calculate the focused class’s specificity
(precision) and sensitivity (recall) to evaluate the algorithm’s predicted accuracy. For
ML, the “TP—true positive”, “FP—false positive”, “TN—true negative”, and “FN—false
negative” rate is used to determine accuracy, recall, precision, and the F-measure. Each set
of accurate predictions is further divided into all positive and all negative forecasts. TP, TN,
FN, and FP were all predicted by all models. TP represents the vertical distance that an
object actually falls. A predicted non-fall, or FN, is an expected non-fall. Falling prey to
FP is like planning for a fall that never happens. In the real world, and in the foreseeable
future, TN does not constitute a fall.

Accuracy is calculated as the number of accurately classified instances separated by
the total number of cases inr the dataset, as shown in Equation (9):

Accuracy =
TP + TN

TP + FP + TN + FN
(9)
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Specificity: the average possibility of relevant retrieval, as described in Equation (10):

Specificity =
TP

TP + FP
(10)

Sensitivity is the average prospect of complete retrieval, defined in Equation (11):

Sensitivity =
TP

TP + FN
(11)

F-measure is calculated through precision, as well as recall, as shown in Equation (12):

F−Measure =
(2 ∗ (Precision ∗ Recall))

Precision ∗ Recall
(12)

Table 3. Outcomes of ML models.

ML Algorithm Accuracy Precision
(Specificity)

Recall
(Sensitivity) F-Measure

Three PIR Sensors Dataset

SVM 0.9711 (97%) 0.97 0.97 0.97

DT 0.9708 (97%) 0.97 0.97 0.97

NB 0.8942 (89%) 0.90 0.89 0.89

RF 0.9809 (98%) 0.98 0.98 0.98

AB 0.9904 (99%) 0.99 0.99 0.99

Two PIR Sensors Dataset

SVM 93% 0.93 0.93 0.93

DT 92% 0.91 0.92 0.92

NB 86% 0.86 0.86 0.86

RF 96% 0.96 0.96 0.96

AB 98% 0.98 0.98 0.98

One PIR Sensor Dataset Accuracy

SVM 89% 0.89 0.89 0.89

DT 89% 0.89 0.89 0.89

NB 82% 0.82 0.81 0.81

RF 87% 0.87 0.87 0.87

AB 86% 0.86 0.86 0.86

6. Experimental Results and Discussion

We experimented by applying one, two, and three PIR sensors. The results demon-
strate that, by growing the number of sensors, we obtained positive effects by increasing the
accuracy, having a more significant number of sensors covering the maximum area of the
fall detection, and the matching ratio was increased, and we obtained the signal promptly.
Moreover, when we considered the classifiers, we observed that the boosting and ensemble
algorithms performed better because they were built by combining two or more than two
classifiers, e.g., RF classifiers worked like the DT. Still, they had groups of DT, so the chance
of accuracy was increased, and the SVM was the vector classification method. In such
datasets, vector classification gives better results as it makes the classification better. The
advantage of the proposed framework is that it is a low-cost framework, and the elderly do
not need to wear a device all the time, and it also maintains the privacy of the elderly.

The background circumstance may alter the results, such as birds’ movement, interior
walls, and substances causing muddles and ghost boards due to scattered signals. We
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tested our system in such situations to obtain the effectiveness of our proposed model. In
this regard, we obtained the minimum and maximum accuracy of one, two, and three PIR
sensors by applying ML classifiers, as revealed in Figures 8–10. Moreover, in such situations,
our experimental results indicated that the algorithm AdaBoost (AB) performed best,
achieving a minimum accuracy of 87% on the PIR sensor elderly fall dataset classification,
as shown in Figure 8.

In normal scenarios, the experimental results revealed that the algorithm AdaBoost
(AB) produced better results, respectively, 98% and 99% in the situations where two or
three IR sensors were installed or mounted in the room, as shown in Figures 11 and 12.
However, in the case of a single sensor, the SVM gave 89% accuracy on the elderly fall
dataset classification, as shown in Figure 13. The specificity and sensitivity of these ML
classifiers are shown in Figures 14–16, respectively, for three, two, and one planted sensor.

Sustainability 2023, 15, x FOR PEER REVIEW 13 of 21 
 

DT 92% 0.91 0.92 0.92 
NB 86% 0.86 0.86 0.86 
RF 96% 0.96 0.96 0.96 
AB 98% 0.98 0.98 0.98 

One PIR Sensor Dataset Accuracy 
SVM 89% 0.89 0.89 0.89 
DT 89% 0.89 0.89 0.89 
NB 82% 0.82 0.81 0.81 
RF 87% 0.87 0.87 0.87 
AB 86% 0.86 0.86 0.86 

6. Experimental Results and Discussion 
We experimented by applying one, two, and three PIR sensors. The results demon-

strate that, by growing the number of sensors, we obtained positive effects by increasing 
the accuracy, having a more significant number of sensors covering the maximum area of 
the fall detection, and the matching ratio was increased, and we obtained the signal 
promptly. Moreover, when we considered the classifiers, we observed that the boosting 
and ensemble algorithms performed better because they were built by combining two or 
more than two classifiers, e.g., RF classifiers worked like the DT. Still, they had groups of 
DT, so the chance of accuracy was increased, and the SVM was the vector classification 
method. In such datasets, vector classification gives better results as it makes the classifi-
cation better. The advantage of the proposed framework is that it is a low-cost framework, 
and the elderly do not need to wear a device all the time, and it also maintains the privacy 
of the elderly. 

The background circumstance may alter the results, such as birds’ movement, inte-
rior walls, and substances causing muddles and ghost boards due to scattered signals. We 
tested our system in such situations to obtain the effectiveness of our proposed model. In 
this regard, we obtained the minimum and maximum accuracy of one, two, and three PIR 
sensors by applying ML classifiers, as revealed in Figures 8–10. Moreover, in such situa-
tions, our experimental results indicated that the algorithm AdaBoost (AB) performed 
best, achieving a minimum accuracy of 87% on the PIR sensor elderly fall dataset classifi-
cation, as shown in Figure 8. 

 
Figure 8. Accuracy on elderly fall dataset using three PIR sensors. Figure 8. Accuracy on elderly fall dataset using three PIR sensors.

Sustainability 2023, 15, x FOR PEER REVIEW 14 of 21 
 

 
Figure 9. Accuracy on elderly fall dataset using two PIR sensors. 

 
Figure 10. Accuracy on elderly fall dataset using one PIR sensor. 

In normal scenarios, the experimental results revealed that the algorithm AdaBoost 
(AB) produced better results, respectively, 98% and 99% in the situations where two or 
three IR sensors were installed or mounted in the room, as shown in Figures 11 and 12. 
However, in the case of a single sensor, the SVM gave 89% accuracy on the elderly fall 
dataset classification, as shown in Figure 13. The specificity and sensitivity of these ML 
classifiers are shown in Figures 14–16, respectively, for three, two, and one planted sensor. 

Figure 9. Accuracy on elderly fall dataset using two PIR sensors.

263



Sustainability 2023, 15, 3982

Sustainability 2023, 15, x FOR PEER REVIEW 14 of 21 
 

 
Figure 9. Accuracy on elderly fall dataset using two PIR sensors. 

 
Figure 10. Accuracy on elderly fall dataset using one PIR sensor. 

In normal scenarios, the experimental results revealed that the algorithm AdaBoost 
(AB) produced better results, respectively, 98% and 99% in the situations where two or 
three IR sensors were installed or mounted in the room, as shown in Figures 11 and 12. 
However, in the case of a single sensor, the SVM gave 89% accuracy on the elderly fall 
dataset classification, as shown in Figure 13. The specificity and sensitivity of these ML 
classifiers are shown in Figures 14–16, respectively, for three, two, and one planted sensor. 

Figure 10. Accuracy on elderly fall dataset using one PIR sensor.

Sustainability 2023, 15, x FOR PEER REVIEW 15 of 21 
 

 
Figure 11. Accuracy using three IR sensors. 

 
Figure 12. Accuracy using two IR sensors. 

 
Figure 13. Accuracy using one IR sensor. 

Figure 11. Accuracy using three IR sensors.

Sustainability 2023, 15, x FOR PEER REVIEW 15 of 21 
 

 
Figure 11. Accuracy using three IR sensors. 

 
Figure 12. Accuracy using two IR sensors. 

 
Figure 13. Accuracy using one IR sensor. 

Figure 12. Accuracy using two IR sensors.

264



Sustainability 2023, 15, 3982

Sustainability 2023, 15, x FOR PEER REVIEW 15 of 21 
 

 
Figure 11. Accuracy using three IR sensors. 

 
Figure 12. Accuracy using two IR sensors. 

 
Figure 13. Accuracy using one IR sensor. Figure 13. Accuracy using one IR sensor.

Sustainability 2023, 15, x FOR PEER REVIEW 16 of 21 
 

 
Figure 14. Specificity and sensitivity of elderly fall dataset of three PIR sensors. 

 
Figure 15. Specificity and sensitivity of elderly fall dataset of two PIR sensors. 

 
Figure 16. Specificity and sensitivity of elderly fall dataset of one PIR sensor. 

Figure 14. Specificity and sensitivity of elderly fall dataset of three PIR sensors.

Sustainability 2023, 15, x FOR PEER REVIEW 16 of 21 
 

 
Figure 14. Specificity and sensitivity of elderly fall dataset of three PIR sensors. 

 
Figure 15. Specificity and sensitivity of elderly fall dataset of two PIR sensors. 

 
Figure 16. Specificity and sensitivity of elderly fall dataset of one PIR sensor. 

Figure 15. Specificity and sensitivity of elderly fall dataset of two PIR sensors.

265



Sustainability 2023, 15, 3982

Sustainability 2023, 15, x FOR PEER REVIEW 16 of 21 
 

 
Figure 14. Specificity and sensitivity of elderly fall dataset of three PIR sensors. 

 
Figure 15. Specificity and sensitivity of elderly fall dataset of two PIR sensors. 

 
Figure 16. Specificity and sensitivity of elderly fall dataset of one PIR sensor. Figure 16. Specificity and sensitivity of elderly fall dataset of one PIR sensor.

7. Conclusions and Future Work

This paper proposed a sensor-based fall-detection scheme. The system detects elderly
falls using IRA-E700ST0 pyroelectric infrared sensors which are mounted on the wall in
a horizontal field of view. We considered physiological falls, lower-level falls, falls on
a single level, and swing falls, enhancing the patient’s falling accuracy and saving the
patient’s life. When the person is falling, the PIR sensor detects the high-intensity signal,
turns on the green light, and generates an alarm to inform the caregivers that a fall event is
happening. Furthermore, fall event dataset classification was performed using SVM, DT,
NB, RF, and AB ML classifiers, and it was observed that ensemble and boosting algorithms
more effectively classify fall event data.

In future work, we will integrate an ultrasonic sensor into the system to increase
fall detection accuracy and enhance privacy and data security by combining blockchain
technologies with the system to save data relating to the elderly person. Moreover, we
will also try to incorporate floor airbags with PIR sensors operated using IoT devices for
reliable and efficient services so protection from injuries as a result of falls is controlled.
Earlier researchers used wearable airbags, and they lacked the ability to protect the entire
body. Moreover, having to wear airbags at all times seems bothersome for the elderly who
may already have declining health. So, in future, we will try to integrate floor airbags with
the PIR sensors. When the elderly person falls, the sensor perceives the elderly person’s fall
motion and starts the motor to fill the airbag. So, when the elderly person falls, the airbag
will blow up, the elderly person will fall on it, and, this way, we will prevent the elderly
person from falling injuries.
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Abstract: The main problem for both the utility companies and the end-used is to efficiently schedule
the home appliances using energy management to optimize energy consumption. The microgrid,
macro grid, and Smart Grid (SG) are state-of-the-art technology that is user and environment-friendly,
reliable, flexible, and controllable. Both utility companies and end-users are interested in effectively
utilizing different heuristic optimization techniques to address demand-supply management ef-
ficiently based on consumption patterns. Similarly, the end-user has a greater concern with the
electricity bills, how to minimize electricity bills, and how to reduce the Peak to Average Ratio (PAR).
The Home Energy Management Controller (HEMC) is integrated into the smart grid, by providing
many benefits to the end-user as well to the utility. In this research paper, we design an efficient
HEMC system by using different heuristic optimization techniques such as Genetic Algorithm (GA),
Binary Particle Swarm Optimization (BPSO), and Wind Driven Optimization (WDO), to address the
problem stated above. We consider a typical home, to have a large number of appliances and an
on-site renewable energy generation and storage system. As a key contribution, here we focus on
incentive-based programs such as Demand Response (DR) and Time of Use (ToU) pricing schemes
which restrict the end-user energy consumption during peak demands. From the results figures, it is
clear that our HEMC not only schedules all the appliances but also generates optimal patterns for
energy consumption based on the ToU pricing scheme. As a secondary contribution, deploying an
efficient ToU scheme benefits the end-user by paying minimum electricity bills, while considering
user comfort, at the same time benefiting utilities by reducing the peak demand. From the graphs, it
is clear that HEMC using GA shows better results than WDO and BPSO, in energy consumption and
electricity cost, while BPSO is more prominent than WDO and GA by calculating PAR.

Keywords: optimization techniques; demand-supply system; energy consumption patterns; genetic
algorithm; particle swarm optimization; wind driven optimization; home energy management
controller

1. Introduction

The energy requirement of commercial as well as residential users is increasing day
by day. At the same time, a different generating unit of electricity faces a shortage of
energy due to line losses and unpredictable energy demand from the end-users. For this
reason, engineers and scientists are looking to adopt and implement a strategy that must be
safe with reliable transmission and delivery. The researchers in this field are also looking
to establish interactive communication between the end-user and utility by introducing
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advanced information and control technologies [1]. As a result of different efforts, they
proposed and developed different solutions based on smart grid technology to improve the
reliability of the grid, thus providing communication between the end-user and the utility
by minimizing the environmental issues caused by fossil-fueled generation [2]. Around
the globe, the energy requirements of end-users and industry are increasing linearly, while
power generation from different sources and the reliable transmission of the power is much
slower than the consumption [3]. The traditional grid lacks communication between the
users and the utility causing inefficient operation on both the demand and supply sides.

Smart grid technology majorly relays on different types of renewable energy and
efficient demand-supply management. With the increasing energy consumption demand,
requirements to switch from traditional fossil-fueled generation to smart grid technology
will become a prominent research area [4–6]. As a result of the smart grid, the resultant
energy will be environment-friendly, cheaper, and easy-to-use on-site energy, by addressing
the stability and irregular nature of Renewable Energy systems (RES) [7–10].

A survey was held in the United States to determine household electricity usage.
Based on the survey results, different household appliances consumed almost 42% of
residential energy [11]. Researchers in this field propose and design new prototypes and
standards based on energy consumption patterns for the residential electricity market by
coping with energy optimization [12,13]. For this purpose, they introduced and deployed
new technologies such as on-site RES and grid power, an advanced metering system,
controllable appliances, an energy storage system, and intercommunication between util-
ity companies. For this purpose, they introduced and deployed new technologies such
as distributed energy generation (on-site RES and grid power), an advanced metering
system, controllable appliances, an energy storage system, intercommunication between
utility companies and end-users, and a stand-alone storage system. Using the two-way
communication mechanism, end-users will be permitted to access their energy usage and
pricing information. On the other hand, introducing the different pricing schemes at the
retailer level allows an opportunity for the electricity consumer to minimize his electricity
bills by shifting from peak hour to shoulder [14]. As we do not have a large-scale energy
storage system, a balanced mechanism for energy generation and consumption must be
implemented to avoid complete shutter-down and load-shedding problems [15]. In this
article, we propose a mathematical model and implement a controlling mechanism:

• The Home Energy Management Controller (HEMC) enhances energy efficiency and
improves the comfort level within a single residential home, without taking into
account the retailer side data for load forecasts and different pricing schemes for
scheduling.

• Using a two-way communication mechanism a user can shift appliances from high to
off-peak time by increasing high demand at a particular time interval.

• To achieve this shift from high to low-peak, another mechanism Demand Response
(DR) is introduced which is in response to the changes in the price of electricity over
a certain time interval offered by the utility company, end-users also change their
electricity consumption patterns from their normal routine to achieve many benefits
from the subsidized patterns. In this work, we proposed HEMC based on load shifting
technique and user preferences.

• We consider a typical home with 10 different types of electrical appliances, having a
variable length of operation time to show the effectiveness of the proposed algorithms.

For energy optimization problems different researchers proposed different techniques
such as Linear Programming (LP), Dynamic Programming (DP), Artificial Intelligence (AI)
inspired techniques such as Genetic Algorithm (GA), Binary Particle Swarm Optimiza-
tion (BPSO), Ant Colony Optimization (ACO), Wind Driven Optimization (WDO), etc.,
for energy consumption patterns, minimizing electricity cost calculation, maximizing user
comfort and PAR based on different pricing schemes, different types of appliances having
different operation time. We solve the same problems using GA, BPSO, and WDO with a
different load-shifting strategy to achieve better results. Our proposed algorithm considers
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two types of energy, grid energy and RES, with the storage system. For grid energy, we use
the ToU pricing scheme which is fixed for a duration or season.

A typical home with an energy management system is depicted in Figure 1. This
figure also represents the flow of the paper and the system model deployed in the paper.
The proposed system model consists of RES which may be Photo Voltaic Cell (PVC), wind
energies, and power utilities that supply electricity from the main grid. Electricity from the
power grid is directly transmitted to the smart meter, whereas renewable energy is first
transmitted to the proposed HEMC and then stored in the storage system deployed in the
smart home. All the schedulable appliances in a typical smart home are connected with
the proposed HEMC system, which optimally scheduled their operation to switch them
to renewable and power grid to save costs while mainlining the user comfort levels. On
the other hand, non-schedulable appliances which are fixed to be operated or based on
their demands (while maintaining user comfort levels) also directly communicate with
the proposed HEMC system to switch their operation on the RES system or power grid to
reduce the cost and PAR values.

In the future, more incentives will be offered by different retailer companies to fas-
cinate the user by reducing the peak-to-average ratio [16–18]. Both customers and the
utility companies take advantage by using a demand response program [19,20]; the utility
companies introduce different pricing schemes based on energy consumption at a certain
time unit, which encourages the customer to shift their requirement from peak demand in
response to the subsidized incentive [21,22]. A typical home with an energy management
system is depicted in Figure 1.

Figure 1. Overall structure of the proposed system.

Figure 1 also represents the flow of the paper and the system model deployed in the
article. The proposed system model consists of RES which may be Photo Voltaic Cell (PVC),
wind energies, and power utilities that supply electricity from the main grid. Electricity
from the power grid is directly transmitted to the smart meter, whereas renewable energy
is first transmitted to HEMC and then store in the storage system deployed in the smart
home. All the schedulable appliances in a typical smart home are connected with the
HEMC system, which optimally scheduled their operation to switch them to renewable and
power grid to save costs while mainlining the user comfort level. On the other hand, non-
schedulable appliances which are fixed to be operated or based on their demands (while
maintaining user comfort levels) also directly communicate with the HEMC system to
switch their operation on the RES system or power grid to reduce the cost and PAR values.
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The rest of the paper material is structured as follows: Section 2 discusses the related
work. Section 3 discusses the proposed schemes and system model architecture, and
the appliance energy consumption patterns are discussed, respectively. In Section 4, we
describe the different algorithms used in the smart scheduler, and a detailed discussion
of the load optimization problem, WDO, and PSO algorithms is presented. The results of
the simulations and performance evaluation metrics are given in Section 5, and Section 6
highlights the conclusion of the paper.

2. Literature Review

Energy consumption and optimization are the core issues in designing a smart grid
while maintaining user comfort and reducing costs, as pointed out by [23–25]. These
papers give an overview of PSO and its applications when used in different fields of
life. The authors propose and design an optimization technique based on particle swarm
optimization due to its robust nature and easy implementation in complex and non-linear
problems. Due to its fast convergence nature, PSO-based scheduling offers an easy way
to shift peak and high-peak demand to low-peak time intervals [26], at the same time
allowing the end-user to use an incentive-based package to reduce the cost of electricity.
This work rationalizes the importance and usefulness of DSM in efficient home energy
management systems. To manage more expanded and elaborated ideas related to efficient
energy management in the smart grid, such robust PSO optimization techniques can
be used.

To cope with increasing energy demand effectively and efficiently, electric power
supply and consumption patterns can be simulated for effective grid management. Over
time, the generation capacity of electricity is decreasing day by day in traditional grids,
facing several challenges related to delivering the increasing power demand. In traditional
grids, data/information can only flow in one direction; from the grid to the end-used. To
make two-way communication possible between the grid and the customer, smart grid
technology is introduced, which intelligently interacts with the grid and user to efficiently
carry and distribute viable, maintainable, cost-effective, cheap, and secure electricity sup-
plies [27,28]. Following the smart grid mechanism, a scheduler is proposed and designed
using different AI techniques to schedule different types of home appliances. AI-based
techniques such as GA, PSO, ACO, WDO, etc., have been in use for the last couple of years
for energy optimization problems. In the article [17], the author designed and implement a
scheduling scheme based on PSO for different home appliances with a predefined length
of operation time. The paper also presents a comprehensive review of PSO with its other
counterpart algorithms. The proposed scheme takes both the interruptable and uninterrupt-
ible load for the scheduling. The authors in [29] integrate a fuzzy logic-based thermostat
with the home energy management system to minimize battery degradation to prevent
unnecessary renewable energy arbitrage. The proposed system employs day-ahead load
scheduling to save costs, offers the best possible Demand Response (DR) and Photovoltaic
(PV) self-consumption, and the fuzzy logic-based controller aims for effective DR of air
conditioning while maintaining thermal comfort. Reinforcement learning is used by the
authors in [30] to construct a home energy management system. The home electric appli-
ance systems, which contribute to the most important loads in a household, are regulated
by HEMC based on machine learning and reinforcement learning, allowing consumers to
save power while still improving their comfort. By correctly optimizing and addressing the
optimal use of renewable energy sources, the proposed method is examined for monitoring
home electric appliances to reduce energy consumption.

Heuristic algorithms play an important role in energy optimization problems [31]. Pa-
per [32] highlights a genetic algorithm-based smart scheduler for optimal power scheduling,
and scheduled home usage appliances of different types in the HEM system. The author
used time-of-use pricing signals and real-time pricing schemes for scheduling purposes,
to minimize total energy cost and energy consumption. A comparison with unscheduled
loads is carried out in the paper, which proves that GA shows more prominent results
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in cost reduction and energy consumption. The DR program based on GA and PSO is
proposed in [33], by sightseeing the appliance scheduling schemes to help the end-user
ease by minimizing the electricity bill, without compromising his/her comfort. At the
same time, the proposed DR program facilitates retailer companies to stabilize the grid by
optimally reducing peak demand. The simulation was carried out for unscheduled and
scheduled DR programs by implementing GA and PSO as a hybrid approach. The results
show that the hybrid approach has better insight into energy consumption patterns as
compared to BPSO, whereas in cost analysis, the hybrid approach shows more prominent
results than unscheduled ones. A similar concept is also highlighted in [30].

The authors in [34,35] propose and implement a demand-side management scheme
to reduce PAR and minimize the electricity cost while considering user preferences. The
proposed scheme is based on a heuristic-based evolutionary algorithm by shifting the load
during high-peak hours to facilitate both the customer and grid. Both papers deploy on-site
energy generation and storage unit, which is integrated with the grid energy. The results
demonstrate that during high-peak hours, some of the load is shifted to RES by reducing
PAR and minimizing the cost. The technique in the papers scheduled a large number of
appliances of different types. The authors in [36,37] use a heuristic-based evolutionary
algorithm to reduce the PAR and minimize the cost by shifting the peak hour load to
different sources.

The author in [38] studied a typical home load management problem for different
classes of appliances using the ToU pricing scheme. Appliances are categorized based
on the length of operation time and energy consumption. The author first proposed
and developed an efficient mathematical model for different classes, using this model an
efficient and optimal algorithm is designed to condense and decrease the overall electricity
consumption and bill as well as peak lessening and saving during subsidized hours by
maintaining user comfort levels. Time scheduling flexibility is introduced for each class of
appliances so that users can adopt any model based on requirement and priority. Simulation
results demonstrate that the proposed algorithm optimally scheduled the home appliances
based on energy consumption requirements and patterns, the ToU pricing scheme, and
operation time.

In [39], the author proposed a demand-side management technique using WDO and
BPSO algorithms. The smart meter communicates with both the grid and the end-used,
taking price signals directly from the grid and energy demand and requests from the
different appliances. The energy management controller takes this information from the
smart meter and performs its calculation to schedule all the appliances, by keeping in
view the peak hour and price signal. The schedule was transmitted to the end-used’s
appliance and grid company. Furthermore, in the suggested model, the author tries to
balance electricity cost and waiting time for different appliances to provide benefits not only
to the utility company but also to the end-user. To further reduce and minimize the cost,
a well-known mathematical problem formulation technique ”min-max regret knapsack”
is used, and this technique is compared to that of simple optimization algorithms. The
simulation results show that WDO gives better results than BPSO for the waiting time of
appliances and cost reduction.

The authors in [40] proposed an HEM system for residential users to reduce their
electricity costs and PAR using two approaches, HEM with microgrid and HEM without
microgrid. The proposed HEM not only scheduled the home appliances but also electric
vehicle charging and discharging optimally while maintaining user comfort. Each end-user
has its microgrid which is connected to their grid, having a solar panel, gas turbine, wind
turbine, and energy storage system (ESS). The authors use linear programming techniques
to formulate the scheduling problems. The simulated results demonstrate that linear
programming techniques can efficiently schedule different smart appliances and electric
vehicles according to electricity generated by the microgrid. Using microgrid generation
causes a reduction of the PAR and total cost of electricity. The authors in [41] designed a
mathematical model to integrate different energy sources having small-scale generation
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capacity. The model, which is based on an intelligent multi-objective named home energy
management (MOHEM), aims to reduce the end-user electricity bill along with the system’s
peak demand by efficiently scheduling a smart residential home. The authors use the super
criterion approach and the Pareto optimal solution ideas to deploy the cooperative game
theory approach.

To improve the resiliency of the system, the authors in [42] proposed a new approach
that is based on a genetic algorithm to empower the system planners to effectively handle
different resiliency matrices in a bi-objective optimization planning model. A novel mixed-
integer model was proposed by the authors in [43] to control the performance and efficiency
of a LESS when used in conjunction with a DR scheme. The suggested approach includes
cutting-edge managerial options, such as different DR activities that are permitted and the
quantity of charging and discharging that is permitted. Furthermore, the model is built
to be able to filter out the times when the demand side is prohibited from engaging in
DR. The authors in [44] designed a multi-objective-based model to efficiently operate the
demand and supply of a Smart Microgrid (SMG). The basic aim of the proposed model is to
minimize the operation cost of the model, discharging pollution chemicals, and customer
desired demand and usage curve in the daytime. A major contribution of the proposed
model is to introduce an objective function used by SMG operators to balance the customer
demands according to the supply with shiftable loads. The author Finlay uses fuzzy logic
and the weighted sum approaches to choose the best solution.

The authors in [45] proposed a model based on multi-objective optimization, using a
hydrogen storage system (HSS) while considering responsive consumers (RC). The basis of
the proposed objective function is to increase the reliability of the system and minimize the
operational cost and the gap between the demand and supply of the electricity. The author
further used the Monte Carlo simulation model to effectively deal with uncertainties in
the system. The end model was deployed by using the Shuffled Frog Leaping Algorithm
(SFLA), through which the non-dominated solution is generated. Fuzzy logic and the
weighted sum approach were used for the best solution. The authors in [46] designed a
technique called MORL (Multi-Objective Reinforcement Learning algorithm) to effectively
deal with the demand response to reduce the energy usage pattern while maintaining user
comfort. If the proposed scheme is compared with conventional approaches, the earlier
scheme alleviates the result of different end-user preferences and handles the indecision
of future prices and renewable energy generation. Table 1 presents the comparison of the
existing schemes and the proposed scheme.

Table 1. Comparison of Existing Schemes and Proposed Scheme.

Article with Authors Limitations of Existing Schemes Novelties of Proposed Scheme

Zhao et al. [32] The authors used time-of-use pricing signals and
real-time pricing schemes for scheduling purposes,
to minimize total energy cost and energy consump-
tion.

The proposed HEMC system is based on GA, BPSO,
and WDO to reduce the PAR which will minimize
the electricity bills and thus increase the user com-
fort level.

Aslam et al. [40] HEM system based on linear programming is used
for residential and electric vehicles, to reduce the
electricity cost and optimize power consumption.

The proposed HEMC system uses an offline storage
system (ESS), and a different heuristic algorithm to
optimally schedule the home appliances to reduce
the overall electricity bill designed for residential
purposes.

Lokeshgupta et al. [41] Multi-Objective Home Energy Management (MO-
HEM) is proposed to handle a small home energy
demand. The authors use the cooperative game
theory approach in their study based on super-
criterion and a Pareto optimal solution concept.

The proposed HEMC system is stimulated with a
Smart Scheduler (SS) which act intelligently, and all
the appliances use two communication mechanism
to communicate with the utility companies and SS
using a smart meter.
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Table 1. Cont.

Article with Authors Limitations of Existing Schemes Novelties of Proposed Scheme

Chen et al. [46] Multi-Objective Reinforcement Learning algorithm
(MORL) to design a DR program to minimize en-
ergy usage while maintaining user comfort. Energy
consumption based on a 24-h equal interval pricing
scheme is important for both end-user and utility
companies, by distributing the load properly in the
H-hour horizon to offer maximum offer in terms of
electricity cost.

The proposed system uses a different heuristic al-
gorithm based on a linear programming model to
optimize the appliance’s scheduling.

Bina et al. [38] A typical home load management problem for dif-
ferent classes of appliances, using the ToU pricing
scheme. Appliances are categorized based on the
length of operation time and energy consumption.
The author first proposed and developed an effi-
cient mathematical model for different classes, us-
ing this model an efficient and optimal algorithm
is designed to condense and decrease the overall
electricity consumption and bill as well as peak
lessening and saving during subsidized hours by
maintaining user comfort levels.

The proposed HEMC implements a demand-side
management technique, using WDO and BPSO al-
gorithms. The smart meter communicates with
both the grid and the end-user, taking price signals
directly from the grid and energy demand and re-
quests from the different appliances. The energy
management controller takes this information from
the smart meter and performs its calculation to
schedule all the appliances, by keeping in view
the peak hour and price signal. The schedule was
transmitted to the end-user’s appliance and grid
company.

3. Proposed Scheme and System Model for HEMC

This section carries the discussion of an ideal and ultimate approach for scheduling
and managing the required power and power consumption of an ideal home having a large
number of appliances is proposed based on a specific pricing scheme. Since most of the
end-users still use traditional electromechanical meters, utility companies use Fixed Retailer
Price (FRP) models for the end-user which is a fixed price all the time. Smart meters as a
replacement for old and traditional methods will be used to record energy consumption
reading in a real environment with high accuracy and minimum effort. These utility
companies use different incentives and subsidy-based pricing schemes for the customer
to reduce energy demand and thus stabilize the grid. Some of the important and more
used pricing schemes are ToU and Real-Time Pricing (RTP): In the earlier pricing schemes,
24 h of the day are equally divided into equal intervals and the price for each interval is
known in advance by the users. Thus, a user can schedule his/her appliances based on
the price signals, i.e., in peak hours, the user tries to turn on fewer appliances to reduce
energy consumption, and hence minimize the cost. While in the shoulder and off-peak
interval, most appliances are turned on. The RTP is somehow like ToU, where the price
is based on end-user energy demand varying each hour. In this work, we present an
inventive prototypical strategy to determine the required energy and electricity usage
pattern for typical home electrical appliances in advance. The proposed HEMC system is
stimulated with a Smart Scheduler(SS) which acts intelligently, and all the appliances use
two communication mechanisms to communicate with the utility companies and SS using
a smart meter.

The smart meter receives a price signal from the grid and passes it to the SS, on the
other hand, different appliances send on/off requests to a smart meter, which also passes
the on to the SS. The SS knows in advance the operation time for each appliance. Taking all
these inputs from the grid and appliances through the smart meter, the SS generates energy
consumption patterns and schedules all the appliances in the given domain of search
space according to the price signals and operation time to decide the optimal time for
the smart appliances to minimize energy consumption, minimizing electricity cost, while
considering user comfort and reducing the peak to average ratio. Our proposed schemes
also consider on-site RES generation and storage systems. During off-peak time intervals
when energy cost is minimal, the SS utilizes the grid energy, and when the grid energy cost
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is at a maximum, the end-user shifts the load from the grid to the RES system to maximize
the user comfort level. After performing many simulations, the results demonstrate the
minimum cost in terms of electricity bills for the end-user having HEMC compared to those
who have no infrastructure and installed architecture for HEMC at their homes.

Energy consumption based on a 24-h equal interval pricing scheme is important for
both end-users and utility companies, by distributing the load properly in the H hour
horizon to offer the maximum in terms of electricity costs. Given a set of different home-
based appliances, a great matter of concern is to carry and distribute the energy power load
efficiently in the H hour intervals, such that the installer of the HEMS obtains maximum
profit out of the system, i.e., A = a1, a2, a3, . . . . . . . . . . . . . . . , a24. Each listed appliance requires
a different energy level to be operated and their consumption rating is shown in Table
6. Each appliance uses two-way communication with the SS of the HEMC. Smart grids
and smart meters continuously exchange the demand and electricity cost frequently, as
different utility companies offer different incentives and subsidy-based prices over 24-h
time intervals, namely high-peak, low-peak, and off-peak, as listed in Table 7. The end-user
tries to operate a maximum number of appliances in off-peak and low-peak hours, to fulfill
his requirement, and operate fewer appliances in high-peak hours to minimize electricity
bills, respectively. Reviewing the different pricing schemes and energy demand highlights
that high-peak energy consumption will charge more to the customer, as compared to
low-peak hours in a 24-h interval. Keeping in mind the different pricing schemes, each
user optimally consumes energy, thus minimizing his/her electricity bill. We propose our
model for the optimization problem given by Equations (1) and (2):

H = h1, h2, h3, . . . . . . . . . . . . . . . , h24 (1)

A = a1, a2, a3, . . . . . . . . . . . . . . . , a24 (2)

We divide 24 h into equal intervals, H = h1, h2, h3, . . . . . . . . . . . . . . . , h24, in a fixed horizon
of time interval h, the scheduling of every appliance must take into consideration different
time bounds such as start time, finish time, and length of the operation time, Hs, H f , and
HIot, respectively. Each appliance may have a scheduling time interval between [H0, Hmax],
where each hour has a different price signal. During 24-h time intervals, the energy
consumption vector is given in Equation (3):

ET = Et1
1 , Et2

2 , Et3
3 , . . . . . . . . . . . . . . . . . . Etn

n (3)

where Et1
1 is the sum of consumed energy by the first appliance in a fixed time horizon t1

and so on. The inclusive unbiased and objective function is to decrease the cost of electricity,
formulated in Equations (4)–(6):

min(Ch) =
h24

∑
h1=0

Ch (4)

Subject to:

an

∑
a1=0

Ch

h24

∑
h1=0

Ch
(
Eh1 a1

)
≤ Egrid (5)

where

1 ≤ h1 ≤ h24 (6)

where h1 to h24 represents the 24-h horizon from 0 to 24, Ch represents the cost of energy at a
particular hour, a1 represents the set of the appliance, Eh1 a1 represents the energy consumed
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by the appliance a1 during h1 time horizon, Egrid and means energy from the grid. The
end-user pays electricity costs in terms of electricity bills to the utility company for the
energy consumption of different home-based appliances in a particular time interval over a
24-h horizon. The cost of appliances is the cost of energy consumption of a particular home-
based appliance turned on in a specific time slot h. The cost is estimated mathematically by
using Equation (7) and (8):

an

∑
a1=0

Ch

h24

∑
h1=0

(
Eh,load, ∗ch

)
(7)

∀h ∈ h1, h2, h3, . . . . . . . . . . . . . . . , h24 (8)

where Ch is the electricity cost for the time interval h, Eh,load is energy demand by the
appliance a in a specific time slot h and is calculated by using Equation (9):

an

∑
a1=0

Ch

h24

∑
h1=0

(
Eh,load, ∗αh,a

)
(9)

where αh,a is a Boolean variable having the value 0 or 1, mathematically defined in
Equation (10):

αh,a =

{
1, i f (applianceisON)

0, i f (ApplianceisOFF)
(10)

αh,a represents the status of appliance a, the appliance operates and consumes energy
in that specific time slot h if αh,a is 1, and off if αh,a is 0. The smart meter receives an on or
off signal from the SS, which then further communicates with all the household appliances
and sends a control signal, i.e, αh,a to different appliances to change their state. This is
mathematically calculated by using Equation (11):

Eh1,a1 =

{
Ea i f (αh,a = 0)
0 i f (αh,a = 1)

(11)

where h represents the time interval from 0 to 24 and presents appliance 1. In the proposed
research work, we have N number of household appliances in our home, so αh,a is the N
binary bits pattern. As discussed in the previous sections, the HEMS are also equipped
with renewable sources of energy to generate some part of the energy from photovoltaic
plates. In our proposed model, we assume that at least 45% of its total energy demand will
be generated by the RES and stored. Since RES cannot fulfill all the energy requirements of
the end-user, the end-user must be connected to the main grid for the shortage of energy.
Thus, the end-user will consume both the grid and on-site RES energy. The hourly energy
production of a single photovoltaic module in KWh is given by Equation (12):

ERES,h = ∀hε(h1, h2, h3, . . . . . . . . . . . . . . . , h24) (12)

The RES generated energy added to the HEMC system from a non-site installed RES
system is, therefore, using Equation (13):

ERES,h =
an

∑
a1=0

h24

∑
h1=0

(
ERES,h

)
(13)
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The peak to the average ratio for GA, BPSO, and GA can be calculated as dividing the
maximum energy consumption of all appliances by the average energy consumption in a
particular time interval and is given by Equation (14):

PAR =
maxload

averageload
(14)

In the proposed solution, we consider a typical home with N number of appliances,
with different power consumption rates and length of operation time. The energy consump-
tion is calculated over a 24-h equal time interval. HEMC controls all household appliances
by communicating with the utility which takes energy signals directly from the utility, and
different appliances request through the smart meter. The scheduling time, i.e., a whole
day is equally divided into slots. HEMC while considering the available energy capacity
Ct calculates the time-bound in terms of starting Ts and finishing Tf time intervals, as
well as the energy consumption of each appliance in a given time interval. The energy
consumption during all time intervals can be calculated by using Equation (15) and (16):

ET = et1
1 , et2

2 , et3
3 , . . . . . . . . . . . . . . . . . . etn

n (15)

T = t1, t2, t3, . . . . . . . . . . . . . . . , t24 (16)

The scheduling time horizon during which appliances can be scheduled is given by
Equation (17):

Tsch = Tmax − Tlot (17)

where Tsch is the time taken by SS to schedule an appliance, Tmax is the maximum time
available for scheduling, and Tlot represents the length of operation time. As WDO and
BPSO have binary variables so particles are initialized randomly for binary positions as
shown in Equation (18):

Xi = [Xi1, Xi2, Xi3, . . . . . . . . . Xin], ∀Xi1, Xi2, Xi3, . . . . . . . . . Xin ∈ 0, 1 (18)

Each binary value having a probability of 0.5 is assigned to each particle in each
dimension and is given by Equation (19):

Xid = f (X) =

{
1 i f (rand > 0)
0 otherwise

(19)

where d = 1. . . . . . . . . , N represents the position of each particle in the N dimension. To
obtain the global best position the position of each particle is updated and is given by
Equation (20):

X(k=1)
(id)

= f (X) =

{
1, i f (rand > 0)
0, i f (rand < sigmoid

(
Vk=1

id
)
) (20)

where the sigmoid function is calculated by using Equation (21):

sigmoid(Vk=1
id ) =

1
1 + exp−

(
Vk=1

id

) (21)
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After random initialization, each particle in the solution space moves randomly to
avoid premature convergence, and the velocity V(i,n) of each particle is updated using the
result given by Equation (22):

V(i,n) = wvt
(i,n) +

(
C1rand(1) ∗

(
pt

lb(i,n)
− xt

(i,n)
))
+

(
C2rand(1) ∗

(
pt

gb(i,n)
− xt

(i,n)
))

(22)

where C1 and C2 are the weights for the local best and global best of a particle moving with
velocity y and position x. rand(1) is a random variable whose value is between [0, 1], and
w is the inertia factor. The notations used in the proposed scheme are listed in Table 2.

Table 2. Summary of notations and symbols.

Symbol Description

w Inertia factor
rand(1) Random variable whose value is between [0, 1]
C1 Weights for local best of a particle
C2 Weights for global best of a particle
V(i,n) Velocity of each particle
Tsch Time taken by SS to schedule an appliance
Tmax Maximum time available for scheduling
Tlot Length of operation time
Ct Available energy capacity
Ts Calculates the time-bound in terms of starting and finishing time intervals
Tf Energy consumption of each appliance in a given time interval
KWh Single photovoltaic module
αh,a Household appliances in our home
h1 to h24 Represents the 24-h horizon from 0 to 24
Ch Cost of energy at a particular hour
a1 Set of the appliance
Eh1

a1 Energy consumed by the appliance a1 during h1 time horizon
Egrid Energy from the grid
ET Sum of consumed energy by the first appliance in a fixed time horizon t1
Hs Appliance tart time
H f Appliance finish time
HIot Length of the operation time
[H0, Hmax] Appliance scheduling time interval

4. Proposed Algorithm for HEMC

This section presents different algorithms for HEMC. The algorithm for WDO, BPSO,
and GA is implemented in this section.

4.1. Genetic Algorithm

We propose and implement three different algorithms WDO, BPSO, and GA to manage
the energy consumption and energy consumption patterns for a typical home that has a
large number of appliances with different energy requirements and lengths of operation
time. The resultant HEMC system not only generates an energy consumption pattern but
also calculates the energy consumption and minimizes the electricity bill while considering
user comfort and reducing PAR. To address all these problems, the design scheme should be
able to tackle all these involutions. In the past, researchers have used different techniques
such as LP and DP, but as the complexity of the problem increases, these techniques are not
able to handle such a large number of appliances. Algorithms inspired by AI, such as WDO,
GA, and BPSO have the potential to solve such types of complex problems. As compared
to other algorithms, GA provides the finest solution for the cost optimization problem,
for this reason, we use a GA-based scheduling algorithm. The smart meter interactively
communicates with utility companies and appliances and sends the input to SS, using GA
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for scheduling purposes. The HEMC controller cumulatively deals with the appliances in a
defined time interval and gives a complete pattern by solving the minimization problem.
The SS operates at the beginning of the day, after sending a request from the appliance to
the SS controller, the action taken by SS is based on GA techniques used to schedule all the
appliance’s energy consumption patterns in advance. The chromosome configurations of
GA represent the solution, i.e., a schedule for appliances of when and how to operate [47].
In this research work, the ON/OFF status of each appliance is represented by an array of
bits. Thus, the length of chromosomes depends on the number of controllable appliances.
Here in this work, we use 10 different appliances so:

Lengtho f chromosomesN = (10) (23)

where N represents the total number of appliances. The initial population of chromosomes
is randomly initialized, and the initial population is then sent to an objective function,
which finds the fitness value for each chromosome.

The GA iterates the population many times, and in every iteration, as a result, a new
population is produced by crossover and mutation. As we know that mutation rate
and crossover directly affect the convergence of the algorithm, different techniques for
crossover such as a uniform crossover, arithmetic crossover, two-point crossover, single-
point crossover, and mutation can be used, and here in this work, we use single-point
crossover and binary mutation. If we use a larger crossover rate, the algorithm will converge
fast, and if using a larger mutation rate, there may be a chance to lose some good solutions,
which results in the permute convergence of the algorithm.

It is possible that sometimes in the early population, GA finds an optimal solution
but gets missed by crossover and mutation rate. In every population, one finest solution is
selected and remembered. The elitism technique is used to record this best solution, which
is then forwarded to the next generation. Different techniques exist to merge the population
to generate a new population, here we use the tournament-based selection method to make
a new parent from the existing population. Different parameters used in GA are shown in
Table 3. The Algorithm used in the SS is given in Algorithm 1.

Algorithm 1 GA Algorithm used in the SS

1: Initial generation h = 0
2: Randomly create an initial population representing the appliance patterns
3: Check the termination criteria, i.e., the maximum generation
4: Evaluate the fitness of each individual in the population
5: Select the patterns from the population with the best fitness values; these patterns

should represent the chromosomal configuration, which represents the solution
6: Check the on/off status of all the appliances in the chromosomal configuration
7: Repeat steps 1–6 for k = 1 as the population size
8: Select an individual based on fitness and perform mutation
9: If Pm > Rand, then select the next generation

10: Select two individuals based on fitness and perform crossover
11: If Pc > rand, then crossover this pair
12: Create a new population from the off-springs in 9 and 10
13: h = h + 1, go to step 4 and repeat until h = 24

Table 3. Control parameters of GA Algorithm.

Parameters Values

Population size 100
Maximum generation 300

Crossover rate 0.9
Mutation rate 0.1
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4.2. Binary Particle Swarm Optimization Algorithm

Solution for the same problem, energy consumption patterns, minimization of cost,
while considering user comfort and PAR is simulated using BPSO [48]. The SS of HEMC
based on BPSO operates at the beginning of the day. After sending a request from the ap-
pliance to the SS controller, the action taken by the SS is used to schedule all the appliance’s
energy consumption patterns in advance. Particle Swarm Optimization (PSO) is one of the
best replacements for liner and dynamic programming techniques used to solve complex
optimization problems, which is inspired by bird flocking and was developed by Kennedy
and Eberhart. The working of PSO is based on the food-searching technique of a swarm of
birds in a particular search space. In the search space, two important parameters for each
bird are noted, the previous position and velocity. Every bird in the group updates his new
position and velocity for the previous position and velocity and knows the position and
velocity of the nearest bird to the food court. PSO obtains the same behavior and properties
from the bird grouping scenario, and places each particle as a bird which is considered a
candidate solution in the search space domain.

The total number of particles in the search space is entitled the population or swarm
size. Each particle in the solution search space is studied for its velocity, previous and
current position, and fitness value, which represent a solution. To find the finest fitness
value for the objective function, BPSO is used having a binary value for optimizing the
solution. Each particle in the solution search space represents candidate solutions and
obtains the optimal solution each particle has to move in the d-dimensional solution
search space.

The preliminary position and velocity of each particle are initialized randomly. To
form a swarm, N number of particles are combined. After making a swarm, the particles
move around the solution space to obtain the optimal solution. At the end of simulations,
the overall best solution called the ”global best” is taken as the problem solution. The
fitness value for each particle is assessed, and if needed, the local and global positions
are updated, respectively. After evaluating the fitness values, every particle in the search
space flies and dynamically updates its position and velocity by tracking two extremes, i.e.,
Plbest and Pgbest in each iteration. The control parameters for BPSO are given in Table 4.

Table 4. Control parameters of the BPSO algorithm.

Parameters Values

Swarm size 10
Maximum velocity 3

No. of iteration 600
C1 2.0
C2 2.0
Wi 1.5
Wf 0.5

Minimum velocity -3

Algorithm 2 shows the BPSO algorithm used in SS. The steps involved in the BPSO
algorithm are:
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Algorithm 2 BPSO Algorithm used in SS

1: Initialize all the parameters, such as swarm size, no. of iteration
2: Randomly initialize particle (p) for their position and velocity
3: Evaluate fitness of objective function for particle (p)
4: Two best positions global best and local best will be obtained
5: The velocity of each particle is updated, using the inertia weight C1 and C2
6: The position of each particle is updated
7: Evaluate the fitness of each particle to obtain global best and local best
8: Compare the previous best with the current best
9: Update the global best

10: Repeat until the termination criteria meet

4.3. Wind Driven Optimization Algorithm

Researchers get inspired by nature to solve complex scientific problems in every
field of life. The WDO algorithm is one of the nature-inspired algorithms used to solve
optimization problems based on atmospheric motion. WDO is an iterative heuristic global
optimization algorithm based on population to cope with multi-dimensional and multi-
modal problems, having the aptitude to implement different types of constraints on the
search domain, as compared to its counterpart GA and BPSO. In principle, very small and
tiny particles of air move in an n-dimensional domain, following the second law of motion
also used to describe air particle motion within the earth’s atmosphere. One prominent
factor of WDO, as compared to its other counterpart heuristic algorithm, is to carry out
some additional information for velocity updates, such as gravitational force constant
and Coriolis forces to give a global best position of the particle with more freedom and
robustness. The control parameters for WDO are given in Table 5. Table 6 is used for
appliances, consumption power, and LoT, and Table 7 is for the ToU pricing signal.

Table 5. Control parameters of the WDO algorithm.

Parameters Values

Swarm size 10
Maximum velocity 5

No. of iteration 500
C1 3.0
C2 3.0
Wi 0.5
Wf 0.5

Minimum velocity −5

Table 6. Appliances with power rating and LoT.

Device Power Rating (KWh) LoT (Hour)

Refrigerator 0.73 21 h
TV 0.50 14 h

Lighting 0.6 21 h
Heater 4.45 3 h

Fan 0.75 20 h
Iron 1.5 3 h

Toaster 0.05 2 h
Dishwasher 3.63 3 h

Washing machine 0.78 2 h
Cloth dryer 4.40 2 h
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Table 7. ToU pricing signal.

High-Peak Hour Low-Peak Hour Off-Peak Hour

1 am–5 am, 7 pm–10 pm 5 am–03 pm 2 am–6 am

Algorithm 3 shows the WDO algorithm used in SS. The steps involved in the WDO
algorithm are:

Algorithm 3 WDO Algorithm used in SS

1: Initialized different parameters such as swarm size, pop size, no. of iteration, different
coefficient

2: Repeat from h = 0 to h = 24
3: Randomly generates the population of particles
4: Randomly assign velocity and position to each particle
5: Evaluate the fitness of each particle
6: Obtain the local best and global best value for the particles
7: Update the velocity and position of the particle, using inertia and gravitational constant
8: Create a new population
9: Evaluate the fitness of each particle after updating the velocity and position

10: Compare the previous best with the current best particle
11: Update the global best
12: Continue until the termination condition meets

5. Simulation Results and Discussion

In this section, we are going to discuss the simulation results and graphs for the
justification of the proposed HEMC, implemented through Wind Driven Optimization
WDO, BPSO, and GA using the ToU pricing scheme. The whole scenario and the proposed
model are implemented in the Matlab simulation tool by using the parameters mentioned
in Tables 3–7. This research work focuses on calculating energy consumption patterns
and electricity costs for different types of appliances with HEMC, without HEMC, and
with HEMC using RES, Peak to PAR comparison for different algorithms using schedule
load and user comfort while considering appliance waiting time and electricity cost. For
our proposed algorithm, we consider different types of appliances having variable length
power consumption requirements. HEMC takes the price signal from the utility grid
directly through the smart meter and schedules the scheduler according to price signals.
Using a two-way communication model, HEMC sends an optimized energy schedule to all
the appliances, considering the appliance’s consumption patterns and user comfort. The
appliances’ energy consumption data is taken from a literature review based on reliable
data. In our proposed solution, we take 10 different appliances (shiftable, unshiftable, and
semi-shiftable) with different energy consumption rates and Lengths of Time (LoT). The
attribute: appliance’s power rating, number of appliances, and price scheme value are hard
coded. For this research paper, an assumption is supposed that household photovoltaic
generation must be greater or equal to 35% of its load demand. A time horizon of T = 24 h
is considered, which helps the end-user to calculate his/her electricity bill while keeping
the constraints of user comfort.

Figure 2 shows the ToU price signal over the 24-h horizon. In the proposed ToU
pricing scheme, 24 h of the day are divided into equal intervals. In the ToU pricing model,
prices are mostly fixed for a month or season. Based on different incentives and subsidies,
the different pricing zone encourages the end-user to schedule and reschedule their daily
electricity load to minimize the electricity bill.
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Figure 2. ToU pricing signal.

Figure 2 shows different price ranges in 24-h intervals by giving information to the
end-user on how to operate his/her appliances to reduce electricity bills. For example,
from (0 to 5) h, (9 to 15) h, and (19 to 22) h. In such high-peak-hour intervals, the end-
user tries to operate those appliances which consume minimum energy. Similarly, the
customer will turn on his maximum appliances in the interval of (5 to 10) h, (15 to 19) h,
and (22 to 24) h, where the electricity prices are minimum. In a more practical environment
due to the variable energy demand and supply, electricity price also varies which is the core
of Demand Response (DR) programs. Thus, using the TOU pricing scheme, if the end-user
wants to obtain maximum benefit by reducing the electricity bill he/she must reschedule
their load according to the different pricing peaks.

Figure 3 demonstrates the energy consumption pattern for scheduled and unscheduled
loads, from the graph it is clear that the smart scheduler schedules the appliances to operate
most of the appliances in the shoulder and low price zones, during the time interval
(0 to 5), (10 to 15), and (19 to 23) h, the energy consumption of appliances using WDO
and BPSO is low as compared to unscheduled and GA. Moreover, the graph shows some
peaks in terms of energy consumption where the price is low, in the time interval (5 to 10)
and (15 to 19) h, even at the peak the electricity cost will be minimal depending upon the
number of appliances operated at that time based on price signal maximizing the user
comfort. On the other hand, an unscheduled load does not consider the price signal and
all the appliances operate without any schedule. GA shows some strange behavior at the
start of the schedule, even in a high-price zone GA turns on more appliances that consume
more energy. In the remaining interval, GA almost shows the best results as compared
to both WDO and BPSO, on the other hand, BPSO is more prominent than WDO. From
the graph, we can conclude that WDO and BPSO more intelligently operate the appliance,
by compromising user comfort and more effectively reducing energy consumption and
maximizing PAR in the high-price zone. However, overall, the GA result is a little bit more
prominent than WDO and BPSO, as from the graph it is clear that in the interval (5 to 24) h,
energy consumption is below 10 kw/h for GA. Figure 4 highlights the cost comparison
of electricity using WDO, BPSO, and GA algorithms for the appliances using HEMC and
without HEMC, respectively. Figure 3 highlights that WDO and BPSO algorithms more
intelligently react in low and mid-peak hour intervals by efficiently scheduling the different
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home-based appliances, but overall GA gives the best rest as compared to the other two.
Since electricity cost is directly related to energy consumption for the same pricing signal,
it is clear from the graph that HEMC in low-peak time intervals minimize the energy
consumption of different home-based appliances by scheduling them intelligently.

 
Figure 3. Energy consumption comparison of unscheduled and scheduled using WDO, BPSO, GA.

 

Figure 4. Electricity cost comparison of unscheduled and scheduled using WDO, BPSO, GA.

During hours (0 to 4), the scheduled electricity costs of the HEMS system using WDO
and BPSO algorithms are comparatively less than unscheduled and GA because HEMC
pays the least attention to the maximum capacity bounds and schedules the different
appliances by considering the low pricing time interval. The cost of electricity for the WDO
and BPSO algorithms is maximum during the high-price time slot (5 to 10), as compared to
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unscheduled because HEMC attempts to reschedule a large number of different appliances
during these time intervals.

A large number of appliances will be operated in mid-peak hour slots (10 to 15) by GA
as compared to WDO and BPSO, resulting in maximum electricity cost. The rest of the cycles
for different appliances to be operated are completed during low-price hours (15 to 19). If we
compare the cost in discrete quantity: Scheduled with WDO Cost/Day = 12.0748, Scheduled
with BPSO Cost/Day = 13.2152, Scheduled with GA Cost/Day = 11.9606,Unscheduled
Cost/Day = 15.401. It is clear from the calculations that the electricity bill is higher for
unscheduled as compared to WDO, BPSO, and GA, while GA shows better results than
WDO and BPSO. If we look at WSO and BPSO, BPSO greatly reduces energy consumption
and PAR as compared to WSO. To summarize the discussion, we can conclude that by using
the GA algorithm, the electricity cost is effectively reduced, while BPSO and WDO are
slightly better than GA in reducing PAR by helping with grid stability and also considering
user benefits in terms of electricity bills and comfort levels.

In this scenario, the results of Figures 5 and 6 are compared using WDO, BPSO, and
GA optimization techniques for different electrical appliances scheduling by incorporating
RES during high-peak hours for smooth and stable functionality of the grid. Cost reduction,
peak-to-average reduction, and user comfort are also discussed here. The user’s home
is equipped with an SS as well as RES and a storage system to store energy. From RES,
the user generates and consumes a maximum of 35% of the energy of the daily energy
requirement. To reduce energy consumption and minimize electricity bills, appliances
considered for this scenario such as washing machines, cloth dryers, iron, and electric
vehicle are scheduled in a 24-h time horizon; however, to maximize the comfort level of
the end-user, the waiting time for the appliance is also considered, as each appliance has
a certain fixed type of interval having a start and finish point. The performance of WDO,
BPSO, and GA algorithms is to efficiently consume grid energy as well as the RES is shown
in Figure 5.

 

Figure 5. Energy consumption comparison of unscheduled, and scheduled with RES using WDO,
BPSO, GA.
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Figure 6. Electricity cost comparison of scheduled with RES, scheduled without RES, and Scheduling
using WDO.

To minimize the cost of electricity, the Smart Scheduler (SS) employs the RES stored
energy, by shifting the load from the grid to RES energy and maximizing user comfort by
a very significant amount. The graph demonstrates the minimum energy consumption
of different appliances using the smart scheduler having on-site renewable energy in the
time interval (0 to 4), and (9 to 21) h for WDO, GA, and BPSO. From Figure 2, it is clear
that the price signal is very low at the time interval (15 to 19) h. Using WDO and BPSO
algorithms, the smart scheduler schedules the appliance in such a way that in the same
interval, the energy consumption becomes 0 by reducing the electricity bill and maximizing
the user comfort, as the appliance waiting time here becomes zero, by shifting the appliance
from the grid to RES. On the other hand, GA shows some perks at the start interval,
for the rest of the interval, GA shows more stable results than WDO and BPSO, while
BPSO is more prominent than WDO. The cost of energy of the SS with Photovoltaic (PV)
generation is shown in Figure 6. Figure 5, highlights that the SS optimally and efficiently
schedules different appliances in low-price signal intervals by shifting the maximum
possible load to the RES storage system during the high-peak hour intervals. Using this
strategy, the end-user takes maximum benefit from the RES stored energy during high-peak
costs and tries to minimize the high peaks in electricity bills. The cost comparison result
using HEMC with RES for WDO, BPSO, and GA, without HEMC is given in Figure 6 which
highlights the per-day cost reduction in HEMC using RES is maximum as compared to
scheduling without HEMC, even in the interval (14 to 19), the cost is almost 0 by maximizing
the user comfort.

Figure 7 demonstrates the peak-to-average ratio of different algorithms, i.e., the Ge-
netic Algorithm, Binary Particle Swarm Optimization, and WDO. In a particular time
interval, dividing the maximum energy consumption by the average energy consumption
of a PAR in a particular time interval for a single user can be calculated. We start to discuss
PAR reduction from the very first graph by concluding that generally, end-users want to
minimize the total bill of electricity by somehow compromising comfort, while the utility
company tries to make sure the stability of the grid in terms of a balanced energy supply.
Figure 7 demonstrates the proposed algorithmic technique efficiency by balancing the
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energy consumption and minimizing total PAR while paying attention to the capacity
constraint of total energy. Figure 7 also shows that WDO and BPSO algorithm remarkably
condenses the PAR by 11.48% and 12.48%, respectively, for efficient and optimal home
appliance scheduling in low-peak price hours without creating a bottleneck, as compared
to the earlier GA algorithm minimizes the PAR by 9.16%, for the same parameter, i.e., many
appliances, price signal and power rating for each appliance.

 

Figure 7. PAR comparison of WDO, BPSO, and GA for a scheduled load.

6. Conclusions and Future Work

This paper proposed and implemented a home energy management system based on
GA, WDO, and BPSO algorithms, for different types of appliances, having different power
consumption and length of operation time. Our proposed system uses both the grid and
on-site RES energy, optimally scheduling all the different appliances by finding energy
consumption patterns, and reducing peak demand and electricity costs by maintaining the
user comfort level. From the graph, it is clear that HEMC using GA shows better results
than WDO and BPSO, in energy consumption and electricity cost, while BPSO is more
prominent than WDO and GA by calculating PAR.

The WDO and BPSO reduce the PAR by 11.48% and 12.48%, respectively, in low-
peak price hours without creating a bottleneck, as compared to the earlier GA algorithm
which minimizes the PAR by 9.16% for the same parameter. The cost comparison result
using HEMC with RES for WDO, BPSO, and GA, without HEMC is given in Figure 6
which highlights that the per-day cost reduction in HEMC using RES is maximum as
compared to scheduling without HEMC, even in the interval (14 to 19) the cost is almost 0
by maximizing the user comfort. The proposed HEMC system will disturb performance
if the number of appliances is increased. In the future, the number of appliances can be
increased by maintaining the user comfort level and the electricity cost. In the future,
the proposed model will be upgraded to deploy in multiple locations with different desired
flexibility of demand response, connected with various sustainable sources. The relevant
techno-economic analysis will be conducted in future research.
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Abstract: Adenocarcinoma is a type of cancer that develops in the glands present on the lining of the
organs in the human body. It is found that histopathological images, obtained as a result of biopsy, are
the most definitive way of diagnosing cancer. The main objective of this work is to use deep learning
techniques for the detection and classification of adenocarcinoma using histopathological images of
lung and colon tissues with minimal preprocessing. Two approaches have been utilized. The first
method entails creating two CNN architectures: CNN with a Softmax classifier (AdenoCanNet) and
CNN with an SVM classifier (AdenoCanSVM). The second approach corresponds to training some of
the prominent existing architecture such as VGG16, VGG19, LeNet, and ResNet50. The study aims
at understanding the performance of various architectures in diagnosing using histopathological
images with cases taken separately and taken together, with a full dataset and a subset of the dataset.
The LC25000 dataset used consists of 25,000 histopathological images, having both cancerous and
normal images from both the lung and colon regions of the human body. The accuracy metric
was taken as the defining parameter for determining and comparing the performance of various
architectures undertaken during the study. A comparison between the several models used in the
study is presented and discussed.

Keywords: cancer; adenocarcinoma; convolution neural network; CNN; transfer learning; CNN–
SVM; medical image processing; deep learning; artificial intelligence; smart cancer diagnosis; Adeno-
CanNet; AdenoCanSVM

1. Introduction

The world today witnesses cancer as one of the most dreadful diseases impacting
precious human life adversely. While cancer happens to be a generic term to refer to a
large variety of diseases, it essentially involves enhanced formation of abnormal cells that
propagate through the bloodstream and spread across the body, destroying normal cells,
leading to the death of the affected individual. As reported by WHO [1] (World Health
Organization), this disease is estimated to have affected around 10 million people in the
year 2020. The global cancer trend [2] has been so concerning that an estimated 47% increase
in the disease’s prevalence worldwide from 2020 to 2040 is predicted.

Adenocarcinoma [3] relates to a common type of cancer found in glandular epithelial
cells of human body. Lung, prostate, pancreas, liver, colorectal area, and breast form
the primary sites for the adenocarcinoma. Unlike other carcinomas, these cancers do
not exhibit any symptoms during their early stages and remain undetected. As data [3]
say, adenocarcinoma is responsible for around 40%, 95%, and 96% of non-small-cell lung
cancers, pancreatic cancers, and colorectal cancers, respectively. It is also responsible for
almost all prostate cancers and most breast cancers.
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Histological images continue to be a standard method of cancer diagnosis. The ad-
vances made thus far in the area of health informatics have still proven to be unsuccessful
in meeting the desired clinical requirements. Most diagnostics to date are still performed
manually and rely heavily on the expertise and experience of histopathologists. These diag-
nostic techniques happen to be very time-consuming and difficult to grade in a reproducible
manner.

Computer aided diagnosis using histopathological images has always been a topic of
paramount interest in the field of cancer detection. Multiple works have been conducted
in this domain using artificial intelligence (AI). Experimentation on AI-based cancer di-
agnosis using various machine learning and deep learning models has presently evolved
as one of the prime areas of interest. Major studies undertaken in this domain include
implementation of different AI-based models, improving existing AI-based models, or
evaluating existing AI-based models to have an insight into their comparative efficacy. The
development of methods to enhance image processing techniques to better extract features
is provided as a solution to this problem statement. The development of filters to select the
most efficient models among all the multiple machine learning models used as classifiers
to improve accuracy is also one of the works conducted in this area. Existing works in this
domain have recorded accuracies ranging from 70% to over 90%.

Compared to manual analysis, an AI-based system has the potential to provide rapid
and consistent cancer detection and classification results. Therefore, the treatment and
analysis of images using advanced machine learning and deep learning techniques need to
be introduced to facilitate the increased rate of disease diagnosis in humans.

The primary objective of the present study is to develop an artificial intelligence-based
tool that can assist in diagnosing adenocarcinoma from histopathology-based images. The
study aims at detecting and classifying adenocarcinoma in the colon and lung regions of
the human body using the LC25000 dataset [4] procured from Kaggle.

Literature Study

The use of machine learning (ML), deep learning (DL), and transfer learning (TL) to
detect and classify has been the talk of the town for a while and there have been several
approaches that performed successfully.

The research work [5] used CNN architectures such as VGG16, VGG19, DenseNet169,
and DenseNet201 to extract image characteristics from the LC25000 dataset. The extracted
features were put into six widely used ML algorithms including Extreme Gradient Boosting
(XGB), Random Forest (RF), Support Vector Machine (SVM), Light Gradient Boosting (LGB),
Multi-Layer Perceptron (MLP), and Logistic Regression (LR) to evaluate the performance.
Accuracy-based filtering of the findings allowed for the selection of the most effective
algorithms. As classifiers, SVM, Logistic Regression, and MLP were chosen because
of their superior performance. Using this method, cancers of the lung and colon were
found. The authors of [6] used the LC25000 dataset to automate the detection of lung
and colon cancer. The pre-processing involved wavelet decomposition and application
of 2D Fourier transform on channel-separated images. They used a CNN model with a
Softmax classifier for feature extraction and classification tasks, achieving an accuracy of
96.37%. The research in [7] used the LC25000 dataset for classifying histopathology images
of lung cancer using CNN. Feature extraction was performed using ResNet50, VGG19,
Inception_ResNet_V2, and DenseNet121. The Triplet loss function was used to enhance
the performance. CNN having three hidden layers was used to classify the images. In this
study, Inception-ResNetv2 performed well, having a test accuracy rate of 99.7%.

The authors in the research work [8] classified adenocarcinoma of the lung region
and adenocarcinoma of the colon region using a CNN model. They used the LC25000
dataset for this purpose. The images were first resized to 150 × 150 pixels, then some
randomized shear and zoom transformations were applied to the images, followed by the
normalization of images. A CNN model was applied separately for the lung dataset and
the colon dataset, recording an accuracy of 97% and 96%, respectively. A research work was
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conducted to perform detection of lung cancer using CNN [9]. The dataset used during
the process was LC25000. The images of the dataset were first resized to 180 × 180, and
the pixel values were then transformed to a range of (0, 1) to facilitate faster convergence.
The CNN model had three hidden layers. The model recorded a training accuracy of
96.11% and validation accuracy of 97.2%. The work [10] aimed at developing a model that
classified lung cancer into adenocarcinoma, benign, and squamous cell carcinoma. They
used the LC25000 dataset for this purpose. The model consists of a main path responsible
for extracting small features and sub-paths which pass the medium- and high-level features
to fully connected layers. The model recorded an accuracy of 98.53%.

The work carried out in [11] designed a model for the diagnosis of lung and colon
cancer using the LC25000 dataset. A pre-trained AlexNet model, after modifying four of
its layers, was used. The model performed well for all classes except the “lung_ssc” class,
achieving an accuracy of 89%. To improve the performance, image enhancement techniques
such as image contrast enhancement were applied to the underperforming class, improving
the accuracy to 98.4%. The research work [12] used the AiCOLON dataset to train a CNN
model. transfer learning was applied and results were compared with the built CNN model.
The highest accuracy achieved was 96.98% with ResNet. CRC-5000, NCT-CRC-HE-100K,
and merged (namely, the CRC-5000, the NCT-CRC-HE-100K) datasets were also used to
test the ResNet model, recording an accuracy of 96.77%, 99.76%, and 99.98%, respectively.
An accuracy of 98.66%, 99.12%, and 78.39% was achieved by SEGNET for the same datasets.
SegNet was concluded to be an efficient model for cancer segmentation.

Both the LC25000 and Kather datasets were used in [13] to develop a super-lightweight
plug-and-play module (namely, Pyramidal Deep-Broad Learning (PDBL)), to equip CNN
backbones, especially lightweight models, to increase tissue-level classification performance
without a re-training burden. Experiments were performed to equip this module on
ShuffLeNetV2, EfficientNetb0, and ResNet50, with accuracy of 74.61%, 79.87%, and 85.53%
with no re-training. The work [14] used the LC25000 dataset to develop a CNN model to
categorize and classify the colon region for adenocarcinoma and benign cells. Lime and
DeepLift were used as the optimization techniques to improve the understanding of results
predicted via the model. The validation accuracy for diagnosis was found to be higher than
94% for distinguishing adenocarcinoma and benign colonic cells.

Extensive research work was carried out in [15] to utilize the power of machine
learning, feature engineering, and image processing for identifying classes of lung and
colon cancer. They used the LC25000 dataset in their study. Machine learning models
such as XGBoost, SVM, RF, LDA, and MLP were employed. Unsharp masking was used
for image preprocessing. The Recursive Feature Elimination (RFE) method was used to
eliminate the least important features. XGBoost recorded an accuracy of 99%. The SHAP
method was used to show the contributions of each feature in the results predicted by
models. The research work [16] used CNN models with max pooling layers and average
pooling layers along with MobileNetV2 for analyzing colon cancer using the LC25000
dataset. Using the ImageDataGenerator of the Keras library, images were augmented
with flips, shear, zoom, rotation, and width and height range. Images were resized to
224 × 224 pixels and later converted to Numpy arrays for further use. The models were
trained with various epochs and reported an accuracy of 97.49%, 95.48%, and 99.67%,
respectively, for CNN models with max pooling and average pooling and MobileNetV2.

The research work in [17] developed four different CNN models, varying from two
pairs of convolutional layers and max pooling layers to four pairs of convolutional layers
and max pooling layers with different number of filters and kernel sizes, using lung images
procured from the LC25000 dataset. Three different sizes of input images were taken
into consideration. The best result accuracy on the test dataset was 96.6% with input size
768 × 768 pixels with the CNN model having four convolutional layers and max pooling
layers. It was observed that, with an increase in input image size and convolutional
layers, the accuracy increases. The research carried out in [18] used ResNet18, ResNet30,
and ResNet50 architectures for colonic adenocarcinoma diagnosis using histopathological
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images. Two image datasets were used, LC25000 and CRAG. A total of 10,000 images from
the first dataset were used to train and validate the CNN architectures in an 80:20 train
and test set ratio. Images from the latter dataset were split into 40% and 60% for training
and testing, respectively. This was performed to check how the model behaves using
a self-supervised learning step, where networks were trained with the LC25000 dataset.
Validation accuracy of 93.91%, 93.04%, and 93.04% was recorded for each of the three CNN
architectures, respectively. The authors of [19] proposed the development of homology-
based image processing techniques along with conventional texture analysis that gives
better results for classification when fed into machine learning models such as Perceptron,
Logistic Regression, KNN, SVM with Linear Kernel, SVM with Radial-Basis Function
Kernel, Decision Tree, Random Forest, and Gradient Tree Boosting. They primarily used
two datasets, private and public. The public dataset was the LC25000. Images were
processed by converting them into grayscale, applying binarization, and then finally
converting them into betti numbers. The accuracy was 78.33% and 99.43%, respectively, for
the private and public dataset.

In the research work [20], a CNN model with three convolutional layers, having
32, 64, and 128 filters, respectively, was designed. The study aimed at the detection of
breast cancer using histopathological images from the BreakHis dataset. The images were
resized to 350 × 230 pixels and reshaped, maintaining the aspect ratio, achieved using
OpenCV library in Python. It achieved an accuracy of 99.86%. The research work [21]
used the ACDC@LUNGHP dataset to compare the performance of two prominent CNN
architectures, VGG16 and ResNet50. In this case, VGG16 was seen to slightly outperform
ResNet50, with an accuracy of 75.41%. The research work [22] used the PatchCamelyon
benchmark dataset to compare the performance of 14 existing architectures of CNN. They
concluded that DenseNet161 outperformed other architectures, with an AUC score of 0.9924.
Three approaches were carried out during the process. The first approach correspondeded
to utilizing the weights from the pre-trained network. The second approach related to
training only fully connected layers. The last approach corresponded to training the
entire model. The work [23] used the BreakHis dataset to detect Breast Cancer using
histopathological images using CNN. Image augmentation was applied to improve the
performance of the model and it was finally concluded with training accuracy of 96.7% and
testing accuracy of 90.4%.

2. Proposed System
2.1. Principles of Diagnosis

This work primarily employs two approaches to achieve the aforementioned objective.
The first approach corresponds to designing and developing convolution neural network
(CNN) architectures. Two CNN architectures, one with a Softmax classifier (referred to as
AdenoCanNet) and the other one with an SVM classifier (AdenoCanSVM), were developed
in the first approach. The second approach corresponds to training some of the prominent
architectures (such as VGG16, VGG19) using the concept of transfer learning. The study
aims at understanding the performance of various architectures in diagnosing lung and
colon adenocarcinoma taken together and individually using histopathological images. We
also undertook a study on the performance of the architectures in different subsets of the
dataset. The LC25000 dataset used in this work consists of 25,000 histopathological images,
having both cancerous and normal images from both the lung and colon regions of the
human body, evenly distributed over five classes. The accuracy and loss metrics were taken
as the defining parameters for determining and comparing the performance of various
architectures undertaken during the study. It was found that, when the entire dataset was
taken into consideration, the AdenoCanNet model was found to produce the best results,
recording a maximum training accuracy and maximum testing accuracy of 99.88% and
99.00%, respectively.
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2.2. Dataset Description

The proposed work uses the LC25000 dataset to meet the primary objective of design-
ing an artificial intelligence-based tool for assisting in the diagnosis of adenocarcinoma
in the lung and colon regions of the human body. The dataset has five different classes.
Histopathological images in two classes are taken from the colon region, while histopatho-
logical images in the remaining three classes are taken from the lung region. The dataset
has a total of 25,000 histopathological images, with each class having 5000 images in them.
Lung adenocarcinoma, lung squamous cell carcinoma, normal lung, colon adenocarcinoma,
and normal colon are the five different classes present in the dataset. The LC25000 dataset
is derived from an original dataset having 750 lung tissue images and 500 colon tissue
images. These images were further augmented and finally presented by the authors of the
LC25000 dataset. Figure 1 represents the different classes present in the LC25000 dataset,
with one sample image taken from each class.

Figure 1. Dataset structure.

2.3. Preprocessing

The initial observations on the histopathological images of the dataset concluded that
all the images present in the dataset were colored. It was also noted that each class in the
dataset had a total of 5000 images. Careful observations of the image dataset led to the
observation of their size. It was found that the images had dimensions of (768, 768, 3).
The images required certain preprocessing before we could go ahead with the modeling
phase. While preprocessing, the histopathological images were initially denoised to remove
any kind of noise that might be present in the image. The denoising was performed by
applying the Gaussian Blur. During the study, the kernel size, the SigmaX, and the SigmaY
parameters of the Gaussian Blur were set to (3, 3), 90, and 90, respectively. This operation
helped in eliminating the noises from every histopathological image present in the dataset.
After denoising the images, they were then resized to the dimensions of (64, 64, 3). The
processed images were then ready for further processing.

2.4. Architectures Used

Our study essentially employs two different approaches to meet the objective of
classification. The first approach corresponds to constructing two convolution neural
network (CNN) architectures. Two CNN architectures, one with a Softmax classifier (also
referred to as AdenoCanNet) and the other one with an SVM classifier (also referred to as
AdenoCanSVM) were developed. The second approach corresponds to training some of the
prominent architectures such as VGG16, VGG19, LeNet, and ResNet50 on the LC25000.
Figure 2 is a diagrammatic representation of the workflow adopted in this study.
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Figure 2. Workflow of the proposed system.

2.4.1. Convolution neural network with Softmax classifier (AdenoCanNet)

During the initial phase of the study, a deep CNN architecture was taken into consid-
eration while model building. However, on training and testing the model, the deep neural
network was discovered to strongly overfit the dataset. The suggested model is the outcome
of several actions that were taken during the process to address the issue of overfitting.

The proposed model has three convolution layers, two max pooling layers and one
dropout layer followed by fully connected layers. The proposed model finally used the
Softmax classifier for the classification task. Figure 3 represents a graphical form of the
proposed AdenoCanNet architecture.

The architecture is designed to take an image input of dimensions (64, 64, 3). The first
two layers of the proposed CNN architecture correspond to the convolution layers having
32 and 64 channels. The filter size in both these layers is set to (3, 3). A max pooling layer
having a stride of (2, 2) is then included in the architecture. The architecture further includes
one more convolution layer having 128 channels and with a filter size defined as (3, 3). The
output from this layer is then fed into the max pooling layer, having a stride size of (2, 2). A
dropout layer is then finally added before flattening it. After a series of convolution, max
pooling, and dropout layers, the feature map obtained is flattened to obtain the equivalent
feature vector. The feature vector is passed through a series of dense layers before finally
throwing the output class of the input image using the Softmax classifier. It is pertinent to
note that the architecture uses Sparse Categorical Cross Entropy as the loss function, Adam
as the optimizer, and ReLU as its activation function in the entire process. The primary
reason of choosing ReLU over sigmoid and hyperbolic tangent activation functions is that
it is computationally less time-intensive [24]. Equation (1) corresponds to the mathematical
representation of the ReLU activation function. Figure 4 represents the graphical form of
representing the ReLU activation function.

ReLu : f (x) = max(0, x) (1)
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Figure 3. AdenoCanNet architecture.

Figure 4. Graph of ReLU activation function.

2.4.2. Convolution neural network with SVM classifier (AdenoCanSVM)

During the initial phase of the study, the CNN–SVM architecture design displayed
poor performance. Hence, the architecture was altered to make the CNN deeper, enabling
better learning of the features of the image. However, developing a deeper neural network
led to poor results. Several measures were taken to overcome the problems, including the
addition of the data augmentation concept, a result of which was the proposed model.
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The proposed model has three convolution layers, two max pooling layers, and one
dropout layer, followed by fully connected layers. The proposed model finally used the
SVM classifier for the classification task.

The images of the train and test dataset were augmented using the Keras library with
the following properties. Table 1 displays the pre-processing done on the train and the test
set of the dataset.

Table 1. Pre-processing done on the dataset.

Train Dataset Test Dataset

Ô Rescale = 1/255 Rescale = 1/255

Ô Zoom Range = 0.2

Ô Zoom Range = 0.2

Ô Horizontal Flip = True

The architecture is designed to take an input image having the dimensions of (64, 64, 3).
The first two layers of the proposed CNN architecture correspond to the convolution layers
having 32 and 64 channels. The filter size in both the layers is set to (3, 3). A max pooling
layer having a stride of (2, 2) is then included, after each layer, in the architecture. Following
the max pooling layer, a dropout layer is added. The architecture then includes one more
convolution layer having 16 channels and a filter size of (3, 3). The output from this layer is
then fed into the max pooling layer, having a stride size of (2, 2), and ends with flattening
it. After a series of convolution, max pooling, and dropout layers, the feature map obtained
is then flattened to obtain the equivalent feature vector. The feature vector is fed to a series
of dense layers before finally throwing the output class of the input image. It is pertinent to
note that the architecture uses L2 Regularizers, Squared Hinge as the loss functions, and
Adam as the optimizer. It is also noted that ReLU was used as the activation function in
the entire process. Figure 5 represents a graphical form of the proposed AdenoCanSVM
architecture.

Figure 5. AdenoCanSVM architecture diagram.
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2.4.3. Pre-existing Architectures

The proposed models were compared with pre-existing architectures for analyzing the
performance. For this study, models such as LeNet were trained and concepts of transfer
learning were applied to VGG16, VGG19, and ResNet50. Figure 6 summarizes all the
existing architectures taken up in this study.

Figure 6. Existing-architecture implementation diagram.

Transfer learning is a method by which models trained on one particular task are
re-purposed on a different related task [25]. Transfer learning allows us to use pre-trained
models as a starting point instead of building an entirely new model from scratch. These
models can further be trained for the required datasets of the problem statement, saving a
lot of computational power, hence improving the performance of the second model.

VGG16: VGG16 is a prominent CNN architecture, developed in 2014 [26]. The first
convolution layer in the VGG architecture introduced small 3 × 3 receptive fields instead
of having large 11 × 11 receptive fields found in ALexNet, and a large 7 × 7 receptive
field found in ZFNet. A 3 × 3 receptive field was used throughout the network in VGG
architecture. Additionally, two non-linear activation layers make the decision functions
more discriminative. VGG16 has 16 weight layers and is capable of classifying 1000 objects.
For this study, VGG16 was used to gather results on the dataset using a Softmax classifier.

VGG19: Similar to VGG16, VGG19 is a 19-layer deep CNN network consisting of
16 convolution layers and 3 fully connected layers [27]. Average pooling layers and dense
layers were added to the architecture. The number of neurons in the final dense layer is
equal to the number of classes provided for classification. Softmax was used to perform
the classification.

ResNet50: ResNet50 model has 48 convolution layers, 1 max pool layer, and 1 average
pool layer. In this study, ResNet50 was applied to the dataset and results were obtained
using the Softmax classifier.
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LeNet: LeNet-5 was introduced in 1989 and has seven layers, including three convo-
lution layers, two subsampling layers, and two fully connected layers. The convolution
kernel has a size of 5 × 5. ReLU is the activation function, and Softmax is the classifier.

3. Results and Discussion

The models were built and run using Google Colab. The Colab environment was used
to train the models on a large number of data using GPU acceleration.

For the building of the models, several Python libraries were utilized to make the
process more efficient and improve the performance. Tensorflow and Keras libraries were
essential in building the models, compiling the models, and training the models as per the
used dataset. Numpy was used to handle arrays, and OpenCV was used for reading and
pre-processing the images. ImageGenerator was used for data augumentation.

In the pre-processing segment, Gaussian Blur with a kernel size of 3× 3 was used, and
SigmaX and SigmaY values were 90 in both cases. The images were initially set to 128 by
128. However, the image size was large for smoother processing in the Colab environment.
Hence, the images were resized to 64 by 64.

The model initially designed severely overfit the training set. Hence, the hyperparam-
eters were altered, and the total number of model parameters was reduced. As a result of
the above process, we could finally arrive at the proposed model.

In this section, we discuss the results obtained by the CNN models the classification of
lung and colon adenocarcinoma from histopathological images. The models were applied
to three cases. In the first case, the models trained only on lung classes, the second case is
of only colon classes, and the third case has lung and colon classes combined. In each case,
80% of the images are for training the model, and 20% are for testing.

Accuracy metrics were used to compare the results. Accuracy is a metric generally
used when all the classes are equally important. Since the dataset used in this study is
balanced, and all the classes have the same significance, accuracy metrics seemed reliable.
Accuracy is the ratio of correct predictions to the total number of predictions. Equation (2)
corresponds to the mathematical formula for the accuracy metric.

Accuracy =
True Positive + True Negative

True Positive + False Positive + True Negative + False Negative
(2)

Table 2 displays the training and testing accuracies obtained for all the discussed
models on a subset of the data, each class containing 500 images.

Table 2. Accuracy comparison of models for one subset (20 epochs).

AdenoCanNet
(CNN W/Softmax)

AdenoCanSVM
(CNN W/SVM) VGG16 VGG19 LENET RESNET50

Lung 85.92
89.00

33.75
34.00

95.25
92.67

94.25
89.33

99.75
90.00

99.83
93.67

Colon 51.50
60.00

51.88
43.50

97.25
96.00

98.62
95.00

100
79.50

99.87
94.50

Lung
and

Colon

75.15
78.00

60.25
59.20

93.30
92.00

92.55
92.20

99.56
92.64

100
95.40

For subsets, each model was trained for 20 epochs. For the lung classes of the dataset,
best performance was recorded for the ResNet50 model with the training and testing
accuracies noted as 99.83% and 93.67%.

For the colon classes of the subset taken alone, LeNet-5 gave us 100% training accuracy.
However, it is pertinent to note that the testing accuracy was only 79.50%, which is a case
of overfitting. On the other hand, ResNet50 had a training accuracy of 99.87% and a testing
accuracy of 94.50%. It is pertinent to note that VGG16 performed better than the rest of the
models on the unseen data, recording the highest validation accuracy of 96.00%.
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When histopathological images obtained from both lung and colon regions are ana-
lyzed, ResNet50 performed the best, with the highest training accuracy and testing accuracy
of 100% and 95.40%.

The pre-existing architectures were found to perform better than the newly proposed
system when the number of data used for training the model was drastically reduced.

It is pertinent to note that the concept of data augmentation was not implemented in
any model run for 20 epochs.

All the models were then trained on the entire dataset i.e., 25,000 images, evenly
distributed across five classes. The same train–test split of 80:20 was used. The models
were trained for 50 as well as 100 epochs.

Table 3 displays the results obtained when the models were trained for 50 epochs.

Table 3. Accuracy comparison of models for the entire dataset (50 epochs).

AdenoCanNet
(CNN W/Sotmax)

AdenoCanSVM
(CNN W/SVM) VGG16 VGG19 LENET RESNET50

Lung 99.87
98.80

94.55
95.70

95.57
96.57

93.79
94.67

100
94.97

100
97.67

Colon 99.99
99.90

88.87
68.90

97.45
98.60

96.22
96.95

100
97.40

100
98.90

Lung
and

Colon

99.88
98.90

92.02
76.59

94.76
96.36

92.27
94.32

100
96.86

100
100

For 50 epochs, in the case of histopathological images of only lungs, both ResNet50
and LeNet were found to record the highest training accuracy of 100%, and the validation
accuracy of ResNet50 and LeNet was 97.67% and 94.97%. It is pertinent to note that
the training and testing accuracies of the AdenoCanNet were 99.87% and 98.80%. The
validation accuracy reported by AdenoCanNet architecture was the highest among the other
models, indicating its better performance on unseen data. Hence, it can be concluded that
AdenoCanNet performs better in the case of histopathological images in the lung region.

For colon images, as visible from Table 3, ResNet50 and LeNet performed the best
on the training dataset with 100% training accuracy. The validation accuracy of ResNet
and LeNet was 98.90% and 97.40%. It is pertinent to note that the training and validation
accuracy achieved by AdenoCanNet were 99.99% and 99.90%. With the training and test-
ing accuracy of AdenoCanNet being almost 100%, it can be concluded that AdenoCanNet
performs better in the case of histopathological images obtained from the colon region.

When histopathological images obtained from both lung and colon regions are taken
into consideration, ResNet performed well, the training and testing accuracy being 100%.
However, the proposed architecture, AdenoCanNet, also recorded a training accuracy of
99.88% and validation accuracy of 98.90%, comparable with the performance of ResNet
attained on the complete dataset.

Figures 7 and 8 correspond to the accuracy and loss graphs of AdenoCanNet trained
for 50 epochs on different sets of the LC25000.
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Figure 7. Accuracy graphs of AdenoCanNet trained for 50 epochs on: (a) lung dataset; (b) colon
dataset; (c) both lung and colon dataset taken together.

Figure 8. Loss graphs of AdenoCanNet trained for 50 epochs on: (a) lung dataset; (b) colon dataset;
(c) both lung and colon dataset taken together.

Table 4 discusses the results obtained when the models were trained for 100 epochs.
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Table 4. Accuracy comparison of models for the entire dataset (100 epochs).

AdenoCanNet
(CNN W/Softmax)

AdenoCanSVM
(CNN W/SVM) VGG16 VGG19 LENET RESNET50

Lung 99.96
98.77

95.63
96.26

96.76
97.20

95.96
95.90

100
96.00

100
97.60

Colon 100
99.80

95.46
99.40

98.50
99.10

97.46
98.05

100
94.10

100
99.05

Lung
and

Colon

99.88
99.00

94.52
79.14

96.50
97.10

94.36
95.70

100
96.84

100
100

The results obtained for the models trained on histopathological images in the lung
dataset run for 100 epochs show that ResNet50 and LeNet models achieved the highest
training accuracy of 100%. The validation accuracy of ResNet and LeNet models correspond
to 97.60% and 96.00%. It is worth noting that, among all the pre-existing architectures,
VGG16 displayed a better performance on the validation dataset, achieving an accuracy
of 97.20%. It is pertinent to note that the accuracy achieved by AdenoCanNet achieved a
training accuracy of 99.96% and a validation accuracy of 98.77%. Among all the models,
the suggested AdenoCanNet performs better on the unseen validation dataset. The training
accuracy achieved by the CNN model is comparable with the performance of the ResNet
and the LeNet models.

For the colon subset taken alone, the suggested AdenoCanNet with LeNet and ResNet
recorded the highest accuracy of 100%. The validation accuracy obtained using the men-
tioned AdenoCanNet was the highest among all the other models, recording a value of
99.80%. It is worth noting that the proposed model of AdenoCanSVM also recorded a good
training and validation accuracy of 95.46% and 99.40%. An accuracy of 98.50% and 99.10%
reported for training and testing sets for the VGG16 model makes it another good model.

When histopathological images obtained from both lung and colon regions are taken
into consideration, ResNet performed well, with both training and testing accuracy being
100%. However, AdenoCanNet attained a training accuracy of 99.88% and validation ac-
curacy of 99.00%, which is comparable with the performance of ResNet on the complete
dataset. Figures 9 and 10 correspond to the accuracy and loss graphs of AdenoCanNet
trained for 100 epochs on different sets of the LC25000.

With the entire dataset into consideration, ResNet50 performs better in many cases.
However, it is pertinent to note that ResNet50 is a 50-layer deep neural network, and train-
ing this model requires intense computation and time. The proposed AdenoCanNet consists
of three convolution layers, two max pooling layers, and one dropout layer. The accuracies
of this model and ResNet turn out to be comparable, and in some cases, AdenoCanNet
outperforms the ResNet50 model.

When the models were trained on the entire dataset, the testing accuracy of AdenoCan-
Net outperformed the ResNet50 model when only lung and colon classes were considered.

LeNet-5 also displayed substantial results, however the AdenoCanNet outperformed
the model in terms of testing accuracy for all cases when the entire dataset is considered.

For VGG16 and VGG19, the performance recorded was greatly comparable to the
other architectures mentioned; however, AdenoCanNet outperformed both the pre-existing
models in terms of training and testing accuracy in the case of the entire dataset.

Table 5 compares the results of the existing work on the detection and classification
of lung and colon adenocarcinoma. Most works have opted for the LC25000 dataset and
opted for CNN models; hence, these works are directly comparable.
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Figure 9. Accuracy graphs of AdenoCanNet trained for 100 epochs on: (a) lung dataset; (b) colon
dataset; (c) both lung and colon dataset taken together.

Figure 10. Loss graphs of AdenoCanNet trained for 100 epochs on: (a) lung dataset; (b) colon dataset;
(c) both lung and colon dataset taken together.
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Table 5. Comparison of existing works.

Author Dataset Model Accuracy

Md. Alamin Talukder
et al. LC25000 CNN (Hybrid Model) 96.37%

Neha Baranwal et al. LC25000 CNN
(Inception-ResNetv2) 99.7%

Sanidhya Mangal
et al. LC25000 CNN 97% (Lung)

96% (Colon)
Bijaya Hatuwal et al. LC25000 CNN 97.2%

Amin Saif et al. LC25000 CNN 98.53%
Mehmood et al. LC25000 CNN (AlexNet) 98.4%

Ben Hamida et al. AiCOLON CNN (ResNet) 99.8%
Jiatai Lin et al. LC25000 and Kather CNN (ResNet) 85.53%

Mainul Hossain et al. LC25000 CNN 94% (Colon)
Aya Hage Chehade

et al. LC25000 XGBoost 99%

Zarrin Tasnim et al. LC25000 CNN 99.67% (Colon)
Daria Hlavcheva et al. LC25000 CNN 96.6% (Lung)
Syed Usama Khalid

Bukhari et al. LC25000 and CRAG CNN (ResNet) 93.91%

Md. Alamin Talukder
et al. LC25000 CNN 99.30%

Mizuho Nishio et al. LC25000 Hybrid ML models 99.43%
Sumaiya Dabeer et al. BreakHis CNN 99.86%

M. Šarić et al. ACDC@LUNGHP CNN (VGG16) 75.41%
AdenoCanNet

(Proposed Model)
LC25000
(Lung) CNN-Softmax 98.77%

AdenoCanNet
(Proposed Model)

LC25000
(Colon) CNN-Softmax 99.8%

Proposed Model LC25000 CNN (ResNet50) 100%

For lung classes taken alone, Sanidhya Mangal et al. achieved an accuracy of 97%, and
for colon classes alone Zarrin Tasnim et al. achieved a 96.6% accuracy rate. For CNN models
experimented on the LC25000 dataset, the highest recorded accuracy turned out to be 99.8%
achieved by Ben Hamida et al. With the obtained results and in comparison to the works
discussed in the earlier section of this study, it can be concluded that, when considering the
entire dataset of 25,000 histopathological images, AdenoCanNet introduced in this study
performs with high accuracy and reliability, outperforming most of the existing models.

Figures 11–13 correspond to performance comparison plots for lung, colon, and lung
and colon regions of the LC25000 dataset. As observed from the above comparisons
and explanation, the AdenoCanNet model exhibited a better performance for the entire
dataset for each category considered. Some recent works have used relatively deep neural
networks or filtering multiple machine learning models based on accuracy obtained from
them. The proposed model, having just three convolution layers, two max pooling layers,
and one dropout layer, with minimum image preprocessing, achieved about 99% validation
accuracy and 99.88% accuracy for detection and classification on the entire dataset of both
lung and colon tissues. A 99.96% accuracy and 98.77% validation accuracy on the entire
dataset of lung tissues were achieved, as well as 100% accuracy and 99.80% validation
accuracy on the entire dataset of colon tissues with 100 epochs.
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Figure 11. Performance-comparison plot for models trained on the lung dataset: (a) accuracy
comparison; (b) validation accuracy comparison.

Figure 12. Performance-comparison plot for models trained on the colon dataset: (a) accuracy
comparison; (b) validation accuracy comparison.

Figure 13. Performance-comparison plot for models trained on the lung and colon dataset:
(a) accuracy comparison; (b) validation accuracy comparison.

4. Conclusions

In this study, a deep learning-based supervised learning model was developed and
used for the classification of histopathological images obtained from the lung and colon
regions of the human body. We introduced AdenoCanNet and AdenoCanSVM to perform
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the classification. The experimentation used the LC25000 lung and colon histopathological
dataset. Results from pre-existing architectures such as VGG16, VGG19, LeNet-5, and
ResNet50 were compared with the results of the devised models. The AdenoCanNet proved
to outperform the pre-existing models in most of the cases. The experiment performed
for only lung classes gave a testing accuracy of 98.77% for AdenoCanNet. For the colon
dataset, the testing accuracy obtained was 99.80%, and for the combined dataset, the testing
accuracy was 99.00%.

With only a limited number of layers in the model, high accuracy was achieved,
proving to perform better than most of the existing works.

With outstanding results obtained in diagnosing adenocarcinoma in both the lung and
colon regions of the human body, the model may now be extended to test the accuracy in
diagnosing adenocarcinoma in other regions of the body too. This work could further be
deployed as a website as an easy-to-use platform. Utilization of this work would reduce
effort, computation, and time.

There is a need for computer-aided diagnosis systems for adenocarcinoma detection
from histopathological images. From this study, we concluded that, for small image
datasets, existing architectures of deep learning are better, whereas for larger datasets, the
proposed models work better.

Author Contributions: Conceptualization, S.C., B.A. and M.S.K.; methodology, S.C., B.A. and A.S.;
proposed architecture design and implementation: S.C.; software, S.C., V.S. and D.P.; validation, B.A.,
M.S.K., A.S. and S.C.; formal analysis, S.C.; investigation, S.C., V.S. and D.P.; resources, S.C.; data
curation, S.C.; writing—original draft preparation, S.C., V.S. and D.P.; writing—review and editing,
B.A.; visualization, S.C., V.S. and D.P.; supervision, B.A.; project administration, B.A. and S.C. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data used to support the findings of this work are available
in Kaggle.

Acknowledgments: The authors wish to express their thanks to Vellore Institute of Technology (VIT)
management and Centre for Cyber Physical Systems, VIT Chennai for their extensive support during
this work.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. WHO. Available online: https://www.who.int/news-room/fact-sheets/detail/cancer (accessed on 14 December 2022).
2. Sung, H.; Ferlay, J.; Siegel, R.L.; Laversanne, M.; Soerjomataram, I.; Jemal, A.; Bray, F. Global Cancer Statistics 2020: GLOBOCAN

Estimates of Incidence and Mortality Worldwide for 36 Cancers in 185 Countries. CA Cancer J. Clin. 2021, 71, 209–249. [CrossRef]
[PubMed]

3. Cleveland Clinic. Available online: https://my.clevelandclinic.org/health/diseases/21652-adenocarcinoma-cancers#:~{}:text=
Adenocarcinoma%20is%20a%20type%20of,Cancer%20Answer%20Line%20866.223.8100 (accessed on 30 May 2022).

4. Borkowski, A.A.; Bui, M.M.; Thomas, L.B.; Wilson, C.P.; DeLand, L.A.; Mastorides, S.M. Lung and Colon Cancer Histopathological
Image Dataset (LC25000). arXiv 2019. [CrossRef]

5. Talukder, M.A.; Islam, M.M.; Uddin, M.A.; Akhter, A.; Hasan, K.F.; Moni, M.A. Machine Learning-Based Lung and Colon Cancer
Detection using Deep Feature Extraction and Ensemble Learning. Expert Syst. Appl. 2022, 205, 117695. [CrossRef]

6. Masud, M.; Sikder, N.; Nahid, A.-A.; Bairagi, A.K.; AlZain, M.A. A Machine Learning Approach to Diagnosing Lung and Colon
Cancer using a Deep Learning-Based Classification Framework. Sensors 2021, 21, 748. [CrossRef] [PubMed]

7. Baranwal, N.; Doravari, P.; Kachhoria, R. Classification of Histopathology Images of Lung Cancer Using Convolutional Neural
Network (CNN). arXiv 2021. [CrossRef]

8. Mangal, S.; Chaurasia, A.; Khajanchi, A. Convolution Neural Networks for Diagnosing Colon and Lung Cancer Histopathological
Images. arXiv 2020. [CrossRef]

9. Hatuwal, B.K.; Thapa, H.C. Lung Cancer Detection using Convolutional Neural Network on Histopathological Images. Int. J.
Comput. Trends Technol. 2020, 68, 21–24. [CrossRef]

309



Sustainability 2023, 15, 1399

10. Saif, A.; Qasim, Y.R.H.; Al-Sameai, H.A.M.; Ali, O.A.F.; Hassan, A.A.M. Multi Paths Technique on Convolutional Neural Network
for Lung Cancer Detection Based on Histopathological Images. Int. J. Adv. Netw. Appl. 2020, 12, 4549–4554. [CrossRef]

11. Mehmood, S.; Ghazal, T.M.; Khan, M.A.; Zubair, M.; Naseem, M.T.; Faiz, T.; Ahmad, M. Malignancy Detection in Lung and
Colon Histopathology Images Using Transfer Learning with Class Selective Image Processing. IEEE Access 2020, 10, 25657–25668.
[CrossRef]

12. Hamida, A.B.; Devanne, M.; Weber, J.; Truntzer, C.; Derangère, V.; Ghiringhelli, F.; Forestier, G.; Wemmert, C. Deep Learning for
Colon Cancer Histopathological Images Analysis. In Computers in Biology and Medicine; Elsevier: Amsterdam, The Netherlands,
2021. [CrossRef]

13. Lin, J.; Han, G.; Pan, X.; Liu, Z.; Chen, H.; Li, D.; Jia, X.; Shi, Z.; Wang, Z.; Cui, Y.; et al. PDBL: Improving Histopathological Tissue
Classification with Plug-and-Play Pyramidal Deep-Broad Learning. arXiv 2021, arXiv:2111.03063. [CrossRef] [PubMed]

14. Hossain, M.; Haque, S.S.; Ahmed, H.; Mahdi, H.A.; Aich, A. Early Stage Detection and Classification of Colon Cancer using Deep
Learning and Explainable AI on Histopathological Images. Ph.D. Thesis, Brac University, Dhaka, Bangladesh, 2022. Available
online: http://hdl.handle.net/10361/16671 (accessed on 1 June 2022).

15. Hage Chehade, A.; Abdallah, N.; Marion, J.M.; Oueidat, M.; Chauvet, P. Lung and Colon Cancer Classification using Medical
Imaging: A Feature Engineering Approach. Phys. Eng. Sci. Med. 2021, in press. [CrossRef] [PubMed]

16. Tasnim, Z.; Chakraborty, S.; Shamrat, F.M.J.M.; Chowdhury, A.N.; Nuha, H.A.; Karim, A.; Zahir, S.B.; Billah, M.M. Deep Learning
Predictive Model for Colon Cancer Patient using CNN-based Classification. Int. J. Adv. Comput. Sci. Appl. 2021, 12, 687–696.
[CrossRef]

17. Hlavcheva, D.; Yaloveha, V.; Podorozhniak, A.; Kuchuk, H. Comparison of CNNs for Lung Biopsy Image Classification. In Pro-
ceedings of the IEEE Ukraine Conference on Electrical and Computer Engineering (UKRCON), Lviv, Ukraine, 26–28 August 2021.
[CrossRef]

18. Bukhari, S.U.K.; Syed, A.; Bokhari, S.K.A.; Hussain, S.S.; Armaghan, S.U.; Shah, S.S.H. The Histological Diagnosis of Colonic
Adenocarcinoma by Applying Partial Self Supervised Learning. MedRxiv 2020. [CrossRef]

19. Nishio, M.; Nishio, M.; Jimbo, N.; Nakane, K. Homology-based Image Processing for Automatic Classification of Histopathological
Images of Lung Tissue. Cancers 2021, 13, 1192. [CrossRef] [PubMed]

20. Dabeer, S.; Khan, M.M.; Islam, S. Cancer diagnosis in histopathological image: CNN based approach. Inform. Med. Unlocked 2019,
16, 100231. [CrossRef]
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