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## Preface

Analytic number theory is a branch of number theory which uses methods from mathematical analysis in order to solve difficult problems about integers.

Analytic number theory can be split into two major areas: multiplicative number theory and additive number theory. Bernhard Riemann made some very important contributions to the field of analytic number theory; among others, he investigated the Riemann zeta function, and he established its importance for understanding the distribution of prime numbers. A typical problem of analytic number theory is the enumeration of number-theoretic objects like primes, solutions of Diophantine equations, etc.

Algebraic number theory on the other hand studies the arithmetic of algebraic number fields, i.e., the ring of integers of arbitrary number fields. It embraces, among others, the study of the ideals and of the group of units in the ring of integers and the extent to which unique factorization holds.

Algebraic number theory has become an important branch of pure mathematics, on par with algebraic geometry. There are two standard ways to approach algebraic number theory, one by means of ideals and the other by means of valuations. Factorization in a field makes sense only with respect to a subring, and so, we must resurrect the ring of integers in a number field in order to define it.

The class number of a number field is by definition the order of the ideal class group of its ring of integers-it measures how far the ring of integers is from being a unique factorization domain. The divisibility properties of class numbers are very important for the investigation of the structure of ideal class groups of number fields. There has been considerable investigation in the past on the divisibility of the class numbers of quadratic number fields. Lastly, since any factorization of an algebraic integer is defined up to multiplicative units, we need to understand the structure of the group of units in the ring of integers in order to fully understand the arithmetic of the number field.

The purpose and scope of this "Special Issue" are to collect new results in algebraic number theory and analytic number theory (namely in the areas of ramification theory in algebraic number fields, class field theory, arithmetic functions, L-functions, modular forms and elliptic curves) and in some similar research areas (namely elementary number theory, associative algebras, logical algebras, combinatorics, difference equations and algebraic hyper-structures).

These papers have been written by scientists working in leading universities or leading research centers in China, the Czech Republic, Korea, Lithuania, Romania, Taiwan, Thailand, Turkey, the United Kingdom, India, Pakistan, Saudi Arabia, Indonesia and Morocco.
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Analytic number theory is a branch of number theory which inherits methods from mathematical analysis in order to solve difficult problems about the integers. Analytic number theory can be split into two major areas: multiplicative number theory and additive number theory. Bernhard Riemann made some very important contributions to the field of analytic number theory: among others, he investigated the Riemann zeta function and he established its importance for understanding the distribution of prime numbers. Some of the most useful tools in multiplicative number theory are the Dirichlet series and the technique of partial summation, which can be used to characterize the coefficients of the Dirichlet series [1]. A typical problem of analytic number theory is the enumeration of number-theoretic objects like primes, solutions of Diophantine equations, etc.

Algebraic number theory, on the other hand, studies the arithmetic of algebraic number fields, i.e., the ring of integers of arbitrary number fields. It embraces, among others, the study of the ideals and of the group of units in the ring of integers, the extent to which unique factorization holds, and so on [2-4]. Algebraic number theory has become an important branch of pure mathematics, on a par with algebraic geometry. There are two standard ways to approach algebraic number theory, one by means of ideals and the other by means of valuations [5]. Factorization in a field makes sense only with respect to a subring, and so we must resurrect the ring of integers in a number field in order to define it. Since the unique factorization property will fail in general, we need a way to measure how much it fails. The class number of a number field is, by definition, the order of the ideal class group of its ring of integers-it measures how far our ring of integers is from being a unique factorization domain. The divisibility properties of class numbers are very important for the investigation of the structure of ideal class groups of number fields. There has been considerable investigation in the past on the divisibility of the class numbers of quadratic number fields [6-14].

Lastly, since any factorization of an algebraic integer is defined up to multiplicative units, we need to understand the structure of the group of units in the ring of integers in order to fully understand the arithmetic of the number field.

Some important properties of associative algebra can be studied by employing the standard tools of algebraic number theory, elementary number theory, computational number theory, and combinatorics (see [15-20]). Three papers of this Special Issue deal with sequences of special numbers and special quaternions [21-23].

The purpose and scope of this Special Issue is to collect new results in algebraic number theory and analytic number theory (namely, in the areas of ramification theory in algebraic number fields, class field theory, arithmetic functions, $L$-functions, modular forms, and elliptic curves) and in some close research areas (namely, associative algebra, logical algebra, elementary number theory, combinatorics, difference equations, group rings, and algebraic hyperstructures).

In the following part of this Editorial, we discuss the manuscripts which have been selected for publication in this Special Issue. These papers were written by scientists
working in leading universities or leading research centers in China, Czech Republic, Korea, Lithuania, Romania, Taiwan, Thailand, Turkey, United Kingdom, India, Pakistan, Saudi Arabia, Indonesia, and Morocco. The contributions are listed in the List of Contributions.

Contribution 1 is from D. Andrica and O. Bagdasar. In the paper titled "On Generalized Lucas Pseudoprimality of Level $k$ ", they investigate the Fibonacci pseudoprimes of level $k$. They disprove a statement concerning the relationship between sets of different levels and prove a counterpart of this result for the Lucas pseudoprimes of level $k$. They use some recently found properties of the generalized Lucas pseudoprimes and generalized Pell-Lucas sequences to define new kinds of pseudoprimes of levels $k^{+}$and $k^{-}$ and parameter $a$. For these novel pseudoprime sequences, they investigated some basic properties and computed several associated integer sequences, which were added to the Online Encyclopedia of Integer Sequences.

Contribution 2 is from E. Trojovská and P. Trojovský. In the paper "On Fibonacci Numbers of Order $r$ Which Are Expressible as Sum of Consecutive Factorial Numbers", they investigate the sequence of the generalized Fibonacci number of order $r$. Let $\left(t_{n}^{(r)}\right)_{n \geq 0}$ be the sequence of the generalized Fibonacci number of order $r$, which is defined by the recurrence $t_{n}^{(r)}=t_{n-1}^{(r)}+\ldots+t_{n-r}^{(r)}$ for $n \geq r$, with initial values $t_{0}^{(r)}=0$ and $t_{i}^{(r)}=1$, for all $1 \leq i \leq r$. In 2002, Grossman and Luca searched for terms of the sequence $\left(t_{n}^{(2)}\right)_{n}$ which are expressible as a sum of factorials. In this paper, the authors continue this program by proving that, for any $l \geq 1$, there exists an effectively computable constant $C=C(l)>0$ (only depending on $l$ ), such that, if $(m, n, r)$ is a solution of $t_{m}^{(r)}=n!+(n+1)!+\ldots+(n+l)!$, with $r$ even, then $\max \{m, n, r\}<C$. As an application, they solve the previous equation for all $1 \leq l \leq 5$.

Contribution 3 is from B. Aiewcharoen et al. In the paper "Global and Local Behavior of the System of Piecewise Linear Difference Equations $x_{n+1}=\left|x_{n}\right|-y_{n}-b$ and $y_{n+1}=$ $x_{n}-\left|y_{n}\right|+1$, where $b \geq 4^{\prime \prime}$, they study the system of piecewise linear difference equations $x_{n+1}=\left|x_{n}\right|-y_{n}-b$ and $y_{n+1}=x_{n}-\left|y_{n}\right|+1$ where $n \geq 0$. The global behavior at $b=4$ shows that all solutions become the equilibrium point. For a large value of $\left|x_{0}\right|$ and $\left|y_{0}\right|$, they prove that (i) if $b=5$, then the solution becomes the equilibrium point, and (ii) if $b \geq 6$, then the solution becomes the periodic solution of prime period 5 .

Contribution 4 is from N. Minculete and D. Savin. In the paper "Some Properties of Euler's Function and of the Function $\tau$ and Their Generalizations in Algebraic Number Fields", they prove some inequalities which involve Euler's function, the extended Euler's function, the function $\tau$, and the generalized Euler's function $\tau$ in algebraic number fields, thus extending the results they obtained in [24,25].

Contribution 5 is from J. Daengsaen and S. Leeratanavalee. In the paper "Regularities in Ordered $n$-Ary Semihypergroups", they approach a class of hyperstructures called ordered $n-$ ary semihypergroups and study them using $j$-hyperideals for all positive integers $1 \leq j \leq n$ and $n \geq 3$. They first introduce the notion of (softly) left regularity, (softly) right regularity, (softly) intra-regularity, complete regularity, and generalized regularity of ordered $n$-ary semihypergroups and investigate their related properties. They present several of their characterizations in terms of $j$-hyperideals. Finally, they also establish the relationships between various classes of regularities in ordered $n$-ary semihypergroups.

Contribution 6 is from W. Ding et al. In the paper "New Zero-Density Results for Automorphic $L$-Functions of $G L(n)^{\prime \prime}$, they study the automorphic $L$-function of $G L(n)$. Let $L(s, \pi)$ be an automorphic $L$-function of $G L(n)$, where $\pi$ is an automorphic representation of group $G L(n)$ over the rational number field $\mathbb{Q}$. They study the zero-density estimates for $L(s, \pi)$. If $N_{\pi}\left(\sigma, T_{1}, T_{2}\right)=\sharp\left\{\rho=\beta+i \gamma: L(\rho, \pi)=0, \sigma<\beta<1, T_{1} \leq \gamma \leq T_{2}\right\}$, where $0 \leq \sigma<1$ and $T_{1}<T_{2}$; then, they establish an upper bound for $N_{\pi}(\sigma, T, 2 T)$ when $\sigma$ is close to 1 . They restrict the imaginary part $\gamma$ into a narrow strip $\left[T, T+T^{\alpha}\right]$ with $0<\alpha \leq 1$ and prove some new zero-density results on $N_{\pi}\left(\sigma, T, T+T^{\alpha}\right)$ (under specific conditions), thus improving the previous results when $\sigma$ is near 34 and 1 , respectively. Their proofs rely on the zero-detecting method and the Halász-Montgomery method.

Contribution 7 is from N. Terzioğlu et al. In the paper "New Properties and Identities for Fibonacci Finite Operator Quaternions", they define a new family of quaternions whose components are the Fibonacci finite operator numbers. They also prove some properties of this new family of quaternions. Moreover, by using their matrix representation, they present many identities related to Fibonacci finite operator quaternions.

Contribution 8 is from D. Piciu and D. Savin. In the paper "Residuated Lattices with Noetherian Spectrum", they characterize the residuated lattices for which the topological space of prime ideals is a Noetherian space. They introduce the notion of $i$-Noetherian residuated lattice and investigate its properties. They prove that a residuated lattice is $i$-Noetherian if and only if every ideal is principal. Moreover, they show that a residuated lattice has the spectrum of a Noetherian space if and only if it is $i$-Noetherian. In the last section of the paper, the authors compare ideals in residuated lattices with ideals in unitary commutative rings. They prove that if $(R,+$. ) is a Boolean ring, then any ideal of $R$ is idempotent. Additionally, the authors prove that any Boolean ring is a Bezout ring with zero divisors.

Contribution 9 is from A. Laurinčikas and R. Macaitienė. In the paper "A Generalized Bohr-Jessen Type Theorem for the Epstein Zeta-Function", they study some properties of the the Epstein zeta function. Let $Q$ be a positive defined $n \times n$ matrix and $Q[\underline{x}]=\underline{x}^{T} Q \underline{x}$. The Epstein zeta function $\zeta(s ; Q), s=\sigma+i t$, is defined for $\sigma>\frac{n}{2}$ by the meromorphic continuation of the series $\zeta(s ; Q)=\sum_{\underline{x} \in \mathbb{Z}^{n}-\{\underline{0}\}}(Q[\underline{x}])^{-s}$ to the whole complex plane. Suppose that $n \geq 4$ is even and $\phi(t)$ is a differentiable function with a monotonic derivative. They prove that $\frac{1}{T}$ meas $\{t \in[0, T]: \zeta(\sigma+i \phi(t) ; Q) \in A\} ; A \in B(\mathbb{C})$, converges weakly to an explicitly given probability measure on $(\mathbb{C}, B(\mathbb{C}))$ as $T \rightarrow \infty$.

Contribution 10 is from K.-S. Kim, S. In the paper "Some Remarks on the Divisibility of the Class Numbers of Imaginary Quadratic Fields" [6], he investigates, for a given integer $n$, some families of imaginary quadratic number fields of the form $\mathbb{Q}\left(\sqrt{4 q^{2}-p^{n}}\right)$ whose ideal class group has a subgroup isomorphic to $\mathbb{Z} / n \mathbb{Z}$, thus continuing the work of $K$. Chakraborty, A. Hoque, Y. Kishi, and P.P. Pandey, who studied the more restricted family $\mathbb{Q}\left(\sqrt{q^{2}-p^{n}}\right)$ with $p$ and $q$ as distinct odd prime numbers and $n \geq 3$ as an odd integer (see Theorem 1.2 of [8]).

Contribution 11 is from A. Vijayarangan, V. Narayanan, V. Natarajan, and S. Raghavendran. In the paper "Novel Authentication Protocols Based on Quadratic Diophantine Equations", they determine some geometric properties of positive integral solutions of the quadratic Diophantine equation $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$. Moreover, in the same paper, the authors develop a new authentication protocol based on the geometric properties of the solutions of this quadratic Diophantine equation. The paper successfully depicts the role of number theory-especially Diophantine equations-in cryptography.

Contribution 12 is from Y. Wang, M.A. Binyamin, I. Amin, A. Aslam, and Y. Rao. In the paper "On the Classification of Telescopic Numerical Semigroups of Some Fixed Multiplicity", they expand on the results of Suer and Ilhan [26-28] for telescopic numerical semigroups of multiplicities 8 and 12 with embedding dimension four. Moreover, the authors compute the Frobenius number and genus for these classes in terms of the minimal system of generators.

Contribution 13 is from A.Z. Azak. In the paper "Pauli Gaussian Fibonacci and Pauli Gaussian Lucas Quaternions", she investigates the Pauli-Fibonacci quaternions (resp. Pauli-Lucas quaternions) whose coefficients consist of Gaussian-Fibonacci numbers (resp. Gaussian-Lucas numbers). Gaussian-Fibonacci numbers and Gaussian-Lucas numbers were introduced by Jordan in [29]. In [30], S. Halici introduced complex Fibonacci quaternions. Recently, the investigation of Gaussian-Lucas numbers has become an active research topic, and many of their properties have been exploited [31,32]. In the paper published in this Special Issue, the authors prove the Binet formulas for Pauli-GaussianFibonacci and Pauli-Gaussian-Lucas quaternions and they also prove the Honsberger's, Catalan's and Cassini's identities for Pauli-Gaussian-Fibonacci quaternions.

Contribution 14 is from A. Altassan and M. Alan. In the paper "Almost Repdigit $k$-Fibonacci Numbers with an Application of $k$-Generalized Fibonacci Sequences", they
introduce the notion of almost repdigit. In Theorem 1, which is the main result of this paper, the authors determine all the terms of the $k$-generalized Fibonacci sequence, which are almost repdigits. In order to prove this theorem, the authors make use of linear forms in the logarithms of algebraic numbers, Matveev's Theorem [33], some results from Baker and Davenport [34], the reduction algorithm from Dujella and Pethö [35], and various properties of $k$-Fibonacci numbers.

Contribution 15 is from A. Dubickas. In the paper "Density of Some Special Sequences Modulo 1", he explicitly describes all the elements of the sequence of fractional parts $\left\{a^{f(n)} / n\right\}$ where $f \in \mathbb{Z}[X]$ is a non constant polynomial with a positive leading coefficient and $a \geq 2$ is an integer. The author proves that this sequence is dense everywhere in $[0,1]$, thus expanding on the result of Cilleruelo, Kumchev, Luca, Rué, and Shparlinski [36], who required $f$ to be the identity function and used a very different method. The author then proved that the result still holds true for the sequence of fractional parts $\left\{a^{f(n)} / n^{d}\right\}$ if we impose suitable condition on $d$, i.e., if $d \geq 1$ has no prime divisors other than those of $a$. In particular, this implies that for any pair of integers $a \geq 2$ and $b \geq 1$, the sequence of fractional parts $\left\{a^{n} / \sqrt[b]{n}\right\}$ is dense everywhere in $[0,1]$.

Contribution 16 is from T. Srichan. In the paper "A Bound for a Sum of Products of Two Characters and Its Application", he obtains a nice bound on the sum $\sum_{m^{a} n^{b} \leq x} \chi_{1}^{a}(m) \chi_{2}^{b}(n)$, where $\chi_{i}$ is the primitive Dirichlet character modulus $q_{i}$; the numbers $a$ and $b$ are fixed positive integers; and $\chi^{a}$ and $\chi^{b}$ are not principal characters. The main result of this paper is Theorem 1. In the last section of the article, the author presents an interesting application of this theorem, namely, a nice estimate of the error term in the problem of finding an asymptotic estimate of the number of full-square integers simultaneously belonging to two arithmetic progressions.

Contribution 17 is from M. Nur, M. Bahri, A. Islamiyati, and H. Batkunde. In the paper "A New Semi-Inner Product and $p_{n}$-Angle in the Space of $p$-Summable Sequences", they define a semi-inner product in the space of $p$-summable sequences equipped with an $n$-norm. The authors also introduce some concepts of functional analysis with connections to number theory, namely, the concept of $p_{n}$-orthogonality, a $p_{n}$-angle between two vectors in the space of $p$-summable sequences (resp. $p_{n}$-orthogonality, $p_{n}$-angle between onedimensional subspaces and arbitrary-dimensional subspaces). They also obtain some interesting results involving these concepts.

Contribution 18 is from D. Andrica and O. Bagdasar. In the paper "Remarks on the Coefficients of Inverse Cyclotomic Polynomials", they study some properties of the $n$-th inverse cyclotomic polynomial, i.e., those polynomials whose roots are exactly all the nonprimitive $n$-th roots of unity. These polynomials, which have been an object of investigation recently, are defined as the ratio of the polynomial $x^{n}-1$ to the $n$-th cyclotomic polynomial $\Phi_{n}(x)$, and they satisfy some very nice properties (e.g., while a cyclotomic polynomial is palindromic, an inverse cyclotomic polynomial is anti-palindromic). After reviewing some known formulae for the calculation of the coefficients of cyclotomic polynomials, the authors derive two new recursive formulas for the coefficients of inverse cyclotomic polynomials (Theorems 4 and 6). These formulas are expressed in terms of Ramanujan sums and provide counterparts to similar formulae that were obtained by the same authors for cyclotomic polynomials. In the last section of the paper, the authors apply these recursive formulas to compute the coefficients of some ternary and quaternary inverse cyclotomic polynomials, i.e., when $n$ is a product of three or four distinct primes.

Contribution 19 is from L. El Fadil. In the paper "On Indices of Septic Number Fields Defined by Trinomials $x^{7}+a x+b^{\prime \prime}$, he computes, for every prime integer $p$, the highest power $v_{p}(i(K))$ of $p$ by dividing the index $i(K)$ of the number field $K$ generated by the root of an irreducible trinomial $x^{7}+a x+b$. This allowed him to compute the index $i(K)$ of the number field $K$, which is defined as the greatest common divisor of the indices of all the integral primitive elements of $K$. In particular, when the index of $K$ is not trivial, then we can assert that $K$ is not monogenic, i.e., its ring of integers cannot be generated by a single integral element. The monogenity of number fields is a classical problem of algebraic
number fields, going back to Dedekind, Hasse, and Hensel. Recently, the monogenity of a number field and the construction of all possible generators of power integral bases have been intensively studied among others, such as Gaál, Nakahara, Pohst, and their collaborators. In the classical algebraic number theory book [37], Narkiewicz asked for an explicit formula to compute $v_{p}(i(K))$ for a given $p$. The method employed by the author of the paper in this Special Issue, who solves the problem posed by Narkiewicz in a very special case, is based on the study of the factorization of the prime ideals in the ring of integers of the septic field $K$.

Contribution 20 is from Z. Cheddour, A. Chillali, and A. Mouhib. In the paper "Generalized Fibonacci Sequences for Elliptic Curve Cryptography", they propose a generalization of the Fibonacci sequence based on elliptic curves. The study of repeating sequences in algebraic structures began with the early work of Wall, who studied regular Fibonacci sequences in cyclic groups. In this paper, the authors continue along this path and explore the concept of Fibonacci sequences for groups generated by points on an elliptic curve. They propose an encryption system which makes use of this sequence, and it is based on the discrete logarithm problem on elliptic curves. The authors compare the memory consumption of the proposed elliptic-curve-based cryptosystem with the Cramer-Shoup signature scheme relying on a strong RSA, and they show that in the proposed cryptosystem, it is significantly lower. Moreover, a notable advantage of the proposed scheme lies in its ability to generate a larger number of points with the same prime order $p$ of the finite field.

Contribution 21 is from E. Tan, D. Savin, and S. Yılmaz. In the paper "A New Class of Leonardo Hybrid Numbers and Some Remarks on Leonardo Quaternions over Finite Fields", they introduce the generalized Leonardo hybrid numbers. Moreover, the authors define a new class of Leonardo hybrid numbers called $q$-generalized Leonardo hybrid numbers. Some properties of Leonardo numbers were studied by Catarino and Borges [38,39], by Alp and Kocer [40], and by Tan and Leung [41]. In this Special Issue paper, the authors obtain many important properties of generalized Leonardo hybrid numbers and $q$-generalized Leonardo hybrid numbers, including recurrence relations, the Binet formula, the exponential generating function, Vajda's identity, and the summation formulas. In [42], Savin determined which of the Fibonacci quaternions are invertible (resp. divisors of zero) in quaternion algebra over finite fields, namely, in quaternion algebra $Q_{\mathbb{Z}_{p}}(-1,-1)$. In [43] Mangueira, Alves, and Catarino introduced the notion of Leonardo Quaternions. In this Special Issue paper, the authors determine the Leonardo quaternions which are divisors of zero in the quaternion algebras $Q_{\mathbb{Z}_{3}}(-1,-1)$ and $Q_{\mathbb{Z}_{5}}(-1,-1)$. Moreover, the authors identify certain Leonardo quaternions that are invertible in the quaternion algebra $Q_{\mathbb{Z}_{p}}(-1,-1)$ for a prime integer $p \geq 7$.

In conclusion, we think that this Special Issue will be of great interest to all mathematicians specializing in algebraic, analytic, and computational number theory and their applications. The techniques employed in the papers of this Special Issue can prove to be very effective in obtaining new results in these areas of mathematics.
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#### Abstract

We investigate the Fibonacci pseudoprimes of level $k$, and we disprove a statement concerning the relationship between the sets of different levels, and also discuss a counterpart of this result for the Lucas pseudoprimes of level $k$. We then use some recent arithmetic properties of the generalized Lucas, and generalized Pell-Lucas sequences, to define some new types of pseudoprimes of levels $k^{+}$and $k^{-}$and parameter $a$. For these novel pseudoprime sequences we investigate some basic properties and calculate numerous associated integer sequences which we have added to the Online Encyclopedia of Integer Sequences.
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## 1. Introduction

Let $a$ and $b$ be integers. The generalized Lucas sequence $\left\{U_{n}(a, b)\right\}_{n \geq 0}$ and its companion, the generalized Pell-Lucas sequence $\left\{V_{n}(a, b)\right\}_{n \geq 0}$, denoted by $\mathcal{U}_{n}$ and $V_{n}$ for simplicity, are defined by

$$
\begin{array}{rlrl}
U_{n+2} & =a U_{n+1}-b U_{n}, & U_{0}=0, U_{1}=1, & n=0,1, \ldots \\
V_{n+2} & =a V_{n+1}-b V_{n}, & & V_{0}=2, V_{1}=a,  \tag{2}\\
& n=0,1, \ldots
\end{array}
$$

The general term of these sequences is given by the following Binet-type formulae

$$
\begin{equation*}
U_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}=\frac{1}{\sqrt{D}}\left(\alpha^{n}-\beta^{n}\right), \quad V_{n}=\alpha^{n}+\beta^{n}, \quad n=0,1, \ldots, \tag{3}
\end{equation*}
$$

where $D=a^{2}-4 b \neq 0$ and $\alpha=\frac{a+\sqrt{D}}{2}, \beta=\frac{a-\sqrt{D}}{2}$ are the roots of the quadratic $z^{2}-a z+$ $b=0$. By Viéte's relations, one has $\alpha+\beta=a$ and $\alpha \beta=b$, while $\alpha-\beta=\sqrt{D}$.

Using bivariate cyclotomic polynomials, the relations (3) can be written [1] (p. 99) in terms of $\alpha$ and $\beta$, as

$$
U_{n}=\prod_{d \mid n, d \geq 2} \Phi_{d}(\alpha, \beta)
$$

where

$$
\Phi_{d}(\alpha, \beta)=\prod_{j=1, \operatorname{gcd}(j, n)=1}^{n}\left(\alpha-\zeta^{j} \beta\right)
$$

and $\zeta$ is a primitive $n$-th root of unity. It can be checked that $\Phi_{d}(\alpha, \beta)$ is an integer for any $d \geq 2$, and this feature can highlight arithmetic properties of the integers $U_{n}$.

If $\omega$ is an $n$-th root of -1 , the following formula for can be written for $V_{n}$ as

$$
V_{n}=\prod_{d \mid n} \Phi_{d}(\alpha, \omega \beta)
$$

However, the use of this formula is limited since $\Phi_{d}(\alpha, \omega \beta)$ is not always an integer. The formulae (3) also extend naturally to negative indices. For any integer $n \geq 0$ one has

$$
U_{-n}=\frac{1}{\sqrt{D}}\left(\alpha^{-n}-\beta^{-n}\right)=-\frac{1}{b^{n}} U_{n}, \quad V_{-n}=\alpha^{-n}+\beta^{-n}=\frac{1}{b^{n}} V_{n}
$$

Clearly, $U_{n}$ and $V_{n}$ are integers for all $n \in \mathbb{Z}$ if and only if $b= \pm 1$, and for this reason we shall focus on this case.

For $b=-1$, if $k$ is a positive real number, then the $k$-Fibonacci and $k$-Lucas numbers are obtained for $F_{k, n}=U_{n}(k,-1)$ and $L_{k, n}=V_{n}(k,-1)$, in which case $D=k^{2}+4$ [2]. Clearly, for $k=1$ we get the Fibonacci and Lucas numbers $F_{n}=U_{n}(1,-1)$ and $L_{n}=V_{n}(1,-1)$ with $D=5$, and for $k=2$ the Pell and Pell-Lucas numbers $P_{n}=U_{n}(2,-1)$ and $Q_{n}=V_{n}(2,-1)$, where $D=8$.

When $b=1$, the sequences $U_{n}(a, 1)$ have interesting combinatorial interpretations, while the terms $V_{n}(a, 1)$ can be linked to the number of solutions for certain Diophantine equations (see [3]) and to important classes of polynomials (see [4] (Chapter 2.2)).

The following results have been recently proved by the authors in [3].
Theorem 1 (Theorem 3.1, [3]). Let $p$ be an odd prime, $k$ a non-negative integer, and $r$ an arbitrary integer. If $b= \pm 1$ and $a$ is an integer such that $D=a^{2}-4 b>0$ is not a perfect square, then the sequences $U_{n}$ and $V_{n}$ defined by (1) and (2) satisfy the following relations

$$
\begin{aligned}
& \text { (1) } \quad 2 U_{k p+r} \equiv\left(\frac{D}{p}\right) U_{k} V_{r}+V_{k} U_{r} \quad(\bmod p) \\
& \text { (2) } \quad 2 V_{k p+r} \equiv D\left(\frac{D}{p}\right) U_{k} U_{r}+V_{k} V_{r} \quad(\bmod p)
\end{aligned}
$$

where $\left(\frac{D}{p}\right)$ is the Legendre symbol (see, e.g., [5]).
Theorem 2 (Theorem 3.5, [3]). Let $p$ be an odd prime, and let $k>0$ and a be integers so that $D=a^{2}+4>0$ is not a perfect square. If $U_{n}=U_{n}(a,-1)$ and $V_{n}=V_{n}(a,-1)$, then we have
(1) $U_{k p-\left(\frac{D}{p}\right)} \equiv U_{k-1}(\bmod p)$;
(2) $\quad V_{k p-\left(\frac{D}{p}\right)} \equiv\left(\frac{D}{p}\right) V_{k-1}(\bmod p)$.

Theorem 3 (Theorem 3.7, [3]). Let $p$ be an odd prime, and let $k>0$ and a be integers so that $D=a^{2}-4>0$ is not a perfect square. If $U_{n}=U_{n}(a, 1)$ and $V_{n}=V_{n}(a, 1)$, then we have
(1) $U_{k p-\left(\frac{D}{p}\right)} \equiv\left(\frac{D}{p}\right) U_{k-1}(\bmod p)$;
(2) $\quad V_{k p-\left(\frac{D}{p}\right)} \equiv V_{k-1}(\bmod p)$.

Applying Theorem 1 for $k=1$ and $r=0$, we obtain the well known relations

$$
\begin{align*}
U_{p} & \equiv\left(\frac{D}{p}\right) \quad(\bmod p)  \tag{4}\\
V_{p} & \equiv a \quad(\bmod p) \tag{5}
\end{align*}
$$

Taking $k=1$ in Theorems 2 and 3, and since $U_{0}=0$ and $V_{0}=2$, one has

$$
\begin{align*}
& U_{p-\left(\frac{D}{p}\right)} \equiv 0 \quad(\bmod p)  \tag{6}\\
& V_{p-\left(\frac{D}{p}\right)} \equiv 2\left(\frac{D}{p}\right)^{\frac{1-b}{2}} \tag{7}
\end{align*}
$$

Pseudoprimes are those composite numbers that, under certain conditions, behave similarly to the prime numbers. These have numerous applications in the factorization of large integers, primality testing, and cryptography. Some important notions of pseudoprimality are linked to the generalized Lucas sequences $\left\{U_{n}(a, b)\right\}_{n \geq 0}$ and $\left\{V_{n}(a, b)\right\}_{n \geq 0}$ given by (1) and (2), based on the relations (4), (5), (6) and (7), which were known even to Lucas (see [6]).

Definition 1. An odd composite integer $n$ is said to be a generalized Lucas pseudoprime of parameters $a$ and $b$ if $\operatorname{gcd}(n, b)=1$ and $n$ divides $U_{n-\left(\frac{D}{n}\right)}$, where $\left(\frac{D}{n}\right)$ is the Jacobi symbol.

By relation (4), we deduce that $U_{p}^{2} \equiv 1(\bmod p)$. Using this, in our paper [7] we have defined a weak pseudoprimality notion for generalized Lucas sequences $U_{n}(a, b)$.

Definition 2. A composite integer $n$ for which $n \mid U_{n}^{2}-1$ is called a weak generalized Lucas pseudoprime of parameters $a$ and $b$.

This notion plays a key role in the present paper. Another weak pseudoprimality concept for generalized Pell-Lucas sequences inspired by (5) is also defined in [7].

Definition 3. A composite integer $n$ is said to be a generalized Bruckman-Lucas pseudoprime of parameters $a$ and $b$ if $n \mid V_{n}(a, b)-a$.

Historical details and various pseudoprimality tests for generalized Lucas sequences are given in the papers by Brillhart, Lehmer, and Selfridge [8], and by Baillie and Wagstaff in [9]. Grantham [10] unified many pseudoprimality notions under the name of Frobenius pseudoprimes and several examples are listed in Rotkiewics [11]. Various strong concepts like super-pseudoprimes [12], or extensions of recurrences to more general contexts like abelian groups have been proposed [13].

Interesting divisibility results for $U_{n}$ and $V_{n}$ are stated in [9] (Section 2).
Proposition 1. If $n$ is an odd composite number such that $\operatorname{gcd}(n, 2 a b D)=1$, then any two of the following statements imply the other two.
(1) $U_{n} \equiv\left(\frac{D}{n}\right)(\bmod n)$;
(2) $V_{n} \equiv V_{1}=a(\bmod n)$;
(3) $U_{n-\left(\frac{D}{n}\right)} \equiv U_{0}=0(\bmod n)$;
(4) $\quad V_{n-\left(\frac{D}{n}\right)} \equiv 2 b^{\frac{1-\left(\frac{D}{n}\right)}{2}}(\bmod n)$ (valid whenever $\left.\operatorname{gcd}(n, D)=1\right)$.

The structure of this paper is as follows. In Section 2 we review the notion of Fibonacci pseudoprime of level $k$, and propose a counterpart defined for Lucas sequences. We also disprove a statement formulated in [14] for Fibonacci numbers, which shows that the relationship between the pseudoprimes of different levels is not trivial. In Section 3 we define the generalized Lucas and Pell-Lucas pseudoprimality of level $k$, which involves the Jacobi symbol. For these notions we study some new related integer sequences indexed in the Online Encyclopedia of Integer Sequences (OEIS). Finally, in Section 4 we summarize the findings and suggest future directions of investigation.

The numerical simulations in this paper have been performed with specialist Matlab libraries and Wolfram Alpha (explicit formulae are indicated in OEIS). Sometimes we have provided more terms than in the OEIS (which has a limit of 260 characters), so that the readers can check the numerical examples and counterexamples.

## 2. Fibonacci and Lucas Pseudoprimes of Level $k$

In this section we present the Fibonacci pseudoprimes of level $k$ and give a counterexample to a result from [14], about the connection between the sets of pseudoprimes on different levels. We then define the Lucas pseudoprimes of level $k$, for which we also explore connections between the pseudoprimes on different levels.

### 2.1. Fibonacci Pseudoprimes of Level $k$

For a prime $p$, the following relations follow from (4) and (6) for $a=1$ and $b=-1$.

$$
\begin{align*}
F_{p} & \equiv\left(\frac{p}{5}\right) \quad(\bmod p) ;  \tag{8}\\
F_{p-\left(\frac{p}{5}\right)} & \equiv 0 \quad(\bmod p) . \tag{9}
\end{align*}
$$

A composite number $n$ is called a Fibonacci pseudoprime if $n \left\lvert\, F_{n-\left(\frac{n}{5}\right)}\right.$. The even Fibonacci pseudoprimes are indexed as A141137 in the OEIS [15], while the odd Fibonacci pseudoprimes indexed as A081264 start with the terms
$323,377,1891,3827,4181,5777,6601,6721,8149,10877,11663,13201,13981,15251,17119$, $17711,18407,19043,23407,25877,27323,30889,34561,34943,35207,39203,40501, \ldots$.

In [14], the authors introduced the following notion. Let $k$ be a fixed positive integer A composite number $n$ is called a Fibonacci pseudoprime of level $k$ if it satisfies

$$
n \left\lvert\, F_{k n-\left(\frac{n}{5}\right)}-F_{k-1} .\right.
$$

The set of all the Fibonacci pseudoprimes of level $k$ is denoted by $\mathcal{F}_{k}$. Notice that for $k=1$ we obtain the classical Fibonacci pseudoprimes. We now state a corrected version of Proposition 1 in [14], and then discuss why the original version does not hold.

Proposition 2. Let $n$ be a positive integer that is coprime with 10 . If $n \in \mathcal{F}_{1}$, then $n \in \mathcal{F}_{2}$ if and only if $n \mid F_{n}^{2}-1$.

Proof. Notice that the conditions in the hypothesis relate to Equations (8) and (9). Clearly, $n \in \mathcal{F}_{1}$ is equivalent to $n \left\lvert\, F_{n-\left(\frac{n}{5}\right)}\right.$, while $n \in \mathcal{F}_{2}$ is equivalent to $n \left\lvert\, F_{2 n-\left(\frac{n}{5}\right)}-F_{1}\right.$.

For all integers $m \geq r \geq 0$, Catalan's identity $F_{m}^{2}-F_{m+r} F_{m-r}=(-1)^{m-r} F_{r}^{2}$, is valid. Using this identity for $m=n-\left(\frac{n}{5}\right)$ and $r=n$ and since $\operatorname{gcd}(5, n)=1$, one has

$$
F_{n-\left(\frac{n}{5}\right)}^{2}+(-1)^{\left(\frac{n}{5}\right)} F_{2 n-\left(\frac{n}{5}\right)}=(-1)^{-\left(\frac{n}{5}\right)} F_{n}^{2}
$$

Since $\left(\frac{n}{5}\right)$ is odd, this can be rewritten as

$$
\begin{equation*}
F_{n-\left(\frac{n}{5}\right)}^{2}+\left(F_{n}^{2}-1\right)=F_{2 n-\left(\frac{n}{5}\right)}-F_{1} . \tag{10}
\end{equation*}
$$

Clearly, if $n \in \mathcal{F}_{1}$, then by taking the relation (10) modulo $n$, one obtains that $n \mid F_{n}^{2}-1$ is equivalent to $n \in \mathcal{F}_{2}$.

Remark 1. Notice that if $n \mid F_{n}^{2}-1$ and $n \in \mathcal{F}_{2}$, then by (10) it follows that $n \left\lvert\, F_{n-\left(\frac{n}{5}\right)}^{2}\right.$. This may not always indicate that $n \in \mathcal{F}_{1}$. However, this assertion holds whenever $n$ is square-free. We have confirmed that the numbers satisfying both $n \mid F_{n}^{2}-1$ and $n \in \mathcal{F}_{2}$ with $n \leq 39500$ are
$323,377,1891,3827,4181,5777,6601,6721,8149,10877,11663,13201,13981,15251$, $17119,17711,18407,19043,23407,25877,27323,30889,34561,34943,35207,39203$, which are all square-free and satisfy $n \in \mathcal{F}_{1}$.

We now recall Proposition 1 in [14], which states that if $n \in \mathbb{N}$ is coprime with 10 , then $n \in \mathcal{F}_{k}$ for all $k \geq 1$ if and only if $n \in \mathcal{F}_{1}$ and $n \mid F_{n}^{2}-1$. In particular, if $n \left\lvert\, F_{n-\binom{n}{5}}\right.$ and $n \left\lvert\, F_{n}-\left(\frac{n}{5}\right)\right.$, then $n \in \mathcal{F}_{k}$ for all $k \geq 1$. The following example gives an integer $n$ for which $n \in \mathcal{F}_{1}$ and $n \mid F_{n}^{2}-1$, (hence in $\mathcal{F}_{2}$ ), but which is not in $\mathcal{F}_{3}$. This shows that Proposition 1 in [14] does not generally hold.

Example 1. The first composite integer $n$ for which $n \left\lvert\, F_{n-\left(\frac{n}{5}\right)}\right.$ and $n \mid F_{n}^{2}-1$ is $n=323$. For this integer one can check that $n \left\lvert\, F_{2 n-\left(\frac{n}{5}\right)}-F_{1}\right.$, but we have $F_{3 n-\left(\frac{n}{5}\right)}-F_{2} \equiv 321(\bmod n)$, where $\left(\frac{n}{5}\right)=-1$. The calculations involving the large numbers below are implemented with the vpi (variable precision integer) library in Matlab ${ }^{\circledR}$. We have

```
\(F_{n-\left(\frac{n}{5}\right)}=23041483585524168262220906489642018075101617466780496790573690289968 \equiv 0 \quad(\bmod n)\)
\(F_{2 n-\left(\frac{n}{5}\right)}=73369952779993091352807862470137544645640492430927104043499069001458\)
    \(4668246528603476477043108568806527592562210693671820824200536283473 \equiv 1=F_{1} \quad(\bmod n)\)
\(F_{3 n-\left(\frac{n}{5}\right)}=23362861818152996537467507811299195417669439511689710925227862142275\)
    523753399638967783310781704529676533897971172191948004316934631842045065
    \(771638088947558424515687624190113122357319209227560059859345335 \equiv 322(\bmod n)\).
```

We now discuss why the proof of Proposition 1 in [14] fails, but we mention that the error in the proof is not trivial as we can notice in the previous numerical example.

Remark 2. The problems appear at the induction step. When applying Catalan's identity for $m=k n-\left(\frac{n}{5}\right)$ and $r=n$ one obtains the identity

$$
F_{k n-\left(\frac{n}{5}\right)}^{2}-F_{(k+1) n-\left(\frac{n}{5}\right)} F_{(k-1) n-\left(\frac{n}{5}\right)}=(-1)^{(k-1) n-\left(\frac{n}{5}\right)} F_{n}^{2} .
$$

Assuming $n \in \mathcal{F}_{k}$ and taking this relation modulo $n$ one obtains after some steps

$$
\begin{aligned}
F_{(k+1) n-\left(\frac{n}{5}\right)} F_{k-2} & \equiv F_{k-1}^{2}+(-1)^{k} \quad(\bmod n) \\
F_{k} F_{k-2} & \equiv F_{k-1}^{2}+(-1)^{k} \quad(\bmod n)
\end{aligned}
$$

from where the authors (incorrectly) claim $n \left\lvert\, F_{(k+1) n-\left(\frac{n}{5}\right)}-F_{k}\right.$. In fact, we only have

$$
\left[F_{(k+1) n-\left(\frac{n}{5}\right)}-F_{k}\right] F_{k-2} \equiv 0 \quad(\bmod n)
$$

This holds when $n$ is coprime with $F_{k-2}$, but this cannot be guaranteed in general.

### 2.2. Lucas Pseudoprimes of Level $k$

From the relations (5) and (7) applied for $a=1$ and $b=-1$ one obtains

$$
\begin{align*}
L_{p} & \equiv 1 \quad(\bmod p)  \tag{11}\\
L_{p-\left(\frac{p}{5}\right)} & \equiv 2\left(\frac{p}{5}\right) \quad(\bmod p) . \tag{12}
\end{align*}
$$

A composite integer $n$ satisfying the property $n \mid L_{n}-1$ is called a Bruckman-Lucas pseudoprime. The sequence is indexed in the OEIS [15] as A005845, and begins with 705, 2465, 2737, 3745, 4181, 5777, 6721, 10877, 13201, 15251, 24465, 29281, 34561, 35785,51841, $54705,64079,64681,67861,68251,75077,80189,90061,96049,97921,100065,100127, \ldots$.

In 1964 Lehmer [16] proved that Fibonacci pseudoprimes are infinite, while in 1994 Bruckman showed that the Bruckman-Lucas pseudoprimes are odd [17], and also he proved that these numbers are infinitely many [18].

For a positive integer $k$ we define the Lucas pseudoprimes of level $k$ as the composite integers $n$ satisfying the relation

$$
n \left\lvert\, L_{k n-\left(\frac{n}{5}\right)}-\left(\frac{n}{5}\right) L_{k-1}\right.
$$

The set of all the Lucas pseudoprimes of level $k$ is denoted by $\mathcal{L}_{k}$.
For $k=1$ the integers $n \in \mathcal{L}_{1}$ satisfy $n \left\lvert\, L_{n-\left(\frac{n}{5}\right)}-2\left(\frac{n}{5}\right)\right.$ and define the sequence A339125 added by us to OEIS, which starts with the terms
$9,49,121,169,289,361,529,841,961,1127,1369,1681,1849,2209,2809,3481,3721$,
$3751,4181,4489,4901,4961,5041,5329,5777,6241,6721,6889,7381,7921,9409, \ldots$.
For $k=2$ the integers $n \in \mathcal{L}_{2}$ satisfy the relation $n \left\lvert\, L_{2 n-\left(\frac{n}{5}\right)}-\left(\frac{n}{5}\right)\right.$, and recover a sequence we have indexed as A339517, whose first elements are

$$
\begin{aligned}
& 323,377,609,1891,3081,3827,4181,5777,5887,6601,6721,8149,8841,10877,11663,13201, \\
& 13981,15251,17119,17711,18407,19043,23407,25877,26011,27323,30889,34561, \ldots .
\end{aligned}
$$

The following result highlights a connection between the Lucas pseudoprimes of levels 1 and 2 via the positive integers with the property $n \mid F_{n}^{2}-1$.

Proposition 3. Let $n$ be a positive integer that is coprime with 10 . If $n \in \mathcal{L}_{1}$, then $n \in \mathcal{L}_{2}$ if and only if $n \mid F_{n}^{2}-1$.

Proof. One can easily check (see Lemma 2.4 [19]) that for any integers $m$ and $r$ we have

$$
L_{m}^{2}-L_{m+r} L_{m-r}=-5(-1)^{m-r} F_{r}^{2}, \quad L_{-m}=(-1)^{m} L_{m}
$$

Using this identity for $m=n-\left(\frac{n}{5}\right)$ and $r=n$, we get

$$
L_{n-\left(\frac{n}{5}\right)}^{2}-L_{2 n-\left(\frac{n}{5}\right)} L_{-\left(\frac{n}{5}\right)}=-5(-1)^{-\left(\frac{n}{5}\right)} F_{n}^{2}
$$

As $n$ and 5 are coprime, we have $L_{-\left(\frac{n}{5}\right)}=(-1)^{-\left(\frac{n}{5}\right)} L_{\left(\frac{n}{5}\right)}$ and $L_{\left(\frac{n}{5}\right)}=\left(\frac{n}{5}\right)$, while since $\left(\frac{n}{5}\right)= \pm 1$, it follows that $(-1)^{-\left(\frac{n}{5}\right)}=-1$. Therefore

$$
\begin{equation*}
L_{n-\left(\frac{n}{5}\right)}^{2}+\left(\frac{n}{5}\right) L_{2 n-\left(\frac{n}{5}\right)}=5 F_{n}^{2} \tag{13}
\end{equation*}
$$

This identity can be further written as

$$
\begin{equation*}
\left(L_{n-\left(\frac{n}{5}\right)}^{2}-4\right)+\left(\frac{n}{5}\right)\left(L_{2 n-\left(\frac{n}{5}\right)}-\left(\frac{n}{5}\right)\right)=5\left(F_{n}^{2}-1\right) . \tag{14}
\end{equation*}
$$

Now we take this relation modulo $n$. Clearly, from $n \in \mathcal{L}_{1}$ we $L_{n-\left(\frac{n}{5}\right)} \equiv 2\left(\frac{n}{5}\right)$ $(\bmod n)$, hence the first bracket vanishes. Notice that if any of the other two brackets in (14) vanish, then the third vanishes as well, hence $n \in \mathcal{L}_{2}$ if and only if $n \mid F_{n}^{2}-1$.

One could check that if $n \mid F_{n}^{2}-1$ and $n \in \mathcal{L}_{2}$, then it does not follow that $n \in \mathcal{L}_{1}$. We give an example below.

Example 2. From Example 1, we know that for $n=323$ we have $n \mid F_{n}^{2}-1$ and $\left(\frac{n}{5}\right)=-1$. One can check numerically that $n \left\lvert\, L_{2 n-\left(\frac{n}{5}\right)}-\left(\frac{n}{5}\right) L_{1}\right.$, but $L_{n-\left(\frac{n}{5}\right)} \equiv 2 \neq 2\left(\frac{n}{5}\right)(\bmod n)$.

$$
\begin{aligned}
& L_{n-\left(\frac{n}{5}\right)}=51522323599677629496737990329528638956583548304378053615581043535682 \equiv 2 \quad(\bmod n) \\
& L_{2 n-\left(\frac{n}{5}\right)}-\left(\frac{n}{5}\right) L_{1}=16406020192201422428071742506624502576478112489127183861980740204184 \\
& 62621569240159920644069904101285065702566167066710438314676532992880 \equiv 0 \quad(\bmod n)
\end{aligned}
$$

It can be checked that $n=323$ is the smallest odd composite number for which $n \mid F_{n}^{2}-1$ and $n \in \mathcal{L}_{2}$ but $n \notin \mathcal{L}_{1}$, but as we will see later, there are (possibly infinitely) many numbers that satisfy this property.

## 3. Generalized Lucas Pseudoprimes of Level $k$

In this section we use Theorems 2 and 3 to extend the notions presented in Section 2 for generalized Lucas and Pell-Lucas sequences. We calculate the terms of the integer sequences obtained for a few particular parameter values and we formulate some conjectures.

### 3.1. Jacobi's Symbol

Let $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$ be the prime factorization of an odd integer $n$. The Jacobi symbol is defined as

$$
\left(\frac{a}{n}\right)=\left(\frac{a}{p_{1}}\right)^{\alpha_{1}}\left(\frac{a}{p_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{a}{p_{k}}\right)^{\alpha_{k}}
$$

where $a$ is an integer. When $n$ is a prime this recovers the Legendre symbol.
Jacobi's symbol is completely multiplicative in both the numerator and denominator, i.e., for $m, n, m_{1}, m_{2}, n_{1}, n_{2}$ integers, we have

$$
\begin{aligned}
& \left(\frac{m_{1} m_{2}}{n}\right)=\left(\frac{m_{1}}{n}\right)\left(\frac{m_{2}}{n}\right), \quad \text { so }\left(\frac{m^{2}}{n}\right)=\left(\frac{m}{n}\right)^{2}=1 \text { or } 0 ; \\
& \left(\frac{m}{n_{1} n_{2}}\right)=\left(\frac{m}{n_{1}}\right)\left(\frac{m}{n_{2}}\right), \quad \text { so }\left(\frac{m}{n^{2}}\right)=\left(\frac{m}{n}\right)^{2}=1 \text { or } 0 .
\end{aligned}
$$

The Jacobi symbol also satisfies the quadratic reciprocity law. This states that if $m$ and $n$ are odd positive coprime integers, then the following identity holds

$$
\left(\frac{m}{n}\right)\left(\frac{n}{m}\right)=(-1)^{\frac{m-1}{2} \cdot \frac{n-1}{2}}= \begin{cases}1 & \text { if } n \equiv 1 \quad(\bmod 4) \text { or } m \equiv 1 \quad(\bmod 4) \\ -1 & \text { if } n \equiv m \equiv 3 \quad(\bmod 4)\end{cases}
$$

### 3.2. Results for $b=-1$

We shortly denote $U_{n}=U_{n}(a,-1)$ and $V_{n}=V_{n}(a,-1)$. If $p$ is prime number and $a$ is an odd integer, then by the law of quadratic reciprocity for the Jacobi symbol with $D=a^{2}+4$ one has

$$
\begin{equation*}
\left(\frac{D}{p}\right)\left(\frac{p}{D}\right)=(-1)^{\frac{p-1}{2} \cdot \frac{D-1}{2}}=1 \tag{15}
\end{equation*}
$$

This implies $\left(\frac{D}{p}\right)=\left(\frac{p}{D}\right)$, hence the results in Theorem 2 can be written as
(1) $U_{k p-\left(\frac{p}{D}\right)} \equiv U_{k-1}(\bmod p)$;
(2) $\quad V_{k p-}\left(\frac{p}{D}\right) \equiv\left(\frac{p}{D}\right) V_{k-1}(\bmod p)$.

We now investigate similar relations modulo a composite number $n$, where $\left(\frac{n}{D}\right)$ is the Jacobi symbol, which is well-defined for any odd composite integers $n$ and $D$. These allow us to define new concepts of pseudoprimality.

Definition 4. Let $a, k$, and $n$ be non-negative integers, where $a$ is odd. We say that the composite number $n$ is a
(1) generalized Lucas pseudoprime of level $k^{-}$and parameter $a$ if

$$
n \left\lvert\, U_{k n-\left(\frac{n}{D}\right)}-U_{k-1}\right.
$$

The set of all such numbers is denoted by $\mathcal{U}_{k}^{-}(a)$.
(2) generalized Pell-Lucas pseudoprime of level $k^{-}$and parameter a if

$$
n \left\lvert\, V_{k n-\left(\frac{n}{D}\right)}-\left(\frac{n}{D}\right) V_{k-1} .\right.
$$

The set of all such numbers is denoted by $\mathcal{V}_{k}^{-}(a)$.
In [19] we proved connections between the sets of generalized Lucas and Pell-Lucas pseudoprimes of levels $1^{-}$and $2^{-}$, which are linked through the property $n \mid U_{n}^{2}-1$ (see Definition 2). Integers having this property were called weak generalized Lucas pseudoprimes of parameters $a$ and $b$ and present interest in their own right. Some of their properties, associated integer sequences and conjectures have been discussed in [7].

Theorem 4. Let $a, n>0$ be odd integers with $\operatorname{gcd}(D, n)=1$. The following statements hold
(1) Reference [19] (Theorem 4.3). If $n \in \mathcal{U}_{1}^{-}(a)$, then $n \in \mathcal{U}_{2}^{-}(a)$ if and only if $n \mid U_{n}^{2}-1$.
(2) Reference [19] (Theorem 4.6). If $n \in \mathcal{V}_{1}^{-}(a)$ and $\operatorname{gcd}(a, n)=1$, then $n \in \mathcal{V}_{2}^{-}$(a) if and only if $n \mid U_{n}^{2}-1$.

We now present the integer sequences $\mathcal{U}_{k}^{-}(a), \mathcal{V}_{k}^{-}(a)$ calculated for the values $a=$ $1,3,5,7$ and $k=1,2,3$. Most of these were added by the authors to OEIS [15]. For these values we show that the reciprocal statements in Theorem 4 do not hold, and also, the results cannot be extended directly to superior levels.

To begin with, we provide some details on weak generalized Lucas pseudoprimes.
Remark 3. For $b=-1$, the odd integers $n$ satisfying the property $n \mid U_{n}^{2}-1$ recover the weak Fibonacci pseudoprimes indexed as A337231 for $a=1$, A337234 for $a=3$, A337237 for $a=5$, and A338081 for $a=7$. The reader can use these to check the numerical examples.

Remark 4. As seen in Example 2, even when $n \mid \mathcal{U}_{n}^{2}-1$, and $n \in \mathcal{U}_{2}^{-}(a)$ (or $n \in \mathcal{V}_{2}^{-}(a)$ ), it does not mean that $n \in \mathcal{U}_{1}^{-}(a)$ (or $n \in \mathcal{V}_{1}^{-}(a)$ ). For $U_{n}$ we have the following examples:

- $\quad a=1$ : None found for $n \leq 50000$ (see also, Remark 1);
- $a=3: 9,63,99,153,1071,1881,1953,9999,13833,16191$;
- $\quad a=5$ : None found for $n \leq 15000$;
- $a=7: 49,147,245,637,833,1127,1225,2499,3185,3479,4753,5537,15925$.

For $V_{n}$ we have

- $a=1: 323,377,1891,3827,6601,8149,11663,13981,17119,17711,18407,19043$;
- $a=3: 1763,3599,5559,6681,12095,12403,12685,14279,15051,19043$;
- $a=5: 15,45,91,135,143,1547,1573,1935,2015,6543,8099,10403,10905$;
- $\quad a=7: 35,65,175,391,455,575,1247,1295,1763,1775,2275,2407,3367,4199,4579$.

Also the connections between the levels $2^{-}$and $3^{-}$are non-trivial.
Remark 5. As seen in Example 1, even when $n \mid \mathcal{U}_{n}^{2}-1$, if $n \in \mathcal{U}_{1}^{-}(a)$ (hence $n \in \mathcal{U}_{2}^{-}(a)$ ), it does not mean that $n \in \mathcal{U}_{3}^{-}(a)$. The following values have been found:

- $\quad a=1: 323,377,1891,3827,6601,8149,11663,13981,17119,17711,18407,19043$;
- $\quad a=3: 1763,3599,5559,6681,12095,12403,12685,14279,15051,19043$;
- $a=5: 15,45,91,135,143,1547,1573,1935,2015,6543,8099,10403,10905$;
- $a=7: 35,65,175,391,455,575,1247,1295,1763,1775,2275,2407,3367,4199,4579$.

The following $n$ with $n \mid U_{n}^{2}-1$ and $n \in \mathcal{V}_{1}^{-}(a), n \in \mathcal{V}_{2}^{-}(a)$, but $n \notin \mathcal{V}_{3}^{-}(a)$ were found:

- $\quad a=1$ : None found for $n \leq 50000$;
- $\quad a=3$ : None found for $n \leq 20000$;
- $\quad a=5: 18901,19601,19951$;
- $\quad a=7$ : None found for $n \leq 17000$.

The numerical results in Remarks 4 and 5 suggest the following conjecture.
Conjecture 1. If $n \mid \mathcal{U}_{n}^{2}-1$, then $n \in \mathcal{U}_{1}^{-}(a) \backslash \mathcal{U}_{3}^{-}(a)$ if and only if $n \in \mathcal{V}_{2}^{-}(a) \backslash \mathcal{V}_{1}^{-}(a)$.
Example 3. If $b=-1, a=1, D=5$, we obtain the classical Fibonacci and Lucas numbers.

- $\quad$ The $\operatorname{set} \mathcal{U}_{1}^{-}(1)$ recovers the odd Fibonacci pseudoprimes A081264 in [15].
- The set $\mathcal{U}_{2}^{-}(1)$ gives A340118 and its first elements are
$323,377,609,1891,3081,3827,4181,5777,5887,6601,6721,8149,10877,11663,13201$, 13601, 13981, 15251, 17119, 17711, 18407, 19043, 23407, 25877, 27323, 28441, 28623, $30889,32509,34561,34943,35207,39203,40501, \ldots$.
- The set $\mathcal{U}_{3}^{-}(1)$ is A 340235 and its first elements are
$9,27,161,341,901,1107,1281,1853,2241,2529,4181,5473,5611,5777,6119,6721$,
$7587,8307,9729,10877,11041,12209,13201,13277,14981,15251,16771,17567, \ldots$.
- The set $\mathcal{V}_{1}^{-}(1)$ recovers A339125, seen in Section 2.2.
- The set $\mathcal{V}_{2}^{-}(1)$ is A339517, seen in Section 2.2.
- The sequence $\mathcal{V}_{3}^{-}(1)$ is given by A339724 and starts with the elements $9,21,161,341,901,1281,1853,3201,4181,5473,5611,5777,6119,6721,9729,10877$, 11041,12209, 12441,13201,14981,15251,16771,17941,20591,20769, 20801,....

Example 4. $b=-1, a=3, D=13$.

- The set $\mathcal{U}_{1}^{-}(3)$ recovers pseudoprimes indexed as A327653 in [15], starting with $119,649,1189,1763,3599,4187,5559,6681,12095,12403,12685,12871,12970,14041$, $14279,15051,16109,19043,22847,23479,24769,26795,28421,30743,30889, \ldots$
- The set $\mathcal{U}_{2}^{-}(3)$ gives A340119 and its first elements are
$9,27,63,81,99,119,153,243,567,649,729,759,891,903,1071,1189,1377,1431,1539$, $1763,1881,1953,2133,2187,3599,3897,4187,4585,5103,5313,5559,5589,5819$, $6561,6681,6831,6993,8019,8127,8829,8855,9639,9999,10611,11135, \ldots$.
- The set $\mathcal{U}_{3}^{-}(3)$ is indexed as A340236 and its first elements are
$9,119,121,187,327,345,649,705,1003,1089,1121,1189,1881,2091,2299,3553,4187$, $5461,5565,5841,6165,6485,7107,7139,7145,7467,7991,8321,8449,11041, \ldots$.
- The set $\mathcal{V}_{1}^{-}(3)$ recovers A339126, and starts with
$9,25,49,119,121,289,361,529,649,833,841,961,1089,1189,1369,1681,1849,1881$, $2023,2209,2299,2809,3025,3481,3721,4187,4489,5041,5329,6241,6889,7139, \ldots$.
- The set $\mathcal{V}_{2}^{-}(3)$ giving A339518, has the first elements
$15,75,105,119,165,255,375,649,1189,1635,1763,1785,1875,2233,2625,3599,3815$, $4125,4187,5475,5559,5887,6375,6601,6681,7905,8175,9265,9375,9471,11175, \ldots$.
- The set $\mathcal{V}_{3}^{-}(3)$ is given by A339725 and starts with the elements
$9,27,119,133,145,165,205,261,341,393,649,693,705,901,945,1121,1173,1189$,
$1353,1431,1485,1881,2133,2805,3201,3605,3745,4187,5173,5461,5841,5945, \ldots$

Example 5. $b=-1, a=5, D=29$.

- The set $\mathcal{U}_{1}^{-}(5)$ recovers the entry A340095 in [15], starting with $9,15,27,45,91,121,135,143,1547,1573,1935,2015,6543,6721,8099,10403,10877$, $10905,13319,13741,13747,14399,14705,16109,16471,18901,19043,19109, \ldots$.
- The set $\mathcal{U}_{2}^{-}(5)$ gives A340120 and its first elements are
$9,15,25,27,45,75,91,121,125,135,143,147,175,225,275,325,375,441,483,625$, $675,735,755,1125,1323,1547,1573,1875,1935,2015,2205,2275,2485, \ldots$.
- The set $\mathcal{U}_{3}^{-}(5)$ is indexed as A340237 and its first elements are
$9,27,33,35,65,81,99,121,221,243,297,363,513,585,627,705,729,891,1089,1539$, $1541,1881,2145,2187,2299,2673,3267,3605,4181,4573,4579,5265,5633,6721, \ldots$.
- The set $\mathcal{V}_{1}^{-}(5)$ recovers A339127, and starts with
$9,25,27,49,81,121,169,175,225,243,289,325,361,529,637,729,961,1225,1331$, $1369,1539,1681,1849,2025,2209,2809,3025,3481,3721,4225,4489,5041,5329, \ldots$.
- The set $\mathcal{V}_{2}^{-}(5)$ giving A339519, has the first elements
$9,15,27,39,45,91,117,121,135,143,195,287,351,507,585,741,1521,1547,1573$, $1755,1935,2015,2067,2535,2601,3157,3227,3445,3505,3519,3731,4563, \ldots$.
- The set $\mathcal{V}_{3}^{-}(5)$ is given by A339726 and starts with the elements
$9,25,27,33,35,45,65,81,99,117,121,161,175,221,225,297,325,363,585,645,705$, $825,891,1089,1281,1539,1541,1881,2025,2133,2145,2181,2299,2325,2925, \ldots$.

Example 6. $b=-1, a=7, D=53$.

- The set $\mathcal{U}_{1}^{-}(7)$ recovers the entry A340096 in [15], starting with $25,35,51,65,91,175,325,391,455,575,1247,1295,1633,1763,1775,1921,2275$, $2407,2599,2651,3367,4199,4579,4623,5629,6441,9959,10465,10825,10877, \ldots$.
- The set $\mathcal{U}_{2}^{-}(7)$ gives A340121 and its first elements are

$$
\begin{aligned}
& 25,35,39,49,51,65,91,147,175,245,301,325,343,391,455,507,575,605,637,663 \\
& 741,833,897,903,935,1127,1205,1225,1247,1295,1505,1595,1633,1715,1763, \ldots .
\end{aligned}
$$

- The set $\mathcal{U}_{3}^{-}(7)$ is indexed as A340238 and its first elements are
$9,25,27,51,91,105,153,185,225,289,325,425,459,481,513,747,867,897,925$, $945,1001,1189,1299,1469,1633,1785,1921,2241,2245,2599,2601,2651,2769, \ldots$
- The set $\mathcal{V}_{1}^{-}(7)$ recovers A 339128 , and starts with

$$
\begin{aligned}
& 9,25,49,51,91,121,125,153,169,289,325,361,441,529,625,637,833,841,867,961 \\
& 1183,1225,1369,1633,1681,1849,1921,2209,2599,2601,2651,3481,3721,4225, \ldots .
\end{aligned}
$$

- The set $\mathcal{V}_{2}^{-}(7)$ giving A339520, has the first elements

$$
\begin{aligned}
& 25,35,51,65,75,91,105,175,203,325,391,455,575,645,861,1247,1275,1295, \\
& 1633,1763,1775,1785,1875,1921,2275,2407,2415,2599,2625,2651,3045,3367, \ldots .
\end{aligned}
$$

- The set $\mathcal{V}_{3}^{-}(7)$ is given by A 339727 and starts with the elements

$$
\begin{aligned}
& 9,25,49,51,69,91,105,143,145,153,185,221,225,325,339,391,425,441,481, \\
& 637,645,705,805,833,897,925,1001,1173,1189,1207,1225,1281,1299,1365, \ldots .
\end{aligned}
$$

In 1964, E. Lehmer [16] proved that the sequence $\mathcal{U}_{1}^{-}(1)$ is infinite.
Conjecture 2. If a and $k$ are positive integers with $a$ odd, then $\mathcal{U}_{k}^{-}(a)$ and $\mathcal{V}_{k}^{-}(a)$ are infinite.
3.3. Results for $b=1$

We shortly denote $U_{n}=U_{n}(a, 1)$ and $V_{n}=V_{n}(a, 1)$. If $p$ is prime and $a$ odd, then we have $D=a^{2}-4$, and by the law of quadratic reciprocity for the Jacobi symbol (15) we get $\left(\frac{D}{p}\right)=\left(\frac{p}{D}\right)$, hence the results in Theorem 3 can be rewritten as
(1) $U_{k p-\left(\frac{p}{D}\right)} \equiv\left(\frac{p}{D}\right) U_{k-1}(\bmod p)$;
(2) $\quad V_{k p-\left(\frac{p}{D}\right)} \equiv V_{k-1}(\bmod p)$.

We investigate similar relations modulo a composite number $n$, where $\left(\frac{n}{D}\right)$ is the Jacobi symbol, which is well-defined for any odd composite integers $n$ and $D$, which allow us to naturally define new pseudoprimality notions.

Definition 5. Let $a, k$ and $n$ be non-negative integers, with a odd. We say that the composite number $n$ is a
(1) generalized Lucas pseudoprime of level $k^{+}$and parameter a if

$$
n \left\lvert\, U_{k n-\left(\frac{n}{D}\right)}-\left(\frac{n}{D}\right) U_{k-1}\right.
$$

The set of all such numbers is denoted by $\mathcal{U}_{k}^{+}(a)$.
(2) generalized Pell-Lucas pseudoprime of level $k^{+}$and parameter a if

$$
n \left\lvert\, V_{k n-\left(\frac{n}{D}\right)}-V_{k-1}\right.
$$

The set of all such numbers is denoted by $\mathcal{V}_{k}^{+}(a)$.
In [19] we have proved connections between the sets of generalized Lucas and PellLucas pseudoprimes of levels $1^{+}$and $2^{+}$, linked through the property $n \mid U_{n}^{2}-1$ (similarly to Theorem 4).

Theorem 5. Let $a, n>0$ be odd integers with $\operatorname{gcd}(D, n)=1$. We have:
(1) Reference [19] (Theorem 4.9). If $n \in \mathcal{U}_{1}^{+}(a)$, then $n \in \mathcal{U}_{2}^{+}(a)$ if and only if $n \mid \mathcal{U}_{n}^{2}-1$.
(2) Reference [19] (Theorem 4.12). If $n \in \mathcal{V}_{1}^{+}(a)$ and $\operatorname{gcd}(a, n)=1$, then $n \in \mathcal{V}_{2}^{+}(a)$ if and only if $n \mid U_{n}^{2}-1$.

We now present the integer sequences $\mathcal{U}_{k}^{+}(a), \mathcal{V}_{k}^{+}(a)$ calculated for the values $a=$ $3,5,7$ and $k=1,2,3$. Most of these have been added by the authors to OEIS [15]. For these values we show that the reciprocal statements in Theorem 5 do not hold, and also, the results cannot be extended directly to superior levels.

We first provide some details on weak generalized Lucas pseudoprimes.
Remark 6. For $b=1$, the odd integers $n$ satisfying the property $n \mid U_{n}^{2}-1$ recover the sequences A338007 for $a=3$, A338009 for $a=5$, and A338011 for $a=7$. The reader can use these links to check the numerical examples given below.

We now show that the reciprocals of Theorem 5 do not hold.
Remark 7. (1) If $n \mid U_{n}^{2}-1$ with $n \in \mathcal{U}_{2}^{+}(a)$, does not imply $n \in \mathcal{U}_{1}^{+}(a)$. A counterexample is given by $U_{n}=U_{n}(3,1)$ (bisection of Fibonacci numbers), where $D=5$. For $n=9$ we have $U_{n}=2584,\left(\frac{n}{5}\right)=1, n \left\lvert\, U_{2 n-\left(\frac{n}{5}\right)}-U_{1}\right.$ and $n \mid U_{n}^{2}-1$, but $U_{n-\left(\frac{n}{5}\right)} \equiv 6 \neq 0(\bmod n)$.

$$
\begin{aligned}
U_{n-\left(\frac{n}{5}\right)} & =987 \equiv 6 \quad(\bmod n) \\
U_{2 n-\left(\frac{n}{5}\right)}-U_{1} & =5702886 \equiv 0 \quad(\bmod n) \\
U_{n}^{2}-1 & =6677055 \equiv 0 \quad(\bmod n)
\end{aligned}
$$

(2) When $n \mid U_{n}^{2}-1$ with $n \in \mathcal{V}_{2}^{+}(a)$, it does not imply $n \in \mathcal{V}_{1}^{+}(a)$. A counterexample is given by $V_{n}=V_{n}(3,1)=L_{2 n}$ (bisection of Lucas numbers), where $D=5$. For $n=21$ we get $V_{n}=599074578$, one has $\left(\frac{n}{5}\right)=1$ and

$$
\begin{aligned}
V_{n-\left(\frac{n}{5}\right)} & =228826125 \equiv 5 \neq 2 \quad(\bmod n) ; \\
V_{2 n-\left(\frac{n}{5}\right)}-V_{1} & =137083915467899400 \equiv 0 \quad(\bmod n) ; \\
U_{n}^{2}-1 & =71778070001175615 \equiv 0 \quad(\bmod n) .
\end{aligned}
$$

For the calculations we have used the vpi (variable precision integer) library in Matlab.
For each value $a=3,5,7$ there might be infinitely many such integers $n$.
Remark 8. As seen in Example 2, even when $n \mid \mathcal{U}_{n}^{2}-1$, and $n \in \mathcal{U}_{2}^{+}(a)$ (or $n \in \mathcal{V}_{2}^{+}(a)$ ), it does not mean that $n \in \mathcal{U}_{1}^{+}(a)$ (or $n \in \mathcal{V}_{1}^{+}(a)$ ). For $U_{n}$ we have:

- $\quad a=3: 9,63,423,2871,2961,8001$;
- $\quad a=5: 25,275,425,575,775,6325,6575,9775,13175,17825$;
- $\quad a=7: 49,1127,2303$

For $V_{n}$ we have

- $a=3: 21,329,451,861,1081,1819,2033,2211,3653,4089,5671,8557,11309$, 13861,14701,17513,17941,19951,20473;
- $\quad a=5: 115,253,391,713,715,779,935,1705,2627,2893,2929,3281,4141,5191$, 5671, 7739, 8695, 11815, 12121,17963;
- $\quad a=7: 1771,7471,7931,15449$.

We show that for $U_{n}$ one cannot make the jump from levels $1^{+}$and $2^{+}$to level $3^{+}$, even under the extra condition $n \mid U_{n}^{2}-1$.

Example 7. When $b=1$ and $a=3$ we have $D=5$. The first composite integer $n$ for which $n \left\lvert\, U_{n-\left(\frac{n}{5}\right)}\right.$ and $n \mid U_{n}^{2}-1$ is $n=21$. For this integer one can check that $n \left\lvert\, U_{2 n-\left(\frac{n}{5}\right)}-U_{1}\right.$, but we have $U_{3 n-\left(\frac{n}{5}\right)}-U_{2} \equiv 15(\bmod n)$, where $\left(\frac{n}{5}\right)=1$. The calculations with large integers are implemented with the vpi library in Matlab ${ }^{\circledR}$. We have

$$
\begin{aligned}
U_{n-\left(\frac{n}{5}\right)} & =102334155 \equiv 0 \quad(\bmod n) \\
U_{2 n-\left(\frac{n}{5}\right)} & =61305790721611591 \equiv\left(\frac{n}{5}\right) U_{1}=1 \quad(\bmod n) \\
U_{3 n-\left(\frac{n}{5}\right)} & =36726740705505779255899443 \equiv 18 \neq\left(\frac{n}{5}\right) U_{2}=3 \quad(\bmod n) \\
U_{n}^{2}-1 & =71778070001175615 \equiv 0 \quad(\bmod n)
\end{aligned}
$$

We now find multiple such integers for $U_{n}$, as in Remark 5.
Remark 9. Below we present some integers $n$ which satisfy the properties $n \mid U_{n}^{2}-1$ and $n \in$ $\mathcal{U}_{1}^{+}(a) \cap \mathcal{U}_{2}^{+}(a)$, but $n \notin \mathcal{U}_{3}^{+}(a)$.

- $\quad a=3: 21,329,451,861,1081,1819,2033,2211,3653,4089,5671,8557,11309$,

13861,14701,17513,17941,19951,20473;

- $a=5: 115,253,391,713,715,779,935,1705,2627,2893,2929,3281,4141,5191$,

5671,7739,11815,12121,17963;

- $\quad a=7: 1771,7471,7931,15449$.

We conjecture that these sequences exist and are infinite for all odd integers $a$.
By Theorem 5 we have that whenever $n \mid U_{n}^{2}-1$ we have $\mathcal{V}_{1}^{+}(a) \subseteq \mathcal{V}_{2}^{+}(a)$. The following property for $V_{n}$ is suggested by numerical simulations for $a=3,5,7$ and $n \leq$ 17000 , but we do not currently have a proof.

Conjecture 3. If $a, n \geq 3$ are odd integers such that $n$ is composite and $n \mid U_{n}^{2}-1$, then we have $\mathcal{V}_{2}^{+}(a) \subseteq \mathcal{V}_{3}^{+}(a)$.

Example 8. $b=1, a=3, D=5$ (bisection of Fibonacci and Lucas numbers).

- The set $\mathcal{U}_{1}^{+}(3)$ recovers the entry A340097 in [15], starting with
$21,323,329,377,451,861,1081,1819,1891,2033,2211,3653,3827,4089,4181,5671$, $5777,6601,6721,8149,8557,10877,11309,11663,13201,13861,13981, \ldots$.
- The set $\mathcal{U}_{2}^{+}(3)$ recovers A340122 and its first elements are $9,21,27,63,81,189,243,323,329,351,377,423,451,567,729,783,861,891,963,1081$, $1701,1743,1819,1891,1967,2033,2187,2211,2871,2889,2961,3321,3653, \ldots$.
- The set $\mathcal{U}_{3}^{+}(3)$ is indexed as A340239 and its first elements are

$$
\begin{aligned}
& 9,49,63,141,161,207,323,341,377,441,671,901,1007,1127,1281,1449,1853, \\
& 1891,2071,2303,2407,2501,2743,2961,3827,4181,4623,5473,5611,5777,6119, \ldots .
\end{aligned}
$$

- The set $\mathcal{V}_{1}^{+}(3)$ recovers A339129, and starts with
$9,49,63,121,169,289,323,361,377,441,529,841,961,1127,1369,1681,1849,1891$, $2209,2303,2809,2961,3481,3721,3751,3827,4181,4489,4901,4961,5041,5329,5491$, 5777, 6137, 6241, 6601, 6721, 6889, 7381,7921, 8149, 9409, 10201, 10609, 10877, 10933, $11449,11663,11881,12769,13201,13981,14027,15251,16129,17119,17161, \ldots$.
- The set $\mathcal{V}_{2}^{+}(3)$ giving A339521, has the first elements
$21,203,323,329,377,451,609,861,1001,1081,1183,1547,1729,1819,1891,2033$, $2211,2821,3081,3549,3653,3827,4089,4181,4669,5671,5777,5887,6601, \ldots$.
- The set $\mathcal{V}_{3}^{+}(3)$ is given by A339728 and starts with the elements 9, 21, 27, 63, 161, 189, 207, 261, 287, 323, 341, 377, 671, 783, 861, 901, 987, 1007, $1107,1269,1281,1287,1449,1853,1891,2071,2241,2407,2431,2501,2529,2567$, $2743,2961,3201,3827,4181,4623,5029,5473,5611,5777,5781,6119,6601, \ldots$.

Recall that $U_{n}(1,-1)=F_{n}$ and $V_{n}(1,-1)=L_{n}$, while $U_{n}(3,1)=F_{2 n}$ (A001906) and $V_{n}(3,1)=L_{2 n}$ (A001906) represent the bisection of Fibonacci and Lucas sequences, respectively. The numerical results suggest the following two conjectures.

Conjecture 4. $\mathcal{U}_{1}^{-}(1) \subset \mathcal{U}_{1}^{+}(3)$. Notice that the terms of $\mathcal{U}_{1}^{-}(1)$ (Fibonacci pseudoprimes) $323,377,1891,3827,4181,5777,6601,6721,8149$, can be found amongst the elements of $\mathcal{U}_{1}^{+}(3)$.

Conjecture 5. $\mathcal{V}_{1}^{-}(1) \subset \mathcal{V}_{1}^{+}(3)$. One may notice that the elements of $\mathcal{V}_{1}^{-}(1)$ smaller than 10000 also belong to the set $\mathcal{V}_{1}^{+}(3)$.

Note that for $a=5$ and $a=7$, the values $D=21$ and $D=45$ are not prime.
Example 9. $b=1, a=5, D=21$.

- The set $\mathcal{U}_{1}^{+}(5)$ recovers the entry A340098 in [15], starting with
$115,253,391,527,551,713,715,779,935,1705,1807,1919,2627,2893,2929,3281$, $4033,4141,5191,5671,5777,5983,6049,6479,7645,7739,8695,9361,11663, \ldots$.
- The set $\mathcal{U}_{2}^{+}(5)$ recovers A340123 and its first elements are $25,115,125,253,275,391,425,505,527,551,575,625,713,715,775,779,935,1705$, $1807,1919,2525,2627,2875,2893,2929,3125,3281,4033,4141,5191,5555, \ldots$.
- The set $\mathcal{U}_{3}^{+}(5)$ is indexed as A340240 and its first elements are
$55,407,527,529,551,559,965,1199,1265,1633,1807,1919,1961,3401,3959,4033$, $4381,5461,5777,5977,5983,6049,6233,6439,6479,7141,7195,7645,7999, \ldots$.
- The set $\mathcal{V}_{1}^{+}(5)$ recovers A339130, and starts with
$25,121,169,275,289,361,527,529,551,575,841,961,1369,1681,1807,1849,1919$, 2209, 2783, 2809, 3025, 3481, 3721, 4033, 4489, 5041, 5329, 5777, 5983, 6049, 6241, $6479,6575,6889,7267,7645,7921,8959,8993,9361,9409,9775, \ldots$.
- The set $\mathcal{V}_{2}^{+}(5)$ giving A339522, has the first elements
$95,115,145,253,391,527,551,713,715,779,935,1045,1615,1705,1805,1807$, $1919,2185,2627,2755,2893,2929,2945,3281,4033,4141,4205, \ldots$.
- The set $\mathcal{V}_{3}^{+}(5)$ is given by A339729 and starts with the elements $25,55,85,115,155,187,253,275,341,407,527,551,559,575,851,925,1199,1265$, $1633,1775,1807,1919,1961,2123,2507,2635,2641,2725, \ldots$.

Example 10. $b=1, a=7, D=45$.
The following sequences of pseudoprimes are obtained.

- The set $\mathcal{U}_{1}^{+}(7)$ recovers the entry A340099 in [15], starting with $323,329,377,451,1081,1771,1819,1891,2033,3653,3827,4181,5671,5777,6601$, $6721,7471,7931,8149,8557,10877,11309,11663,13201,13861,13981,14701, \ldots$
- The set $\mathcal{U}_{2}^{+}(7)$ recovers A340124 and its first elements are
$49,323,329,343,377,451,1081,1127,1771,1819,1891,2033,2303,2401,3653,3827$, $4181,5671,5777,6601,6721,7471,7931,8149,8557,9691,10877,11309, \ldots$.
- The set $\mathcal{U}_{3}^{+}(7)$ is indexed as A340241 and its first elements are
$161,323,329,341,377,451,671,901,1007,1079,1081,1271,1819,1853,1891,2033$, $2071,2209,2407,2461,2501,2743,3653,3827,4181,4843,5473,5611,5671, \ldots$.
- The set $\mathcal{V}_{1}^{+}(7)$ recovers A339131, and starts with
$49,121,169,289,323,329,361,377,451,529,841,961,1081,1127,1369,1681,1819$, $1849,1891,2033,2209,2303,2809,3481,3653,3721,3751,3827,4181,4489,4901$, $4961,5041,5329,5491,5671,5777,6137,6241,6601,6721,6889,7381,7921, \ldots$.
- The set $\mathcal{V}_{2}^{+}(7)$ giving A339523, has the first elements

91, 203, 323, 329, 377, 451, 1001, 1081, 1183, 1547, 1729, 1771, 1819, 1891, 1967, 2033, 2093, 2639, 2821, 3197,3311,3653,3731, 3827, 4181, 4669, ....

- The set $\mathcal{V}_{3}^{+}(7)$ is given by A339730 and starts with the elements
$49,161,287,323,329,341,377,451,671,737,901,1007,1079,1081,1127,1271,1363$, $1541,1819,1853,1891,1927,2033,2071,2303,2407,2431,2461,2501,2567,2743, \ldots$.

Conjecture 6. If a and $k$ are positive integers with a odd, then $\mathcal{U}_{k}^{+}(a)$ and $\mathcal{V}_{k}^{+}(a)$ are infinite.

## 4. Conclusions and Further Work

In this paper we have analyzed the Fibonacci pseudoprimes of level $k$, and we have formulated an analogous version of this concept for the Lucas numbers (Section 2.2).

In Section 3 we have generalized these notions for Lucas $\left\{U_{n}(a, b)\right\}_{n \geq 0}$, and generalized Pell-Lucas sequences $\left\{V_{n}(a, b)\right\}_{n \geq 0}$, obtaining the generalized Lucas and Pell-Lucas pseudoprimes of levels $k^{-}($for $b=-1)$ and $k^{+}($for $b=1)$ and parameter $a$. For these concepts, it was known from [19], that under the supplementary condition $n \mid U_{n}^{2}-1$, the pseudoprimes of levels $1^{-}$and $2^{-}$, and $1^{+}$and $2^{+}$, respectively, coincide.

The purpose of this paper has been threefold. First, to calculate the explicit values of these pseudoprimes for levels $k=1,2,3$, for $b=-1$ with $a=1,3,5,7$ and for $b=1$ with $a=3,5,7$. This effort led to numerous new additions to OEIS. Second, we have shown that reciprocal statements for Theorems 4 and 5 do not hold, providing a range of counterexamples (Remark 4 and Remarks 7 and 8, respectively). Thirdly, we have shown that the transition from levels $1^{-}$and $2^{-}$to level $3^{-}$(and from levels $1^{+}$and $2^{+}$to $3^{+}$, respectively) cannot be guaranteed in general, even under the supplementary condition $n \mid U_{n}^{2}-1$ (Remarks 5 and 7 , respectively)

An interesting problem for further investigation is the connection between the generalized Lucas and Pell-Lucas pseudoprimes of levels $k^{-}$and $k^{+}$and parameter $a$, and the weak pseudoprimality concepts defined in [7].

Numerous open problems remain to be solved, as seen from Conjectures 1, 2, 3, 4, 5, or 6 . Another interesting direction for further study, suggested by one of the referees, was to explore whether any odd composite integer could be a pseudoprime of a given level, or to find the smallest such integer that cannot be a pseudoprime at all. We invite the readers to join us in trying to solve these problems.
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#### Abstract

Let $\left(t_{n}^{(r)}\right)_{n \geq 0}$ be the sequence of the generalized Fibonacci number of order $r$, which is defined by the recurrence $t_{n}^{(r)}=t_{n-1}^{(r)}+\cdots+t_{n-r}^{(r)}$ for $n \geq r$, with initial values $t_{0}^{(r)}=0$ and $t_{i}^{(r)}=1$, for all $1 \leq i \leq r$. In 2002, Grossman and Luca searched for terms of the sequence $\left(t_{n}^{(2)}\right)_{n}$, which are expressible as a sum of factorials. In this paper, we continue this program by proving that, for any $\ell \geq 1$, there exists an effectively computable constant $C=C(\ell)>0$ (only depending on $\ell$ ), such that, if $(m, n, r)$ is a solution of $t_{m}^{r)}=n!+(n+1)!+\cdots+(n+\ell)!$, with $r$ even, then $\max \{m, n, r\}<C$. As an application, we solve the previous equation for all $1 \leq \ell \leq 5$.
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## 1. Introduction

We recall that the factorial of an integer $n \geq 1$, denoted by $n$ !, is the product $\prod_{j=1}^{n} j$. Along the years, several authors have considered Diophantine problems involving factorial numbers. For instance, Erdős and Selfridge [1] proved that 1 is the only perfect power in the sequence of factorials. However, the most famous and calssical among such problems was raised by Brocard [2], in 1876, and, independently, by Ramanujan [3,4] (p. 327 in ref. [4]), in 1913. The Diophantine equation

$$
n!+1=m^{2}
$$

in positive integers $m$ and $n$, is known as Brocard-Ramanujan Diophantine equation.
There are three solutions, namely, $(n, m)=(4,5),(5,11)$, and $(7,71)$, and no solution was found for $7<n<10^{9}$ (as can be see in [5]). In fact, the Brocard-Ramanujan equation remains still as an open problem.

Let $\left(F_{n}\right)_{n \geq 0}$ be the Fibonacci sequence that is given by $F_{0}=0, F_{1}=1$ and $F_{n+2}=$ $F_{n+1}+F_{n}$, for $n \geq 0$. There are also several interesting problems related to Fibonacci numbers (for recent results, we refer the reader to $[6,7]$ and references therein). For instance, the problem of the perfect powers in the Fibonacci sequence attracted much attention during some past decades. In 2003, Bugeaud et al. ([8] Theorem 1) confirmed the expectation, that $0,1,8$, and 144 are the only perfect powers among $\left(F_{n}\right)_{n \geq 0}$. A generalization (for Fibonomial coefficients) of this result can be found in [9]. We still refer the reader to [8] for additional references and history.

Many mathematicians have been interested in Diophantine problems that involve both Fibonacci and factorial numbers. For instance, in 1999, Luca [10] proved that $F_{12}=2!2!3!3$ ! is the largest Fibonacci number which can be written as a product of factorials. Additionally, $F_{1} F_{2} F_{3} F_{4} F_{5} F_{6} F_{8} F_{10} F_{12}=11$ ! is the largest product of distinct Fibonacci numbers, which is a product of factorials (see [11]).

Moreover, Grossman and Luca [12] showed that, for any given $\ell \geq 1$, there are only finitely many positive integers $n$, such that

$$
F_{n}=m_{1}!+m_{2}!+\cdots+m_{\ell}!
$$

holds for some $m_{1}, m_{2}, \ldots, m_{\ell} \in \mathbb{Z}_{\geq 1}$. Moreover, they determined all of the solutions for $\ell \in\{1,2\}$. In 2010, the case $\ell=3$ was completely solved in [13] (for the inverse problem, i.e., factorials that are written as sum of a given number of Fibonacci numbers, we refer the reader to [14] and the references therein).

As any very well-studied object in mathematics, the Fibonacci sequence possesses many kinds of generalizations. The most well-known generalization is probably the socalled $k$-generalized Fibonacci sequence (or the sequence of the $k$-bonacci numbers), which is defined for $n \geq 2$ by the $k$ th order recurrence

$$
F_{n}^{(k)}=F_{n-1}^{(k)}+\cdots+F_{n-k^{\prime}}^{(k)} \quad \text { with } \quad F_{-(k-2)}^{(k)}=\cdots=F_{0}^{(k)}=0 \text { and } F_{1}^{(k)}=1 .
$$

Some interesting features of the sequence $\left(F_{n}^{(k)}\right)_{n}$ we can find, e.g., in [15-19]. Here, we are interested in a sequence $\left(t_{n}^{(r)}\right)_{n \geq 0}$ with the same recurrence relation, but with modified initial conditions. This sequence is called generalized Fibonacci numbers of order $r$ and it is defined by

$$
t_{n}^{(r)}= \begin{cases}0, & \text { if } n=0 \\ 1, & \text { if } 1 \leq n \leq r-1 \\ \sum_{i=1}^{r} t_{n-i,}^{(r)}, & \text { if } n \geq r\end{cases}
$$

For $r=2$, we have the sequence of Fibonacci numbers and, for $r=3$, we have the Tribonacci numbers.

We remark that the equation $F_{m}=n$ ! may be solved by a direct application of the Carmichael Theorem about primitive divisors in the Fibonacci sequence (which asserts that for any $n>12$, there exists a prime number $p$, such that $p \mid F_{n}$, but $\left.p \nmid \prod_{i=1}^{n-1} F_{i}\right)$. However, there is no such a result for Tribonacci numbers. Thus, Lengyel and Marques [20] provided a complete description for the 2-adic valuation $v_{2}\left(t_{n}^{(3)}\right)\left(\right.$ where $\left.v_{p}(s):=\max \left\{k \geq 0: p^{k} \mid s\right\}\right)$ in order to solve the equation $t_{n}^{(3)}=m$ !. After that, some authors generalized their results for $v_{2}\left(t_{n}^{(r)}\right)$ (see [21,22]). In particular, Sobolewski [21] completely characterized $v_{2}\left(t_{n}^{(r)}\right)$, for all $n \geq 1$ and $r \geq 4$ with $r$ even.

In this paper, we search for terms of a generalized Fibonacci sequence of order $r$, which can be written as a sum of consecutive factorial numbers. In particular, we provide an explicit constant (depending only on the number of factorials), which is an upper bound for the number of the possible solutions. More precisely, we have

Theorem 1. Let $\ell$ be a positive integer and let $(n, m, r) \in \mathbb{Z}_{\geq 1}^{3}$ be a solution of the Diophantine equation

$$
\begin{equation*}
t_{m}^{(r)}=n!+(n+1)!+\cdots+(n+\ell)! \tag{1}
\end{equation*}
$$

with $m>r \geq 2$ even. We have
(a) For $n \leq 3$, it holds that
(i) If $m \leq 2 r$, then either $(n, m, r, \ell) \in\{(1,4,2,1),(1,60,56,5)\}$ or

$$
\begin{equation*}
(n, m, r, \ell)=\left(3,2+\frac{1}{2} \sum_{j=3}^{\ell+3} j!, 1+\frac{1}{2} \sum_{j=3}^{\ell+3} j!, \ell\right), \tag{2}
\end{equation*}
$$

where $\ell$ is any positive integer.
(ii) If $m>2 r$, then

$$
m<7.1(\ell+4) \log (\ell+3)
$$

(b) For $n \geq 4$, it holds that

$$
n<2 \log ((\ell+1) \log (\ell+1))+105, m<6(n+\ell+1) \log (n+\ell) \text { and } r \leq \frac{m-2}{2}
$$

As an application of the previous result, we found all solutions of (1) for some cases of $\ell$. Actually, we prove that

Theorem 2. All of the solutions of the Equation (1) for positive integers $n, m, r$ and $\ell$, with $r \equiv 0$ $(\bmod 2), m>r \geq 2$, and $\ell \leq 5$ are

$$
\begin{aligned}
&(n, m, r, \ell) \in \quad\{(1,4,2,1),(1,60,56,5),(2,6,2,1),(2,10,4,3),(3,17,16,1),(3,77,76,2) \\
&(3,437,436,3),(3,2957,2956,4),(3,23117,23116,5),(4,12,2,1)\}
\end{aligned}
$$

We organize this paper, as follows. In Section 2, we will present some helpful properties of the sequence $\left(t_{n}^{(r)}\right)_{n}$. The third section is devoted to the proof of Theorems 1 and 2. The computations of this paper will be performed by using the Wolfram Mathematica software.

## 2. Auxiliary Results

Before proceeding further, some considerations will be needed for the convenience of the reader.

The characteristic polynomial of the sequence $\left(t_{n}^{(r)}\right)_{n}$ is $\psi_{k}(x)=x^{r}-x^{r-1}-\cdots-x-1$, which has only one root outside the unit circle, say $\alpha$, which is located in the interval $\left(2\left(1-2^{-r}\right), 2\right)$ (see [23]). Furthermore, one can deduce from ([21] Lemma 4) that

Lemma 1. For all $n \geq 1$, we have

$$
t_{n}^{(r)}>\alpha^{n-r-1}
$$

In particular, $t_{n}^{(r)}>(\sqrt{2})^{n-r-1}$, for all $n \geq 1$.
The last inequality follows because $\alpha>2-1 / 2^{r-1} \geq 2-1 / 2=3 / 2>\sqrt{2}$ (for all $r \geq 2$ ).

Another very useful tool is related to the $p$-adic order (recall that the $p$-adic order, or valuation, of $s, v_{p}(s)$, is the exponent of the highest power of a prime $p$, which divides s). An explicit formula for $v_{p}\left(F_{n}\right)$ was provided, see [24-27]. In particular, Lengyel [25] showed that

Lemma 2. We have that

$$
v_{2}\left(F_{n}\right)=\left\{\begin{array}{rl}
0, & \text { for } n
\end{array}>1,2(\bmod 3) ; ~\left\{\begin{array}{rl}
1, & \text { for } n \\
\equiv 3(\bmod 6) \\
v_{2}(n)+2, & \text { for } n
\end{array}>0(\bmod 6) .\right.\right.
$$

In 2014, Lengyel and Marques [20] characterized $v_{2}\left(t_{n}^{(3)}\right)$ and, recently, Sobolewsky [21] and Young [22] worked on a description of $v_{2}\left(t_{n}^{(r)}\right)$, for even and odd $r$, respectively. In particular, the case in which $r$ is even was completely solved:

Lemma 3. For $r=2 k \geq 4$, we have that

$$
v_{2}\left(t_{n}^{(r)}\right)= \begin{cases}0, & \text { for } n \equiv 1,2, \ldots, 2 k(\bmod 2 k+1) \\ 1, & \text { for } n \equiv 2 k+1 \quad(\bmod 2(2 k+1)) \\ v_{2}(n)+v_{2}(k-1)+2, & \text { for } n \equiv 0 \quad(\bmod 2(2 k+1))\end{cases}
$$

Remark 1. We remark that the $v_{2}\left(t_{n}^{(r)}\right)$ is not completely characterized for $r \geq 5$ odd. In fact, the only missing case happens if $n \equiv r+1(\bmod 2 r+2)$ and $v_{2}(n-r-1)=v_{2}\left(r^{2}-1\right)$. Indeed, Young [22] showed that, in this case, $v_{2}\left(t_{n}^{(r)}\right)=v_{2}(z-(n-r-1) /(2 r+2))+2$, for some 2-adic integer $z$. As will be seen after, the proof of Theorem 1 only requires an upper bound for $v_{2}\left(t_{n}^{(r)}\right)$, but there is no a direct tool for providing a useful such bound for $v_{2}(z-(n-r-1) /(2 r+2))$. Even the deep theory of linear forms in p-adic logarithms is not helpful, since it is conjectured that $z$ is a 2-adic transcendental number.

We require one last fact about $v_{2}$ in order to complete our proof of Theorem 1 .
Lemma 4. For any integer $n \geq 1$, we have

$$
\begin{equation*}
v_{2}(n!) \geq n-\left\lfloor\frac{\log n}{\log 2}\right\rfloor-1 \tag{3}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the largest integer that is less than or equal to $x$. In particular, $v_{2}(n!) \geq n / 4$, for all $n \geq 4$.

We refer the reader to ([28] Lemma 2.4) for a proof of this result.
Now, we are ready to deal with the proof of theorems.

## 3. The Proofs

### 3.1. The Proof of Theorem 1

Write

$$
t_{m}^{(r)}=n!+(n+1)!+\cdots+(n+\ell)!
$$

as $t_{m}^{(r)}=n!d_{n, \ell}$, where

$$
d_{n, \ell}=1+(n+1)+(n+1)(n+2)+\cdots+(n+1) \cdots(n+\ell)
$$

Note that $d_{n, \ell}$ is an integer and, moreover, the following estimate holds

$$
n!d_{n, \ell} \leq(\ell+1)(n+\ell)!\leq(\ell+1)(n+\ell)^{n+\ell}<(n+\ell)^{n+\ell+1}
$$

where we used that $s!\leq s^{s}$, for all $s \geq 1$ (we decided to use this inequality instead of the sharper $s!\leq 2(s / 2)^{s}$, for $s \geq 3$, in order to leave the bounds notationally simpler and we observe that this choice does not change them in order).

The proof splits into two cases.

### 3.1.1. The Case $n \leq 3$

If $r<m \leq 2 r$, then

$$
t_{r+i}^{(r)}=2^{i-1}(2 r-3)+1
$$

for $i \in[1, r]$ (this can be seen in ([22] p. 4)). If $i=1$, then the equation becomes

$$
2(r-1)=n!+(n+1)!+\cdots+(n+\ell)!
$$

and so

$$
r-1=\frac{n!}{2}+\frac{(n+1)!}{2}+\cdots+\frac{(n+\ell)!}{2}
$$

Because the left-hand side is an odd integer, then $n \in\{2,3\}$. If $n=2$, then

$$
r-1=1+\frac{3!}{5}+(\text { sum of even terms })
$$

yielding that $r=5+$ (sum of even terms) is odd (where we convention that (sum of even terms) is zero, for $\ell=1$ ). Thus, there is no solution for $n=2$ and $r<m \leq 2 r$. When $n=3$, we have that

$$
r-1=\frac{3!}{2}+\frac{4!}{2}+\cdots+\frac{(\ell+3)!}{2}
$$

is even. Thus, we obtain the following family of solutions

$$
n=3, r=1+\frac{3!}{2}+\frac{4!}{2}+\cdots+\frac{(\ell+3)!}{2}, m=r+1 \text { and } \ell .
$$

For $i>1$, one has that $t_{m}^{(r)}>1$ is odd, which forces $n=1$. Thus, we have

$$
2^{i-1}(2 r-3)+1=1!+2!+\cdots+(\ell+1)!
$$

and, so

$$
\begin{equation*}
2^{i-1}(2 r-3)=2!+\cdots+(\ell+1)!. \tag{4}
\end{equation*}
$$

If $r=2$, then the equation becomes

$$
2=2!+\cdots+(\ell+1)!
$$

where we used that $i=2$ (since $1<i \leq r=2$ ). The previous equality only holds for $\ell=1$, yielding the solution $(n, m, r, \ell)=(1,4,2,1)$.

Supposing that $r \geq 4$, then $2 r-3$ is an odd number larger than 1 . On the other hand, $2!+3!$ and $2!+3!+4!$ are powers of 2 and so $\ell \geq 4$. However, if $\ell=4$, then

$$
2^{i-1}(2 r-3)=2!+3!+4!+5!=152=2^{3} \cdot 19
$$

yielding that $2 r-3=19$ and, so, $r=11$, which is odd (remember that our assumption is that $r$ is even). Thus, we may assume $\ell \geq 5$. Because $v_{2}(s!) \geq 4$, for all $s \geq 6$, then the 2 -adic valuation of right-hand side of (4) is 3 yielding that $i=4$. Therefore, we can rewrite the previous equality as

$$
2 r-3=19+\frac{6!}{8}+\cdots+\frac{(\ell+1)!}{8}
$$

and, then

$$
r=11+\frac{6!}{16}+\cdots+\frac{(\ell+1)!}{16}
$$

Now, we observe that the right-hand side is only even for $\ell=5$ (since $7!/ 16=315$ and $(\ell+1)!/ 16$ is even, for all $\ell \geq 7$ ). Therefore, $r=11+6!/ 16=56$, which leads to the solution

$$
t_{60}^{(56)}=1!+2!+3!+4!+5!+6!
$$

Therefore, let us suppose that $m>2 r$. In this case, by Lemma 1, together with $r<m / 2$, one has that

$$
(\sqrt{2})^{(m / 2)-1} \leq 3!d_{3, \ell} \leq 6(\ell+1)(\ell+3)^{\ell+3}<6(\ell+3)^{\ell+4}
$$

By applying the log function together with an straightforward calculation, we arrive at

$$
m<\frac{4}{\log 2}(\ell+4) \log (\ell+3)+\frac{4 \log 6}{\log 2}+2<7 \cdot 1(\ell+4) \log (\ell+3)
$$

In conclusion, we have

$$
n \leq 3 \text { and } r / 2<m<7.1(\ell+4) \log (\ell+3)
$$

as desired.

### 3.1.2. The Case $n \geq 4$

In this case, from the equation $t_{m}^{(r)}=n!d_{n, \ell}$, one deduces that 4 divides $t_{m}^{(r)}$. Accordingly, by combining Lemmas 2 and 3, we have that $2(r+1)$ divides $m$ and

$$
v_{2}\left(t_{m}^{(r)}\right)=v_{2}(m)+v_{2}(\widehat{k}-1)+2
$$

where $\widehat{k}:=\left(1-\delta_{2, r}\right) k$ and $\delta_{i, j}$ is the Kronecker delta (whose value is 1 if $i=j$, and 0 otherwise).

On the other hand, since $d_{n, \ell}$ is an integer,

$$
v_{2}(m)+v_{2}(\hat{k}-1)+2=v_{2}\left(t_{m}^{(r)}\right) \geq v_{2}(n!) \geq n / 4
$$

where we used Lemma 4 , since $n \geq 4$. Because $v_{2}(m)+v_{2}(\widehat{k}-1)=v_{2}(m(\widehat{k}-1))$, we get

$$
v_{2}(m(\widehat{k}-1)) \geq \frac{n}{4}-2
$$

In particular, $2^{\lfloor(n / 4)-2\rfloor}$ divides $m(\widehat{k}-1)$ and so

$$
2^{(n / 4)-3}<2^{\lfloor(n / 4)-2\rfloor} \leq m(\widehat{k}-1)
$$

where we used that $\lfloor x\rfloor>x-1$. After some computations, we obtain

$$
n<\frac{4}{\log 2} \log (m(\widehat{k}-1))+12
$$

Because $2(2 k+1)$ divides $m$, then $\widehat{k}-1 \leq k-1<2(2 k+1) \leq m$ and, hence

$$
\begin{equation*}
n<\frac{8}{\log 2} \log m+12<11.6 \log m+12 \tag{5}
\end{equation*}
$$

On the other hand, it follows again from Lemma 1 that

$$
(\sqrt{2})^{m-r-1} \leq t_{m}^{(r)} \leq n!d_{n, \ell}<(n+\ell)^{n+\ell+1}
$$

Because $2(r+1) \leq m$, then $r+1 \leq m / 2$ and so

$$
(\sqrt{2})^{m / 2} \leq n!d_{n, \ell}<(n+\ell)^{n+\ell+1}
$$

After some manipulations, we get

$$
m \leq \frac{4}{\log 2}(n+\ell+1) \log (n+\ell)
$$

Now, the goal is to write the previous right-hand side in a better (product) form. For that, we shall use that $x+y \leq x y$, for all $x, y \in \mathbb{R}_{\geq 2}$. From this inequality, we have $n+\ell+1 \leq n(\ell+1)$ (since $n \geq 4$ and $\ell+1 \geq 2$ ). For $\log (n+\ell)$, we have a more delicate issue (since $\ell$ may be equal to 1 ). However, we use the following trick

$$
\begin{aligned}
\log (n+\ell) & =\log ((n-1)+(\ell+1)) \leq \log ((n-1)(\ell+1)) \\
& =\log (n-1)+\log (\ell+1) \leq 1.9 \log (n-1)+2.9 \log (\ell+1) \\
& \leq 5.6 \log (n-1) \log (\ell+1)<5.6(\log n) \log (\ell+1)
\end{aligned}
$$

where we used that $1.9 \log (n-1) \geq 1.9 \log 3>2$ and $2.9 \log (\ell+1) \geq 2.9 \log 2>2$. Therefore, we have

$$
\begin{align*}
m & \leq \frac{4}{\log 2}(n+\ell+1) \log (n+\ell)<32 \cdot 4 n(\ell+1)(\log n) \log (\ell+1)  \tag{6}\\
& <33 n(\ell+1)(\log n) \log (\ell+1)
\end{align*}
$$

Summarizing, we obtained that

$$
\begin{equation*}
m<33 n(\ell+1)(\log n) \log (\ell+1) \tag{7}
\end{equation*}
$$

By combining (5) and (7), we get

$$
\begin{equation*}
n-\log (n \log n)<52.6+\log ((\ell+1) \log (\ell+1)) \tag{8}
\end{equation*}
$$

We claim that $\log (n \log n)<n / 2$, for all $n \geq 4$. Indeed, let us consider the function $g:(1,+\infty) \rightarrow \mathbb{R}$, as defined by $g(x):=x e^{-x / 2} \log x$. Thus,

$$
g^{\prime}(x)=e^{-x / 2}\left(\log x-\frac{x \log x}{2}+1\right)
$$

However, $(x \log x) / 2>\log x+1=\log (e x)$, if and only if $x^{x-2}>e^{2}$, which is true for all $x \geq 4$. Subsequently, $g^{\prime}(x)<0$, for all $x \geq 4$ and, so, $g$ is a decreasing function in the interval $[4,+\infty)$. In particular, for $n \geq 4$, we have

$$
n e^{-n / 2} \log n=g(n) \leq g(4)=\frac{4 \log 4}{e^{2}}<0.75 \ldots<1
$$

which yields $n \log n<e^{n / 2}$ and, finally, $\log (n \log n)<n / 2$ as claimed (we point out that to use the easier inequality $e^{x}>1+x+x^{2} / 2$, for $x>0$, is not satisfactory, since $1+n / 2+n^{2} / 8>n \log n$, only for $n>19$ ).

By returning to (8), we deduce that

$$
n<2 \log ((\ell+1) \log (\ell+1))+105
$$

as desired. The proof is then complete (by considering the inequality in (6)).

### 3.2. The Proof of Theorem 2

If $n \leq 3$ and $m \leq 2 r$, then we have the following solutions that arise from (2):
$(n, m, r, \ell) \in\{(3,17,16,1),(3,77,76,2),(3,437,436,3),(3,2957,2956,4),(3,23117,23116,5)\}$.
Furthermore, the solutions $(n, m, r, \ell)=(1,4,2,1)$ and $(n, m, r, \ell)=(1,60,56,5)$ were detected in the proof of Theorem 1.

For the case in which either $n \in \mathbb{Z}_{\geq 4}$ or $(n, m) \in\{1,2,3\} \times \mathbb{Z}_{>2 r}$, we use the estimates that are provided in Theorem 1 (for $\ell \leq 5$ ) to infer that

$$
n \leq 109, m \leq 3276 \text { and } r \leq 1638
$$

For dealing with these remaining cases, we wrote two simple routines in Wolfram Mathematica software. First, the $n$th term of the sequence $\left(t_{n}^{(r)}\right)_{n}$ can be defined as

```
t[n_, r_] :=
    t[n, r] =
        Which[n == 0, 0, 0<n<r, 1, n >= r,
            Sum[t[n - i, r], {i, 1, r}]];
```

Afterwards, we shall use the following command to search for all solutions of

$$
t_{m}^{(r)}=n!+(n+1)!+\cdots+(n+\ell)!
$$

in the range $1 \leq n \leq 109, r<m \leq 3276$ and $2 \leq r \leq 1638$ ( $r$ even) when either $n \in \mathbb{Z}_{\geq 4}$ or $(n, m) \in\{1,2,3\} \times \mathbb{Z}_{>2 r}$.

For the case $n \geq 4$, the routine

```
Catch[Do[{ n, m, r,l};
    If[t[m,r] == Sum[Factorial[n+i], {i,0,l}],
    Print[{n,m,r,1}]], {1,1,5}, {n, 4, 109},{r, 2, 1638,2}, {m, r+1, 3276}]]
```

returns $\{4,12,2,1\}$ as the only solution.
For the case $n \leq 3$ and $m>2 r$, the routine

```
Catch[Do[{ n, m, r,l};
    If[t[m,r] == Sum[Factorial[n+i], {i,0,1}],
    Print[{n,m,r,1}]], {l,1,5}, {n, 1, 3}, {r, 2, 1638,2}, {m, 2r+1, 3276}]]
```

returns $\{2,6,2,1\}$ and $\{2,10,4,3\}$ as solutions. This finishes the proof.
The calculation took roughly 2 h on 2.5 GHz Intel Core i5 4 GB Mac OSX. The proof is then complete.

## 4. Conclusions

In this paper, we work on searching for the terms of the Fibonacci sequence of order $r,\left(t_{n}^{(r)}\right)_{n}$, which can be written as sum of consecutive factorials, where $t_{n}^{(r)}=\sum_{j=1}^{r} t_{n-j}^{(r)}$ with $t_{0}^{(r)}=0$ and $t_{1}^{(r)}=\cdots=t_{r-1}^{(r)}=1$. More precisely, we prove that, for any given $\ell \geq 1$, there exists a positive explicit constant $C$, depending only on $\ell$, for which all triples $(n, m, r) \in \mathbb{Z}_{\geq 1}^{3}$ (with $r$ even) of solutions of the Diophantine equation $t_{m}^{(r)}=\sum_{j=0}^{\ell}(n+j)$ ! must satisfy $\max \{n, m, r\}<C$. The methods that are presented in this work combine upper bounds for the 2-adic valuation of $t_{n}^{(r)}$ together with some estimates and a computational approach. This may benefit future research concerning similar problems for other linear recurrence sequences (or even for $\left(t_{n}^{(r)}\right)$ in the case of an odd $r$ ).
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#### Abstract

The aim of this article is to study the system of piecewise linear difference equations $x_{n+1}=\left|x_{n}\right|-y_{n}-b$ and $y_{n+1}=x_{n}-\left|y_{n}\right|+1$ where $n \geq 0$. A global behavior for $b=4$ shows that all solutions become the equilibrium point. For a large value of $\left|x_{0}\right|$ and $\left|y_{0}\right|$, we can prove that (i) if $b=5$, then the solution becomes the equilibrium point and (ii) if $b \geq 6$, then the solution becomes the periodic solution of prime period 5 .


Keywords: equilibrium point; periodic solution; system of piecewise linear difference equation
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## 1. Introduction

The first order system of the piecewise difference equation of the form

$$
\begin{equation*}
x_{n+1}=\left|x_{n}\right|-a y_{n}-b \text { and } y_{n+1}=x_{n}-c\left|y_{n}\right|+d \tag{1}
\end{equation*}
$$

for $n \geq 0$ with a given initial condition $\left(x_{0}, y_{0}\right)$ has been considered by several researchers. System (1) is actually motivated by the Lozi map [1,2] which is the system given by $x_{n+1}=-a\left|x_{n}\right|+y_{n}+1$ and $y_{n+1}=b x_{n}$, where $a, b \in \mathbb{R}$ and a system $x_{n+1}=\left|x_{n}\right|-y_{n}+1$ and $y_{n+1}=x_{n}$ given in $[3,4]$ or, equivalently, the Devaney's Gingerbread man map $x_{n+1}=$ $\left|x_{n}\right|-x_{n-1}+1$ studied in [5]. It is known that if the sequences $\left(x_{n}\right)_{n=0}^{\infty}$ and $\left(y_{n}\right)_{n=0}^{\infty}$ satisfy (1) and the given initial conditions for all $n \geq 0$, then $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ is called a solution of (1). Let $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ be the solutions of (1) with a given initial condition $\left(x_{0}, y_{0}\right)$. If there exist real numbers $\bar{x}$ and $\bar{y}$ and an integer $N$ such that $\left(x_{n}, y_{n}\right)=(\bar{x}, \bar{y})$ for all $n \geq N$, then we say that the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ eventually becomes the equilibrium point $(\bar{x}, \bar{y})$ of (1). On the other hand, if $p$ is the smallest positive integer such that $\left(x_{n+p}, y_{n+p}\right)=\left(x_{n}, y_{n}\right)$ for all $n \geq N$, then we say that the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ eventually becomes the solution of prime period $p$ of (1). For more details about the system of difference equations and their solutions, one may see [6,7]. Actually, to establish the stability of the system of difference equations involves derivatives of a function. However, the system (1) contains absolute value which is not differentiable. Thus, to study the behavior of the solution of (1), one needs to consider several regions of initial conditions and gather the information to obtain the results.

In 2010, Tikjha et al. [8] considered (1) when $a=b=c=1$ and $d=0$. They proved that, for a given initial condition $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$, the solution of (1) either eventually becomes the solution of prime period 5 or the equilibrium point of (1). For $a=b=1, c=-1$ and $d=0$, Grove et al. [9] showed that for a given initial condition $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$, the solution of (1) is either (from the beginning) the equilibrium point or eventually becomes
the solution of prime period 3 of (1). In the doctoral dissertation written by Lapierre [10], he studied some properties of solutions for 81 possible forms of (1) where $a, b, c, d \in\{-1,0,1\}$. Kongtan and Tikjha [11] let $a=c=d=1$ and $b=2, x_{0}=0$ and $y_{0} \in\left(\frac{1}{2}, \infty\right)$ and proved that the solution of (1) eventually becomes the solution of prime period 4 of (1). With $a=1, c=-1, d=0$ and $b \in(0, \infty)$, Tikjha et al. [12] showed that the solution of (1) either eventually becomes the solution of prime period 3 or the equilibrium point of (1) for all initial conditions $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$. In 2017, Tikjha et al. [13] considered the case that $a=c=1, b$ and $d$ in $(-\infty, 0)$ and proved that the solution of (1) eventually becomes the equilibrium point of (1) for all initial conditions $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$ within 6 iterations. In the same year, Tikjha [14] wrote a manuscript in Thai where, if $a=c=d=1, b=2$, $x_{0}=0$ and $y_{0} \in\left(0, \frac{1}{2}\right)$, then the solution of (1) eventually becomes the solution of prime period 4 of (1). Recently, Tikjha and Piasu [15] considered $a=c=d=1$ and $b=3$ with initial condition $\left(x_{0}, y_{0}\right)$ being in a specific region in the first quadrant and showed that the solution of (1) either eventually becomes the equilibrium point or the solution of prime period 4. Tikjha and Lapaierre [16] also studied (1) with $a=b=1$ and $c=d=-1$ and the initial condition $\left(x_{0}, y_{0}\right)$ is an element in the closed second or fourth quadrant. They proved that the solution of (1) either eventually becomes the solution of prime period 3 or 4. In addition, Tikjha et al. [17] proved that, if $a=c=d=1, b \in\{2,3\}$ and $y_{0}=0$, then under some conditions on $x_{0}$ the solution of (1) eventually becomes the solution of prime period 4.

In this paper, we let $a=c=d=1$ and $b \geq 4$. That is, we consider the system

$$
\begin{equation*}
x_{n+1}=\left|x_{n}\right|-y_{n}-b \text { and } y_{n+1}=x_{n}-\left|y_{n}\right|+1 \tag{2}
\end{equation*}
$$

Let us first establish the lemma about the equilibrium of (2).

## Lemma 1. Let $b \geq 3$.

(i) The equilibrium point of (2) is $(-1,-b+2)$.
(ii) Let $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ be the solution of (2). Assume that there exists a positive integer $N$ such that $y_{N}=-x_{N}-b+1 \leq 0$ and $x_{N} \leq 0$. Then, $\left(x_{n}, y_{n}\right)=(-1,-b+2)$ for all $n>N$.

Proof. (i) By considering four cases of $|x|$ and $|y|$, we can solve the system of equations $x=|x|-y-b$ and $y=x-|y|+1$ and the only case that gives the solution is when $x$ and $y$ are negative, which is $(x, y)=(-1,-b+2)$.
(ii) Assume that there exists a positive integer $N$ such that $y_{N}=-x_{N}-b+1 \leq 0$ and $x_{N} \leq 0$. Then,

$$
\begin{aligned}
& x_{N+1}=\left|x_{N}\right|-y_{N}-b=-x_{N}-\left(-x_{N}-b+1\right)-b=-1 \\
& y_{N+1}=x_{N}-\left|y_{N}\right|+1=x_{N}+\left(-x_{N}-b+1\right)+1=-b+2
\end{aligned}
$$

Since $b \geq 4,-b+2<0$. Thus,

$$
\begin{aligned}
& x_{N+2}=\left|x_{N+1}\right|-y_{N+1}-b=1-(-b+2)-b=-1 \\
& y_{N+2}=x_{N+1}-\left|y_{N+1}\right|+1=-1+(-b+2)+1=-b+2
\end{aligned}
$$

Therefore, by mathematical induction, we have $\left(x_{n}, y_{n}\right)=(-1,-b+2)$ for all $n>N$.

In Section 2 of this article, a global behavior for the case $b=4$ is proved. We can conclude that all solutions eventually become the equilibrium point $(-1,-2)$. Local behavior for $b \geq 5$ with large values of $\left|x_{0}\right|$ and $\left|y_{0}\right|$ is studied in Section 3. It is revealed that, locally, all solutions of Equation (2) for $b=5$ eventually become the equilibrium point. It can be seen that for $b \geq 6$, some solutions have a chance to becomes periodic.

Finally, a conclusion and discussion about our work and our conjecture are provided in the last section.

## 2. Global Behavior for $b=4$

In this section, we investigate the global behavior where $b=4$. The first four lemmas deal with the case when $x_{0}=0$ or $y_{0}=0$.

Lemma 2. If $x_{0} \geq 0$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of (2).

Proof. Let $x_{0} \geq 0$ and $y_{0}=0$.
Case $1 x_{0} \in\left[0, \frac{1}{8}\right)$. We have

$$
\begin{array}{ll}
x_{1}=\left|x_{0}\right|-y_{0}-4=x_{0}-4<0, & y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+1 \geq 0 \\
x_{2}=\left|x_{1}\right|-y_{1}-4=-2 x_{0}-1<0, & y_{2}=x_{1}-\left|y_{1}\right|+1=-4 \\
x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}+1>0, & y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-4<0 \\
x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}+1>0, & y_{4}=x_{3}-\left|y_{3}\right|+1=-2 \\
x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-1<0, & y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0} \geq 0 \\
x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}-3<0, & y_{6}=x_{5}-\left|y_{5}\right|+1=0 \\
x_{7}=\left|x_{6}\right|-y_{6}-4=8 x_{0}-1<0, & y_{7}=x_{6}-\left|y_{6}\right|+1=-8 x_{0}-2=-x_{7}-4+1<0 .
\end{array}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$.
Case $2 x_{0} \in\left[\frac{1}{8}, \frac{3}{16}\right)$. We have the same $\left(x_{1}, y_{1}\right)-\left(x_{7}, y_{7}\right)$ as in Case 1 , while, $x_{7} \geq 0$ and

$$
\begin{array}{ll}
x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}-3<0, & y_{8}=x_{7}-\left|y_{7}\right|+1=-2 \\
x_{9}=\left|x_{8}\right|-y_{8}-4=-16 x_{0}+1<0, & y_{9}=x_{8}-\left|y_{8}\right|+1=-16 x_{0}-4=-x_{9}-4+1<0 .
\end{array}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$.
Case $3 x_{0} \in\left[\frac{3}{16}, \frac{1}{4}\right)$. We have the same $\left(x_{1}, y_{1}\right)-\left(x_{8}, y_{8}\right)$ as in Case 2, while

$$
\begin{aligned}
x_{9} & =\left|x_{8}\right|-y_{8}-4=16 x_{0}-5<0, \quad y_{9}=x_{8}-\left|y_{8}\right|+1=16 x_{0}-4<0 \\
x_{10} & =\left|x_{9}\right|-y_{9}-4=-32 x_{0}+5<0, \quad y_{10}=x_{9}-\left|y_{9}\right|+1=32 x_{0}-8=-x_{10}-4+1<0 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$.
Case $4 x_{0} \in\left[\frac{1}{4}, 1\right]$. Then, $x_{5} \geq 0$. We have the same $\left(x_{1}, y_{1}\right)-\left(x_{5}, y_{5}\right)$ as in Case 1 , while

$$
x_{6}=\left|x_{5}\right|-y_{5}-4=-5, \quad y_{6}=x_{5}-\left|y_{5}\right|+1=0
$$

Direct computation gives $x_{10}=\left|x_{9}\right|-y_{9}-4=-3<0$ and $y_{10}=x_{9}-\left|y_{9}\right|+1=$ $-x_{10}-4+1=0$. By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$.
Case $5 x_{0} \in(1,4)$. We have

$$
\begin{array}{ll}
x_{1}=\left|x_{0}\right|-y_{0}-4=x_{0}-4<0, & y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+1>0 \\
x_{2}=\left|x_{1}\right|-y_{1}-4=-2 x_{0}-1<0, & y_{2}=x_{1}-\left|y_{1}\right|+1=-4 \\
x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}+1>0, & y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-4<0 \\
x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}+1>0, & y_{4}=x_{3}-\left|y_{3}\right|+1=-2 \\
x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-1>0, & y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}>0 \\
x_{6}=\left|x_{5}\right|-y_{5}-4=-5, & y_{6}=x_{5}-\left|y_{5}\right|+1=0 .
\end{array}
$$

Similar to Case 4 , we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$.

Case $6 x_{0} \in[4, \infty)$. Then, $x_{1} \geq 0$. We have the same $\left(x_{1}, y_{1}\right)$ as in Case 5 , while $x_{2}=$ $\left|x_{1}\right|-y_{1}-4=-9$ and $y_{2}=x_{1}-\left|y_{1}\right|+1=-4$. By direct computation, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$.

Lemma 3. If $x_{0}=0$ and $y_{0} \geq 0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 1.

Table 1. Cases for $x_{0}=0$ and $y_{0} \geq 0$.

| If $y_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1}, \mathbf{2})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\left(\frac{1}{4}, \frac{1}{2}\right) ;\left[\frac{1}{2}, 1\right]$ | $N=6$ |
| $A=\left[0, \frac{1}{4}\right] ;\left(1, \frac{9}{8}\right)$ | $N=7$ |
| $A=\left[\frac{9}{8}, \frac{19}{16}\right)$ | $N=9$ |
| $A=\left[\frac{19}{16}, \frac{5}{4}\right) ;\left[\frac{5}{4}, \infty\right)$ | $N=10$ |

Lemma 4. If $x_{0}=0$ and $y_{0}<0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 2.

Table 2. Cases for $x_{0}=0$ and $y_{0}<0$.

| If $y_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1}, \mathbf{- 2})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\{-3\}$ | $N=1$ |
| $A=[-4,-1) \backslash\{-3\}$ | $N=2$ |
| $A=\left(-\frac{9}{2},-4\right) ;\left[-1,-\frac{1}{2}\right)$ | $N=4$ |
| $A=\left(-5,-\frac{9}{2}\right]$ | $N=5$ |
| $A=\left(-\frac{21}{4},-5\right] ;\left[-\frac{1}{2},-\frac{1}{4}\right)$ | $N=6$ |
| $A=\left[-\frac{1}{4}, 0\right)$ | $N=7$ |
| $A=\left(-\frac{43}{8},-\frac{21}{4}\right]$ | $N=8$ |
| $A=\left(-\infty,-\frac{11}{2}\right] ;\left(-\frac{11}{2},-\frac{43}{8}\right]$ | $N=9$ |

Lemma 5. If $x_{0}<0$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 3.

Table 3. Cases for $x_{0}<0$ and $y_{0}=0$.

| If $x_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1}, \mathbf{- 2})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\{-3\}$ | $N=1$ |
| $A=(-4,-1) \backslash\{-3\}$ | $N=2$ |
| $A=\left(-\frac{9}{2},-4\right] ;\left[-1,-\frac{1}{2}\right)$ | $N=4$ |
| $A=\left(-5,-\frac{9}{2}\right]$ | $N=5$ |
| $A=\left(-\frac{21}{4},-5\right] ;\left[-\frac{1}{2},-\frac{1}{4}\right)$ | $N=6$ |
| $A=\left[-\frac{1}{4}, 0\right)$ | $N=7$ |
| $A=\left(-\frac{43}{8},-\frac{21}{4}\right]$ | $N=8$ |
| $A=\left(-\infty,-\frac{11}{2}\right] ;\left(-\frac{11}{2},-\frac{43}{8}\right]$ | $N=9$ |

The next four lemmas consider $\left(x_{0}, y_{0}\right)$ in each quadrant. The only complicated cases are the second and the forth quadrants. For the first and the third quadrants we just show the regions considered without the detail of the proof.

Lemma 6. If $b=4, x_{0}>0$ and $y_{0}>0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of $(2)$.

Proof. If $(x, y) \in A \subset \mathbb{R}^{+} \times \mathbb{R}^{+}$, then $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq N$, where:

- $A=\{(x, y) \mid x-y+1>0$ and $-2 x+2 y-1 \geq 0\} ;\{(x, y) \mid-2 x+2 y-1<$ 0 and $4 x-4 y+1<0\}$ and $N=6$.
- $A=\left\{(x, y) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \mid 4 x-4 y+1 \geq 0\right.$ and $\left.4 x-4 y<0\right\} ;\{(x, y) \mid-8 x+8 y-9<$ 0 and $x-y+1<0\}$ and $N=7$.
- $A=\{(x, y) \mid 4 x-4 y \geq 0$ and $8 x-8 y-1<0\}$ and $N=8$.
- $A=\{(x, y) \mid-16 x+16 y-19<0$ and $-8 x+8 y-9 \geq 0\}$ and $N=9$.
- $A=\{(x, y) \mid 8 x-8 y-1 \geq 0$ and $16 x-16 y-3<0\} ;\{(x, y) \mid-4 x+4 y-5<0$ and $16 x+16 y-19 \geq 0\} ;\{(x, y) \mid-4 x+4 y-5 \geq 0\}$ and $N=10$.
- $A=\{(x, y) \mid x-y-4 \geq 0\} ;\{(x, y) \mid 16 x-16 y-3 \geq 0$ and $4 x-4 y-1<0\}$; $\{(x, y) \mid 4 x-4 y-1 \geq 0$ and $x-y-4<0\}$ and $N=11$.

Lemma 7. If $b=4, x_{0}<0$ and $y_{0}<0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of $(2)$.

Proof. If $(x, y) \in A \subset \mathbb{R}^{-} \times \mathbb{R}^{-}$, then $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq N$, where:

- $A=\{(-1,-2)\}$ and $N=0$.
- $A=\{(x, y) \mid-x-y-4<0$ and $x+y+1<0\} \backslash\{(-1,-2)\}$ and $N=2$.
- $A=\{(x, y) \mid-2 x-2 y-9<0$ and $-x-y-4 \geq 0\} ;\{(x, y) \mid x+y+1 \geq 0$ and $2 x+$ $2 y+1<0\}$ and $N=4$.
- $A=\{(x, y) \mid-2 x-2 y-10<0$ and $-2 x-2 y-9 \geq 0\}$ and $N=5$.
- $A=\{(x, y) \mid-4 x-4 y-21<0$ and $-2 x-2 y-10 \geq 0\} ;\{(x, y) \mid 2 x+2 y+1 \geq$ 0 and $4 x+4 y+1<0\}$ and $N=6$.
- $\quad A=\{(x, y) \mid 4 x+4 y+1 \geq 0\}$ and $N=7$.
- $A=\{(x, y) \mid-8 x-8 y-43<0$ and $-4 x-4 y-21 \geq 0\}$ and $N=8$.
- $A=\{(x, y) \mid-2 x-2 y-11 \geq 0\} ;\{(x, y) \mid-2 x-2 y-11<0$ and $-8 x-8 y-43 \geq 0\}$ and $N=9$.

Lemma 8. If $b=4, x_{0}<0$ and $y_{0}>0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of $(2)$.

Proof. Let $x_{0}<0$ and $y_{0}>0$. Then,

$$
x_{1}=\left|x_{0}\right|-y_{0}-4=-x_{0}-y_{0}-4, \quad y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}-y_{0}+1
$$

Case $1\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y+1 \geq 0\right.$ and $\left.y<\frac{1}{2}\right\}$. We have $x_{1}<-x_{0}+y_{0}-1 \leq 0$ and $y_{1} \geq 0$ and

$$
x_{2}=\left|x_{1}\right|-y_{1}-4=2 y_{0}-1<0, y_{2}=x_{1}-\left|y_{1}\right|+1=-2 x_{0}-4<-2\left(x_{0}-y_{0}+1\right) \leq 0 .
$$

By using the result of Lemma 7, we obtain that

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 4 x-4 y+1 \geq 0\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}+8 y_{0}-3<-2\left(4 x_{0}-4 y_{0}+1\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}-8 y_{0}<-8 y_{0}<0 \text { and } y_{6}=-x_{6}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 2 x-2 y+1 \geq 0$ and $4 x-4 y+1<0\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-4 x_{0}+4 y_{0}-3<-2\left(2 x_{0}-2 y_{0}+1\right) \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}-4 y_{0}<0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y+1 \geq 0,2 x-2 y+1<0\right.$ and $\left.y<\frac{1}{2}\right\}$, then

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}-2 y_{0}+1<0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}+2 y_{0}-4<-2\left(x_{0}-y_{0}+1\right) \leq 0 \text { and } y_{3}=-x_{3}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 4$.
Case $2\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y+1 \geq 0,2 x+2 y-1<0\right.$ and $\left.y \geq \frac{1}{2}\right\}$. We have the same $\left(x_{2}, y_{2}\right)$ as in Case 1, while

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}+2 y_{0}-1<0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}+2 y_{0}-4<-2\left(x_{0}-y_{0}+1\right) \leq 0 .
\end{aligned}
$$

By using the result of Lemma 7, we obtain that

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=-4 y_{0}+1<-2 y_{0}+1 \leq 0 \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}-4<-4\left(x_{0}-y_{0}+1\right) \leq 0 \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$.
Case $3\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x-y+1 \geq 0$ and $2 x+2 y-1 \geq 0\}$. We have the same $\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ as in Case 2, while $x_{3} \geq 0$ and

$$
x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}-1<0, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}-4 \leq 0
$$

By using the result of Lemma 7, we obtain that

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-4 x_{0}-4 y_{0}+1<-2\left(2 x_{0}+2 y_{0}-1\right) \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}+4 y_{0}-4<-4 x_{0}+4 y_{0}-4 \leq 0 \text { and } y_{5}=-x_{5}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$.
Case $4\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-x-y-4<0$ and $x-y+1<0\}$. We have $x_{1}<0$ and $y_{1}<0$. By using the result of Lemma 7, we obtain that

- if $y_{0}<\frac{1}{2}$, then $x_{2}=\left|x_{1}\right|-y_{1}-4=2 y_{0}-1<0, y_{2}=x_{1}-\left|y_{1}\right|+1=-2 y_{0}-2<0$ and $y_{2}=-x_{2}-4+1$. By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 3$;
- if $\frac{1}{2} \leq y_{0}<\frac{3}{4}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=-4 y_{0}+1<-2\left(2 y_{0}-1\right) \leq 0 \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}-4<4 y_{0}-3<0 \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $\frac{3}{4} \leq y_{0}<1$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-8 y_{0}+5<-2\left(4 y_{0}-3\right) \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=8 y_{0}-8<0 \text { and } y_{5}=-x_{5}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- If $1 \leq y_{0}<\frac{9}{8}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=8 y_{0}-9<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=-8 y_{0}+6<-8\left(y_{0}-1\right) \leq 0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- If $\frac{9}{8} \leq y_{0}<\frac{19}{16}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 y_{0}+17<-2\left(8 y_{0}-9\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 y_{0}-20<16 y_{0}-19<0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- If $\frac{19}{16} \leq y_{0}<\frac{5}{4}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=-32 y_{0}+37<-2\left(16 y_{0}-19\right) \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=32 y_{0}-40<0 \text { and } y_{9}=-x_{9}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- If $y_{0} \geq \frac{5}{4}$, then

$$
x_{5}=\left|x_{4}\right|-y_{4}-4=-5, \quad y_{5}=x_{4}-\left|y_{4}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$.
Case $5\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-x-y-4 \geq 0\right.$ and $\left.x>-\frac{9}{2}\right\}$. We have $x_{1}>0$ and $y_{1}<$ $-\left(-x_{0}-y_{0}-4\right) \leq 0$. Then,

$$
x_{2}=\left|x_{1}\right|-y_{1}-4=-2 x_{0}-9<0, \quad y_{2}=x_{1}-\left|y_{1}\right|+1=-2 y_{0}-2<0
$$

By using the result of Lemma 7, we obtain that

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}+2 y_{0}+7<2 x_{0}+2 y_{0}+8 \leq 0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-2 y_{0}-10<-2 x_{0}-9<0 \text { and } y_{3}=-x_{3}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 4$.
Case $6\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-x-y-4 \geq 0,-2 x+2 y-11<0,-2 x-2 y-10<0$ and $\left.5<x \leq-\frac{9}{2}\right\}$. We have the same $\left(x_{2}, y_{2}\right)$ as in Case 5 , while $x_{2} \geq 0$ and $x_{3}=\left|x_{2}\right|-y_{2}-4=-2 x_{0}+2 y_{0}-11<0, \quad y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-2 y_{0}-10<0$.

By using the result of Lemma 7, we obtain that

- if $-5<x_{0} \leq-\frac{9}{2}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}+17<4 x_{0}+18=2\left(2 x_{0}+9\right) \leq 0, \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=-4 x_{0}-20<0 \text { and } y_{4}=-x_{4}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $-\frac{41}{8}<x_{0} \leq-5$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}-41<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}+38<8 x_{0}+40 \leq 0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $-\frac{83}{16}<x_{0} \leq-\frac{41}{8}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}+81<16 x_{0}+82=2\left(8 x_{0}+41\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}-84<-16 x_{0}-83<0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $x_{0} \leq-\frac{83}{16}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=32 x_{0}+165<32 x_{0}+166=2\left(16 x_{0}+83\right) \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=-32 x_{0}-168=8\left(-2 x_{0}+2 y_{0}-11\right)+8\left(-2 x_{0}-2 y_{0}-10\right)<0 \\
& \text { and } y_{9}=-x_{9}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$.
Case $7\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-2 x+2 y-11<0$, and $-2 x-2 y-10 \geq 0\}$. We have the same $\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ as in Case 6, while $y_{3} \geq 0$ and

$$
\begin{aligned}
x_{4} & =\left|x_{3}\right|-y_{3}-4=4 x_{0}+17<4 x_{0}+4 y_{0}+20 \leq 0, y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}>0 \\
x_{5} & =\left|x_{4}\right|-y_{4}-4=-4 x_{0}-4 y_{0}-21<0 \\
y_{5} & =x_{4}-\left|y_{4}\right|+1=4 x_{0}-4 y_{0}+18<4 x_{0}+4 y_{0}+18 \\
& =-2\left(-2 x_{0}-2 y_{0}-9\right)<-2\left(-2 x_{0}-2 y_{0}-10\right) \leq 0 .
\end{aligned}
$$

By using the result of Lemma 7, we obtain that

- if $y_{0}<\frac{1}{8}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=8 y_{0}-1<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=-8 y_{0}-2<0 \text { and } y_{6}=-x_{6}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\frac{1}{8} \leq y_{0}<\frac{3}{16}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 y_{0}+1<-16 y_{0}+2=-2\left(8 y_{0}-1\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 y_{0}-4<16 y_{0}-3<0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $y_{0} \geq \frac{3}{16}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{7}\right|-y_{7}-4=-32 y_{0}+5<-32 y_{0}+6 \leq 0, \\
& y_{9}=x_{7}-\left|y_{7}\right|+1=32 y_{0}-8=2 y_{8}<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$.

Case $8\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-2 x+2 y-11 \geq 0$, and $-2 x-2 y-10 \geq 0\}$. We have the same $\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ as in Case 6 , while $x_{3} \geq 0$ and $y_{3} \geq 0$. By using the results of Lemmas 2, 3 and 7, we obtain that

- if $y_{0} \leq \frac{1}{8}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 y_{0}-3<16 y_{0}-2 \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 y_{0}<0 \text { and } y_{8}=-x_{8}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\frac{1}{8}<y_{0}<\frac{3}{16}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 y_{0}+1<-16 y_{0}+2<0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 y_{0}-4<16 y_{0}-3<0 \text { and } y_{8}=-x_{8}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$.

- if $\frac{3}{16} \leq y_{0}<\frac{4}{16}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=-32 y_{0}+5<-32 y_{0}+6 \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=32 y_{0}-8<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $\frac{4}{16} \leq y_{0}<\frac{9}{32}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=32 y_{0}-9<0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=-32 y_{0}+6<-2\left(16 y_{0}-4\right) \leq 0 \text { and } y_{10}=-x_{10}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $\frac{9}{32} \leq y_{0}<\frac{19}{64}$, then

$$
\begin{aligned}
& x_{12}=\left|x_{11}\right|-y_{11}-4=-64 y_{0}+17<-2\left(32 y_{0}-9\right) \leq 0 \\
& y_{12}=x_{11}-\left|y_{11}\right|+1=64 y_{0}-20<64 y_{0}-19<0 \text { and } y_{12}=-x_{12}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\frac{19}{64} \leq y_{0}<\frac{5}{16}$, then

$$
\begin{aligned}
& x_{13}=\left|x_{12}\right|-y_{12}-4=-128 y_{0}+37<-2\left(64 y_{0}-19\right) \leq 0 \\
& y_{13}=x_{12}-\left|y_{12}\right|+1=128 y_{0}-40<0 \text { and } y_{13}=-x_{13}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$.

- if $\frac{5}{16} \leq y_{0}<\frac{5}{4}$, then

$$
x_{9}=\left|x_{8}\right|-y_{8}-4=-5, \quad y_{9}=x_{8}-\left|y_{8}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$;

- if $y_{0} \geq \frac{5}{4}$, then

$$
x_{5}=\left|x_{4}\right|-y_{4}-4=-9, \quad y_{5}=x_{4}-\left|y_{4}\right|+1=-4
$$

Similar to the proof of Case 6 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$.

Case $9\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-x-y-4 \geq 0,-2 x+2 y-11 \geq 0$ and $x>-5\} .1-y_{0}=$ $5-y_{0}-4>-x_{0}-y_{0}-4 \geq 0$. Then, $y_{0}<1<\frac{5}{4}$. We have the same $\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ as in Case 6 , while $x_{3} \geq 0, y_{3}<0$ and

$$
x_{4}=\left|x_{3}\right|-y_{3}-4=4 y_{0}-5<0, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=-4 x_{0}-20<0
$$

By using the result of Lemma 7, we obtain that

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-4 y_{0}+21<4 x_{0}-4 y_{0}+22 \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=-4 x_{0}+4 y_{0}-24<4 y_{0}-24<4-24<0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$.
Case $10\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-x-y-4 \geq 0,-2 x+2 y-11 \geq 0,-2 x-2 y-10<0, x \leq$ -5 and $\left.y \leq \frac{5}{4}\right\}$. We have the same $\left(x_{2}, y_{2}\right)-\left(x_{4}, y_{4}\right)$ as in Case 9 , while $y_{4} \geq 0$ and

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-4 y_{0}+21<4 x_{0}-4 y_{0}+22 \leq 0, \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}+4 y_{0}+16=-4\left(-x_{0}-y_{0}-4\right) \leq 0 .
\end{aligned}
$$

By using the result of Lemma 7, we obtain that

- if $-\frac{41}{8}<x_{0} \leq-5$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}-41<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}+38<8 x_{0}+40 \leq 0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $-\frac{83}{16}<x_{0} \leq-\frac{41}{8}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}+81<16 x_{0}+82=2\left(8 x_{0}+41\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}-84<-16 x_{0}-83<0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $-\frac{84}{16}<x \leq-\frac{83}{16}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=32 x_{0}+165<32 x_{0}+166 \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=-32 x_{0}-168=-2\left(16 x_{0}+84\right)<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $-\frac{85}{16} \leq x_{0}<-\frac{339}{64}$, then

$$
\begin{aligned}
& x_{13}=\left|x_{12}\right|-y_{12}-4=128 x_{0}+667<2\left(64 x_{0}+339\right)<0 \\
& y_{13}=x_{12}-\left|y_{12}\right|+1=-128 x_{0}-680 \leq 0 \text { and } y_{13}=-x_{13}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$;

- if $-\frac{339}{64} \leq x_{0}<-\frac{169}{32}$, then

$$
\begin{aligned}
& x_{12}=\left|x_{11}\right|-y_{11}-4=64 x_{0}+337<2\left(32 x_{0}+169\right) \leq 0 \\
& y_{12}=x_{11}-\left|y_{11}\right|+1=-64 x_{0}-340<0 \text { and } y_{12}=-x_{12}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $-\frac{169}{32} \leq x_{0} \leq-\frac{84}{16}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=-32 x_{0}-169 \leq 0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=32 x_{0}+166<2\left(16 x_{0}+84\right) \leq 0 \text { and } y_{10}=-x_{10}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $x_{0} \leq-\frac{85}{16}$, then

$$
x_{9}=\left|x_{8}\right|-y_{8}-4=-5, \quad y_{9}=x_{8}-\left|y_{8}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$.
Case $11\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-x-y-4 \geq 0,-2 x-2 y-10<0\right.$ and $\left.y \geq \frac{5}{4}\right\}$. We have the same $\left(x_{2}, y_{2}\right)-\left(x_{4}, y_{4}\right)$ as in Case 9. Since $y_{0} \geq \frac{5}{4}, x_{4} \geq 0$ and $-x_{0}-\frac{5}{4}-4 \geq-x_{0}-y_{0}-4 \geq$ 0 . Then, $x_{0} \leq-\frac{21}{4}<-5$ and $y_{4}=-4\left(x_{0}+5\right)>0$. By using the result of Lemma 6 , we obtain that

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-10<0,-16 x-16 y-65 \geq 0\right.$ and $\left.y \geq \frac{5}{4}\right\}$, then

$$
x_{9}=\left|x_{8}\right|-y_{8}-4=-5, \quad y_{9}=x_{8}-\left|y_{8}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 14$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-x-y-4 \geq 0,-16 x-16 y-65<0\right.$ and $\left.y \geq \frac{5}{4}\right\}$, then

$$
x_{9}=\left|x_{8}\right|-y_{8}-4=32 x_{0}+32 y_{0}+124<32 x_{0}+32 y_{0}+128 \leq 0, y_{9}=x_{8}-\left|y_{8}\right|+1=0 .
$$

By using the result of Lemma 5, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$.
Figure 1 shows region of each case presented in the proof of this lemma.


Figure 1. Regions of each case considered when $x_{0}<0$ and $y_{0}>0$.

Lemma 9. If $b=4, x_{0}>0$ and $y_{0}<0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of $(2)$.

Proof. Let $x_{0}>0$ and $y_{0}<0$. Then,

$$
x_{1}=\left|x_{0}\right|-y_{0}-4=x_{0}-y_{0}-4, \quad y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+y_{0}+1
$$

Case $1\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x-y-4<0$ and $x+y+1 \geq 0\}$. We have $x_{1}<0$ and $y_{1} \geq 0$. By using the results of Lemmas 5 and 8 , we have that

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x+y+1 \geq 0,2 x+2 y+1<0$ and $y>-2\}$, then

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=2 x_{0}+2 y_{0}+1<0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-2 y_{0}-4<-2\left(x_{0}+y_{0}+1\right) \leq 0 \text { and } y_{3}=-x_{3}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 4$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 2 x+2 y+1 \geq 0,4 x+4 y+1<0$ and $y \geq-2\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-4 x_{0}-4 y_{0}-3<-2\left(2 x_{0}+2 y_{0}+1\right) \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}+4 y_{0}<4 x_{0}+4 y_{0}+1<0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 4 x+4 y+1 \geq 0,4 x+4 y<0$ and $y \geq-2\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}-8 y_{0}-3<-2\left(4 x_{0}+4 y_{0}+1\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}+8 y_{0}<0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 4 x+4 y \geq 0$ and $8 x+8 y-1<0\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=8 x_{0}+8 y_{0}-1<0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-8 x_{0}-8 y_{0}-2<-2\left(4 x_{0}+4 y_{0}\right) \leq 0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 8 x+8 y-1 \geq 0$ and $16 x+16 y-3<0\}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=-16 x_{0}-16 y_{0}+1<-2\left(8 x_{0}+8 y_{0}-1\right) \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=16 x_{0}+16 y_{0}-4<16 x_{0}+16 y_{0}-3<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 16 x+16 y-3 \geq 0$ and $4 x+4 y-1<0\}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=-32 x_{0}-32 y_{0}+5<-2\left(16 x_{0}+16 y_{0}-3\right) \leq 0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=32 x_{0}+32 y_{0}-8<0 \text { and } y_{10}=-x_{10}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 4 x+4 y-1 \geq 0$ and $x-y-4<0\}$, then

$$
x_{6}=\left|x_{5}\right|-y_{5}-4=-5, \quad y_{6}=x_{5}-\left|y_{5}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4<0, x+y+1 \geq 0\right.$ and $\left.y \leq-\frac{19}{8}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=16 y_{0}+37<0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-16 y_{0}-40=-8\left(x_{0}+y_{0}+1\right)+8\left(x_{0}-y_{0}-4\right)<0 \\
& \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4<0, x+y+1 \geq 0\right.$ and $\left.-\frac{19}{8}<y \leq-\frac{9}{4}\right\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=8 y_{0}+17<2\left(4 y_{0}+9\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=-8 y_{0}-20=-4\left(x_{0}+y_{0}+1\right)+4\left(x_{0}-y_{0}-4\right)<0 \\
& \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1 \geq 0,2 x+2 y+1<0\right.$ and $\left.-\frac{9}{4}<y \leq-2\right\}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=-4 y_{0}-9<0 \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}+6<4\left(y_{0}+2\right) \leq 0 \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 2 x+2 y+1 \geq 0, x-y-4<0, x<\frac{7}{4}\right.$ and $\left.y \leq-2\right\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-4 x_{0}-4 y_{0}-3<-2\left(2 x_{0}+2 y_{0}+1\right) \leq 0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}+4 y_{0} \leq-1<0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

Since $x_{0}<\frac{7}{4}$ and $y_{0} \leq-2, y_{5}=4 x_{0}+4 y_{0}<7-8<0$. By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 2 x+2 y+1 \geq 0, x-y-4<0, x \geq \frac{7}{4}\right.$ and $\left.y \leq-2\right\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}+13<-8 x_{0}+14=-2\left(4 x_{0}-7\right) \leq 0, \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}-16 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

Since $x_{0}-y_{0}-4<0$ and $y_{0} \leq-2, x_{0}<y_{0}+4 \leq 2$. Then, $y_{6}=8\left(x_{0}-2\right)<0$. By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$.
Figure 2 shows regions considered in the proof of Case 1 of this lemma.


Figure 2. Regions considered in the proof of Case 1.
Case $2\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x-y-4<0$ and $x+y+1<0\}$. We have $x_{1}<0$ and $y_{1}<0$. By using the result of Lemma 7, we have that

- if $x_{0}<1$, then

$$
\begin{aligned}
& x_{2}=\left|x_{1}\right|-y_{1}-4=-2 x_{0}-1<0, \quad y_{2}=x_{1}-\left|y_{1}\right|+1=2 x_{0}-2<0 \\
& \text { and } y_{2}=-x_{2}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 3$;

- if $1 \leq x_{0}<\frac{5}{4}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}-5<0, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=-4 x_{0}+2 \leq 0 \\
& \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $\frac{5}{4} \leq x_{0}<\frac{11}{8}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}+9<-8 x_{0}+10=-2\left(4 x_{0}-5\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}-12<8 x_{0}-11<0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $x_{0} \geq \frac{11}{8}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-16 x_{0}+21<-2\left(8 x_{0}-11\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=16 x_{0}-24=2 y_{6}<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$.
Figure 3 shows regions considered in the proof of Case 2 of this lemma.


Figure 3. Regions considered in the proof of Case 2.
Case $3\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x-y-4 \geq 0$ and $x+y+1<0\}$. We have $x_{1} \geq 0$ and $y_{1}<0$.
Case $3.1\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0, x<1\right.$ and $\left.y>-\frac{9}{2}\right\}$. Then,

$$
x_{2}=\left|x_{1}\right|-y_{2}-4=-2 y_{0}-9<0, \quad y_{2}=x_{1}-\left|y_{1}\right|+1=2 x_{0}-2<0
$$

By using the result of Lemma 7, we have that

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0,2 x-2 y-10<0, x<1\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=-2 x_{0}+2 y_{0}+7<-2\left(x_{0}-y_{0}-4\right) \leq 0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=2 x_{0}-2 y_{0}-10<0 \text { and } y_{3}=-x_{3}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 4$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 2 x-2 y-10 \geq 0,4 x-4 y-21<0, x<1\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-4 y_{0}-21<0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=-4 x_{0}+4 y_{0}+18 \leq 0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 4 x-4 y-21 \geq 0,8 x-8 y-43<0, x<1\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-8 x_{0}+8 y_{0}+41<-2\left(4 x_{0}-4 y_{0}-21\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=8 x_{0}-8 y_{0}-44<8 x_{0}-8 y_{0}-43<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 8 x-8 y-43 \geq 0, x<1\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 x_{0}+16 y_{0}+85<-2\left(8 x_{0}-8 y_{0}-43\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 x_{0}-16 y_{0}-88<16+72-88=0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$.
Case $3.2\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0, x+y+1<0, x \geq 1\right.$ and $\left.y>-\frac{9}{2}\right\}$. We have the same $\left(x_{2}, y_{2}\right)$ as in Case 3.1, while $x_{2}<0$ and $y_{2} \geq 0$. By using the results of Lemmas 5 and 8, we have that

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-8 x-8 y-27 \geq 0,1 \leq x<\frac{5}{4}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}+16 y_{0}+53<-2\left(-8 x_{0}-8 y_{0}-27\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}-16 y_{0}-56<-16+72-56=0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-8 x-8 y-27<0,-4 x-4 y-13 \geq 0,1 \leq x<\frac{5}{4}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=8 x_{0}+8 y_{0}+25<-2\left(-4 x_{0}-4 y_{0}-13\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-8 x_{0}-8 y_{0}-28<-8 x_{0}-8 y_{0}-27<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-4 x-4 y-13<0,-2 x-2 y-6 \geq 0,1 \leq x<\frac{5}{4}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=-4 x_{0}-4 y_{0}-13<0 \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=4 x_{0}+4 y_{0}+10<-2\left(-2 x_{0}-2 y_{0}-6\right) \leq 0 \text { and } y_{5}=-x_{5}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 4 x-4 y-23 \geq 0,-2 x-2 y-6 \geq 0\right.$, and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-8 x_{0}+8 y_{0}+45<-2\left(4 x_{0}-4 y_{0}-23\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=8 x_{0}-8 y_{0}-48<-2\left(-4 x_{0}+4 y_{0}-23\right) \leq 0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 4 x-4 y-23<0,-2 x-2 y-6 \geq 0\right.$, and $\left.x>\frac{5}{4}\right\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}+9<-2\left(4 x_{0}-5\right)<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}-12<8 x_{0}-11=\left(4 x_{0}-4 y_{0}-23\right)-2\left(-2 x_{0}-2 y_{0}-6\right)<0 \\
& \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0, x+y+1<0,-2 x-2 y-6<0\right.$ and $\left.1 \leq x<\frac{5}{4}\right\}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=4 x_{0}-5<0 \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=-4 x_{0}+2<-4\left(x_{0}-1\right) \leq 0 \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0,-2 x-2 y-6<0\right.$ and $\left.\frac{5}{4} \leq x<\frac{11}{8}\right\}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 x_{0}+9<-2\left(4 x_{0}-5\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 x_{0}-12<8 x_{0}-11<0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x-y-4 \geq 0,-2 x-2 y-6<0\right.$ and $\left.\frac{11}{8} \leq x<\frac{3}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-16 x_{0}+21<-2\left(8 x_{0}-11\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=16 x_{0}-24=8\left(2 x_{0}-3\right)<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, \frac{3}{2} \leq x<\frac{25}{16}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}-25<0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}+22<-8\left(2 x_{0}-3\right) \leq 0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, \frac{25}{16} \leq x<\frac{51}{32}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=-32 x_{0}+49<-2\left(16 x_{0}-25\right) \leq 0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=32 x_{0}-52<32 x_{0}-51<0 \text { and } y_{10}=-x_{10}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, \frac{51}{32} \leq x<\frac{13}{8}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=-64 x_{0}+101<-2\left(32 x_{0}-51\right) \leq 0 \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=64 x_{0}-104<0 \text { and } y_{11}=-x_{11}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, x \geq \frac{13}{8}\right.$ and $\left.y>-\frac{9}{2}\right\}$, then

$$
x_{7}=\left|x_{6}\right|-y_{6}-4=-5, \quad y_{7}=x_{6}-\left|y_{6}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$.
Case $3.3\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, x<1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$. We have the same $\left(x_{2}, y_{2}\right)$ as in Case 3.2, while $x_{2} \geq 0, y_{2}<0$ and

$$
\begin{aligned}
& x_{3}=\left|x_{2}\right|-y_{2}-4=-2 x_{0}-2 y_{0}-11<2 x_{0}-2 y_{0}-10<0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=2 x_{0}-2 y_{0}-10<0
\end{aligned}
$$

By using the result of Lemma 7, we have that

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 2 x-2 y-10<0, x<1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{4}=\left|x_{3}\right|-y_{3}-4=4 y_{0}+17<2\left(2 y_{0}+9\right) \leq 0 \\
& y_{4}=x_{3}-\left|y_{3}\right|+1=-4 y_{0}-20<2\left(2 x_{0}-2 y_{0}-10\right)<0 \text { and } y_{4}=-x_{4}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 5$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 2 x-2 y-10 \geq 0,4 x-4 y-21<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{5}=\left|x_{4}\right|-y_{4}-4=4 x_{0}-4 y_{0}-21<0, \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=-4 x_{0}+4 y_{0}+18<-2\left(2 x_{0}-2 y_{0}-10\right) \leq 0 \text { and } y_{5}=-x_{5}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 6$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 4 x-4 y-21 \geq 0,8 x-8 y-43<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-8 x_{0}+8 y_{0}+41<-2\left(4 x_{0}-4 y_{0}-21\right) \leq 0, \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=8 x_{0}-8 y_{0}-44<8 x_{0}-8 y_{0}-43<0 \text { and } y_{7}=-x_{7}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 8 x-8 y-43 \geq 0,8 x-8 y-44<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 x_{0}+16 y_{0}+85<-2\left(8 x_{0}-8 y_{0}-43\right) \leq 0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 x_{0}-16 y_{0}-88<0 \text { and } y_{8}=-x_{8}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 8 x-8 y-44 \geq 0,-2 x-2 y-11<0,16 x-16 y-89<0$ and $x<1\}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=16 x_{0}-16 y_{0}-89<0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=-16 x_{0}+16 y_{0}+86<-2\left(8 x_{0}-8 y_{0}-44\right) \leq 0 \\
& \text { and } y_{9}=-x_{9}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 16 x-16 y-89 \geq 0,-2 x-2 y-11<0,32 x-32 y-179<$ 0 and $x<1\}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=-32 x_{0}+32 y_{0}+177<-2\left(16 x_{0}-16 y_{0}-89\right) \leq 0 \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=32 x_{0}-32 y_{0}-180<32 x_{0}-32 y_{0}-179<0 \\
& \text { and } y_{11}=-x_{11}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 32 x-32 y-179 \geq 0,-2 x-2 y-11<0,8 x-8 y-45<0$ and $x<$ $1\}$, then

$$
\begin{aligned}
& x_{12}=\left|x_{11}\right|-y_{11}-4=-64 x_{0}+64 y_{0}+357<-2\left(32 x_{0}-32 y_{0}-179\right) \leq 0 \\
& y_{12}=x_{11}-\left|y_{11}\right|+1=64 x_{0}-64 y_{0}-360<0 \text { and } y_{12}=-x_{12}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid 8 x-8 y-45 \geq 0,-2 x-2 y-11<0$ and $x<1\}$, then

$$
x_{8}=\left|x_{7}\right|-y_{7}-4=-5, \quad y_{8}=x_{7}-\left|y_{7}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-11 \geq 0\right.$ and $\left.x<\frac{1}{32}\right\}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=32 x_{0}-1<0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=-32 x_{0}-2<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-11 \geq 0\right.$ and $\left.\frac{1}{32} \leq x<\frac{3}{64}\right\}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=-64 x_{0}+1<-2\left(32 x_{0}-1\right) \leq 0 \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=64 x_{0}-4<64 x_{0}-3<0 \text { and } y_{11}=-x_{11}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-11 \geq 0\right.$ and $\left.\frac{3}{64} \leq x<\frac{1}{16}\right\}$, then

$$
\begin{aligned}
& x_{12}=\left|x_{11}\right|-y_{11}-4=-128 x_{0}+5<-2\left(64 x_{0}-3\right) \leq 0 \\
& y_{12}=x_{11}-\left|y_{11}\right|+1=128 x_{0}-8<0 \text { and } y_{12}=-x_{12}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-11 \geq 0\right.$ and $\left.\frac{1}{16} \leq x<1\right\}$, then

$$
x_{8}=\left|x_{7}\right|-y_{7}-4=-5, \quad y_{8}=x_{7}-\left|y_{7}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$.
Case $3.4\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid x+y+1<0, x \geq 1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$. We have the same $\left(x_{2}, y_{2}\right)$ as in Case 3.2, while $x_{2} \geq 0$ and $y_{2} \geq 0$. By using the results of Lemmas 2,3 and 6, we have that

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-6 \geq 0,4 x+4 y+13 \geq 0, x \geq 1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=-8 x_{0}-8 y_{0}-27<-2\left(4 x_{0}+4 y_{0}+13\right) \leq 0, \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=8 x_{0}+8 y_{0}+24 \leq 0 \text { and } y_{7}=-x_{7}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 4 x+4 y+13<0,-8 x-8 y-27<0, x \geq 1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=8 x_{0}+8 y_{0}+25<2\left(4 x_{0}+4 y_{0}+13\right)<0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-8 x_{0}-8 y_{0}-28<-8 x_{0}-8 y_{0}-27<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-8 x-8 y-27 \geq 0,-8 x-8 y-28<0, x \geq 1\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}+16 y_{0}+53<-2\left(-8 x_{0}-8 y_{0}-27\right) \leq 0,
$$

$$
y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}-16 y_{0}-56<0 \text { and } y_{8}=-x_{8}-4+1
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-8 x-8 y-28 \geq 0,-16 x-16 y-57<0$ and $x \geq 1\}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=-16 x_{0}-16 y_{0}-57<0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=16 x_{0}+16 y_{0}+54<-2\left(-8 x_{0}-8 y_{0}-28\right) \leq 0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-16 x-16 y-57 \geq 0,-32 x-32 y-115<0$ and $x \geq 1\}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=32 x_{0}+32 y_{0}+113<-2\left(-16 x_{0}-16 y_{0}-57\right) \leq 0, \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=-32 x_{0}-32 y_{0}-116<-32 x_{0}-32 y_{0}-115<0 \\
& \text { and } y_{11}=-x_{11}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-32 x-32 y-115 \geq 0,-8 x-8 y-29<0$ and $x \geq 1\}$, then

$$
\begin{aligned}
& x_{12}=\left|x_{11}\right|-y_{11}-4=64 x_{0}+64 y_{0}+229<-2\left(-32 x_{0}-32 y_{0}-115\right) \leq 0, \\
& y_{12}=x_{11}-\left|y_{11}\right|+1=-64 x_{0}-64 y_{0}-232<0 \text { and } y_{12}=-x_{12}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-8 x-8 y-29 \geq 0,-2 x-2 y-11<0$ and $x \geq 1\}$, then

$$
x_{8}=\left|x_{7}\right|-y_{7}-4=-5, \quad y_{8}=x_{7}-\left|y_{7}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\{(x, y) \mid-2 x-2 y-11 \geq 0$ and $x \geq 1\}$, then

$$
x_{4}=\left|x_{3}\right|-y_{3}-4=-9, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=-4
$$

Similar to the proof of Case 6 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid-2 x-2 y-6<0,16 x+16 y+47<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=16 x_{0}+16 y_{0}+47<0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=-16 x_{0}-16 y_{0}-50<8\left(-2 x_{0}-2 y_{0}-6\right)<0 \\
& \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 16 x+16 y+47 \geq 0,32 x+32 y+93<0\right.$, and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=-32 x_{0}-32 y_{0}-95<-2\left(16 x_{0}+16 y_{0}+47\right) \leq 0, \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=32 x_{0}+32 y_{0}+92<32 x_{0}+32 y_{0}+93<0 \\
& \text { and } y_{10}=-x_{10}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 32 x+32 y+93 \geq 0,8 x+8 y+23<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=-64 x_{0}-64 y_{0}-187<-2\left(32 x_{0}+32 y_{0}+93\right) \leq 0, \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=64 x_{0}+64 y_{0}+184<0 \text { and } y_{11}=-x_{11}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \mid 8 x+8 y+23 \geq 0, x+y+1<0\right.$ and $\left.y \leq-\frac{9}{2}\right\}$, then

$$
x_{7}=\left|x_{6}\right|-y_{6}-4=-5, \quad y_{7}=x_{6}-\left|y_{6}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$.

Figure 4 shows regions considered in the proof of Case 3 of this lemma.


Figure 4. Regions considered in the proof of Case 3.
Case $4\left(x_{0}, y_{0}\right) \in\{(x, y) \mid x-y-4 \geq 0$ and $x+y+1 \geq 0\}$. We have $x_{1} \geq 0$ and $y_{1} \geq 0$. By using the results of Lemmas 2, 3 and 6, we have that

- if $y_{0} \geq-\frac{15}{8}$, then

$$
x_{6}=\left|x_{5}\right|-y_{5}-4=-5, \quad y_{6}=x_{5}-\left|y_{5}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $-\frac{61}{32} \leq y_{0}<-\frac{15}{8}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=-64 y_{0}-123<-2\left(32 y_{0}+61\right) \leq 0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=64 y_{0}+120<0 \text { and } y_{10}=-x_{10}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $-\frac{31}{16} \leq y_{0}<-\frac{61}{32}$, then

$$
\begin{aligned}
& x_{9}=\left|x_{8}\right|-y_{8}-4=-32 y_{0}-63<-2\left(16 y_{0}+31\right) \leq 0 \\
& y_{9}=x_{8}-\left|y_{8}\right|+1=32 y_{0}+60<32 y_{0}+61<0 \text { and } y_{9}=-x_{9}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 10$;

- if $-2 \leq y_{0}<-\frac{31}{16}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=16 y_{0}+31<0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-16 y_{0}-34<-16\left(y_{0}+2\right) \leq 0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $-\frac{9}{4}<y_{0}<-2$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=-8 y_{0}-19<-2\left(4 y_{0}+9\right)<0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=8 y_{0}+16<0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $-\frac{19}{8}<y_{0} \leq-\frac{9}{4}$, then

$$
\begin{aligned}
& x_{6}=\left|x_{5}\right|-y_{5}-4=8 y_{0}+17<2\left(4 y_{0}+9\right) \leq 0 \\
& y_{6}=x_{5}-\left|y_{5}\right|+1=-8 y_{0}-20<-8 y_{0}-19<0 \text { and } y_{6}=-x_{6}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 7$;

- if $-\frac{20}{8}<y_{0} \leq-\frac{19}{8}$, then

$$
\begin{aligned}
& x_{7}=\left|x_{6}\right|-y_{6}-4=16 y_{0}+37<2\left(8 y_{0}+19\right) \leq 0 \\
& y_{7}=x_{6}-\left|y_{6}\right|+1=-16 y_{0}-40<0 \text { and } y_{7}=-x_{7}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 8$;

- if $-\frac{41}{16}<y_{0} \leq-\frac{20}{8}$, then

$$
\begin{aligned}
& x_{8}=\left|x_{7}\right|-y_{7}-4=-16 y_{0}-41<0 \\
& y_{8}=x_{7}-\left|y_{7}\right|+1=16 y_{0}+38<2\left(8 y_{0}+20\right) \leq 0 \text { and } y_{8}=-x_{8}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 9$;

- if $-\frac{83}{32}<y_{0} \leq-\frac{41}{16}$, then

$$
\begin{aligned}
& x_{10}=\left|x_{9}\right|-y_{9}-4=32 y_{0}+81<2\left(16 y_{0}+41\right) \leq 0 \\
& y_{10}=x_{9}-\left|y_{9}\right|+1=-32 y_{0}-84<-32 y_{0}-83<0 \text { and } y_{10}=-x_{10}-4+1 .
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 11$;

- if $-\frac{21}{8}<y_{0} \leq-\frac{83}{32}$, then

$$
\begin{aligned}
& x_{11}=\left|x_{10}\right|-y_{10}-4=64 y_{0}+165<2\left(32 y_{0}+83\right) \leq 0 \\
& y_{11}=x_{10}-\left|y_{10}\right|+1=-64 y_{0}-168<0 \text { and } y_{11}=-x_{11}-4+1
\end{aligned}
$$

By Lemma 1, we have $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $-\frac{9}{2}<y_{0} \leq-\frac{21}{8}$, then

$$
x_{7}=\left|x_{6}\right|-y_{6}-4=-5, \quad y_{7}=x_{6}-\left|y_{6}\right|+1=0
$$

Similar to the proof of Case 4 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 12$;

- if $y_{0} \leq-\frac{9}{2}$, then

$$
x_{3}=\left|x_{2}\right|-y_{2}-4=-9, \quad y_{3}=x_{2}-\left|y_{2}\right|+1=-4
$$

Similar to the proof of Case 6 of Lemma 2, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-2)$ for all $n \geq 13$.

Figure 5 shows regions considered in the proof of Case 4 of this lemma.


Figure 5. Regions considered in the proof of Case 4.

Therefore, as we combine Lemmas $2-9$, we can have the following theorem. It can be seen that the solutions do not show any periodic behavior. This is not the same as the other values of $b$ considered in [11,14,15,17].

Theorem 1. If $b=4,\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-2)$ of (2) within 14 iterations.

## 3. Local Behavior for $b \geq 5$

In this section, we investigate local behavior for several values of $b \geq 5$.
3.1. $b=5$

First, let us start with $b=5$ where $x_{0}=0$ or $y_{0}=0$.
Lemma 10. If $x_{0} \geq 0$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-3)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 4.

Table 4. Cases for $x_{0} \geq 0$ and $y_{0}=0$.

| If $x_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1}, \mathbf{3})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\left[0, \frac{1}{8}\right)$ | $N=7$ |
| $A=\left[\frac{1}{8}, \frac{3}{16}\right)$ | $N=9$ |
| $A=\left[\frac{3}{16}, \frac{7}{32}\right]$ | $N=11$ |
| $A=\left[\frac{7}{32}, \frac{1}{4}\right) ;\left[\frac{1}{4}, 1\right] ;(1,5) ;[5, \infty)$ | $N=12$ |

Lemma 11. If $x_{0}=0$ and $y_{0} \geq 0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-3)$ of $(2)$.

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 5.

Table 5. Cases for $x_{0}=0$ and $y_{0} \geq 0$.

| If $y_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-1,-3)$ for All $n \geq N$ |
| :---: | :---: |
| $A=\left(\frac{1}{4}, \frac{1}{2}\right) ;\left[\frac{1}{2}, 1\right] ;\left(1, \frac{9}{8}\right]$ | $N=6$ |
| $A=\left[0, \frac{1}{4}\right]$ | $N=7$ |
| $A=\left(\frac{9}{8}, \frac{19}{16}\right]$ | $N=8$ |
| $A=\left(\frac{19}{16}, \frac{39}{32}\right]$ | $N=10$ |
| $A=\left(\frac{39}{32}, \frac{5}{4}\right) ;\left[\frac{5}{4}, \infty\right)$ | $N=11$ |

Lemma 12. If $x_{0}=0$ and $y_{0}<0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-3)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 6.

Table 6. Cases for $x_{0}=0$ and $y_{0}<0$.

| If $y_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1}, \mathbf{3})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\{-4\}$ | $N=1$ |
| $A=(-5,-1) \backslash\{-4\}$ | $N=2$ |
| $A=\left(-\frac{11}{2},-5\right] ;\left[-1,-\frac{1}{2}\right)$ | $N=4$ |
| $A=\left(-\frac{25}{4},-\frac{11}{2}\right]$ | $N=5$ |
| $A=\left[-\frac{1}{2},-\frac{1}{4}\right)$ | $N=6$ |
| $A=\left(-\frac{51}{8},-\frac{25}{4}\right] ;\left[-\frac{1}{4}, 0\right)$ | $N=7$ |
| $A=\left(-\frac{103}{16},-\frac{51}{8}\right]$ | $N=9$ |
| $A=\left(-\infty,-\frac{13}{2}\right] ;\left(-\frac{13}{2},-\frac{103}{16}\right]$ | $N=10$ |

Lemma 13. If $x_{0}<0$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the equilibrium point $(-1,-3)$ of (2).

Proof. By separate cases as in Lemma 2, we can conclude the behavior of the solution in Table 7.

Table 7. Cases for $x_{0}<0$ and $y_{0}=0$.

| If $x_{0} \in A$, | Then $\left(x_{n}, y_{n}\right)=(-\mathbf{1},-\mathbf{3})$ for All $n \geq N$ |
| :---: | :---: |
| $A=\{-4\}$ | $N=1$ |
| $A=(-5,-1) \backslash\{-4\}$ | $N=2$ |
| $A=\left(-\frac{11}{2},-5\right] ;\left[-1,-\frac{1}{2}\right)$ | $N=4$ |
| $A=\left(-\frac{25}{4},-\frac{11}{2}\right]$ | $N=5$ |
| $A=\left[-\frac{1}{2},-\frac{1}{4}\right)$ | $N=6$ |
| $A=\left(-\frac{51}{8},-\frac{25}{4}\right] ;\left[-\frac{1}{4}, 0\right)$ | $N=7$ |
| $A=\left(-\frac{103}{16},-\frac{51}{8}\right]$ | $N=9$ |
| $A=\left(-\infty,-\frac{13}{2}\right] ;\left(-\frac{13}{2},-\frac{103}{16}\right]$ | $N=10$ |

## 3.2. $b \geq 5$ with Large Value of $\left|x_{0}\right|$ and $\left|y_{0}\right|$

It can be seen from Lemmas $2-5$ and 10-13 that if ( $x_{0}$ and $\left|y_{0}\right|$ is large enough) or ( $y_{0}$ and $\left|x_{0}\right|$ is large enough), then we can easily determine the behavior of the solutions without considering several cases. However, for these initial conditions, it possesses the periodic behavior.

Lemma 14. If $b \geq 6, x_{0} \geq b$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the periodic solution of prime period 5 of (2).

Proof. Let $b \geq 6, x_{0} \geq b$ and $y_{0}=0$. Then,

$$
\begin{array}{rlrl}
x_{1} & =\left|x_{0}\right|-y_{0}-b=x_{0}-b \geq 0, & & y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+1 \geq 0 \\
x_{2} & =\left|x_{1}\right|-y_{1}-b=-2 b-1<0, & & y_{2}=x_{1}-\left|y_{1}\right|+1=-b<0 \\
x_{3} & =\left|x_{2}\right|-y_{2}-b=2 b+1>0, & & y_{3}=x_{2}-\left|y_{2}\right|+1=-3 b<0 \\
x_{4} & =\left|x_{3}\right|-y_{3}-b=4 b+1>0, & & y_{4}=x_{3}-\left|y_{3}\right|+1=-b+2 \leq-4<0 \\
x_{5} & =\left|x_{4}\right|-y_{4}-b=4 b-1 \geq 23>0, & & y_{5}=x_{4}-\left|y_{4}\right|+1=3 b+4>0 \\
x_{6} & =\left|x_{5}\right|-y_{5}-b=-5, & & y_{6}=x_{5}-\left|y_{5}\right|+1=b-4 \geq 2>0 \\
x_{7} & =\left|x_{6}\right|-y_{6}-b=-2 b+9 \leq-3<0, & y_{7}=x_{6}-\left|y_{6}\right|+1=-b<0 \\
x_{8} & =\left|x_{7}\right|-y_{7}-b=2 b-9 \geq 3>0, & & y_{8}=x_{7}-\left|y_{7}\right|+1=-3 b+10 \leq-8<0 \\
x_{9} & =\left|x_{8}\right|-y_{8}-b=4 b-19 \geq 5>0, & & y_{9}=x_{8}-\left|y_{8}\right|+1=-b+2 \leq-4<0 \\
x_{10} & =\left|x_{9}\right|-y_{9}-b=4 b-21 \geq 3>0, & & y_{10}=x_{9}-\left|y_{9}\right|+1=3 b-16 \geq 2>0 \\
x_{11} & =\left|x_{10}\right|-y_{10}-b=-5=x_{6}, & & y_{11}=x_{10}-\left|y_{10}\right|+1=b-4=y_{6} .
\end{array}
$$

By mathematical induction, we have $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 6$.
Lemma 15. If $b \geq 6, x_{0}=0$ and $y_{0} \geq \frac{b}{4}$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the periodic solution of prime period 5 of (2).

Proof. Let $b \geq 6, x_{0}=0$ and $y_{0} \geq \frac{b}{4}$. Then,

$$
\begin{aligned}
& x_{1}=\left|x_{0}\right|-y_{0}-b=-y_{0}-b<0, \\
& y_{1}=x_{0}-\left|y_{0}\right|+1=-y_{0}+1 \leq-\frac{-b+4}{4} \leq-\frac{1}{2}<0 \\
& x_{2}=\left|x_{1}\right|-y_{1}-b=2 y_{0}-1 \geq \frac{b-2}{2} \geq 2>0, \\
& y_{2}=x_{1}-\left|y_{1}\right|+1=-2 y_{0}-b+2 \leq \frac{-3 b+4}{2} \leq-7<0 \\
& x_{3}=\left|x_{2}\right|-y_{2}-b=4 y_{0}-3 \geq b-3 \geq 3>0, y_{3}=x_{2}-\left|y_{2}\right|+1=-b+2 \leq-4<0 \\
& x_{4}=\left|x_{3}\right|-y_{3}-b=4 y_{0}-5 \geq b-5 \geq 1>0, y_{4}=x_{3}-\left|y_{3}\right|+1=4 y_{0}-b \geq 0 \\
& x_{5}=\left|x_{4}\right|-y_{4}-b=-5, \\
& y_{5}=x_{4}-\left|y_{4}\right|+1=b-4 \geq 2>0 .
\end{aligned}
$$

Similar to Lemma 14, we can conclude by mathematical induction that $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 5$.

Lemma 16. If $b \geq 6, x_{0} \leq-\frac{3}{2} b+1$ and $y_{0}=0$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the periodic solution of prime period 5 of (2).

Proof. Let $b \geq 6, x_{0} \leq-\frac{3}{2} b+1$ and $y_{0}=0$. Then,

$$
\begin{aligned}
& x_{1}=\left|x_{0}\right|-y_{0}-b=-x_{0}-b \geq \frac{3}{2} b-1-b \geq 2>0 \\
& y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+1 \leq-\frac{3}{2} b+2 \leq-7<0 \\
& x_{2}=\left|x_{1}\right|-y_{1}-b=-2 x_{0}-2 b-1 \geq 3 b-2-2 b-1 \geq 3>0 \\
& y_{2}=x_{1}-\left|y_{1}\right|+1=-b+2 \leq-4<0 \\
& x_{3}=\left|x_{2}\right|-y_{2}-b=-2 x_{0}-2 b-3 \geq 3 b-2-2 b-3 \geq 1>0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-3 b+2 \geq 3 b-2-3 b+2=0 \\
& x_{4}=\left|x_{3}\right|-y_{3}-b=-5, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=b-4 \geq 2>0
\end{aligned}
$$

Similar to Lemma 14, we can conclude by mathematical induction that $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 4$.

Lemma 17. If $b \geq 6, x_{0}=0$ and $y_{0} \leq-\frac{3}{2} b+1$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes the periodic solution of prime period 5 of (2).

Proof. Let $b \geq 6, x_{0}=0$ and $y_{0} \leq-\frac{3}{2} b+1$. Then,

$$
\begin{aligned}
& x_{1}=\left|x_{0}\right|-y_{0}-b=-y_{0}-b \geq \frac{3}{2} b-1-b \geq 2>0 \\
& y_{1}=x_{0}-\left|y_{0}\right|+1=y_{0}+1 \leq-\frac{3}{2} b+2 \leq-7<0 \\
& x_{2}=\left|x_{1}\right|-y_{1}-b=-2 y_{0}-2 b-1 \geq 3 b-3-2 b-1 \geq 2>0 \\
& y_{2}=x_{1}-\left|y_{1}\right|+1=-b+2 \leq-4<0 \\
& x_{3}=\left|x_{2}\right|-y_{2}-b=-2 y_{0}-2 b-3 \geq 3 b-2-2 b-3 \geq 1>0 \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 y_{0}-3 b+2 \geq 3 b-2-3 b+2=0 \\
& x_{4}=\left|x_{3}\right|-y_{3}-b=-5, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=b-4 \geq 2>0
\end{aligned}
$$

Similar to Lemma 14, we can conclude by mathematical induction that $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 4$.

Next, if $x_{0} y_{0}>0$ and $\left|x_{0}\right|$ and $\left|y_{0}\right|$ are large enough, we can conclude the following theorem about the solution of (2) when $b \geq 5$.

Lemma 18. If $b \geq 5$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \mid x-y-b \geq 0\right\}$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes (i) the equilibrium point $(-1,-3)$ of (2) for $b=5$ and (ii) the periodic solution of prime period 5 of (2).

Proof. (i) Let $b=5$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \mid x-y-5 \geq 0\right\}$. Then,

$$
\begin{array}{ll}
x_{1}=\left|x_{0}\right|-y_{0}-5=x_{0}-y_{0}-5, & y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}-y_{0}+1>x_{0}-y_{0}-5 \geq 0 \\
x_{2}=\left|x_{1}\right|-y_{1}-5=-11, & y_{2}=x_{1}-\left|y_{1}\right|+1=-5 \\
x_{3}=\left|x_{2}\right|-y_{2}-5=11, & y_{3}=x_{2}-\left|y_{2}\right|+1=15 \\
x_{4}=\left|x_{3}\right|-y_{3}-5=21, & y_{4}=x_{3}-\left|y_{3}\right|+1=-3 \\
x_{5}=\left|x_{4}\right|-y_{4}-5=19, & y_{5}=x_{4}-\left|y_{4}\right|+1=19 \\
x_{6}=\left|x_{5}\right|-y_{5}-5=-5, & y_{6}=x_{5}-\left|y_{5}\right|+1=1 .
\end{array}
$$

By direct computation, we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-3)$ for all $n \geq 12$.
(ii) Let $b \geq 6$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \mid x-y-b \geq 0\right\}$. Then,

$$
\begin{array}{ll}
x_{1}=\left|x_{0}\right|-y_{0}-b=x_{0}-y_{0}-b, & y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}-y_{0}+1>x_{0}-y_{0}-b \geq 0 \\
x_{2}=\left|x_{1}\right|-y_{1}-b=-2 b-1<0, & y_{2}=x_{1}-\left|y_{1}\right|+1=-b<0 .
\end{array}
$$

Similar to Lemma 14, we can conclude by mathematical induction that $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 6$.

Lemma 19. If $b \geq 5$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{-} \times \mathbb{R}^{-} \left\lvert\,-x-y-\frac{3}{2} b+1 \geq 0\right.\right\}$, then the solution $\left(x_{n}, y_{n}\right)_{n=0}^{\infty}$ of (2) eventually becomes (i) the equilibrium point $(-1,-3)$ of (2) for $b=5$ and (ii) the periodic solution of prime period 5 of (2).

Proof. (i) Let $b=5$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{-} \times \mathbb{R}^{-} \left\lvert\,-x-y-\frac{17}{2} \geq 0\right.\right\}$. Then,
$x_{1}=\left|x_{0}\right|-y_{0}-5=-x_{0}-y_{0}-5>-x_{0}-y_{0}-\frac{17}{2} \geq 0$,
$y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+y_{0}+1<x_{0}+y_{0}+\frac{17}{2} \leq 0$
$x_{2}=\left|x_{1}\right|-y_{1}-5=-2 x_{0}-2 y_{0}-11>2\left(-x_{0}-y_{0}-\frac{17}{2}\right) \geq 0, y_{2}=x_{1}-\left|y_{1}\right|+1=-3$
$x_{3}=\left|x_{2}\right|-y_{2}-5=-2 x_{0}-2 y_{0}-13>2\left(-x_{0}-y_{0}-\frac{17}{2}\right) \geq 0$,
$y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-2 y_{0}-13=x_{3} \geq 0$
$x_{4}=\left|x_{3}\right|-y_{3}-5=-5, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=1$.
Similar to the proof of Lemma 18(i), we can conclude that $\left(x_{n}, y_{n}\right)=(-1,-3)$ for all $n \geq 10$.
Case (ii) Let $b \geq 6$ and $\left(x_{0}, y_{0}\right) \in\left\{(x, y) \in \mathbb{R}^{-} \times \mathbb{R}^{-} \left\lvert\,-x-y-\frac{3}{2} b+1 \geq 0\right.\right\}$. Since $b \geq 6$, $-b+\frac{3}{2} b=\frac{1}{2} b \geq 3>1,2+1=3<b=-2 b+3 b$ and $3+1=4<b=-2 b+3 b$. Thus, $-b>-\frac{3}{2} b+1,-2 b-1>-3 b+2$ and $-2 b-3>-3 b+1$, respectively. Then,

$$
\begin{aligned}
& x_{1}=\left|x_{0}\right|-y_{0}-b=-x_{0}-y_{0}-b>-x_{0}-y_{0}-\frac{3}{2} b+1 \geq 0, \\
& y_{1}=x_{0}-\left|y_{0}\right|+1=x_{0}+y_{0}+1<-\frac{3}{2} b+1+1 \leq-7<0 \\
& x_{2}=\left|x_{1}\right|-y_{1}-b=-2 x_{0}-2 y_{0}-2 b-1>-2 x_{0}-2 y_{0}-3 b+2 \geq 0, \\
& y_{2}=x_{1}-\left|y_{1}\right|+1=-b+2 \leq-4<0 \\
& x_{3}=\left|x_{2}\right|-y_{2}-b=-2 x_{0}-2 y_{0}-2 b-3>-2 x_{0}-2 y_{0}-3 b+2 \geq 0, \\
& y_{3}=x_{2}-\left|y_{2}\right|+1=-2 x_{0}-2 y_{0}-3 b+2 \geq 0 \\
& x_{4}=\left|x_{3}\right|-y_{3}-b=-5, \quad y_{4}=x_{3}-\left|y_{3}\right|+1=b-4 \geq 2>0 .
\end{aligned}
$$

Similar to Lemma 14, we can conclude by mathematical induction that $x_{n+5}=x_{n}$ and $y_{n+5}=y_{n}$ for all $n \geq 4$.

## 4. Conclusions and Discussion

It is shown completely that for $b=4$, all solutions of (2) eventually becomes the equilibrium point $(-1,-2)$. It is also suspected from Lemmas 10-13 and Lemmas 18 (i)-19 (i) that for $b=5$, all solutions of (2) eventually becomes the equilibrium point $(-1,-3)$, while for $b \geq 6$, concerning the solutions of (2) with a chance to possess the periodic behavior of prime period 5 and for some small values of $\left|x_{0}\right|$ and $\left|y_{0}\right|$, it may also becomes the equilibrium point.

As we mentioned before that since the absolute value function is not differentiable, one needs to find an alternative method to analyze the behavior of (2). Thus, we choose
to use a fundamental method to complete our full analysis. However, this give some insight to those who want to do further investigation concerning this type of problem. For example, (i) one can roughly see how many cases need to be considered for each value of $b$; (ii) one can see, for a big region, that the behavior of the solutions remains the same; (iii) one can estimate the maximum iteration until the behavior of the solutions become either equilibrium or periodic.

Finally, these complete results for $b=4$ and partial results for $b=5$, where all solutions asymptotically become equilibrium, are in contrast with the existing results concerning Equation (1) which usually involving periodic behavior. Thus, one may try to consider these cases of $b$ and prove our conjecture that only for $b=4$ and 5 do all solutions eventually become the equilibrium point, while for $b \geq 6$ all solutions eventually become either equilibrium or periodic of prime period 5 .
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#### Abstract

In this paper, we find some inequalities which involve Euler's function, extended Euler's function, the function $\tau$, and the generalized function $\tau$ in algebraic number fields.
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## 1. Introduction and Preliminaries

Let the function $\varphi: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}, \varphi(n)=\left|\left\{k \in \mathbb{N}^{*} \mid k \leq n,(k, n)=1\right\}\right|,(\forall) n \in \mathbb{N}^{*} . \varphi$ is called Euler's function or Euler's totient function. We remark that $\varphi(n)$ is the number of invertible elements in the unitary ring $\mathbb{Z} / n \mathbb{Z}$. If $n \in \mathbb{N}, n \geq 2$, the following formula to calculate $\varphi(n)$ is known: if $l \in \mathbb{N}^{*}, n=p_{1}^{\alpha_{1}} \cdot p_{2}^{\alpha_{2}} \cdot \ldots p_{l}^{\alpha_{l}}$, where $p_{1}, p_{2} \ldots p_{l} \in \mathbb{N}$ are unique distinct prime numbers and $\alpha_{i} \in \mathbb{N}^{*}, i=\overline{1, l}$ then $\varphi(n)=n \cdot\left(1-\frac{1}{p_{1}}\right) \cdot\left(1-\frac{1}{p_{2}}\right) \cdot \ldots$. $\left(1-\frac{1}{p_{l}}\right)$. A known property is that $\varphi$ is a multiplicative function, but it is immediately noticed that $\varphi$ is not a completely multiplicative function. An important number of monographs in number theory studied these types of functions [1-5].

Let the function $\tau: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}, \tau(n)=\left|\left\{k \in \mathbb{N}^{*}|k| n\right\}\right|,(\forall) n \in \mathbb{N}^{*} . \tau(1)=1$. If $n \in \mathbb{N}, n \geq 2, n=p_{1}^{\alpha_{1}} \cdot p_{2}^{\alpha_{2}} . \ldots p_{l}^{\alpha_{l}}$, where $p_{1}, p_{2} \ldots p_{l} \in \mathbb{N}$ are unique distinct prime numbers and $\alpha_{i} \in \mathbb{N}^{*}$, then $\tau(n)=\left(\alpha_{1}+1\right) \cdot\left(\alpha_{2}+1\right) \cdot \ldots \cdot\left(\alpha_{l}+1\right) . \tau$ is a multiplicative function, but $\tau$ is not a completely multiplicative function.

Many analytics properties of these functions can be found in [6-8]. In [9] Rassias introduced the function

$$
\phi(n, A, B)=\sum_{A \leq k \leq B,(n, k)=1} 1,
$$

as a generalized totient function. He proved that:

$$
\phi(n, A, B)=\sum_{d \mid n} \mu(d) \cdot\left(\left[\frac{B}{d}\right]-\left[\frac{A}{d}\right]\right)
$$

where $\mu$ is Möbius' function (see Lemma 5.22 from [9]) and

$$
\phi(n, A, B)=\frac{B-A}{n} \cdot \varphi(n)+\delta_{n, A}+O\left(\sum_{d \mid n} \mu(d)^{2}\right)
$$

for each $n, A, B \in \mathbb{N}, n>1$, where $\delta_{n, A}=1$ if $(n, A)=1$, and 0 otherwise (see Proposition 5.23 from [9]).

Let $n$ be a positive integer, $n \geq 2$, and let $K$ be an algebraic number field, with degree $[K: \mathbb{Q}]=n$. Let $\mathcal{O}_{K}$ be the ring of integers of the field $K$, and let $\operatorname{Spec}\left(\mathcal{O}_{K}\right)$ be the set of the
prime ideals of the ring $\mathcal{O}_{K}$. It is known that the ring of integers of an arbitrary algebraic number field $K$ is a Dedekind domain. Let $\mathbb{J}$ be the set of ideals of the ring $\mathcal{O}_{K}$.

It is known that Euler's function was extended to the set $\mathbb{J}$ like this: let $I$ be an ideal from the set $\mathbb{J}$. Taking into account that $\mathcal{O}_{K}$ is a Dedekind domain and the fact that in any Dedekind domain, there is a factorization theorem for ideals similar to the fundamental theorem of arithmetics in the set of integer numbers, $I=P_{1}^{\alpha_{1}} \cdot P_{2}^{\alpha_{2}} \cdot \ldots \cdot P_{l}^{\alpha_{l}}$, where $P_{1}, P_{2}$, $\ldots, P_{l}$ are unique different prime ideals in the ring $\mathcal{O}_{K}$ and $\alpha_{i} \in \mathbb{N}^{*} i=\overline{1, l}$, and then

$$
\begin{gathered}
\varphi_{\text {ext }}: \mathbb{J} \rightarrow \mathbb{N}^{*}, \\
\varphi_{\text {ext }}(I)=N(I) \cdot\left(1-\frac{1}{N\left(P_{1}\right)}\right) \cdot\left(1-\frac{1}{N\left(P_{2}\right)}\right) \cdot \ldots \cdot\left(1-\frac{1}{N\left(P_{l}\right)}\right),
\end{gathered}
$$

where $N(I)$ is the norm of the ideal $I$. We recall the norm of an ideal $I$ is defined as follows $N(I)=\left[\mathcal{O}_{K}: I\right]$. The following properties of the norm function are known:

## Proposition 1.

$$
N\left(I_{1} \cdot I_{2}\right)=N\left(I_{1}\right) \cdot N\left(I_{2}\right),
$$

for $(\forall)$ nonzero ideals $I_{1}, I_{2}$ from the set $\mathbb{J}$.
Proposition 2. If $I$ is an ideal from $\mathbb{J}$ with the property $N(I)$ as a prime number, then $I \in$ $\operatorname{Spec}\left(\mathcal{O}_{K}\right)$.

Proposition 3. If $P \in \operatorname{Spec}\left(\mathcal{O}_{K}\right)$ and $p$ is a prime positive integer such that the ideal $P$ divides the ideal $p \mathcal{O}_{K}$, then $N(P)=p^{f}$, where $f \in \mathbb{N}^{*}$ is the residual degree of the ideal $P$.

Proposition 4. The norm function $N: \mathbb{J} \rightarrow \mathbb{N}^{*}$ is not injective.
We recall that:
Proposition 5. If $I_{1}$ and $I_{2}$ are nonzero ideals from $\mathbb{J}$ such that $I_{1}+I_{2}=\mathcal{O}_{K}$, then

$$
\varphi_{\text {ext }}\left(I_{1} \cdot I_{2}\right)=\varphi_{\text {ext }}\left(I_{1}\right) \cdot \varphi_{\text {ext }}\left(I_{2}\right) .
$$

These results can be found in [6,10-17].
In the paper [18], the authors extended the function $\tau$ to the set $\mathbb{J}$ of the ideals of the ring $\mathcal{O}_{K}$. We denote this function with $\tau_{\text {ext }}$ to distinguish it from the function $\tau: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}$. Thus, $\tau_{\text {ext }}: \mathbb{J} \rightarrow \mathbb{N}^{*}, \tau_{\text {ext }}(I)=$ the number of ideals from $\mathbb{J}$, which divide the ideal $I$. Using the above notations, we have:

$$
\tau_{\text {ext }}(I)=\left(\alpha_{1}+1\right) \cdot\left(\alpha_{2}+1\right) \cdot \ldots \cdot\left(\alpha_{l}+1\right) .
$$

Quickly, we obtain that:

## Proposition 6

$$
\tau_{\text {ext }}\left(I_{1} \cdot I_{2}\right)=\tau_{\text {ext }}\left(I_{1}\right) \cdot \tau_{\text {ext }}\left(I_{2}\right)
$$

for any $I_{1}$ and $I_{2}$ which are nonzero ideals from $\mathbb{J}$, such that $I_{1}+I_{2}=\mathcal{O}_{K}$.
In this article, we obtain certain inequalities involving the functions $\tau, \tau_{\text {ext }}, \varphi, \varphi_{\text {ext }}$.

## 2. Results

Popovici (in [19]) obtained the following inequality:

$$
\varphi^{2}(a \cdot b) \leq \varphi\left(a^{2}\right) \cdot \varphi\left(b^{2}\right)(\forall) a, b \in \mathbb{N}^{*}
$$

where $\varphi$ is Euler's function. In [20] (Proposition 3.4), Minculete and Savin proved a similar inequality, for extended Euler's function:

Proposition 7. Let $n$ be a positive integer, $n \geq 2$, and let $K$ be an algebraic number field of degree $[K: \mathbb{Q}]=n$. Then:

$$
\varphi_{e x t}^{2}(I \cdot J) \leq \varphi_{\text {ext }}\left(I^{2}\right) \cdot \varphi_{\text {ext }}\left(J^{2}\right),(\forall) \text { ideals I and } J \text { of } \mathcal{O}_{K}
$$

We ask ourselves if the functions $\tau$ and $\tau_{\text {ext }}$ satisfy a similar inequality. We obtain that these functions satisfy the opposite inequality.

Proposition 8. Let $K$ be an algebraic number field. Then:

$$
\tau_{\text {ext }}^{2}(I \cdot J) \geq \tau_{\text {ext }}\left(I^{2}\right) \cdot \tau_{\text {ext }}\left(J^{2}\right),(\forall) \text { ideals I and } J \text { of } \mathcal{O}_{K}
$$

Proof. Let $I$ and $J$ be two nonzero ideals in the ring $\mathcal{O}_{K}$. Applying the fundamental theorem of Dedekind rings, $(\exists!) l, r \in \mathbb{N}^{*}$, the different prime ideals $P_{1}, P_{2}, \ldots, P_{l}, P_{1}^{\prime \prime}, P_{2}^{\prime \prime}, \ldots, P_{r}^{\prime \prime}$ of the ring $\mathcal{O}_{K}$ and $\alpha_{1}, \alpha_{2}, \ldots \alpha_{l}, \gamma_{1}, \gamma_{2}, \ldots, \gamma_{r} \in \mathbb{N}^{*}$ such that $I=P_{1}^{\alpha_{1}} \cdot P_{2}^{\alpha_{2}} \cdot \ldots \cdot P_{l}^{\alpha_{1}} \cdot\left(P_{1}^{\prime \prime}\right)^{\gamma_{1}}$. $\ldots \cdot\left(P_{r}^{\prime \prime}\right)^{\gamma_{r}}$ and $(\exists!) m \in \mathbb{N}^{*}$, the different prime ideals $P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{m}^{\prime}$ of the ring $\mathcal{O}_{K}$ and $\beta_{1}, \beta_{2}, \ldots, \beta_{m}, \gamma_{r+1}, \gamma_{r+2}, \ldots, \gamma_{2 r} \in \mathbb{N}^{*}$ such that $J=\left(P_{1}^{\prime}\right)^{\beta_{1}} \cdot \ldots \cdot\left(P_{m}^{\prime}\right)^{\beta_{m}} \cdot\left(P_{1}^{\prime \prime}\right)^{\gamma_{r+1}} \cdot \ldots$. $\left(P_{r}^{\prime \prime}\right)^{\gamma_{2 r}}$. It results that

$$
\begin{gathered}
\tau_{\text {ext }}^{2}(I \cdot J)=\left(\alpha_{1}+1\right)^{2} \cdot\left(\alpha_{2}+1\right)^{2} \cdot \ldots \cdot\left(\alpha_{l}+1\right)^{2} . \\
\cdot\left(\beta_{1}+1\right)^{2} \cdot\left(\beta_{2}+1\right)^{2} \cdot \ldots \cdot\left(\beta_{m}+1\right)^{2} \cdot\left(\gamma_{1}+\gamma_{r+1}+1\right)^{2} \cdot\left(\gamma_{2}+\gamma_{r+2}+1\right)^{2} \cdot \ldots \cdot\left(\gamma_{r}+\gamma_{2 r}+1\right)^{2}
\end{gathered}
$$

and

$$
\begin{aligned}
& \tau_{\text {ext }}\left(I^{2}\right) \cdot \tau_{\text {ext }}\left(J^{2}\right)=\left(2 \alpha_{1}+1\right) \cdot\left(2 \alpha_{2}+1\right) \cdot \ldots \cdot\left(2 \alpha_{l}+1\right) \cdot\left(2 \beta_{1}+1\right) \cdot\left(2 \beta_{2}+1\right) \cdot \ldots \cdot\left(2 \beta_{m}+1\right) . \\
& \quad \cdot\left(2 \gamma_{1}+1\right) \cdot\left(2 \gamma_{2}+1\right) \cdot \ldots \cdot\left(2 \gamma_{r}+1\right) \cdot\left(2 \gamma_{r+1}+1\right) \cdot\left(2 \gamma_{r+2}+1\right) \cdot \ldots \cdot\left(2 \gamma_{2 r}+1\right) .
\end{aligned}
$$

It immediately follows that

$$
\begin{aligned}
& \left(\alpha_{i}+1\right)^{2} \geq 2 \alpha_{i}+1,(\forall) i=\overline{1, l} \\
& \left(\beta_{i}+1\right)^{2} \geq 2 \beta_{i}+1,(\forall) i=\overline{1, m}
\end{aligned}
$$

and

$$
\left(\gamma_{i}+\gamma_{r+i}+1\right)^{2} \geq\left(2 \gamma_{i}+1\right) \cdot\left(2 \gamma_{r+i}+1\right) \Leftrightarrow\left(\gamma_{i}-\gamma_{r+i}\right)^{2} \geq 0(\forall) i=\overline{1, r}
$$

Thus, we obtain that

$$
\tau_{\text {ext }}^{2}(I \cdot J) \geq \tau_{\text {ext }}\left(I^{2}\right) \cdot \tau_{\text {ext }}\left(J^{2}\right),(\forall) \text { ideals I and } J \text { of } \mathcal{O}_{K}
$$

Sivaramakrishnan (in [21]) obtained the following inequality involving Euler's function and the function $\tau$ :

Proposition 9. For any positive integer n, the following inequality is true

$$
\varphi(n) \cdot \tau(n) \geq n .
$$

Now, we generalize Proposition 9, for an extended Euler's function and the function $\tau_{\text {ext }}$.

Proposition 10. Let $K$ be an algebraic number field and let $\mathcal{O}_{K}$ be the ring integers of the field $K$. Then, the following inequality is true:

$$
\varphi_{\text {ext }}(I) \cdot \tau_{\text {ext }}(I) \geq N(I),(\forall) \text { a nonzero ideal I of } \mathcal{O}_{K}
$$

Proof. Let $I$ be a nonzero ideal of the ring $\mathcal{O}_{K}$. According to the fundamental theorem of Dedekind rings, $(\exists!) l \in \mathbb{N}^{*}$, the different ideals $P_{1}, P_{2}, \ldots, P_{l} \in \operatorname{Spec}\left(\mathcal{O}_{K}\right)$ and $\alpha_{1}, \alpha_{2}, \ldots \alpha_{l} \in$ $\mathbb{N}^{*}$ such that $I=P_{1}^{\alpha_{1}} \cdot P_{2}^{\alpha_{2}} \cdot \ldots \cdot P_{l}^{\alpha_{l}}$. Using the properties of the functions $\varphi_{\text {ext }}, N$ and $\tau_{\text {ext }}$ which we specified in the introduction and preliminaries section, we have:

$$
\begin{gathered}
\varphi_{\text {ext }}(I) \cdot \tau_{\text {ext }}(I)=\prod_{i=1}^{l} \varphi_{\text {ext }}\left(P_{i}^{\alpha_{i}}\right) \cdot \tau_{\text {ext }}\left(P_{i}^{\alpha_{i}}\right)= \\
\prod_{i=1}^{l}\left(N\left(P_{i}\right)\right)^{\alpha_{i}} \cdot\left(1-\frac{1}{N\left(P_{i}\right)}\right) \cdot\left(\alpha_{i}+1\right) .
\end{gathered}
$$

It results that

$$
\begin{equation*}
\varphi_{\text {ext }}(I) \cdot \tau_{\text {ext }}(I)=N(I) \cdot \prod_{i=1}^{l} \frac{N\left(P_{i}\right)-1}{N\left(P_{i}\right)} \cdot\left(\alpha_{i}+1\right) \tag{1}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\frac{N\left(P_{i}\right)-1}{N\left(P_{i}\right)} \cdot\left(\alpha_{i}+1\right) \geq \frac{N\left(P_{i}\right)-1}{N\left(P_{i}\right)} \cdot 2 \geq 1,(\forall) \alpha_{i} \in \mathbb{N}^{*},(\forall) P_{i} \in \operatorname{Spec}\left(\mathcal{O}_{K}\right) \tag{2}
\end{equation*}
$$

From (1) and (2), it results that

$$
\varphi_{\text {ext }}(I) \cdot \tau_{\text {ext }}(I) \geq N(I),(\forall) \text { a nonzero ideal I of } \mathcal{O}_{K}
$$

We are giving another result involving Euler's function and the function $\tau$.
Proposition 11. For any positive integer $n$, the following inequality

$$
\begin{equation*}
\frac{3 \sqrt{15}}{2} \cdot \varphi(n) \geq \tau(n) \cdot \sqrt{n} \tag{3}
\end{equation*}
$$

holds. The equality is obtained only for $n=60$.
Proof. For $n=1$, we have $\frac{3 \sqrt{15}}{2} \varphi(1)=\frac{3 \sqrt{15}}{2}>1=\tau(1) \sqrt{1}$. We take $n \geq 2$. By mathematical induction, we proved the inequality

$$
\sqrt{p^{d}}\left(1-\frac{1}{p}\right) \geq d+1
$$

for every $d \geq 1$, where $p \geq 7$ is a prime number. This inequality is in fact the following:

$$
\begin{equation*}
\varphi\left(p^{d}\right) \geq \tau\left(p^{d}\right) \sqrt{p^{d}} \tag{4}
\end{equation*}
$$

We consider the decomposition in prime factors of $n$ given by $n=2^{a} 3^{b} 5^{c} \prod_{i=1}^{s} p_{i}^{a_{i}}, p_{i} \neq$ $2,3,5$. We know that if the functions $\varphi$ and $\tau$ are multiplicative arithmetic functions, then the inequality of the statement becomes

$$
\frac{3 \sqrt{15}}{2} \varphi\left(2^{a}\right) \varphi\left(3^{b}\right) \varphi\left(5^{c}\right) \prod_{i=1}^{s} \varphi\left(p_{i}^{a_{i}}\right) \geq \tau\left(2^{a}\right) \sqrt{2^{a}} \tau\left(3^{b}\right) \sqrt{3^{b}} \tau\left(5^{c}\right) \sqrt{5^{c}} \prod_{i=1}^{s} \tau\left(p_{i}^{a_{i}}\right) \sqrt{p_{i}^{a_{i}}}
$$

$$
=(a+1)(b+1)(c+1) \sqrt{2^{a} 3^{b} 5^{c}} \prod_{i=1}^{s}\left(a_{i}+1\right) \sqrt{p_{i}^{a_{i}}} .
$$

It is easy to see, by mathematical induction, that for every $a, b, c \geq 1$, we have the following inequalities:

$$
2^{a} \geq \frac{4}{9}(a+1)^{2}, 3^{b} \geq \frac{3}{4}(b+1)^{2}, 5^{c} \geq \frac{5}{4}(c+1)^{2}
$$

which are equivalent to

$$
3 \sqrt{2^{a}} \frac{1}{2} \geq a+1, \sqrt{3} \sqrt{3^{b}} \frac{2}{3} \geq b+1, \frac{\sqrt{5}}{2} \sqrt{5^{c}} \frac{4}{5} \geq c+1
$$

which means that

$$
3 \varphi\left(2^{a}\right) \geq \tau\left(2^{a}\right) \sqrt{2^{a}}, \sqrt{3} \varphi\left(3^{b}\right) \geq \tau\left(3^{b}\right) \sqrt{3^{b}}, \frac{\sqrt{5}}{2} \varphi\left(5^{c}\right) \geq \tau\left(5^{c}\right) \sqrt{5^{c}} .
$$

Using the above inequalities and (4), we deduce the inequality of the statement. In the case when $c=0$, we have $n=2^{a} 3^{b} \prod_{i=1}^{s} p_{i}^{a_{i}}$, so the inequality of the statement becomes

$$
\frac{3 \sqrt{15}}{2} \varphi\left(2^{a}\right) \varphi\left(3^{b}\right) \prod_{i=1}^{s} \varphi\left(p_{i}^{a_{i}}\right)=\frac{\sqrt{5}}{2} 3 \varphi\left(2^{a}\right) \sqrt{3} \varphi\left(3^{b}\right) \prod_{i=1}^{s} \varphi\left(p_{i}^{a_{i}}\right) \geq \frac{\sqrt{5}}{2} \tau(n) \sqrt{n}>\tau(n) \sqrt{n}
$$

Analogously, the cases are treated when at least one of the numbers $a, b, c$ is equal to 0 . Therefore, the inequality of the statement is true.

Now, we prove that the equality in (3) is obtained only for $n=60$. For this, we study the equality

$$
\begin{equation*}
\frac{3 \sqrt{15}}{2} \cdot \varphi(n)=\tau(n) \cdot \sqrt{n} \tag{5}
\end{equation*}
$$

If $n \not \equiv 0(\bmod 15)$, then $n=15 k+r$, where $k \in \mathbb{N}, r \in\{1, \ldots, 14\}$, which means that

$$
\sqrt{\frac{15}{15 k+r}}=\frac{2 \tau(15 k+r)}{3 \varphi(15 k+r)} \in \mathbb{Q}
$$

which is false, because $\sqrt{\frac{15}{15 k+r}} \notin \mathbb{Q}$. To prove this, we assume by absurdity that $\sqrt{\frac{15}{15 k+r}} \in \mathbb{Q}$, so there are $a, b \in \mathbb{N}^{*},(a, b)=1$ such that $\sqrt{\frac{15}{15 k+r}}=\frac{b}{a}$. This implies the equality

$$
b^{2} \cdot(15 k+r)=15 a^{2}
$$

Since $(15 k+r, 15) \in\{1,3,5\}$, we obtain that $b \equiv 0(\bmod 15)$ when $(15 k+r, 15)=1$, $b \equiv 0(\bmod 5)$ when $(15 k+r, 15)=3$, respectively, $b \equiv 0(\bmod 3)$ when $(15 k+r, 15)=5$. In the first case, when $(15 k+r, 15)=1$, we find $b=15 b^{\prime}$, where $b^{\prime} \in \mathbb{N}$. Therefore, the above equality becomes

$$
15\left(b^{\prime}\right)^{2} \cdot(15 k+r)=a^{2}
$$

It results that $a \equiv 0(\bmod 15)$, which is false because $(a, b)=1$.
In the second case, when $(15 k+r, 15)=3$, we find $r=3 r^{\prime}$ and $b=5 b^{\prime}$, where $r \in\{3,6,9,12\}, b^{\prime} \in \mathbb{N}$. We obtain that

$$
5\left(b^{\prime}\right)^{2} \cdot\left(5 k+r^{\prime}\right)=a^{2}
$$

It results that $a \equiv 0(\bmod 5)$, which is false because $(a, b)=1$.
Analogously, we obtain a contradiction in the third case, when $(15 k+r, 15)=5$.

If $n \equiv 0(\bmod 15)$, then we have $n=15 k$, with $k \in \mathbb{N}^{*}$. Replacing it in equality (5), we obtain

$$
2 \sqrt{k} \cdot \tau(15 k)=3 \varphi(15 k)
$$

which can be written as

$$
\sqrt{k}=\frac{3 \varphi(15 k)}{2 \tau(15 k)} \in \mathbb{Q}
$$

thus, there exists $q \in \mathbb{N}^{*}$ such that $k=q^{2}$. Replacing it in the above equality, we deduce the following relation

$$
\begin{equation*}
3 \varphi\left(15 q^{2}\right)=2 q \tau\left(15 q^{2}\right) \tag{6}
\end{equation*}
$$

If $(15, q)=1$, then relation (6) becomes

$$
\begin{equation*}
3 \varphi\left(q^{2}\right)=q \tau\left(q^{2}\right) \tag{7}
\end{equation*}
$$

We study equality (7) in two cases:
Case I: when $q$ is a prime number, we obtain

$$
3 q(q-1)=3 q
$$

it follows that $q=2$, so $k=4$. Therefore, we have $n=60$.
Case II: when $q$ is a compose number,
$\varphi\left(q^{2}\right)$ is an even number and $\tau\left(q^{2}\right)$ is an odd number. It follows from relation (7) that $q$ is an even number, so $q=2^{s} \cdot v$, where $s, v \in \mathbb{N}^{*}, v$ is an odd number. Relation (7) becomes

$$
3 \varphi\left(2^{2 s} \cdot v^{2}\right)=2^{s} \cdot v \cdot \tau\left(2^{2 s} \cdot v^{2}\right)
$$

which implies, taking into account that $(2, v)=1$, the following inequality holds:

$$
\begin{equation*}
3 \cdot 2^{s-1} \varphi\left(v^{2}\right)=v(2 s+1) \cdot \tau\left(v^{2}\right) . \tag{8}
\end{equation*}
$$

For $s \geq 2$, the term from the left part of the equality (8) is an even number and the term $(2 s+1) \cdot \tau\left(v^{2}\right)$ is an odd number, so $v$ is an even number, which is false, because $(2, v)=1$. The case $q=2 v$ then remains, where $v \geq 3$ is an odd number. Relation (7) becomes

$$
\varphi\left(v^{2}\right)=v \tau\left(v^{2}\right)
$$

but $\varphi\left(v^{2}\right)$ is an even number and $\tau\left(v^{2}\right)$ is an odd number; thus, we deduce that the number $v$ is an even number, which is false.

If $(15, q) \neq 1$, then $q=3^{a} 5^{b}$ or $q=3^{a} 5^{b} \prod_{p \text { prime } p \geq 7} p^{c}$, where $a, b \in \mathbb{N}$, with $a+b \geq 1$ and $c \in \mathbb{N}^{*}$. We note $P=\prod_{p \text { prime, } p \geq 7} p^{c}$. For $q=3^{a} 5^{b}$, relation (6) becomes

$$
3 \varphi\left(3^{2 a+1} 5^{2 b+1}\right)=2 \cdot 3^{a} 5^{b} \tau\left(3^{2 a+1} 5^{2 b+1}\right)
$$

which is equivalent to $3^{a+1} 5^{b}=(a+1)(b+1)$, which is false, because $3^{a+1} 5^{b}>(a+$ $1)(b+1)$, and it is easy to see by mathematical induction for $a, b \in \mathbb{N}$, with $a+b \geq 1$. For $q=3^{a} 5^{b} P$, relation (6) becomes

$$
3 \varphi\left(3^{2 a+1} 5^{2 b+1} P^{2}\right)=2 \cdot 3^{a} 5^{b} P \tau\left(3^{2 a+1} 5^{2 b+1} P^{2}\right)
$$

which is equivalent to $3^{a+1} 5^{b} \varphi\left(P^{2}\right)=(a+1)(b+1) P \tau\left(P^{2}\right)$, so we obtain

$$
3^{a+1} 5^{b} \prod_{p \text { prime, } p \geq 7}\left(p^{c}-1\right)=(a+1)(b+1) \prod(2 c+1)
$$

However, by mathematical induction, we have $p^{c}-1>2 c+1$, where $p \geq 7$ and $c \geq 1$. Combining the above inequalities, we prove that $3^{a+1} 5^{b} \prod_{p \text { prime, } p \geq 7}\left(p^{c}-1\right)>(a+1) \overline{(b}+$ 1) $\Pi(2 c+1)$. Consequently, the statement is true.

Now, we generalize Proposition 11, for extended Euler's function and the function $\tau_{\text {ext }}$.
Proposition 12. Let $K$ be an algebraic number field of degree $[K: \mathbb{Q}]=n$, where $n$ is a positive integer, $n \geq 2$. Then:

$$
3^{r_{1}} \cdot \sqrt{3}^{r_{2}} \cdot\left(\frac{4}{3}\right)^{r_{3}} \cdot\left(\frac{\sqrt{5}}{2}\right)^{r_{4}} \cdot \varphi_{\text {ext }}(I) \geq \tau_{\text {ext }}(I) \cdot \sqrt{N(I)},(\forall) \text { a nonzero ideal I of } \mathcal{O}_{K}
$$

where $r_{1}$ is the number of prime ideals of norm 2 , which divides $I ; r_{2}$ is the number of prime ideals of norm 3, which divides $I ; r_{3}$ is the number of prime ideals of norm 4, which divides $I$; and $r_{4}$ is the number of prime ideals of norm 5 , which divides $I$.

Proof. Let $I$ be a nonzero ideal of the ring $\mathcal{O}_{K}$. Applying the fundamental theorem of Dedekind rings, Propositions 3 and 4 , it results that $(\exists!) r_{1}, r_{2}, r_{3}, r_{4}, l \in \mathbb{N}, l \geq 5$, the different prime ideals $P_{11}, \ldots, P_{1 r_{1}}, P_{21}, \ldots, P_{2 r_{2}}, P_{31}, \ldots, P_{3 r_{3}}, P_{41}, \ldots, P_{4 r_{4}}, P_{5}, P_{6}, \ldots, P_{l}$ of the ring $\mathcal{O}_{K}$ and $\alpha_{11}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \ldots, \alpha_{2 r_{2}}, \alpha_{31}, \ldots, \alpha_{3 r_{3}}, \alpha_{41}, \ldots, \alpha_{4 r_{4}} \in \mathbb{N}, \alpha_{5}, \ldots \alpha_{l} \in \mathbb{N}^{*}$ such that

$$
I=\prod_{i=1}^{r_{1}} P_{1 i}^{\alpha_{1 i}} \cdot \prod_{i=1}^{r_{2}} P_{2 i}^{\alpha_{2 i}} \cdot \prod_{i=1}^{r_{3}} P_{3 i}^{\alpha_{3 i}} \cdot \prod_{i=1}^{r_{4}} P_{4 i}^{\alpha_{4 i}} \cdot P_{5}^{\alpha_{5}} \cdot \ldots \cdot P_{l}^{\alpha_{l}}
$$

with $N\left(P_{1 i}\right)=2, i=\overline{1, r_{1}}, N\left(P_{2 i}\right)=3, i=\overline{1, r_{2}}, N\left(P_{3 i}\right)=4, i=\overline{1, r_{3}}, N\left(P_{4 i}\right)=5, i=\overline{1, r_{4}}$ and $N\left(P_{i}\right) \geq 7,(\forall) i=\overline{5, l}$.

Applying the inequality $\sqrt{a^{d}} \cdot\left(1-\frac{1}{a}\right) \geq d+1,(\forall) d, a \in \mathbb{N}^{*}, a \geq 7$ for $a=N\left(P_{i}\right)$ we obtain:

$$
\sqrt{\left(N\left(P_{i}\right)\right)^{d}} \cdot\left(1-\frac{1}{N\left(P_{i}\right)}\right) \geq d+1,(\forall) d \in \mathbb{N}^{*},(\forall) P_{i} \in \mathbb{J}, N\left(P_{i}\right) \geq 7
$$

The last inequality is equivalent with

$$
\sqrt{\left(N\left(P_{i}\right)\right)^{\alpha_{i}}} \cdot\left(1-\frac{1}{N\left(P_{i}\right)}\right) \geq \alpha_{i}+1,(\forall) P_{i} \mid I,(\forall) i=\overline{5, l} .
$$

It results that

$$
\begin{equation*}
\prod_{i=5}^{l} \sqrt{\left(N\left(P_{i}\right)\right)^{\alpha_{i}}} \cdot\left(1-\frac{1}{N\left(P_{i}\right)}\right) \geq \prod_{i=5}^{l} \tau_{\text {ext }}\left(P_{i}^{\alpha_{i}}\right) . \tag{9}
\end{equation*}
$$

Applying the inequality $3 \sqrt{2^{d}} \cdot\left(1-\frac{1}{2}\right) \geq d+1,(\forall) d \in \mathbb{N}^{*}$, for $N\left(P_{1 i}\right)=2$ and for $d=\alpha_{1 i},(\forall) i=\overline{1, r_{1}}$, we obtain:

$$
3 \sqrt{\left(N\left(P_{1 i}\right)\right)^{\alpha_{1 i}}} \cdot\left(1-\frac{1}{N\left(P_{1 i}\right)}\right) \geq \alpha_{1 i}+1,(\forall) i=\overline{1, r_{1}} .
$$

From this last inequality, it results that

$$
\begin{equation*}
3^{r_{1}} \cdot \prod_{i=1}^{r_{1}} \sqrt{\left(N\left(P_{1 i}\right)\right)^{\alpha_{1 i}}} \cdot\left(1-\frac{1}{N\left(P_{1 i}\right)}\right) \geq \prod_{i=1}^{r_{1}} \tau_{\text {ext }}\left(P_{1 i}^{\alpha_{1 i}}\right) \tag{10}
\end{equation*}
$$

Applying the inequality $\sqrt{3} \cdot \sqrt{3^{d}} \cdot\left(1-\frac{1}{3}\right) \geq d+1,(\forall) d \in \mathbb{N}^{*}$, for $N\left(P_{2 i}\right)=3$ and for $d=\alpha_{2 i},(\forall) i=\overline{1, r_{2}}$, we obtain:

$$
\sqrt{3} \sqrt{\left(N\left(P_{2 i}\right)\right)^{\alpha_{2 i}}} \cdot\left(1-\frac{1}{N\left(P_{2 i}\right)}\right) \geq \alpha_{2 i}+1,(\forall) i=\overline{1, r_{2}}
$$

From this last inequality, it results that

$$
\begin{equation*}
\sqrt{3}^{r_{2}} \cdot \prod_{i=1}^{r_{2}} \sqrt{\left(N\left(P_{2 i}\right)\right)^{\alpha_{2 i}}} \cdot\left(1-\frac{1}{N\left(P_{2 i}\right)}\right) \geq \prod_{i=1}^{r_{2}} \tau_{\text {ext }}\left(P_{2 i}^{\alpha_{2 i}}\right) . \tag{11}
\end{equation*}
$$

Applying the inequality $\frac{4}{3} \cdot \sqrt{4^{d}} \cdot\left(1-\frac{1}{4}\right) \geq d+1,(\forall) d \in \mathbb{N}^{*}$, for $N\left(P_{3 i}\right)=4$ and for $d=\alpha_{3 i},(\forall) i=\overline{1, r_{3}}$, we obtain:

$$
\frac{4}{3} \sqrt{\left(N\left(P_{3 i}\right)\right)^{\alpha_{3 i}}} \cdot\left(1-\frac{1}{N\left(P_{3 i}\right)}\right) \geq \alpha_{3 i}+1,(\forall) i=\overline{1, r_{3}} .
$$

From this last inequality, it results that

$$
\begin{equation*}
\left(\frac{4}{3}\right)^{r_{3}} \cdot \prod_{i=1}^{r_{3}} \sqrt{\left(N\left(P_{3 i}\right)\right)^{\alpha_{3 i}}} \cdot\left(1-\frac{1}{N\left(P_{3 i}\right)}\right) \geq \prod_{i=1}^{r_{3}} \tau_{\text {ext }}\left(P_{3 i}^{\alpha_{3 i}}\right) \tag{12}
\end{equation*}
$$

Applying the inequality $\frac{\sqrt{5}}{2} \cdot \sqrt{5^{d}} \cdot\left(1-\frac{1}{5}\right) \geq d+1,(\forall) d \in \mathbb{N}^{*}$, for $N\left(P_{4 i}\right)=5$ and for $d=\alpha_{4 i},(\forall) i=\overline{1, r_{4}}$, we obtain:

$$
\frac{\sqrt{5}}{2} \sqrt{\left(N\left(P_{4 i}\right)\right)^{\alpha_{4 i}}} \cdot\left(1-\frac{1}{N\left(P_{4 i}\right)}\right) \geq \alpha_{4 i}+1,(\forall) i=\overline{1, r_{4}} .
$$

From this last inequality, it results that

$$
\begin{equation*}
\left(\frac{\sqrt{5}}{2}\right)^{r_{4}} \cdot \prod_{i=1}^{r_{4}} \sqrt{\left(N\left(P_{4 i}\right)\right)^{\alpha_{4 i}}} \cdot\left(1-\frac{1}{N\left(P_{4 i}\right)}\right) \geq \prod_{i=1}^{r_{4}} \tau_{\text {ext }}\left(P_{4 i}^{\alpha_{4 i}}\right) \tag{13}
\end{equation*}
$$

Multiplying member-by-member inequalities (9)-(13) and applying Propositions 5 and 6, we obtain that

$$
3^{r_{1}} \cdot \sqrt{3}^{r_{2}} \cdot\left(\frac{4}{3}\right)^{r_{3}} \cdot\left(\frac{\sqrt{5}}{2}\right)^{r_{4}} \cdot \varphi_{\text {ext }}(I) \geq \tau_{\text {ext }}(I) \cdot \sqrt{N(I)}
$$

$(\forall)$ a nonzero ideal $I$ of the ring $\mathcal{O}_{K}$.

## 3. Conclusions

Regarding the Number Theory, many papers studied the properties of the Euler totient function and the function that characterizes the number of divisors of a natural number In this paper, we have presented some arithmetic inequalities that can be extended to inequalities in the algebraic fields theory. If $K$ is an algebraic number field, then we deduce:

$$
\tau_{\text {ext }}^{2}(I \cdot J) \geq \tau_{\text {ext }}\left(I^{2}\right) \cdot \tau_{\text {ext }}\left(J^{2}\right),(\forall) \text { ideals } I \text { and } J \text { of } \mathcal{O}_{K}
$$

For any positive integer $n$, the following inequality $\varphi(n) \cdot \tau(n) \geq n$ holds. This inequality has been extended to an algebraic number field $K$ :

$$
\varphi_{\text {ext }}(I) \cdot \tau_{\text {ext }}(I) \geq N(I),(\forall) \text { a nonzero ideal I of } \mathcal{O}_{K}
$$

where $\mathcal{O}_{K}$ is the ring integers of the field $K$. Another interesting arithmetic inequality is proven, namely:

$$
\frac{3 \sqrt{15}}{2} \cdot \varphi(n) \geq \tau(n) \cdot \sqrt{n}
$$

for any positive integer $n$. This generates the following inequality in an algebraic number field $K$ with the degree $[K: \mathbb{Q}]=n, n \geq 2$ :

$$
3^{r_{1}} \cdot \sqrt{3}^{r_{2}} \cdot\left(\frac{4}{3}\right)^{r_{3}} \cdot\left(\frac{\sqrt{5}}{2}\right)^{r_{4}} \cdot \varphi_{\text {ext }}(I) \geq \tau_{\text {ext }}(I) \cdot \sqrt{N(I)}
$$

for all nonzero ideal $I$ of $\mathcal{O}_{K}$, where $r_{1}$ is the number of prime ideals of norm 2 , which divides $I, r_{2}$ is the number of prime ideals of norm 3, which divides $I, r_{3}$ is the number of prime ideals of norm 4, which divides $I$, and $r_{4}$ is the number of prime ideals of norm 5, which divides $I$.

In future research, we will search for other arithmetic inequalities that can extend to an algebraic field. We can see how some calculations are transferred from the elementary number theory to algebraic fields theory. It should be mentioned that these calculations cannot always be done by analogy.
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#### Abstract

This paper deals with a class of hyperstructures called ordered $n$-ary semihypergroups which are studied by means of $j$-hyperideals for all positive integers $1 \leq j \leq n$ and $n \geq 3$. We first introduce the notion of (softly) left regularity, (softly) right regularity, (softly) intra-regularity, complete regularity, generalized regularity of ordered $n$-ary semihypergroups and investigate their related properties. Several characterizations of them in terms of $j$-hyperideals are provided. Finally, the relationships between various classes of regularities in ordered $n$-ary semihypergroups are also established.
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## 1. Introduction

The generalization of classical algebraic structures to $n$-ary structures, where $n \geq 2$, was first proposed by Kasner [1] in 1904. In particular, an $n$-ary semigroup is the simplest $n$-ary structure that represents a generalization of ordinary semigroups. It is well known that ideals in semigroups play a significant role for studying the structural properties of regular semigroups. In 1963, Sioson [2] investigated remarkable properties of $j$-ideals in $n$-ary semigroups where $1 \leq j \leq n$ and $n \geq 2$. Moreover, the author introduced the concept of regular $n$-ary semigroups, which is an extension of the concept of regular semigroups, and characterized them in terms of principal $j$-ideals. We noticed that the notion of $j$-ideals in $n$-ary semigroups can be considered as a generalization of (right, left) ideals in classical semigroups. In 1979, Dudek and Groździńska [3] introduced a new concept of regular $n$-ary semigroups for $n \geq 3$ and discussed its related properties. On the other hand, the concept of $j$-ideals in $n$-ary semigroups was extended to considering ordered $n$-ary semigroups by Simueny et al. [4]. Pornsurat et al. [5] investigated the characterizations of intra-regular ordered $n$-ary semigroups by means of semiprime $j$-ideals. For a special case $n=3$, several kinds of regularity of ordered ternary semigroups in terms of entirely ideal-theoretical characterizations have been studied by different authors. For example, the regular ordered ternary semigroup in terms of quasi-ideals and bi-ideals was described by Daddi and Pawar [6]. Some properties of left regular, right regular, completely regular, intra-regular and lightly regular ordered ternary semigroups by means of semiprime ideals were investigated by Pornsurat and Pibaljommee [7] and Kar et al. [8]. Additionally, several types of weak regularity of ordered ternary semigroups in terms of fuzzy ideals were studied by Bashir and Du [9].

The investigation of hyperstructure theory was first initiated by Marty [10] in 1934 when he introduced and studied the concept of hypergroups as a generalization of groups by using a hyperoperation (also called multi-valued operation). Since, the hyperstructure theory has been studied by many mathematicians, see the work of Corsini [11,12], Corsini and Leoreanu [13], Davvaz and Leoreanu [14], Cristea et al. [15,16], Vougiouklis [17] and Heidari et al. [18]. In 2009, Davvaz et al. [19] introduced a special class of hyperstructures called $n$-ary semihypergroups, which is a natural extension of semigroups, $n$-ary
semigroups and semihypergroups. Such an $n$-ary hyperstructure and its generalization have been widely studied from the theoretical point of view and for application in many subjects of pure and applied mathematics-for example, applications in biology [20,21] and in chemistry [22-24]. In [25], Hila et al. introduced the concept of $j$-hyperideals of $n$-ary semihypergroups, which is a generalization of $j$-ideals of $n$-ary semigroups, and discussed the related properties. The interesting properties of $j$-hyperideals in ternary semihypergroups and $n$-ary semihypergroups can be found in [26,27]. The left regularity, right regularity, intra-regularity, and complete regularity of ternary semihypergroups in terms of various $j$-hyperideals were characterized by Naka et al. [28,29]. Moreover, several kinds of regularity of ordered ternary semihypergroups have been investigated by Basar et al. [30] and Talee et al. [31]. Motivated by previous works on hyperideal theory in (ordered) ternary semihypergroups, in this paper we attempt to study the regularity of ordered $n$-ary semihypergroups, where $n \geq 3$. We introduce the concept of (softly) left regularity, (softly) right regularity, (softly) intra-regularity, complete regularity and generalized regularity of ordered $n$-ary semihypergroups and study their related properties. Several characterizations of them in terms of $j$-hyperideals are investigated. Finally, the relationships between various classes of regularities in ordered $n$-ary semihypergroups are also presented. As an application of our results, the corresponding results in (ordered) $n$-ary semigroups and $n$-ary semihypergroups are also obtained.

## 2. Preliminaries

Let $S$ be a nonempty set and let $\mathcal{P}^{*}(S)$ be the set of all nonempty subsets of $S$. A mapping $f: S \times \cdots \times S \rightarrow \mathcal{P}^{*}(S)$, where $S$ appears $n \geq 2$ times, is called an $n$-ary hyperoperation. A structure $(S, f)$ is called an $n$-ary hypergroupoid [32]. For simplicity of notion, we use the abbreviated symbol $a_{j}^{k}$ to denote a sequence of elements $a_{j}, a_{j+1}, \ldots, a_{k}$ of $S$. For the case $k<j, a_{j}^{k}$ is the empty symbol. For convenience, we write $f\left(a_{1}^{n}\right)$ instead of $f\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, and write $f\left(a_{1}^{j}, b_{j+1}^{k}, c_{k+1}^{n}\right)$ instead of $f\left(a_{1}, \ldots, a_{j}, b_{j+1}, \ldots, b_{k}, c_{k+1}, \ldots, c_{n}\right)$. In the case where $a_{1}=\ldots=a_{j}=a$ and $c_{k+1}=\ldots=c_{n}=c$, we write the second expression in the form $f\left(a^{j}, b_{j+1}^{k}, c^{n-k}\right)$. For any abbreviated symbol of a sequence of subsets of $S$, we denote analogously. For $A_{1}, \ldots, A_{n} \in \mathcal{P}^{*}(S)$, we define

$$
f\left(A_{1}^{n}\right)=f\left(A_{1}, \ldots, A_{n}\right):=\bigcup\left\{f\left(a_{1}^{n}\right): a_{j} \in A_{j}, j=1, \ldots, n\right\} .
$$

If $A_{1}=\left\{a_{1}\right\}$, then we write $f\left(\left\{a_{1}\right\}, A_{2}^{n}\right)$ as $f\left(a_{1}, A_{2}^{n}\right)$ and analogously in other cases. In the case $A_{1}=\ldots=A_{j}=Y$ and $A_{j+1}=\ldots=A_{n}=Z$, we write $f\left(A_{1}^{n}\right)$ as $f\left(Y^{j}, Z^{n-j}\right)$.

An $n$-ary hyperoperation $f$ of an $n$-ary hypergroupoid $(S, f)$ is called associative [19] if

$$
f\left(a_{1}^{i-1}, f\left(a_{i}^{n+i-1}\right), a_{n+i}^{2 n-1}\right)=f\left(a_{1}^{j-1}, f\left(a_{j}^{n+j-1}\right), a_{n+j}^{2 n-1}\right)
$$

hold for all $a_{1}^{2 n-1} \in S$ and for all $1 \leq i \leq j \leq n$. An $n$-ary hypergroupoid $(S, f)$ is called an $n$-ary semihypergroup (also called an $n$-ary hypersemigroup $[19,33]$ ) if $f$ satisfies the associative law. For any positive integer $m=k(n-1)+1$, where $k \geq 2$, the $m$-ary hyperoperation $g$ of the form

$$
g\left(a_{1}^{k(n-1)+1}\right)=\underbrace{f\left(f \left(\ldots f \left(f\left(a_{1}^{n}\right)\right.\right.\right.}_{f \text { appears } k \text { times }}, a_{n+1}^{2 n-1}), \ldots), a_{(k-1)(n-1)+2}^{k(n-1)+1})
$$

is denoted by $f_{k}$. In this case, $f_{k}$ is said to be an $m$-ary hyperoperation derived from $f$ [32].
An ordered n-ary semihypergroup $(S, f, \leq)$ (also called a partially ordered n-ary semihypergroup or a po-n-ary semihypergroup) is an $n$-ary semihypergroup $(S, f)$ and a partially ordered set $(S, \leq)$ such that a partial order $\leq$ is compatible with $f$. Indeed, for any $a, b \in S$,

$$
a \leq b \text { implies } f\left(c_{1}^{j-1}, a, c_{j+1}^{n}\right) \preceq f\left(c_{1}^{j-1}, b, c_{j+1}^{n}\right)
$$

for all $c_{1}^{n} \in S$ and for all $1 \leq j \leq n$. Note that, for any $X, Y \in \mathcal{P}^{*}(S), X \preceq Y$ means for every $x \in X$ there exists $y \in Y$ such that $x \leq y$. If $H$ is an $n$-ary subsemihypergroup of an ordered $n$-ary semihypergroup $(S, f, \leq)$, i.e., $f\left(H^{n}\right) \subseteq H$, then $(H, f, \leq)$ is an ordered $n$-ary semihypergroup.

Throughout this paper, $S$ stands for an ordered $n$-ary semihypergroup $(S, f, \leq)$ with $n \geq 3$, unless specified otherwise. Any $X \in \mathcal{P}^{*}(S)$ is denoted as

$$
(X]=\{a \in S: a \leq b \text { for some } b \in X\}
$$

Lemma 1 ([5]). Let $X, Y, X_{1}, \ldots, X_{n} \in \mathcal{P}^{*}(S)$. Then, the following statements hold:
(i) $X \subseteq(X]$;
(ii) $\quad(X]=((X]]$;
(iii) $f\left(\left(X_{1}\right],\left(X_{2}\right], \ldots,\left(X_{n}\right]\right) \subseteq\left(f\left(X_{1}^{n}\right)\right]$;
(iv) $(X \cup Y]=(X] \cup(Y]$;
(v) $X \subseteq Y$ implies $(X] \subseteq(Y]$.

Definition 1. For any positive integer $1 \leq j \leq n$ and $n \geq 2$, a nonempty subset $A$ of $S$ is called a $j$-hyperideal [25] of $S$ if $f\left(x_{1}^{j-1}, a, x_{j+1}^{n}\right) \subseteq A$ for all $a \in A, x_{1}^{j-1}, x_{j+1}^{n} \in S$ and $(A]=A$. If $A$ is $a$ $j$-hyperideal of $S$, for all $1 \leq j \leq n$, then $A$ is called a hyperideal of $S$.

For any $A \in \mathcal{P}^{*}(S)$ and for any positive integer $1 \leq j \leq n$, we denote by $M^{j}(A)$ the $j$-hyperideal of $S$ generated by $A$. In particular, we write $M^{j}(a)$ instead of $M^{j}(\{a\})$ for all $a \in S$.

Lemma 2 ([26]). Let $A \in \mathcal{P}^{*}(S)$. Then, the following statements hold.
(i) $M^{1}(A)=\left(f\left(A, S^{n-1}\right) \cup A\right]$;
(ii) $\quad M^{n}(A)=\left(f\left(S^{n-1}, A\right) \cup A\right]$;
(iii) For any $1<j<n, M^{j}(A)=\left(\bigcup_{k \geq 1} f_{k}\left(S^{k(j-1)}, A, S^{k(n-j)}\right) \cup A\right]$.

Definition 2 ([5]). For any positive integer $1 \leq j \leq n$, a j-hyperideal $A$ of $S$ is called prime if, for every $x_{1}^{n} \in S, f\left(x_{1}^{n}\right) \subseteq A$ implies $x_{i} \in A$ for some $1 \leq i \leq n$. A is called semiprime if, for every $a \in S, f\left(a^{n}\right) \subseteq A$ implies $a \in A$.

## 3. Regularities in Ordered $n$-Ary Semihypergroups

In this section, we introduce different types of regularity of ordered $n$-ary semihypergroups and investigate the characterization of them in terms of $j$-hyperideals for $1 \leq j \leq n$ and $n \geq 3$. According to the notion of regular $n$-ary semigroups (without order), where $n \geq 3$, which was studied by Dudek and Groźdińska [3], the following definition is a generalization of such a notion on ordered $n$-ary semihypergroups where $n \geq 3$.

Definition 3. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. An element $a \in S$ is called regular if there exist $x_{2}^{n-1} \in S$ such that $a \in\left(f\left(a, x_{2}^{n-1}, a\right)\right]$. $S$ is called regular if every elements of $S$ is regular, i.e., $S$ is regular if and only if $a \in\left(f\left(a, S^{n-2}, a\right)\right]$ for all $a \in S$.

Theorem 1. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. Then, the following statements are equivalent.
(i) $S$ is regular;
(ii) $\bigcap_{j=1}^{n} M_{j} \subseteq\left(f\left(M_{1}, M_{n-1}, M_{n-2}, \ldots, M_{2}, M_{n}\right)\right]$ for all $j$-hyperideals $M_{j}$ of $S$;
(iii) $\bigcap_{j=1}^{n} M^{j}\left(a_{j}\right) \subseteq\left(f\left(M^{1}\left(a_{1}\right), M^{n-1}\left(a_{2}\right), \ldots, M^{2}\left(a_{n-1}\right), M^{n}\left(a_{n}\right)\right)\right]$ for all $a_{1}^{n} \in S$;
(iv) $\bigcap_{j=1}^{n} M^{j}(a) \subseteq\left(f\left(M^{1}(a), M^{n-1}(a), \ldots, M^{2}(a), M^{n}(a)\right)\right]$ for all $a \in S$.

Proof. The proof is similar to Theroem 1 in [3].
Next, we introduce the concepts of left regular, right regular and intra-regular ordered $n$-ary semihypergroups, where $n \geq 3$. To introduce the notion of intra-regular ordered $n$-ary semihypergroups, the following properties are needed.

Lemma 3. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. For any positive integer $1<j<n$, the following statements are equivalent.
(i) For each $a \in S$ there exist $x_{1}^{j-1}, x_{j+1}^{n} \in S$ such that $a \in\left(f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right)\right]$;
(ii) For each $a \in S$ there exist $y_{1}^{2 n-2} \in S$ such that $a \in\left(f\left(y_{1}^{n-1}, f\left(f\left(a^{n}\right), y_{n}^{2 n-2}\right)\right)\right]$.

Proof. Let $a \in S$ and let $j$ be a fixed positive integer satisfying $1<j<n$ and $n \geq 3$.
$(i) \Longrightarrow(i i)$ Let $a \in\left(f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right)\right]$ for some $x_{1}^{j-1}, x_{j+1}^{n} \in S$. Firstly, we show that $a \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right]$ for some $z_{1}, z_{3}^{n} \in S$. For case $j=2$ and $n \geq 3$, we are done. Suppose that $2<j<n$ and $n>3$, by associativity and Lemma 1, we have

$$
\begin{aligned}
a & \in\left(f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right)\right] \\
= & \left(f\left(f\left(x_{1}^{j-1}, a^{n-j+1}\right), a, a^{j-2}, x_{j+1}^{n}\right)\right] \\
\subseteq & \left(f\left(f\left(x_{1}^{j-1}, a^{n-j+1}\right), f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right), a^{j-2}, x_{j+1}^{n}\right)\right] \\
= & \left(f_{2}\left(f\left(x_{1}^{j-1}, a^{n-j+1}\right)^{2}, a,\left\{a^{j-2}, x_{j+1}^{n}\right\}^{2}\right)\right] \\
\subseteq & \cdots \\
\subseteq & \left(f_{(n-j+1)}\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, a,\left\{a^{j-2}, x_{j+1}^{n}\right\}^{n-j+1}\right)\right] \\
\subseteq & \left(f_{(n-j+1)}\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right),\left\{a^{j-2}, x_{j+1}^{n}\right\}^{n-j+1}\right)\right] \\
= & \left(f_{(n-j+1)}\left(f\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, x_{1}^{j-1}\right), f\left(a^{n}\right), x_{j+1}^{n},\left\{a^{j-2}, x_{j+1}^{n}\right\}^{n-j+1}\right)\right] \\
= & \left(f _ { ( n - j + 1 ) } \left(f\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, x_{1}^{j-1}\right), f\left(a^{n}\right), x_{j+1}^{n}, a^{j-3},\right.\right. \\
& \left.\left.a, x_{j+1}^{n},\left\{a^{j-2}, x_{j+1}^{n}\right\}^{n-j}\right)\right] \\
= & \left(f \left(f\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, x_{1}^{j-1}\right), f\left(a^{n}\right), x_{j+1}^{n}, a^{j-3},\right.\right. \\
& \quad \underbrace{f=}_{\left.\left.f\left(a, x_{j+1}^{n}, a^{j-2}, f\left(x_{j+1}^{n}, a^{j-2}, x_{j+1}, f\left(\ldots f\left(x_{n-1}^{n}, a^{j-2}, x_{j+1}^{n}\right) \ldots\right)\right)\right)\right)\right]} \\
= & \left(f\left(U, f\left(a^{n}\right), x_{j+1}^{n}, a^{j-3}, V\right)\right]
\end{aligned}
$$

where $U:=f\left(\left\{f\left(x_{1}^{j-1}, a^{n-j+1}\right)\right\}^{n-j+1}, x_{1}^{j-1}\right)$ and $V:=f\left(a, x_{j+1}^{n}, a^{j-2}, f\left(x_{j+1}^{n}, a^{j-2}, x_{j+1}\right.\right.$, $\left.\left.f\left(\ldots f\left(x_{n-1}^{n}, a^{j-2}, x_{j+1}^{n}\right) \ldots\right)\right)\right)$.

It follows that $a \leq b$ for some

$$
b \in f\left(U, f\left(a^{n}\right), x_{j+1}^{n}, a^{j-3}, V\right):=\bigcup_{c \in U, d \in V} f\left(c, f\left(a^{n}\right), x_{j+1}^{n}, a^{j-3}, d\right) .
$$

Then, there exist $z_{1} \in U, z_{n} \in V$ such that $b \in f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)$, where $z_{3}=x_{j+1}, \ldots$, $z_{n-j+2}=x_{n}, z_{n-j+3}=a, \ldots, z_{n-1}=a$. Thus, $a \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right]$. Next, we consider

$$
\begin{aligned}
a & \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right] \\
& =\left(f_{(2)}\left(z_{1}, a, a^{n-1}, z_{3}^{n}\right)\right] \\
& \subseteq\left(f_{(2)}\left(z_{1}, f_{(2)}\left(z_{1}, a, a^{n-1}, z_{3}^{n}\right), a^{n-1}, z_{3}^{n}\right)\right] \\
& \subseteq \cdots \\
& \left.\subseteq\left(f_{(2 n-2))}\right)\left(\left\{z_{1}\right\}^{n-1}, a,\left\{a^{n-1}, z_{3}^{n}\right\}^{n-1}\right)\right] \\
& =\left(f\left(\left\{z_{1}\right\}^{n-1}, f_{(2 n-4)}\left(f\left(a^{n}\right), z^{n},\left\{a^{n-1}, z_{3}^{n}\right\}^{n-2}\right)\right]\right. \\
& =(f(\left\{z_{1}\right\}^{n-1}, f(f\left(a^{n}\right), z_{3}^{n}, \underbrace{\left.\left.f\left(f\left(\ldots f\left(f\left(a^{n-1}, z_{3}\right), z_{4}^{n}, a^{2}\right), \ldots\right), a, z_{3}^{n}\right)\right)\right)}_{f \text { appears } 2 n-5 \text { times }})] .
\end{aligned}
$$

This means that $a \leq p$ for some

$$
p \in f(\left\{z_{1}\right\}^{n-1}, f(f\left(a^{n}\right), z_{3}^{n}, \underbrace{\left.f\left(f\left(\ldots f\left(f\left(a^{n-1}, z_{3}\right), z_{4}^{n}, a^{2}\right), \ldots\right), a, z_{3}^{n}\right)\right)}_{f \text { appears } 2 n-5 \text { times }}) .
$$

Then, there exists $y_{2 n-2} \in f\left(f\left(\ldots f\left(f\left(a^{n-1}, z_{3}\right), z_{4}^{n}, a^{2}\right), \ldots\right), a, z_{3}^{n}\right)$ such that $p \in f\left(y_{1}^{n-1}\right.$, $f\left(f\left(a^{n}\right), y_{n}^{2 n-2}\right)$, where $y_{1}=\ldots=y_{n-1}=z_{1}, y_{n}=z_{3}, y_{n+1}=z_{4}, \ldots, y_{2 n-3}=z_{n}$. Therefore, $a \in\left(f\left(y_{1}^{n-1}, f\left(f\left(a^{n}\right), y_{n}^{2 n-2}\right)\right)\right]$.
(ii) $\Longrightarrow$ (i) Let $a \in\left(f\left(y_{1}^{n-1}, f\left(f\left(a^{n}\right), y_{n}^{2 n-2}\right)\right)\right]$ for some $y_{1}^{2 n-2} \in S$. By associativity, we have

$$
\begin{aligned}
a & \in\left(f\left(y_{1}^{n-1}, f\left(f\left(a^{n}\right), y_{n}^{2 n-2}\right)\right)\right] \\
& =\left(f\left(f\left(y_{1}^{n-1}, a\right), a, a^{n-3}, f\left(a, y_{n}^{2 n-2}\right)\right)\right] \\
& \subseteq\left(f\left(f\left(y_{1}^{n-1}, a\right), f\left(f\left(y_{1}^{n-1}, a\right), a, a^{n-3}, f\left(a, y_{n}^{2 n-2}\right)\right), a^{n-3}, f\left(a, y_{n}^{2 n-2}\right)\right)\right] \\
& =\left(f\left(f\left(f\left(y_{1}^{n-1}, a\right), y_{1}^{n-1}\right), f\left(a^{n}\right), y_{n}^{2 n-4}, f\left(y_{2 n-3}^{2 n-2}, a^{n-3}, f\left(a, y_{n}^{2 n-2}\right)\right)\right)\right] .
\end{aligned}
$$

This means that $a \leq b$ for some $b \in f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)$, where $z_{1} \in f\left(f\left(y_{1}^{n-1}, a\right), y_{1}^{n-1}\right)$ and $z_{n} \in f\left(y_{2 n-3}^{2 n-2}, a^{n-3}, f\left(a, y_{n}^{2 n-2}\right)\right)$ and $z_{3}=y_{n}, z_{4}=y_{n+1}, \ldots, z_{n-1}=y_{2 n-4}$. It follows that $a \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right]$. Next, we show that $a \in\left(f\left(z_{1}^{j-1}, f\left(a^{n}\right), z_{j+1}^{n}\right)\right]$.

For case $j=2$ and $n \geq 3$, we have $a \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right]=\left(f\left(z_{1}^{j-1}, f\left(a^{n}\right), z_{j+1}^{n}\right)\right]$.
For case $2<j<n$ and $n>3$, we have

$$
\begin{aligned}
a & \in\left(f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right)\right] \\
& =\left(f_{2}\left(z_{1}, a^{j-3}, a, a^{n-j+2}, z_{3}^{n}\right)\right] \\
& \subseteq\left(f_{2}\left(z_{1}, a^{j-3}, f\left(z_{1}, f\left(a^{n}\right), z_{3}^{n}\right), a^{n-j+2}, z_{3}^{n}\right)\right] \\
& =\left(f\left(z_{1}, a^{j-3}, z_{1}, f\left(a^{n}\right), z_{3}^{n-j+1}, f\left(z_{n-j+2}^{n}, a^{n-j}, f\left(a^{2}, z_{3}^{n}\right)\right)\right)\right] .
\end{aligned}
$$

Consequently, there exists $c \in f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right)$ such that $a \leq c$ where $x_{1}=$ $z_{1}=x_{j-1}, x_{2}=x_{3}=\ldots=x_{j-2}=a, x_{j+1}=z_{3}, x_{j+2}=z_{4}, \ldots, x_{n-1}=z_{n-j+1}$ and $x_{n} \in f\left(z_{n-j+2}^{n}, a^{n-j}, f\left(a^{2}, z_{3}^{n}\right)\right)$. Therefore, $a \in\left(f\left(x_{1}^{j-1}, f\left(a^{n}\right), x_{j+1}^{n}\right)\right]$.

Without loss of generality, we introduce the notion of intra-regular ordered $n$-ary semihypergroups, where $n \geq 3$, as follows.

Definition 4. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. Let $a \in S$.
(i) $a$ is called left regular if there exist $x_{1}^{n-1} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(a^{n}\right)\right)\right]$;
(ii) $a$ is called right regular if there exist $x_{1}^{n-1} \in S$ such that $a \in\left(f\left(f\left(a^{n}\right), x_{1}^{n-1}\right)\right]$;
(iii) a is called intra-regular if it satisfies one of the equivalent conditions in Lemma 3.

Furthermore, $S$ is said to be (left regular, right regular) intra-regular if every element of $S$ is (left regular, right regular) intra-regular.

Clearly, the concept of an intra-regular ordered ternary semihypergroup, which was introduced in Definition 2.29 [31], is equal to Definition 4(iii) (for $n=3$ ) under the condition (i) of Lemma 3. Moreover, if we consider any ordered $n$-ary semigroup as an ordered $n$-ary semihypergroup, then Definition 8 in [5] and Definition 4(iii) under the condition (ii) of Lemma 3 coincide.

Remark 1. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. Then, the following statements hold.
(i) $S$ is left regular if and only if $a \in\left(f\left(S, a^{n-1}\right)\right]$ for all $a \in S$;
(ii) $S$ is right regular if and only if $a \in\left(f\left(a^{n-1}, S\right)\right]$ for all $a \in S$;
(iii) $S$ is intra-regular if and only if one of the following two conditions holds.
(1) For any $1<j<n, a \in\left(f\left(S^{j-1}, f\left(a^{n}\right), S^{n-j}\right)\right]$ for all $a \in S$.
(2) $a \in\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right]$ for all $a \in S$.

Example 1. Let $S=\{a, b, c, d, e\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $a b$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $a c$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $a d$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $a e$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $b a$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $b b$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $b c$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $b d$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $b e$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c a$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $c b$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $c c$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $c d$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $c e$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $d a$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $d b$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $d c$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $d d$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |
| $d e$ | $\{b, c, d\}$ | $b$ | $b$ | $\{b, c, d\}$ | $b$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e a$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $e b$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $e c$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $e d$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |
| $e e$ | $S$ | $\{b, c, e\}$ | $\{b, c, e\}$ | $S$ | $\{b, c, e\}$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(b, a),(b, b),(b, d),(b, e),(c, a),(c, c),(c, d),(c, e),(d, a),(d, d),(e, a),(e, e)\}
$$

Then, $(S, f)$ is a left regular ordered ternary semihypergroup. Moreover, it is not difficult to show that $(S, f)$ is also a right regular ordered ternary semihypergroup.

Example 2. Let $S=\{a, b, c, d, e\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | c | $d$ | $e$ |  |  | $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | $b a$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $a b$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | bb | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $a c$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | $b c$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| ad | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | $b d$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| ae | $e$ | $e$ | $e$ | $e$ | $e$ |  |  | be | $e$ | $e$ | $e$ | $e$ | $e$ |
| $f$ | $a$ | $b$ | c | $d$ | $e$ |  |  | $f$ | $a$ | $b$ | c | $d$ | $e$ |
| ca | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | da | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| cb | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | $d b$ | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| cc | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | dc | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| cd | $b$ | $b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |  |  | dd | $b$ | $b$ | $\{a, b, c\}$ | d | $e$ |
| ce | $e$ | $e$ | $e$ | $e$ | $e$ |  |  | de | $e$ | $e$ | , | $e$ | $e$ |
|  |  |  |  | $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |  |  |  |  |
|  |  |  |  | ea | $e$ | $e$ | $e$ |  | $e$ |  |  |  |  |
|  |  |  |  | eb | $e$ | $e$ | $e$ | $e$ | $e$ |  |  |  |  |
|  |  |  |  | ec | $e$ | $e$ | $e$ | $e$ | $e$ |  |  |  |  |
|  |  |  |  | ed | $e$ | $e$ | $e$ | $e$ | $e$ |  |  |  |  |
|  |  |  |  | ee | $e$ | $e$ | $e$ | $e$ | $e$ |  |  |  |  |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, c),(b, b),(b, c),(c, c),(d, d),(e, e)\} .
$$

Then, $(S, f)$ is an intra-regular ordered ternary semihypergroup.
Theorem 2. $S$ is left regular (right regular, respectively) if and only if every n-hyperideal (1-hyperideal, respectively) of $S$ is semiprime.

Proof. Let $A$ be an $n$-hyperideal of $S$. Let $a \in S$ such that $f\left(a^{n}\right) \subseteq A$. Since $S$ is left regular, there exist $x_{1}^{n-1} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(a^{n}\right)\right)\right] \subseteq\left(f\left(x_{1}^{n-1}, A\right)\right] \subseteq(A]=A$. Thus, $A$ is semiprime. Conversely, suppose that every $n$-hyperideal of $S$ is semiprime: let $a \in S$. Clearly, $\left(f\left(S, a^{n-1}\right)\right]$ is an $n$-hyperideal of $S$. Since $f\left(a^{n}\right) \subseteq\left(f\left(S, a^{n-1}\right)\right]$, we have $a \in\left(f\left(S, a^{n-1}\right)\right]$. From Remark 1, we conclude that $S$ is a left regular ordered $n$-ary semihypergroup.

Theorem 3. $S$ is intra-regular if and only if $A \cap H \cap B \subseteq\left(f\left(A, H^{n-2}, B\right)\right]$ for all $n$-hyperideals A, 1-hyperideals $B$ of $S$ and $H \in \mathcal{P}^{*}(S)$.

Proof. Let $S$ be an intra-regular ordered $n$-ary semihypergroup with $n \geq 3$. Let $A$ be an $n$-hyperideal, $B$ be a 1-hyperideal of $S$ and $H \in \mathcal{P}^{*}(S)$. Suppose that $a \in A \cap H \cap B$ : since $S$ is intra-regular, there exist $x_{1}^{2 n-2} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(f\left(a^{n}\right), x_{n}^{2 n-2}\right)\right)\right]=$ $\left(f\left(f\left(x_{1}^{n-1}, a\right), a^{n-2}, f\left(a, x_{n}^{2 n-2}\right)\right)\right]$. Since $a \in A$, we have $f\left(x_{1}^{n-1}, a\right) \subseteq A$. Similarly, since $a \in B$, we obtain $f\left(a, x_{n}^{2 n-2}\right) \subseteq B$. Since $a \in H$, we have $a \in\left(f\left(A, H^{n-2}, B\right)\right]$ and then $A \cap H \cap B \subseteq\left(f\left(A, H^{n-2}, B\right)\right]$. Conversely, let $a \in S$. From Lemmas 1 and 2, we have

$$
\begin{aligned}
a & \in M^{n}(a) \cap(a] \cap M^{1}(a) \\
\subseteq & \left(f\left(M^{n}(a),(a]^{n-2}, M^{1}(a)\right)\right] \\
\subseteq & \left(f\left(\left(\{a\} \cup f\left(S^{n-1}, a\right)\right],(a]^{n-2},\left(\{a\} \cup f\left(a, S^{n-1}\right)\right]\right)\right] \\
\subseteq & \left(f\left(a^{n}\right)\right] \cup\left(f\left(a^{n-1}, f\left(a, S^{n-1}\right)\right)\right] \cup\left(f\left(f\left(S^{n-1}, a\right), a^{n-2}, a\right)\right] \cup \\
& \left(f\left(f\left(S^{n-1}, a\right), a^{n-2}, f\left(a, S^{n-1}\right)\right)\right] \\
= & \left(f\left(a^{n}\right)\right] \cup\left(f\left(f\left(a^{n}\right), S^{n-1}\right)\right] \cup\left(f\left(S^{n-1}, f\left(a^{n}\right)\right)\right] \cup\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right] .
\end{aligned}
$$

Case 1: $a \in\left(f\left(a^{n}\right)\right]$. Then, $a \in\left(f\left(a^{n}\right)\right] \subseteq\left(f\left(a^{n-1}, f\left(a^{n}\right)\right)\right] \subseteq\left(f\left(a^{n-1}, f\left(f\left(a^{n}\right), a^{n-1}\right)\right)\right]$ $\subseteq\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right]$.

Case 2: $a \in\left(f\left(f\left(a^{n}\right), S^{n-1}\right)\right]$. Then, $a \in\left(f\left(f\left(a^{n}\right), S^{n-1}\right)\right] \subseteq\left(\left(f\left(a^{n-1}, f\left(f\left(f\left(a^{n}\right), S^{n-1}\right)\right.\right.\right.\right.$, $\left.\left.\left.S^{n-1}\right)\right)\right]=\left(f\left(a^{n-1}, f\left(f\left(a^{n}\right), S^{n-2}, f\left(S^{n}\right)\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right]$.

Case 3: $a \in\left(f\left(S^{n-1}, f\left(a^{n}\right)\right)\right]$. Using the similar proof as in Case 2, we obtain $a \in$ $\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right]$.

From Cases 1 to 3 and Lemma 1(iii), we conclude that $S$ is intra-regular.
Definition 5. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. S is called completely regular if $S$ is regular, left regular and right regular.

Example 3. Let $S=\{a, b, c, d, e\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |  | $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $b a$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $a b$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $b b$ | $\{a, b, e\}$ | $b$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $a c$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $b c$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $a d$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $b d$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $a e$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ | $b e$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |  | $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c a$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $d a$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $c b$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $d b$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $c c$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $d c$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $c d$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $d d$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $c e$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |  | $d e$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e a$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $e b$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $e c$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $e d$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $\{a, b, e\}$ |
| $e e$ | $\{a, b, e\}$ | $\{a, b, e\}$ | $S \backslash\{d\}$ | $S$ | $e$ |

and define a partial order on S as follows

$$
\leq:=\{(a, a),(a, c),(a, d),(b, b),(b, a),(b, c),(b, d),(c, c),(c, d),(d, d),(e, a),(e, c),(e, d),(e, e)\} .
$$

Then, $(S, f)$ is a completely regular ordered ternary semihypergroup.
Lemma 4. $S$ is completely regular if and only if $a \in\left(f\left(f\left(a^{n-1}, S\right), a^{n-1}\right)\right]$ for all $a \in S$.
Proof. Let $S$ be a completely regular ordered $n$-ary semihypergroup and $a \in S$. Since $S$ is regular, we have $a \in\left(f\left(a, S^{n-2}, a\right)\right]$. Since $S$ is left regular and right regular, by Remark 1(i) and (ii), we have $a \in\left(f\left(S, a^{n-1}\right)\right]$ and $a \in\left(f\left(a^{n-1}, S\right)\right]$. It follows that $a \in\left(f\left(a, S^{n-2}, a\right)\right] \subseteq\left(f\left(f\left(a^{n-1}, S\right), S^{n-2}, f\left(S, a^{n-1}\right)\right)\right]=\left(f\left(f\left(a^{n-1}, f\left(S^{n}\right)\right), a^{n-1}\right)\right] \subseteq$ $\left(f\left(f\left(a^{n-1}, S\right), a^{n-1}\right)\right]$. Conversely, let $a \in S$. Then, $a \in\left(f\left(f\left(a^{n-1}, S\right), a^{n-1}\right)\right]=$ $\left(f\left(a, f\left(a^{n-2}, S, a\right), a^{n-2}\right)\right] \subseteq\left(f\left(a, S^{n-2}, a\right)\right]$. So $S$ is regular. Furthermore, we have $a \in$
$\left(f\left(f\left(a^{n-1}, S\right), a^{n-1}\right)\right]=\left(f\left(a^{n-1}, f\left(S, a^{n-1}\right)\right)\right] \subseteq\left(f\left(a^{n-1}, S\right)\right]$. From Remark 1(ii), $S$ is right regular. Clearly, $a \in\left(f\left(f\left(a^{n-1}, S\right), a^{n-1}\right)\right] \subseteq\left(f\left(S, a^{n-1}\right)\right]$. From Remark 1(ii), $S$ is left regular. Therefore, $S$ is completely regular.

Next, we introduce the concept of softly left, softly right and softly intra-regular ordered $n$-ary semihypergroups, which are generalizations of left, right and intra-regular ordered $n$-ary semihypergroups, where $n \geq 3$.

Definition 6. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. Let $a \in S$.
(i) $a$ is called softly left regular if there exist $x_{1}^{2 n-3} \in S$ such that

$$
a \in\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right)\right]
$$

(ii) $a$ is called softly right regular if there exist $x_{1}^{2 n-3} \in S$ such that

$$
a \in\left(f\left(f\left(a, x_{1}^{n-2}, a\right), x_{n-1}^{2 n-3}\right)\right]
$$

(iii) $a$ is called softly intra-regular if there exist $x_{1}^{3 n-4} \in S$ such that

$$
a \in\left(f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right] .
$$

Additionally, $S$ is called (softly left regular, softly right regular) softly intra-regular if each element of $S$ is (softly left regular, softly right regular) softly intra-regular.

Remark 2. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. Then, the following statements hold.
(i) $S$ is softly left regular if and only if $a \in\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$ for all $a \in S$;
(ii) $S$ is softly right regular if and only if $a \in\left(f\left(f\left(a, S^{n-2}, a\right), S^{n-1}\right)\right]$ for all $a \in S$;
(iii) $S$ is softly intra-regular if and only if $a \in\left(f\left(S^{n-1}, f\left(f\left(a, S^{n-2}, a\right), S^{n-1}\right)\right)\right]$ for all $a \in S$.

Example 4. Let $S=\{a, b, c, d\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a a$ | $a$ | $a$ | $a$ | $d$ |
| $a b$ | $a$ | $a$ | $a$ | $d$ |
| $a c$ | $a$ | $a$ | $a$ | $d$ |
| $a d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $b a$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $d$ |
| $b b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $d$ |
| $b c$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $d$ |
| $b d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :--- | :--- | :--- | :--- |
| $c a$ | $a$ | $a$ | $a$ | $d$ |
| $c b$ | $a$ | $a$ | $a$ | $d$ |
| $c c$ | $a$ | $a$ | $a$ | $d$ |
| $c d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :--- | :--- | :--- | :--- |
| $d a$ | $d$ | $d$ | $d$ | $d$ |
| $d b$ | $d$ | $d$ | $d$ | $d$ |
| $d c$ | $d$ | $d$ | $d$ | $d$ |
| $d d$ | $d$ | $d$ | $d$ | $d$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, b),(a, c),(b, b),(c, b),(c, c),(d, d)\} .
$$

Then, $(S, f)$ is a softly left regular ordered ternary semihypergroup.

Example 5. Let $S=\{a, b, c, d, e\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $a b$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $a c$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $a d$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $a e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c a$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $c b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $c c$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $c d$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $c e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $b a$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $b b$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $b c$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $b d$ | $b$ | $b$ | $b$ | $b$ | $e$ |
| $b e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $d a$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $d b$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $d c$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $e$ |
| $d d$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $\{a, b, c\}$ | $d$ | $e$ |
| $d e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e a$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e b$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e c$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e d$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e e$ | $e$ | $e$ | $e$ | $e$ | $e$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, c),(b, b),(b, c),(c, c),(d, d),(e, e)\} .
$$

Then, $(S, f)$ is a softly intra-regular ordered ternary semihypergroup.
Theorem 4. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. Then, the following statements are equivalent.
(i) S is softly left regular.
(ii) For any positive integer $1<j \leq n, M_{j} \cap M_{n} \subseteq\left(f\left(M_{j}, S^{n-2}, M_{n}\right)\right.$ ] for all j-hyperideals $M_{j}$ and all $n$-hyperideals $M_{n}$ of $S$.
(iii) $\quad M_{n} \subseteq\left(f\left(M_{n}, S^{n-2}, M_{n}\right)\right]$ for all $n$-hyperideals $M_{n}$ of $S$.

Proof. $(i) \Longrightarrow(i i)$ Let $j$ be a fixed positive integer such that $1<j \leq n$ and $n \geq 3$. Let $M_{j}$ be a $j$-hyperideal and $M_{n}$ be an $n$-hyperideal of $S$ and $a \in M_{j} \cap M_{n}$. Since $S$ is softy left regular, there exist $x_{1}^{2 n-3}$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right)\right]$. By associativity, we have

$$
\begin{aligned}
a & \in\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right)\right] \\
& \subseteq\left(f\left(x_{1}^{n-1}, f\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right), x_{n}^{2 n-3}, a\right)\right)\right] \\
& \subseteq \cdots \\
& \subseteq\left(f_{2(j-1)}\left(\left\{x_{1}^{n-1}\right\}^{j-1}, a,\left\{x_{n}^{2 n-3}, a\right\}^{j-1}\right)\right] \\
& =\left(f_{2(j-1)}\left(\left\{x_{1}^{n-1}\right\}^{j-1}, a, x_{n}^{2 n-3}, a,\left\{x_{n}^{2 n-3}, a\right\}^{j-2}\right)\right] \\
& \subseteq\left(f_{2(j-1)}\left(\left\{x_{1}^{n-1}\right\}^{j-1}, a, x_{n}^{2 n-3}, f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right),\left\{x_{n}^{2 n-3}, a\right\}^{j-2}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
\subseteq & \left(f _ { 2 ( j - 1 ) } \left(\left\{x_{1}^{n-1}\right\}^{j-1}, a, x_{n}^{2 n-3}, f\left(x_{1}^{n-1}, f\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-3}, a\right)\right), x_{n}^{2 n-3}, a\right)\right)\right.\right. \\
& \left.\left.\left\{x_{n}^{2 n-3}, a\right\}^{j-2}\right)\right] \\
\subseteq & \cdots \\
\subseteq & \left(f _ { 2 ( j - 1 ) } \left(\left\{x_{1}^{n-1}\right\}^{j-1}, a, x_{n}^{2 n-3}, f_{2(n-j)}\left(\left\{x_{1}^{n-1}\right\}^{n-j}, a,\left\{x_{n}^{2 n-3}, a\right\}^{n-j}\right)\right.\right. \\
& \left.\left.\left\{x_{n}^{2 n-3}, a\right\}^{j-2}\right)\right] \\
\subseteq & \left(f_{2(n-1)}\left(S^{(n-1)(j-1)}, a, S^{n-2}, S^{(n-1)(n-j)}, S^{(n-1)(n-2)}, a\right)\right] \\
= & (f(\underbrace{f\left(S^{j-1}, f\left(\ldots, f\left(S^{j-1}\right.\right.\right.}_{f \text { appears } n-1 \text { times }}, a, S^{n-j}), \ldots), S^{n-j}), S^{n-2}, \\
& \underbrace{f\left(S^{n-1}, f\left(S^{n-1}, \ldots f\left(S^{n-1}, f\left(S^{n-1}, a\right)\right.\right.\right.}_{f \text { appears } n-2 \text { times }}) \ldots))], \text { since } a \in M_{j} \cap M_{n} \\
\subseteq & \left(f\left(M_{j}, S^{n-2}, M_{n}\right)\right] .
\end{aligned}
$$

Consequently, $M_{j} \cap M_{n} \subseteq\left(f\left(M_{j}, S^{n-2}, M_{n}\right)\right]$.
(ii) $\Longrightarrow$ (iii) It is obvious.
(iii) $\Longrightarrow$ (i) Let $a \in S$. Then, $a \in M^{n}(a) \subseteq\left(f\left(M^{n}(a), S^{n-2}, M^{n}(a)\right)\right] \subseteq$ $\left(f\left(\{a\} \cup f\left(S^{n-1}, a\right), S^{n-2},\{a\} \cup f\left(S^{n-1}, a\right)\right)\right]$. We have four cases to be considered as follows.

Case 1: $a \in\left(f\left(a, S^{n-2}, a\right)\right]$. Then, we have $a \in\left(f\left(a, S^{n-2}, a\right)\right] \subseteq$ $\left(f\left(a, S^{n-2}, f\left(a, S^{n-2}, a\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$.

Case 2: $a \in\left(f\left(a, S^{n-2}, f\left(S^{n-1}, a\right)\right)\right]$. Then, we have $a \in\left(f\left(a, S^{n-2}, f\left(S^{n-1}, a\right)\right)\right] \subseteq$ $\left(f\left(f\left(a, S^{n-2}, f\left(S^{n-1}, a\right)\right), S^{n-2}, f\left(S^{n-1}, a\right)\right)\right]=\left(f\left(f\left(a, S^{n-1}\right), S^{n-2}, f\left(a, S^{n-3}, f\left(S^{n}\right), a\right)\right)\right]$ $\subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$.

Case 3: $a \in\left(f\left(f\left(S^{n-1}, a\right), S^{n-2}, a\right)\right]$. Then, we have $a \in\left(f\left(f\left(S^{n-1}, a\right), S^{n-2}, a\right)\right]=$ $\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$.

Case 4: $a \in\left(f\left(f\left(S^{n-1}, a\right), S^{n-2}, f\left(S^{n-1}, a\right)\right)\right]$. Then, we have $a \in\left(f\left(f\left(S^{n-1}, a\right), S^{n-2}\right.\right.$, $\left.\left.f\left(S^{n-1}, a\right)\right)\right]=\left(f\left(S^{n-1}, f\left(a, S^{n-3}, f\left(S^{n}\right), a\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$.

From Cases 1 to 4 and Remark 2(i), $S$ is softly left regular.
Using the similar proof of Theorem 4, we obtain the following result.
Theorem 5. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. Then, the following statements are equivalent.
(i) $S$ is softly right regular;
(ii) For any positive integer $1 \leq j<n, M_{1} \cap M_{j} \subseteq\left(f\left(M_{1}, S^{n-2}, M_{j}\right)\right.$ ] for all 1-hyperideals $M_{1}$ and all $j$-hyperideals $M_{j}$ of $S$;
(iii) $\quad M_{1} \subseteq\left(f\left(M_{1}, S^{n-2}, M_{1}\right)\right]$ for all 1-hyperideals $M_{1}$ of $S$.

Theorem 6. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. Then, the following statements are equivalent.
(i) $S$ is softly intra-regular.
(ii) For any positive integer $1<i \leq n$ and $1 \leq j<n, M_{i} \cap M_{j} \subseteq\left(f\left(M_{i}, S^{n-2}, M_{j}\right)\right]$ for all $i$-hyperideals $M_{i}$ and all j-hyperideals $M_{j}$ of $S$.
(iii) For any positive integer $1<k<n, M_{k} \subseteq\left(f\left(M_{k}, S^{n-2}, M_{k}\right)\right.$ ] for all $k$-hyperideals $M_{k}$ of $S$.

Proof. $(i) \Longrightarrow(i i)$ Let $i, j$ be two fixed positive integers such that $1<i \leq n$ and $1 \leq j<n$. Let $M_{i}$ be an $i$-hyperideal and $M_{j}$ be a $j$-hyperideal of $S$ and $a \in M_{i} \cap M_{j}$. Since $S$ is softly intra-regular, there exist $x_{1}^{3 n-4} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right]$. By associativity, we have

```
\(a \in\left(f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right]\)
    \(\subseteq\left(f\left(x_{1}^{n-1}, f\left(f\left(f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right), x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right]\)
\(\subseteq \ldots\)
\(\subseteq\left(f_{3(i-1)}\left(\left\{x_{1}^{n-1}\right\}^{i-1}, a,\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{i-1}\right)\right]\)
\(=\left(f_{3(i-1)}\left(\left\{x_{1}^{n-1}\right\}^{i-1}, a, x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{i-2}\right)\right]\)
\(\subseteq\left(f_{3(i-1)}\left(\left\{x_{1}^{n-1}\right\}^{i-1}, a, x_{n}^{2 n-3}, f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right.\right.\),
    \(\left.\left.x_{2 n-2}^{3 n-4},\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{i-2}\right)\right]\)
\(\subseteq \quad\left(f_{3(i-1)}\left(\left\{x_{1}^{n-1}\right\}^{i-1}, a, x_{n}^{2 n-3}\right.\right.\),
        \(f\left(x_{1}^{n-1}, f\left(f\left(f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right), x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\),
        \(\left.\left.x_{2 n-2}^{3 n-4},\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{i-2}\right)\right]\)
\(\subseteq \ldots\)
\(\subseteq\left(f_{3(i-1)}\left(\left\{x_{1}^{n-1}\right\}^{i-1}, a, x_{n}^{2 n-3}, f_{3(n-i)}\left(\left\{x_{1}^{n-1}\right\}^{n-i}, a,\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{n-i}\right)\right.\right.\),
    \(\left.\left.x_{2 n-2}^{3 n-4},\left\{x_{n}^{2 n-3}, a, x_{2 n-2}^{3 n-4}\right\}^{i-2}\right)\right]\)
\(\subseteq\left(f_{3(i-1)}\left(S^{(i-1)(n-1)}, a, S^{n-2}, f_{3(n-i)}\left(S^{(n-i)(n-1)}, a, S^{(n-i)(2 n-2)}\right)\right.\right.\),
    \(\left.\left.S^{n-1}, S^{2(n-1)(i-2)}\right)\right]\)
    \(=(f_{2(n-1)}(\underbrace{f\left(S^{i-1}, f\left(\ldots, f\left(S^{i-1}\right.\right.\right.}_{f \text { appears } n-1 \text { times }}, a, S^{n-i}), \ldots), S^{n-i}), S^{n-2}, a, S^{(n-i)(2 n-2)}\),
        \(\left.S^{(n-1)(2 i-3)}\right]\),
        since \(a \in M_{i}\),
\(\subseteq \quad\left(f_{2(n-1)}\left(M_{i}, S^{n-2}, a, S^{(n-1)(2 n-3)}\right]\right.\)
\(=(f_{2}(M_{i}, S^{n-2}, a, S^{n-2}, \underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right) \ldots\right), S^{n-1}\right.}_{f \text { appears } 2 n-4 \text { times }})]\)
\(\subseteq\left(f_{2}\left(M_{i}, S^{n-2}, a, S^{n-1}\right)\right]\).
```

On the other hand, we have

```
a \in (f2 (M, (M, S 
    \subseteq ( f 2 ( M , ~ ( M , ~ S - 2 , f ( x _ { 1 } ^ { n - 1 } , f ( f ( a , x _ { n } ^ { 2 n - 3 } , a ) , x _ { 2 n - 2 } ^ { 3 n - 4 } ) ) , S ^ { n - 1 } ) ]
    \subseteq(f2(Mi, 的年, ,f(\mp@subsup{x}{1}{n-1},f(f(a,\mp@subsup{x}{n}{2n-3},f(\mp@subsup{x}{1}{n-1},f(f(a,\mp@subsup{x}{n}{2n-3},a),\mp@subsup{x}{2n-2}{3n-4}))),\mp@subsup{x}{2n-2}{3n-4})),
        S n-1)]
    \subseteq..
    \subseteq ( f _ { 2 } ( M _ { i } , S ^ { n - 2 } , f _ { 3 ( n - j ) } ( \{ x _ { 1 } ^ { n - 1 } , a , x _ { n } ^ { 2 n - 3 } \} ^ { n - j } , a , \{ x _ { 2 n - 2 } ^ { 3 n - 4 } \} ^ { n - j } ) , S ^ { n - 1 } ) ]
    =(fln(n-j)+2}\mp@code{(Mi, S S-2,{\mp@subsup{x}{1}{n-1},a,\mp@subsup{x}{n}{2n-3}\mp@subsup{}}{}{n-j},a,{\mp@subsup{x}{2n-2}{3n-4}\mp@subsup{}}{}{n-j},\mp@subsup{S}{}{n-1})]
    =(ff(n-j)+2}\mp@code{(Mi,S}\mp@subsup{S}{}{n-2},{\mp@subsup{x}{1}{n-1},a,\mp@subsup{x}{n}{2n-3}\mp@subsup{}}{}{n-j-1},\mp@subsup{x}{1}{n-1},a,\mp@subsup{x}{n}{2n-3},a,{\mp@subsup{x}{2n-2}{3n-4}\mp@subsup{}}{}{n-j}\mathrm{ ,
        S }\mp@subsup{}{}{n-1
    \subseteq ( f _ { 3 ( n - j ) + 2 } ( M _ { i } , S ^ { n - 2 } , S ^ { ( 2 n - 2 ) ( n - j - 1 ) } , S ^ { n - 1 } , a , S ^ { n - 2 } , a , S ^ { ( n - j ) ( n - 1 ) } , S ^ { n - 1 } ) ]
    =(ff(n-j)+1
        f(S'))]
```

$$
\begin{aligned}
& \subseteq\left(f_{3(n-j)+1}\left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1}, a, S^{n-2}, a, S^{(n-j-1)(n-1)}, S^{n-1}\right)\right] \\
& =\left(f_{3(n-j)+1}\left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1}, a, S^{n-2}, a, S^{(n-j)(n-1)}\right)\right] \\
& \subseteq\left(f _ { 3 ( n - j ) + 1 } \left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1},\right.\right. \\
& \left.\left.f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right), S^{n-2}, a, S^{(n-j)(n-1)}\right)\right] \\
& \subseteq\left(f _ { 3 ( n - j ) + 1 } \left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1}\right.\right. \text {, } \\
& f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, f\left(x_{1}^{n-1}, f\left(f\left(a, x_{n}^{2 n-3}, a\right), x_{2 n-2}^{3 n-4}\right)\right)\right), x_{2 n-2}^{3 n-4}\right)\right), S^{n-2}, a \text {, } \\
& \left.\left.S^{(n-j)(n-1)}\right)\right] \\
& \subseteq \ldots \\
& \subseteq\left(f _ { 3 ( n - j ) + 1 } \left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1},\right.\right. \\
& \left.\left.f_{3(j-1)}\left(\left\{x_{1}^{n-1}, a, x_{n}^{2 n-3}\right\}^{j-1}, a,\left\{x_{2 n-2}^{3 n-4}\right\}^{j-1}\right), S^{n-2}, a, S^{(n-j)(n-1)}\right)\right] \\
& \subseteq \quad\left(f _ { 3 ( n - 1 ) + 1 } \left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1}, S^{2(n-1)(j-1)}\right.\right. \text {, } \\
& \left.\left.a, S^{(n-1)(j-1)}, S^{n-2}, a, S^{(n-j)(n-1)}\right)\right] \\
& =\left(f _ { 2 n - 1 } \left(M_{i}, S^{n-2}, S^{(2 n-2)(n-j-1)}, S^{n-1}, S^{2(n-1)(j-1)}\right.\right. \text {, } \\
& a, S^{n-2}, \underbrace{f\left(S^{j-1}, f\left(\ldots, f\left(S^{j-1}\right.\right.\right.}_{f \text { appears } n-1 \text { times }}, a, S^{n-j}), \ldots), S^{n-j}))], \\
& \text { since } a \in M_{j} \text {, } \\
& \subseteq\left(f_{2 n-1}\left(M_{i}, S^{n-3}, S^{(n-1)(2 n-2)}, M_{j}\right)\right] \\
& =(f(M_{i}, S^{n-3}, \underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears } 2 n-2 \text { times }}, M_{j})] \\
& \subseteq\left(f\left(M_{i}, S^{n-2}, M_{j}\right)\right] .
\end{aligned}
$$

Thus, $M_{i} \cap M_{j} \subseteq\left(f\left(M_{i}, S^{n-2}, M_{j}\right)\right]$.
(ii) $\Longrightarrow$ (iii) It is obvious.
(iii) $\Longrightarrow$ (iv) Let $a \in S$. Then, $a \in M^{k}(a) \subseteq\left(f\left(M^{k}(a), S^{n-2}, M^{k}(a)\right)\right] \subseteq$ $\left(f\left(\bigcup_{p \geq 1} f_{p}\left(S^{p(k-1)}, a, S^{p(n-k)}\right) \cup\{a\}, S^{n-2}, \bigcup_{q \geq 1} f_{q}\left(S^{q(k-1)}, a, S^{q(n-k)}\right) \cup\{a\}\right)\right]$.

We consider the following cases.
Case 1: $\quad a \quad \in \quad\left(f\left(f_{p}\left(S^{p(k-1)}, a, S^{p(n-k)}\right), S^{n-2}, f_{q}\left(S^{q(k-1)}, a, S^{q(n-k)}\right)\right)\right]=$ $\left(f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right)\right]$ for some $p, q \geq 1$. Then,

$$
\begin{aligned}
a \in & \left(f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right)\right] \\
\subseteq & \left(f _ { 1 + p + q } \left(S^{p(k-1)}, f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right),\right.\right. \\
& \left.\left.S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right)\right] \\
\subseteq & \cdots \\
\subseteq & \left(f_{(1+p+q)(n-1)}\left(S^{p(k-1)(n-1)}, a,\left\{S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right\}^{n-1}\right)\right] \\
= & (f_{n+p(n-k)+q(n-1)}(\underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right.}_{f \text { appears } p(k-1)-1 \text { times }}), S^{n-2}, a, \\
& \left.\left.\left\{S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right\}^{n-1}\right)\right] \\
\subseteq & \left(f _ { n + p ( n - k ) + q ( n - 1 ) } \left(S^{n-1}, a,\left\{S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right\}^{n-2},\right.\right. \\
& \left.\left.S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \subseteq\left(f _ { n + p ( n - k ) + q ( n - 1 ) } \left(S^{n-1}, a, S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)},\right.\right. \\
& \left.\left.a, S^{q(n-k)}\right)\right] \\
& \subseteq\left(f _ { n + p ( n - k ) + q ( n - 1 ) } \left(S^{n-1}, a, S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)}\right.\right. \text {, } \\
& \left.\left.f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right), S^{q(n-k)}\right)\right] \\
& \subseteq\left(f _ { n + p ( n - k ) + q ( n - 1 ) } \left(S^{n-1}, a, S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)}\right.\right. \text {, } \\
& f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)},\right. \\
& \left.\left.\left.f_{1+p+q}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}, a, S^{q(n-k)}\right), S^{q(n-k)}\right), S^{q(n-k)}\right)\right] \\
& \subseteq \ldots \\
& \subseteq\left(f _ { n + p ( n - k ) + q ( n - 1 ) } \left(S^{n-1}, a, S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)}\right.\right. \text {, } \\
& \left.\left.f_{(1+p+q)(n-2)}\left(\left\{S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}\right\}^{(n-2)}, a, S^{q(n-k)(n-2)}\right), S^{q(n-k)}\right)\right] \\
& =\left(f _ { n + p ( n - k ) + q ( n - 1 ) + ( n - 1 ) + p ( n - 2 ) + q ( k - 2 ) } \left(S^{n-1}, a\right.\right. \text {, } \\
& S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)} \text {, } \\
& \left\{S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, S^{q(k-1)}\right\}^{(n-2)} \\
& , a, S^{n-2}, \underbrace{f\left(S^{n-1}, f\left(\ldots, f\left(S^{n-1}, f\left(S^{n}\right)\right) \ldots\right)\right.}_{f \text { appears } q(n-k)-1 \text { times }}))] \\
& \subseteq\left(f _ { n + p ( n - k ) + q ( n - 1 ) + ( n - 1 ) + p ( n - 2 ) + q ( k - 2 ) } \left(S^{n-1}, a\right.\right. \text {, } \\
& S^{(p(n-k)+(n-1)(q+1))(n-2)+p(n-k)+(n-2)+q(k-1)}, S^{((p+1)(n-1)+q(k-1))(n-2)}, a \text {, } \\
& \left.\left.S^{n-1}\right)\right] \\
& =\left(f _ { n + p ( n - k ) + q ( n - 1 ) + ( n - 1 ) + p ( n - 2 ) + q ( k - 2 ) } \left(S^{n-1}, a\right.\right. \text {, } \\
& \left.\left.S^{(n-1)(p(n-k)+q(k-1)+(n-2)(p+q+2))+(n-2)}, a, S^{n-1}\right)\right] \\
& =(f(S^{n-1}, f(f(a, S^{n-3}, \underbrace{f\left(S^{n-1}, f\left(\ldots, f\left(S^{n-1}, f\left(S^{n}\right)\right) \ldots\right)\right)}_{f \text { appears } p(n-k)+q(k-1)+(n-2)(p+q+2) \text { times }}, a), S^{n-1}))] \\
& \subseteq \quad\left(f\left(S^{n-1}, f\left(f\left(a, S^{n-2}, a\right), S^{n-1}\right)\right)\right] .
\end{aligned}
$$

Case 2: $a \in\left(f\left(f_{p}\left(S^{p(k-1)}, a, S^{p(n-k)}\right), S^{n-2}, a\right)\right]=\left(f_{p+1}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, a\right)\right]$ for some $p \geq 1$. Then,

```
\(a \in\left(f_{p+1}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, a\right)\right]\)
    \(\subseteq\left(f_{p+1}\left(S^{p(k-1)}, f_{(p+1)}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, a\right), S^{p(n-k)}, S^{n-2}, a\right)\right]\)
    \(\subseteq \ldots\)
    \(\subseteq\left(f_{(p+1)(n-1)}\left(S^{p(k-1)(n-1)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-3)}, S^{p(n-k)}, S^{n-2}\right.\right.\),
    \(\left.\left.a, S^{p(n-k)}, S^{n-2}, a\right)\right]\)
    \(\subseteq \quad\left(f_{(p+1)(n-1)}\left(S^{p(k-1)(n-1)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-3)}, S^{p(n-k)}, S^{n-2}\right.\right.\),
        \(\left.\left.f_{p+1}\left(S^{p(k-1)}, a, S^{p(n-k)}, S^{n-2}, a\right), S^{p(n-k)}, S^{n-2}, a\right)\right]\)
    \(\subseteq \ldots\)
    \(\subseteq \quad\left(f_{(p+1)(n-1)}\left(S^{p(k-1)(n-1)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-3)}, S^{p(n-k)}, S^{n-2}\right.\right.\),
        \(\left.\left.f_{(p+1)(n-2)}\left(S^{p(k-1)(n-2)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-2)}\right), S^{p(n-k)}, S^{n-2}, a\right)\right]\)
    \(\subseteq\left(f_{(p+1)(2 n-3)}\left(S^{p(k-1)(n-1)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-3)}, S^{p(n-k)}, S^{n-2}\right.\right.\),
        \(\left.\left.S^{p(k-1)(n-2)}, a,\left\{S^{p(n-k)}, S^{n-2}, a\right\}^{(n-1)}\right)\right]\)
```

$$
\begin{aligned}
\subseteq & \left(f _ { ( p + 1 ) ( 2 n - 3 ) } \left(S^{p(k-1)(n-1)}, a, S^{n-3}, S^{n}, S^{(n-1)((p+1)(n-2)-2)}\right.\right. \\
& \left.\left.a, S^{(n-1)(p(n-k)+n-1)}\right)\right] \\
\subseteq & (f(\underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears } p(k-1)-1 \text { times }}, S^{n-2}, f\left(f \left(a, S^{n-3}\right.\right. \\
& \underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears }(p+1)(n-2)-1 \text { times }}, a), S^{n-2}, \underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears } p(n-k)+n-2 \text { times }}))] \\
\subseteq & \left(f\left(S^{n-1}, f\left(f\left(a, S^{n-2}, a\right), S^{n-1}\right)\right)\right] .
\end{aligned}
$$

Case 3: $a \in\left(f\left(a, S^{n-2}, f_{q}\left(S^{q(k-1)}, a, S^{q(n-k)}\right)\right)\right]$. The proof is similar to Case 2.
Case 4: $a \in\left(f\left(a, S^{n-2}, a\right)\right]$. Then, $a \in\left(f\left(a, S^{n-2}, a\right)\right] \subseteq\left(f\left(a, S^{n-2}, f\left(a, S^{n-2}, a\right)\right)\right] \subseteq$ $\left(f\left(a, S^{n-2}, f\left(a, S^{n-2}, f\left(a, S^{n-2}, a\right)\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-2}, f\left(a, S^{n-1}\right)\right)\right)\right]=$ $\left(f\left(S^{n-1}, f\left(f\left(a, S^{n-2}, a\right), S^{n-1}\right)\right)\right]$.

From Cases 1 to 4 and Remark 2(iii), we conclude that $S$ is softly intra-regular.
Definition 7. Let $S$ be an ordered $n$-ary semihypergroup with $n \geq 3$. An element $a \in S$ is called generalized regular if there exist $x_{1}^{2 n-2} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-2}\right)\right)\right]$. $S$ is called generalized regular if every element of $S$ is generalized regular, i.e., $S$ is generalized regular if and only if $a \in\left(f\left(S^{n-1}, f\left(a, S^{n-1}\right)\right)\right]$ for all $a \in S$.

Example 6. Let $S=\{a, b, c, d, e\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by $f\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1} \circ x_{2}\right) \circ x_{3}$, for all $x_{1}^{3} \in S$, where $\circ$ is defined by the following table

| $\circ$ | $a$ | $b$ | $c$ | $d$ | $e$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $a$ | $a$ | $S \backslash\{d\}$ | $a$ | $d$ | $a$ |
| $b$ | $a$ | $S \backslash\{d\}$ | $a$ | $d$ | $a$ |
| $c$ | $a$ | $S \backslash\{d\}$ | $a$ | $d$ | $a$ |
| $d$ | $a$ | $S \backslash\{d\}$ | $a$ | $d$ | $a$ |
| $e$ | $a$ | $S \backslash\{d\}$ | $a$ | $d$ | $a$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, b),(a, c),(a, e),(b, b),(c, c),(c, b),(c, e),(d, d),(e, b),(e, e)\}
$$

Then, $(S, f)$ is a generalized regular ordered ternary semihypergroup.
Theorem 7. $S$ is generalized regular if and only if for each $1<j<n, M_{j} \subseteq\left(f\left(S^{n-j}, M_{j}, S^{j-1}\right)\right]$ for all $j$-hyperideals $M_{j}$ of $S$.

Proof. Firstly, let $j$ be a fixed positive integer satisfying $1<j<n$. Let $M_{j}$ be a $j$-hyperideal of $S$ and $a \in M_{j}$. Since $S$ is generalized regular, there exist $x_{1}^{2 n-2} \in S$ such that

$$
\begin{aligned}
a & \in\left(f\left(x_{1}^{n-1}, f\left(a, x_{n}^{2 n-2}\right)\right)\right] \\
& =\left(f\left(x_{1}^{n-j}, f\left(x_{n-j+1}^{n-1}, a, x_{n}^{2 n-j-1}\right), x_{2 n-j}^{2 n-2}\right)\right], \text { since } a \in M_{j} \\
& \subseteq\left(f\left(x_{1}^{n-j}, M_{j}, x_{2 n-j}^{2 n-2}\right)\right] \\
& \subseteq\left(f\left(S^{n-j}, M_{j}, S^{j-1}\right)\right] .
\end{aligned}
$$

Thus, $M_{j} \subseteq\left(f\left(S^{n-j}, M_{j}, S^{j-1}\right)\right]$. Conversely, let $a \in S$. Then, $a \in M^{j}(a) \subseteq$ $\left(f\left(S^{n-j}, M^{j}(a), S^{j-1}\right)\right] \subseteq\left(f\left(S^{n-j}, \bigcup_{k \geq 1} f_{k} f\left(S^{k(j-1)}, a, S^{k(n-j)}\right) \cup\{a\}, S^{j-1}\right)\right]$. We have two cases to be considered, as follows.

Case 1: $a \in\left(f\left(S^{n-j}, f_{k}\left(S^{k(j-1)}, a, S^{k(n-j)}\right), S^{j-1}\right)\right]$ for some $k \geq 1$.
If $k=1$, then $a \in\left(f\left(S^{n-j}, f\left(S^{j-1}, a, S^{n-j}\right), S^{j-1}\right)\right]=\left(f\left(S^{n-1}, f\left(a, S^{n-1}\right)\right)\right]$.
If $k \geq 2$, then

$$
\begin{aligned}
a & \in a \in\left(f_{k+1}\left(S^{n-j}, S^{k(j-1)}, a, S^{k(n-j)}, S^{j-1}\right)\right] \\
& =\left(f_{k+1}\left(S^{n-j}, S^{j-1}, S^{j-1}, S^{(k-2)(j-1)}, a, S^{(k-2)(n-j)}, S^{n-j}, S^{n-j}, S^{j-1}\right)\right] \\
& =\left(f_{k+1}\left(f\left(S^{n}\right), S^{j-2}, S^{(k-2)(j-1)}, a, S^{(k-2)(n-j)}, S^{n-j-1}, f\left(S^{n}\right)\right)\right] \\
& \subseteq\left(f_{k-1}\left(S^{(k-1)(j-1)}, a, S^{(k-1)(n-j)}\right)\right] .
\end{aligned}
$$

By associativity, we have

$$
\begin{aligned}
a & \in\left(f_{k-1}\left(S^{(k-1)(j-1)}, a, S^{(k-1)(n-j)}\right)\right] \\
\subseteq & \left(f_{k-1}\left(S^{(k-1)(j-1)}, f_{k-1}\left(S^{(k-1)(j-1)}, a, S^{(k-1)(n-j)}\right), S^{(k-1)(n-j)}\right)\right] \\
\subseteq & \ldots \\
\subseteq & \left(f_{(k-1)(n-1)}\left(S^{(k-1)(j-1)(n-1)}, a, S^{(k-1)(n-j)(n-1)}\right)\right] \\
= & (\underbrace{f\left(f\left(. . f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right.}_{f \text { appears }(k-1)(j-1)-1}), S^{n-2}, f\left(a, S^{n-2},\right. \\
& \underbrace{f\left(f\left(. f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right.}_{f \text { appears }(k-1)(n-j)-1}))] \\
\subseteq & \left(f\left(S^{n-1}, f\left(a, S^{n-1}\right)\right)\right] .
\end{aligned}
$$

Case 2: $a \in\left(f\left(S^{n-j}, a, S^{j-1}\right)\right]$. Then, $a \in\left(f\left(S^{n-j}, a, S^{j-1}\right)\right] \subseteq$ $\left(f\left(S^{n-j}, f\left(S^{n-j}, a, S^{j-1}\right), S^{j-1}\right)\right] \subseteq \ldots \subseteq\left(f_{n-1}\left(S^{(n-j)(n-1)}, a, S^{(j-1)(n-1)}\right)\right]$.

Next, we consider the following cases.
If $j=2$ and $n=3$, then we are done.
If $j=2$ and $n>3$, then $a \in\left(f_{n-1}\left(S^{(n-2)(n-1)}, a, S^{(n-1)}\right)\right]=$ $(f(\underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears } n-2 \text { times }}, S^{n-2}, f\left(a, S^{n-1}\right)) \subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-1}\right)\right)\right]$.

If $j>2$ and $n>3$, then

$$
\begin{aligned}
a \in & \left(f_{n-1}\left(S^{(n-2)(n-1)}, a, S^{(n-1)}\right)\right] \\
= & (\underbrace{f(\underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)}_{f \text { appears } j-2 \text { times }}, S^{n-2}, f\left(a, S^{n-2},\right.}_{f \text { appears } n-j-1 \text { times }} \\
& \underbrace{f\left(f\left(\ldots f\left(f\left(S^{n}\right), S^{n-1}\right), \ldots\right), S^{n-1}\right)})] \\
\subseteq & \left(f\left(S^{n-1}, f\left(a, S^{n-1}\right)\right)\right] .
\end{aligned}
$$

Therefore, $S$ is generalized regular.
Finally, we establish the relationships between regularities in ordered $n$-ary semihypergroups, where $n \geq 3$, as follows.

Lemma 5. Let $S$ be an ordered n-ary semihypergroup with $n \geq 3$. Then, the following statements hold.
(i) Every left (right) regular is intra-regular;
(ii) Every regular is softly left (right) regular;
(iii) Every left (right) regular is softly left (right) regular;
(iv) Every softly left (right) regular is softly intra-regular;
(v) Every intra-regular is softly intra-regular;
(vi) Every softly intra-regular is generalized regular.

Proof. (i) Let $S$ be a left regular ordered $n$-ary semihypergroup. Then, there exist $x_{1}^{n-1} \in S$ such that $a \in\left(f\left(x_{1}^{n-1}, f\left(a^{n}\right)\right)\right] \subseteq\left(f\left(x_{1}^{n-1}, f\left(f\left(x_{1}^{n-1}, f\left(a^{n}\right)\right), a^{n-1}\right)\right)\right]=$ $\left(f\left(f\left(x_{1}^{n-1}, x_{1}\right), x_{2}^{n-1}, f\left(f\left(a^{n}\right), a^{n-1}\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(f\left(a^{n}\right), S^{n-1}\right)\right)\right]$. Consequently, by Remark 1, we conclude that $S$ is intra-regular.
(ii) Let $S$ be a regular ordered $n$-ary semihypergroup. Then, there exist $x_{2}^{n-1} \in S$ such that $a \in\left(f\left(a, x_{2}^{n-1}, a\right)\right] \subseteq\left(f\left(a, x_{2}^{n-1}, f\left(a, x_{2}^{n-1}, a\right)\right)\right] \subseteq\left(f\left(S^{n-1}, f\left(a, S^{n-2}, a\right)\right)\right]$. From Remark 2(i), $S$ is softly left regular.

The proofs of (iii)-(vi) are obvious.
The following examples show that the converse assertions of Lemma 5 do not hold true in general.

Example 7. We know that an ordered ternary semihypergroup $(S, f)$, as given in Example 2, is an intra-regular ordered ternary semihypergroup. Since $f(S, a, a)=\{b, e\}$, we have a $\notin(f(S, a, a))]$. From Remark 1, we conclude that $(S, f)$ is not a left regular ordered ternary semihypergroup. This shows that the converse statement of Lemma 5(i) does not hold.

Example 8. Let $S=\{a, b, c, d\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a a$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $a b$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $a c$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $a d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $b a$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $b b$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $b c$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $b d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $c a$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $c b$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $c c$ | $a$ | $\{a, b, c\}$ | $a$ | $d$ |
| $c d$ | $d$ | $d$ | $d$ | $d$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :--- | :--- | :--- | :--- |
| $d a$ | $d$ | $d$ | $d$ | $d$ |
| $d b$ | $d$ | $d$ | $d$ | $d$ |
| $d c$ | $d$ | $d$ | $d$ | $d$ |
| $d d$ | $d$ | $d$ | $d$ | $d$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, b),(a, c),(b, b),(c, b),(c, c),(d, d)\} .
$$

Then, $(S, f)$ is an ordered ternary semihypergroup. Clearly, $a \in(f(f(a, a, a), a, a)], b \in$ $\{a, b, c\}=(f(f(b, a, b), a, b)], c \in\{a, b, c\}=(f(f(c, a, c), a, b)]$ and $d \in(f(f(d, d, d), d, d)]$. By Definition 6, $(S, f)$ is a softly right ordered ternary semihypergroup. On the other hand, since $c \notin(f(c, S, c)]$, by Definition 3, we conclude that $(S, f)$ is not a regular ordered ternary semihypergroup. This shows that the reverse assertion of Lemma 5(ii) is not true.

Example 9. We know that an ordered ternary semihypergroup $(S, f)$ that has been given in Example 6 is a generalized regular ordered ternary semihypergroup. Clearly, $K=\{a, c, d\}$ is a 3-hyperideal of S. Looking at the table, one can immediately see that $f(K, S, K)=f(a, S, K) \cup$ $f(c, S, K) \cup f(d, S, K)=\{a, d\}$. It follows that $K \nsubseteq f(K, S, K)$. From Theorem 4, we conclude that $(S, f)$ is not a softly left regular ordered ternary semihypergroup.

Example 10. We know that an ordered ternary semihypergroup $(S, f)$, which was given in Example 1, is a left regular and right regular ordered ternary semihypergroup. Since $c \notin\{b\}=$ $(f(f(c, c, S), c, c)]$, by Lemma 4, we conclude that $(S, f)$ is not a completely regular ordered ternary semihypergroup.

Example 11. Let $S=\{a, b, c, d, e, g\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a b$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a c$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a d$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $a g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $b b$ | $a$ | $\{a, b\}$ | $\{a, d\}$ | $\{a, b\}$ | $e$ | $\{a, g\}$ |
| $b c$ | $a$ | $a$ | $\{a, g\}$ | $\{a, b\}$ | $e$ | $a$ |
| $b d$ | $a$ | $\{a, b\}$ | $\{a, d\}$ | $\{a, b\}$ | $e$ | $\{a, g\}$ |
| $b e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $b g$ | $a$ | $a$ | $\{a, g\}$ | $\{a, b\}$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $c b$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $c c$ | $a$ | $a$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $a$ |
| $c d$ | $a$ | $\{a, d\}$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $\{a, c\}$ |
| $c e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $c g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $d b$ | $a$ | $\{a, d\}$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $\{a, c\}$ |
| $d c$ | $a$ | $a$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $a$ |
| $d d$ | $a$ | $\{a, d\}$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $\{a, c\}$ |
| $d e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $d g$ | $a$ | $a$ | $\{a, c\}$ | $\{a, d\}$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e a$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e b$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e c$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e d$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e g$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $g b$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $g c$ | $a$ | $a$ | $\{a, g\}$ | $\{a, b\}$ | $e$ | $a$ |
| $g d$ | $a$ | $\{a, b\}$ | $\{a, g\}$ | $\{a, b\}$ | $e$ | $\{a, g\}$ |
| $g e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $g g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, b),(a, c),(a, d),(a, g),(b, b),(c, c),(d, d),(e, e),(g, g)\}
$$

Then, $(S, f)$ is an ordered ternary semihypergroup. Evidently, $A=\{a, e\}, B=\{a, c, d, e\}$ and $S$ are all a 1-hyperideal of $S$. It is not difficult to show that $A=(f(A, S, A)], B=(f(B, S, B)]$ and $S=(f(S, S, S)$ ]. From Theorem 5, we conclude that $(S, f)$ is a softly right regular ordered ternary semihypergroup. Since $f(g, g, g)=\{a\} \subseteq A$ but $g \notin A$, we find that $A$ is not a semiprime 1-hyperideal of $S$. From Theorem 2, $(S, f)$ is not a right regular ordered ternary semihypergroup. This shows that the converse assertion of Lemma 5(iii) is not true in general.

Example 12. We know that an ordered ternary semihypergroup $(S, f)$ that has been given in Example 5 is a softly intra-regular ordered ternary semihypergroup. Obviously, $K=\{a, b, e\}$ is a 1-hyperideal of S. Since $K \nsubseteq\{b, e\}=(f(K, S, K)]$, by Theorem 5 , we conclude that $(S, f)$ is not a softly right regular ordered ternary semihypergroup, which verifies that the converse statement of Lemma 5(iv) does not hold.

Example 13. Let $S=\{a, b, c, d, e, g\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a b$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a c$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a d$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $a e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $a g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $b b$ | $a$ | $\{a, b\}$ | $a$ | $\{a, d\}$ | $e$ | $a$ |
| $b c$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $b d$ | $a$ | $\{a, b\}$ | $\{a, d\}$ | $\{a, d\}$ | $e$ | $\{a, b\}$ |
| $b e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $b g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $c b$ | $a$ | $\{a, g\}$ | $a$ | $\{a, c\}$ | $e$ | $a$ |
| $c c$ | $a$ | $\{a, g\}$ | $\{a, c\}$ | $\{a, c\}$ | $e$ | $\{a, g\}$ |
| $c d$ | $a$ | $\{a, g\}$ | $\{a, c\}$ | $\{a, c\}$ | $e$ | $\{a, g\}$ |
| $c e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $c g$ | $a$ | $\{a, g\}$ | $a$ | $\{a, c\}$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $d b$ | $a$ | $\{a, b\}$ | $a$ | $\{a, d\}$ | $e$ | $a$ |
| $d c$ | $a$ | $\{a, b\}$ | $\{a, d\}$ | $\{a, d\}$ | $e$ | $\{a, b\}$ |
| $d d$ | $a$ | $\{a, b\}$ | $\{a, d\}$ | $\{a, d\}$ | $e$ | $\{a, b\}$ |
| $d e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $d g$ | $a$ | $\{a, b\}$ | $a$ | $\{a, d\}$ | $e$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e a$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e b$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e c$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e d$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $e g$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |


| $f$ | $a$ | $b$ | $c$ | $d$ | $e$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g a$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $g b$ | $a$ | $\{a, g\}$ | $a$ | $\{a, c\}$ | $e$ | $a$ |
| $g c$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |
| $g d$ | $a$ | $\{a, g\}$ | $\{a, c\}$ | $\{a, c\}$ | $e$ | $\{a, g\}$ |
| $g e$ | $e$ | $e$ | $e$ | $e$ | $e$ | $e$ |
| $g g$ | $a$ | $a$ | $a$ | $a$ | $e$ | $a$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(a, b),(a, c),(a, d),(a, g),(b, b),(c, c),(d, d),(e, e),(g, g)\}
$$

Then, $(S, f)$ is an ordered ternary semihypergroup. Clearly, $K=\{a, e\}$ and $S$ are all $2-$ hyperideals of $S$. It is easy to show that $K=(f(K, S, K)$. From Theorem $6,(S, f)$ is a softly intra-regular ordered ternary semihypergroup. However, $(S, f)$ is not an intra-regular ordered ternary semihypergroup. In fact, there exist a n-hyperideal $A=\{a, b, e, g\}$, an 1-hyperideal $B=\{a, c, e, g\}$ and a nonempty subset $H=\{a, b, c, g\}$ of $S$ such that $A \cap H \cap B=\{a, g\} \nsubseteq$ $\{a, e\}=f(A, H, B)$. From Theorem 3, we conclude that $(S, f)$ is not an intra-regular ordered ternary semihypergroup. This shows that the converse statement of Lemma 5(v) does not satisfy.

Example 14. Let $S=\{a, b, c, d\}$. Define a ternary hyperoperation $f: S \times S \times S \rightarrow \mathcal{P}^{*}(S)$ by the following table

| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a a$ | $a$ | $a$ | $a$ | $a$ |
| $a b$ | $a$ | $a$ | $a$ | $a$ |
| $a c$ | $a$ | $a$ | $a$ | $a$ |
| $a d$ | $a$ | $a$ | $a$ | $a$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $b a$ | $a$ | $a$ | $a$ | $a$ |
| $b b$ | $a$ | $b$ | $b$ | $b$ |
| $b c$ | $a$ | $b$ | $b$ | $b$ |
| $b d$ | $a$ | $b$ | $b$ | $b$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $c a$ | $a$ | $a$ | $a$ | $a$ |
| $c b$ | $a$ | $b$ | $b$ | $b$ |
| $c c$ | $a$ | $b$ | $b$ | $b$ |
| $c d$ | $a$ | $b$ | $b$ | $\{b, c\}$ |


| $f$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $d a$ | $a$ | $a$ | $a$ | $a$ |
| $d b$ | $a$ | $b$ | $b$ | $b$ |
| $d c$ | $a$ | $b$ | $b$ | $\{b, c\}$ |
| $d d$ | $a$ | $b$ | $\{b, c\}$ | $d$ |

and define a partial order on $S$ as follows

$$
\leq:=\{(a, a),(b, b),(b, c),(c, c),(d, d)\} .
$$

Then, $(S, f)$ is an ordered ternary semihypergroup. Clearly, $\{a\},\{a, b\},\{a, b, c\}$ and $S$ are all 2-hyperideals of $S$. It is not difficult to see that $A=(f(S, A, S)]$ for all 2-hyperideals $A$ of $S$. From Theorem 7, $(S, f)$ is a generalized regular ordered ternary semihypergroup. On the other hand, $S$ is not a softly intra-regular ordered ternary semihypergroup. In fact, since $K=\{a, b, c\}$ is an 2-hyperideal of $S$ and $A \nsubseteq\{a, b\}=(f(A, S, A)]$, by Theorem 6, we conclude that $(S, f)$ is not a softly intra-regular ordered ternary semihypergroup. This shows that the reverse assertion of Lemma 5(vi) does not hold true in general.

## 4. Conclusions

Similar to the theory of ordered semigroups, left and right hyperideals play an important role for studying the regularity of ordered semihypergroups. In this paper, we investigated the properties of $j$-hyperideals, which is a generalization of a left and a right hyperideal of an ordered semihypergroup, on ordered $n$-ary semihypergroups, where a positive integer $1 \leq j \leq n$ and $n \geq 3$. We introduced the notions of (softly) left regularity, (softly) right regularity, (softly) intra-regularity, complete regularity and generalized regularity of ordered $n$-ary semihypergroups and gave the characterizations of them in terms of $j$-hyperideals. Finally, we obtained the relationships between various regularities in ordered $n$-ary semihypergroups which can be expressed by Figure 1.


Figure 1. The relationships between various regularities in ordered $n$-ary semihypergroups.
As an application of the results of this paper, the corresponding results for $n$-ary semihypergroups can be also obtained because every $n$-ary semihypergroup endowed with the equality relation is an ordered $n$-ary semihypergroup.
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## 1. Introduction

Let $\pi$ be an automorphic representation of group $G L(n)$ over rational number field $\mathbb{Q}$. Then the automorphic (finite-part) $L$-function related to $\pi$ can be defined as

$$
L(s, \pi)=\sum_{n=1}^{\infty} \frac{A_{\pi}(n)}{n^{s}} \quad(\Re s>1) .
$$

Furthermore, $L(s, \pi)$ satisfies the Euler product

$$
\begin{equation*}
L(s, \pi)=\prod_{p<\infty} \prod_{j=1}^{m}\left(1-\alpha_{\pi}(p, j) p^{-s}\right)^{-1} \quad(\Re s>1) \tag{1}
\end{equation*}
$$

where $\alpha_{\pi}(p, j)$ are the Langlands parameters of $\pi$. The automorphic $L$-function $L(s, \pi)$ can be analytically continued to the whole complex plane and has a standard functional equation.

The zero estimates of $L(s, \pi)$ is an important topic in number theory and has many applications in various problems, for instance, the applications in the composition of integers and integral ideals (see [1-4], etc.) in divisor problems (see [5-8], etc.) and in mean value estimates involving Hecke eigenvalues (see [9-12], etc.). Many scholars have established zero-density estimates of $L(s, \pi)$ (see [13-15], etc.). We know that all nontrivial zeros of $L(s, \pi)$ are included in the critical strip $0<\Re s<1$. As we all know, the Generalized Riemann Hypothesis $(G R H)$ conjectures that all these non-trivial zeros are on the critical line $\Re s=\frac{1}{2}$. Now the GRH is still open. Then it is natural to study the zero-density estimates of $L(s, \pi)$ in a rectangle including the critical line.

Let

$$
N_{\pi}\left(\sigma, T_{1}, T_{2}\right)=\sharp\left\{\rho=\beta+i \gamma: L(\rho, \pi)=0, \sigma<\beta<1, T_{1} \leq \gamma \leq T_{2}\right\},
$$

where $0 \leq \sigma<1$ and $T_{1}<T_{2}$. Then the famous "density hypothesis" is

$$
N_{\pi}(\sigma, T, 2 T) \ll T^{2(1-\sigma)+\varepsilon}, \quad \frac{1}{2} \leq \sigma<1
$$

Here we take the Riemann zeta function $\zeta(s)$ as an example of the automorphic $L$ function $L(s, \pi)$. To specify $\pi$ by cusp forms and Maass forms, we refer to the references [16-18] and references therein. From the works of Ingham [19] and Huxley [20] we know that

$$
N_{\zeta}(\sigma, T, 2 T) \ll \begin{cases}T^{\frac{3(1-\sigma)}{2-\sigma}+\varepsilon}, & \text { if } \frac{1}{2} \leq \sigma<\frac{3}{4} \\ T^{\frac{3(1-\sigma)}{3 \sigma-1}+\varepsilon}, & \text { if } \frac{3}{4} \leq \sigma<1\end{cases}
$$

About the results on the density hypothesis, in 1977, Jutila [21] proved that

$$
N_{\zeta}(\sigma, T, 2 T) \ll T^{2(1-\sigma)+\varepsilon}, \quad \frac{11}{14} \leq \sigma<1 .
$$

In 2000, Bourgain [22] improved Jutila's result to

$$
N_{\zeta}(\sigma, T, 2 T) \ll T^{2(1-\sigma)+\varepsilon}, \quad \frac{25}{32} \leq \sigma<1 .
$$

For $\frac{1}{2} \leq u \leq 1$, let

$$
M(u, T)=\max _{1 \leq \gamma \leq T}|\zeta(u+i \gamma)|
$$

When $\sigma$ is close to 1, Ivić (see [23], Theorem 11.3) proved that for $\frac{9}{10} \leq \sigma \leq 1$,

$$
N_{\zeta}(\sigma,-T, T) \ll(M(5 \sigma-4,3 T))^{\frac{7}{6}} \log ^{\frac{169}{12}} T .
$$

In this paper, motivated by Ivić's work, we first establish an upper bound of $N_{\pi}(\sigma, T, 2 T)$, when $\sigma$ is close to 1 in the following theorem.

Theorem 1. Let $M_{1}(u, T)=\max _{1 \leq \gamma \leq T}|\zeta(u+i \gamma)|$ and $M_{2}(u, T)=\max _{1 \leq \gamma \leq T}|L(u+i \gamma, \pi)|$ for $\frac{1}{2} \leq u<1, T \geq 3$. Then for $\frac{9}{10} \leq \sigma \leq 1$ we have

$$
\begin{equation*}
N_{\pi}(\sigma, T, 2 T) \ll\left(M_{1}(5 \sigma-4,3 T)\right)^{\frac{2}{3}}\left(M_{2}(5 \sigma-4,4 T)\right)^{\frac{1}{2}} T^{\varepsilon} \tag{2}
\end{equation*}
$$

Remark 1. Since $L(s, \pi)$ is a general automorphic L-function in Theorem 1, the mean value estimate now is worse than the case of the Rieman zeta function, which results in the $T^{\varepsilon}$ (see the argument around (22) for details).

Now we restrict the imaginary part $\gamma$ into a narrow strip $\left[T, T+T^{\alpha}\right]$ and suppose

$$
\begin{equation*}
\int_{T}^{T+T^{\alpha}}\left|L\left(\frac{1}{2}+i t, \pi\right)\right|^{2 l} d t<_{\varepsilon, \pi} T^{\theta+\varepsilon} \tag{3}
\end{equation*}
$$

for certain $0<\alpha \leq 1$ and $\theta \geq \alpha$, where $l \geq 1$ is an integer and $T \geq 3$. Ye and Zhang [24] established some bounds for $N_{\pi}\left(\sigma, T, T+T^{\alpha}\right)$ with $\frac{1}{2} \leq \sigma<1$. Later, Dong, Liu and Zhang [25] obtained a sharper bound for $N_{\pi}\left(\sigma, T, T+T^{\alpha}\right)$ when $\sigma$ is close to 1 and show a range of $\sigma$ for which the density hypothesis holds. We shall keep on studying zerodensity estimates for $L(s, \pi)$ in this strip and improve previous results when $\sigma$ near $\frac{3}{4}$ and 1, respectively.

Theorem 2. Let $L(s, \pi)$ be an automorphic L-function satisfying (3). Then for $\frac{3}{4} \leq \sigma \leq \frac{10}{13}$ and $2 \sigma\left(2 \alpha \theta-16 \theta+3 \alpha^{2} l-6 \alpha^{2}\right) \geq 4 \alpha \theta-20 \theta+3 \alpha^{2} l-12 \alpha^{2}$ we have

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{3 \alpha^{2}(1-\sigma)}{\alpha(1-\sigma)-5+8 \sigma}+\varepsilon},
$$

and for $\frac{10}{13}<\sigma<1$ and $2 \sigma\left(6 \theta \alpha-22 \theta+9 l \alpha^{2}-18 \alpha^{2}\right) \geq 12 \theta \alpha-20 \theta+9 l \alpha^{2}-36 \alpha^{2}$, we have

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{9 a^{2}(1-\sigma)}{3 \alpha(1-\sigma)+11 \sigma-5}+\varepsilon}
$$

Theorem 3. Let $L(s, \pi)$ be an automorphic L-function satisfying (3). Then for $\frac{3}{4} \leq \sigma \leq \frac{10}{13}$ and $2 \sigma\left(\alpha \theta-4 \theta+2 \alpha^{2} l-2 \alpha^{2}\right) \geq 2 \alpha \theta-5 \theta+2 \alpha^{2} l-4 \alpha^{2}$, we have

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{4 a^{2}(1-\sigma)}{2 \alpha(1-\sigma)-5+8 \sigma}+\varepsilon}
$$

and for $\frac{10}{13}<\sigma<1$ and $\sigma\left(6 \theta \alpha-12 \alpha^{2}-11 \theta+12 l \alpha^{2}\right) \geq 6 \theta \alpha-12 \alpha^{2}-5 \theta+6 l \alpha^{2}$, we have

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{12 \alpha^{2}(1-\sigma)}{6 \alpha(1-\sigma)+11 \sigma-5}+\varepsilon}
$$

Notation 1. Throughout this paper, the letter $\varepsilon$ represents a sufficiently small positive number, whose value may change from statement to statement. Constants, both explicit and implicit, in Vinogradov symbols $\ll$ may depend on $\varepsilon$ and $\pi$.

## 2. Some Lemmas

Lemma 1. For $L(s, \pi)$ we have

$$
N_{\pi}(0, T, T+1)=\frac{m}{2 \pi} \log T(1+o(1))
$$

Proof. We can get this lemma by a standard winding number argument on (3) as in Davenport [26] and Rudnick and Sarnak [15].

Lemma 2 ([27], Lemma 1.7). Let $\xi, \varphi_{1}, \ldots, \varphi_{R}$ be arbitrary vectors in an inner-product vector space over $\mathbb{C}$. If $a=\left\{a_{n}\right\}_{n=1}^{\infty}$ and $b=\left\{b_{n}\right\}_{n=1}^{\infty}$ are two vectors of $\mathbb{C}$, then the inner-product of $a$ and $b$ is defined as

$$
(a, b)=\sum_{n=1}^{\infty} a_{n} \bar{b}_{n}
$$

Then we have the inequality

$$
\begin{equation*}
\sum_{r \leq R}\left|\left(\xi, \varphi_{r}\right)\right| \leq\|\xi\|\left(\sum_{r, s \leq R}\left|\left(\varphi_{r}, \varphi_{s}\right)\right|\right)^{\frac{1}{2}} \tag{4}
\end{equation*}
$$

where $\|a\|^{2}=(a, a)$.
Lemma 3 ([23], (4.60)). Suppose that $Y, h>0$ and $k \geq 1$ is an integer, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} e^{-\left(\frac{n}{Y}\right)^{h}} d_{k}(n) n^{-s}=(2 \pi i)^{-1} \int_{2-i \infty}^{2+\infty} \zeta^{k}(s+w) Y^{w} \Gamma\left(1+\frac{w}{h}\right) w^{-1} d w \tag{5}
\end{equation*}
$$

Lemma 4. For a fixed $\theta$ satisfying $\frac{1}{2}<\theta<1$, define

$$
S(\theta)=\sum_{r, s \leq R}\left|\zeta\left(\theta+i t_{r}-i t_{s}+i v^{\prime}\right)\right|^{2}
$$

where $T \leq t_{r} \leq T+T^{\alpha}(1 \leq r \leq R)$ and $v^{\prime}$ is defined by

$$
\left|\zeta\left(\theta+i t_{r}-i t_{s}+i v^{\prime}\right)\right|=\max _{-\log ^{2} T \leq v \leq \log ^{2} T}\left|\zeta\left(\theta+i t_{r}-i t_{s}+i v\right)\right| .
$$

Suppose that $\left|t_{r}-t_{s}\right| \geq 3 \log ^{4}$ T for $r \neq s \leq R$, then we have

$$
S\left(\frac{3}{4}\right) \ll T^{\varepsilon}\left(R^{2}+R^{\frac{11}{8}} T^{\frac{\alpha}{4}}\right)
$$

Proof. We can get this lemma by following the argument of ([23], Lemma 11.6). The main difference is that the interval of $t_{r}$ now is $T \leq t_{r} \leq T+T^{\alpha}$.

## 3. Proof of Theorem 1

We first consider the number of zeros $\rho=\beta+i \gamma$ of $L(s, \pi)$ in the rectangle

$$
\begin{equation*}
\sigma<\beta<1, T \leq \gamma \leq T+T^{\alpha} \tag{6}
\end{equation*}
$$

where $\sigma \geq \frac{1}{2}, T \geq 3$, and $0<\alpha \leq 1$. We define $\mu_{\pi}(n)$ by

$$
\frac{1}{L(s, \pi)}=\sum_{n=1}^{\infty} \frac{\mu_{\pi}(n)}{n^{s}}
$$

for $\Re s>1$. By the Euler product of $L(s, \pi)$ in (1), we have

$$
\frac{1}{L(s, \pi)}=\prod_{p<\infty} \prod_{j=1}^{m}\left(1-\alpha_{\pi}(p, j) p^{-s}\right)
$$

Consequently $\mu_{\pi}(n)$ is a multiplicative function and

$$
\begin{gathered}
\mu_{\pi}(1)=1 \\
\mu_{\pi}\left(p^{k}\right)=(-1)^{k} \sum_{1 \leq j_{1}<\cdots<j_{k} \leq m} \prod_{v=1}^{k} \alpha_{\pi}\left(p, j_{v}\right)
\end{gathered}
$$

for $k=1, \ldots, m$ and $\mu_{\pi}\left(p^{k}\right)=0$ for $k>m$. Then from $L(s, \pi) \cdot \frac{1}{L(s, \pi)}=1$, we get

$$
\sum_{d \mid n} \mu_{\pi}(d) A_{\pi}\left(\frac{n}{d}\right)= \begin{cases}1, & n=1 \\ 0, & n>1\end{cases}
$$

Assume further that $s=\sigma+i t, T \leq t \leq T+T^{\alpha}, 1 \ll X \ll Y \leq T^{A}$ for some $A>0$, and $X=X(T)$ and $Y=Y(T)$ are two parameters to be decided later. Let

$$
M_{X}(s, \pi)=\sum_{n \leq X} \frac{\mu_{\pi}(n)}{n^{s}}
$$

Then we have

$$
\begin{equation*}
L(s, \pi) M_{X}(s, \pi)=\sum_{n=1}^{\infty} \frac{b_{\pi}(n)}{n^{s}} \tag{7}
\end{equation*}
$$

for $\Re s>1$, where

$$
b_{\pi}(n)= \begin{cases}1, & \text { if } n=1 \\ 0, & \text { if } 2 \leq n \leq X \\ \sum_{\substack{d \mid n \\ d \leq X}} \mu_{\pi}(d) A_{\pi}\left(\frac{n}{d}\right), & \text { if } n>X\end{cases}
$$

In terms of (7), for $\sigma>1$ and $\Re s>0$, we obtain

$$
\frac{1}{2 \pi i} \int_{\sigma} L(s+\omega, \pi) M_{X}(s+\omega, \pi) \Gamma(\omega) Y^{\omega} d \omega=\frac{1}{2 \pi i} \int_{\sigma} \sum_{n=1}^{\infty} \frac{b_{\pi}(n)}{n^{s+\omega}} \Gamma(\omega) Y^{\omega} d \omega
$$

From the inverse Mellin transform of $\Gamma(\omega)$, the right-hand side of the above formula can be written as

$$
\frac{1}{2 \pi i} \int_{\sigma} \Gamma(\omega) Y^{\omega} d \omega+\sum_{n>X} \frac{b_{\pi}(n)}{n^{s}} \frac{1}{2 \pi i} \int_{\sigma} \Gamma(\omega)\left(\frac{Y}{n}\right)^{\omega} d \omega=e^{-\frac{1}{Y}}+\sum_{n>X} \frac{b_{\pi}(n)}{n^{s}} e^{-\frac{n}{Y}} .
$$

Hence we have, for $\sigma>1$ and $\Re s>0$,

$$
\begin{equation*}
e^{-\frac{1}{Y}}+\sum_{n>X} \frac{b_{\pi}(n)}{n^{s}} e^{-\frac{n}{Y}}=\frac{1}{2 \pi i} \int_{\sigma} L(s+\omega, \pi) M_{X}(s+\omega, \pi) \Gamma(\omega) Y^{\omega} d \omega \tag{8}
\end{equation*}
$$

Now we move the line of integration of (8) to $\Re \omega=u-\beta<0$ for some suitable $\frac{1}{2} \leq u<1$. Then integral on the right hand of (8) becomes

$$
L(s, \pi) M_{X}(s, \pi)+\frac{1}{2 \pi i} \int_{(u-\beta)} L(s+\omega, \pi) M_{X}(s+\omega, \pi) \Gamma(\omega) Y^{\omega} d \omega
$$

where $L(s, \pi) M_{X}(s, \pi)$ is the residue of the integrand at $\omega=0$. Setting $\omega=u-\beta+i v$ and taking $s$ equal to a non-trivial zero $\rho=\beta+i \gamma$, we have

$$
\begin{align*}
& e^{-\frac{1}{Y}}+\sum_{n>X} \frac{b_{\pi}(n)}{n^{\rho}} e^{-\frac{n}{Y}}  \tag{9}\\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} L(u+i \gamma+i v, \pi) M_{X}(u+i \gamma+i v, \pi) \Gamma(u-\beta+i v) Y^{u-\beta+i v} d v .
\end{align*}
$$

Since $e^{-\frac{1}{Y}} \rightarrow 1$ and $\sum_{n>Y \log ^{2} Y} \frac{b_{\pi}(n)}{n^{\rho}} e^{-\frac{n}{Y}}$ contribute $o(1)$ as $Y \rightarrow \infty$, a non-trivial zero $\rho=\beta+i \gamma$ counted in $N_{\pi}\left(\sigma, T, T+T^{\alpha}\right)$ satisfies either

$$
\begin{equation*}
1 \ll\left|\sum_{X<n \leq Y \log ^{2} Y} \frac{b_{\pi}(n)}{n^{\rho}} e^{-\frac{n}{P}}\right| \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
1 \ll \int_{-\infty}^{+\infty}\left|L(u+i \gamma+i v, \pi) M_{X}(u+i \gamma+i v, \pi) \Gamma(u-\beta+i v) Y^{u-\beta+i v}\right| d v \tag{11}
\end{equation*}
$$

For the integral in (11) we have

$$
\int_{-\infty}^{-\log ^{2} T}+\int_{\log ^{2} T}^{+\infty}=o(1)
$$

due to the fact that they are absolutely convergent. By Stirling's formula again, we can further remove the $\Gamma$ function in (11) and get that a non-trivial zero $\rho=\beta+i \gamma$ counted in $N_{\pi}\left(\sigma, T, T+T^{\alpha}\right)$ satisfies either (10) or

$$
\begin{equation*}
1 \ll Y^{u-\beta} \int_{-\log ^{2} T}^{\log ^{2} T}\left|L(u+i \gamma+i v, \pi) M_{X}(u+i \gamma+i v, \pi)\right| d v \tag{12}
\end{equation*}
$$

We divide the elongated rectangle (6) into successive rectangles of length $3 \log ^{4} T$ noting Lemma 1. These rectangles start at

$$
\begin{equation*}
\sigma<\beta<1, T \leq \gamma \leq T+3 \log ^{4} T \tag{13}
\end{equation*}
$$

and the last one may have a shorter length. Call these smaller rectangles as $I_{1}, I_{2}, \ldots$. The number of zeros are denoted by $A_{i j}$ in all odd-numbered rectangles if $j=1$ or in all even-numbered rectangles if $j=2$, which satisfy (10) if $i=1$, or (12) if $i=2$. Then, we have

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \leq A_{11}+A_{12}+A_{21}+A_{22}
$$

We can get a sequence of zeros $\rho_{r}^{(i j)}=\beta_{r}^{(i j)}+i \gamma_{r}^{(i j)}$ counted in $A_{i j}$ for $r=1, \ldots, R_{i j}$, if we choose a zero from each rectangle which contains at least one zero. Here, $R_{i j}$ is the number of rectangles that contains at least one zero counted in $A_{i j}$. By Lemma 1, we note that each rectangle contains at most $\frac{3 m}{2 \pi} \log ^{5} T(1+o(1))$ zeros. Consequently, we have

$$
\begin{equation*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \leq\left(R_{11}+R_{12}+R_{21}+R_{22}\right) \log ^{5} T \tag{14}
\end{equation*}
$$

Now we begin to estimate $R_{1 j}$. By a dyadic subdivision on the sum in (10), we know that each $\rho_{r}^{(1 j)}=\beta_{r}^{(1 j)}+i \gamma_{r}^{(1 j)}$ counted in $R_{1 j}$ satisfies

$$
\begin{equation*}
1 \ll \cdots+\left|\sum_{\frac{\sqrt{Y}}{2}<n<\sqrt{Y}} \frac{b_{\pi}(n)}{n^{\rho^{(1 j)}}} e^{-\frac{n}{Y}}\right|+\left|\sum_{\sqrt{Y}<n<2 \sqrt{Y}} \frac{b_{\pi}(n)}{n^{\rho^{(1 j)}}} e^{-\frac{n}{Y}}\right|+\cdots, \tag{15}
\end{equation*}
$$

where there are $O\left(\log \left(Y \log ^{2} Y\right)\right)$ terms. Then there exists $M_{r}=2^{v^{r}} \sqrt{Y}$ for some $v^{r} \in \mathbb{Z}$ and $X \leq M_{r} \leq Y \log ^{2} Y$ such that

$$
\begin{equation*}
\sum_{M_{r}<n<2 M_{r}} \frac{b_{\pi}(n)}{n^{\rho^{(1 j)}}} e^{-\frac{n}{Y}} \gg \frac{1}{\log Y} \tag{16}
\end{equation*}
$$

Raising (16) to $k$ th power we get

$$
\begin{equation*}
\sum_{M_{r}^{k}<n \leq\left(2 M_{r}\right)^{k}} \frac{c_{\pi}(n)}{n^{\rho^{(1 j)}}} \gg \frac{1}{\log ^{k} Y^{\prime}} \tag{17}
\end{equation*}
$$

with

$$
c_{\pi}(n)=\sum_{\substack{n=n_{1} n_{2}<n_{k} \\ M_{r}<n_{i} \leq 2 M_{r}}} b_{\pi}\left(n_{1}\right) \cdots b_{\pi}\left(n_{k}\right) e^{-\frac{n_{1}+n_{2}+\cdots+n_{k}}{Y}}
$$

and $k$ is a natural number depending on $M_{r}$ such that $M_{r}^{k}=N,\left(2 M_{r}\right)^{k}=P \leq T^{c}$, from where $k \ll 1$ and $P \ll N$. We split the sum in (17) into subsums of length $N$ and choose $k$ so that $M_{r}^{k} \leq Y^{r} \log ^{2 r} Y<M_{r}^{k+1}$, where $r$ is a fixed integer and $k \geq r \geq 1$ is satisfied. Then (17) can be written as

$$
\begin{equation*}
\sum_{N<n \leq 2 N} \frac{c_{\pi}(n)}{n^{\rho^{(1 j)}}} \gg \frac{1}{\log ^{D} Y} \tag{18}
\end{equation*}
$$

for some $D \asymp 1$ and

$$
\begin{equation*}
Y_{\frac{r^{2}}{r+1}}^{\log ^{\frac{2 r^{2}}{r+1}}} Y \ll N \ll Y^{r} \log ^{2 r} Y \tag{19}
\end{equation*}
$$

By partial summation and (18), we have

$$
\begin{align*}
R_{1 j} & \ll \log ^{D} T\left\{\sum _ { \rho ^ { ( 1 j ) } } \left(\left|\sum_{N<n \leq 2 N} c_{\pi}(n) n^{-\sigma-i \gamma_{r}^{(1 j)}}\right| N^{\sigma-\beta_{r}^{(1 j)}}\right.\right.  \tag{20}\\
& \left.\left.+\int_{N}^{2 N}\left|\sum_{N<n \leq u} c_{\pi}(n) n^{-\sigma-i \gamma_{r}^{(1 j)}}\right| N^{\sigma-\beta_{r}^{(1 j)}-1} d u\right)\right\} .
\end{align*}
$$

We relabel $c_{\pi}(n)$ to satisfy $c_{\pi}(n)=0$ for $n>u$. Then simplifying (20), we can get

$$
\begin{equation*}
R_{1 j} \ll \log ^{D} T \sum_{r=1}^{R_{1 j}}\left|\sum_{N<n \leq 2 N} c_{\pi}(n) n^{-\sigma-i \gamma_{r}^{(1 j)}}\right| . \tag{21}
\end{equation*}
$$

From now on, we let $\alpha=1$ in (6). Now we apply Lemma 2 to (21) and take $\xi=\left\{\xi_{n}\right\}_{n=1}^{\infty}$ with $c_{\pi}(n) \ll n^{\varepsilon}$, where

$$
\xi_{n}=\left\{\begin{array}{lr}
c_{\pi}(n)\left(e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}}\right)^{-\frac{1}{2}} n^{-\sigma}, & N<n \leq 2 N \\
0, & \text { otherwise }
\end{array}\right.
$$

and $\varphi_{r}=\left\{\varphi_{r, n}\right\}_{n=1}^{\infty}$ with $\varphi_{r, n}=\left(e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}}\right)^{\frac{1}{2}} n^{-i \gamma_{r}^{(1 j)}}(n=1,2,3 \ldots)$. Denoting the imaginary part of representative zeros of $R_{1 j}$ by $\gamma_{1}^{(1 j)}, \ldots, \gamma_{R_{1 j}}^{(1 j)}$, we then have

$$
\begin{align*}
R_{1 j}^{2} & \ll \log ^{2 D} T \sum_{r \leq R_{1 j}}\left|\sum_{N<n \leq 2 N} \xi n \varphi_{r, n}\right|^{2} \ll \log ^{2 D} T\|\xi\|^{2} \sum_{r, s \leq R_{1 j}}\left|\left(\varphi_{r}, \varphi_{s}\right)\right| \\
& \ll \log ^{2 D} T\left(\sum_{N<n \leq 2 N} c_{\pi}^{2}(n) e^{-\frac{2 n}{Y}} n^{-2 \sigma}\right)\left(\sum_{r=s}\left|\left(\varphi_{r}, \varphi_{s}\right)\right|+\sum_{r \neq s}\left|\left(\varphi_{r}, \varphi_{s}\right)\right|\right) \\
& \ll \log ^{2 D} T\left(\sum_{N<n \leq 2 N} c_{\pi}^{2}(n) n^{-2 \sigma} e^{-\frac{2 n}{Y}}\right)\left(R_{1 j} N+\sum_{r \neq s \leq R_{1 j}}\left(H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right)\right)  \tag{22}\\
& \ll T^{\varepsilon}\left(N^{2-2 \sigma} R_{1 j}+\sum_{r \neq s \leq R_{1 j}}\left(H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right)\right),
\end{align*}
$$

where

$$
\begin{align*}
H(i t) & =\sum_{n=1}^{\infty}\left(e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}}\right) n^{-i t} \\
& =\frac{1}{2 \pi i} \int_{2-i \infty}^{2+i \infty} \zeta(w+i t)\left((2 N)^{w}-N^{w}\right) \Gamma(w) d w \tag{23}
\end{align*}
$$

since $1 \ll e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}} \ll 1$ for $N<n \leq 2 N,\|\xi\|^{2} \ll T^{\varepsilon} N^{1-2 \sigma}$ and $H(0) \ll N$. Thus, we have

$$
\begin{equation*}
H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)=\frac{1}{2 \pi i} \int_{2-i \infty}^{2+i \infty} \zeta\left(w+i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\left((2 N)^{w}-N^{w}\right) \Gamma(w) d w \tag{24}
\end{equation*}
$$

Moving the line of integration in (24) to $\Re w=u<1$, we encounter a simple pole at $w=1-i \gamma_{r}^{(1 j)}+i \gamma_{s}^{(1 j)}$ with residue $\ll N e^{-\left|\gamma_{s}^{(1 j)}-\gamma_{r}^{(1 j)}\right| \text {, so that }}$

$$
\begin{align*}
& H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right) \\
& =\frac{1}{2 \pi i} \int_{u-i \infty}^{u+i \infty} \zeta\left(w+i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\left((2 N)^{w}-N^{w}\right) \Gamma(w) d w+O\left(N e^{-\left|\gamma_{s}^{(1 j)}-\gamma_{r}^{(1 j)}\right|}\right) \tag{25}
\end{align*}
$$

In view of $|\Gamma(s)|=(2 \pi)^{\frac{1}{2}}|t|^{\sigma-\frac{1}{2}} e^{-\frac{\pi t}{2}}\left(1+O\left(|t|^{-1}\right)\right)$, the integral in (25) is $o(1)$ for $N \ll T^{c}$ if $|\Im w| \geq \log ^{2} T$, which gives

$$
\begin{align*}
\sum_{r \neq s \leq R_{1 j}}\left|H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right| & \ll N \sum_{r \neq s \leq R_{1 j}} e^{-\left|\gamma_{s}^{(1 j)}-\gamma_{r}^{(1)}\right|}+o\left(R_{1 j}^{2}\right) \\
& +N^{u} \int_{-\log ^{2} T}^{\log ^{2} T} \sum_{r \neq s \leq R_{1 j}}\left|\zeta\left(u+i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}+i v\right)\right| d v \tag{26}
\end{align*}
$$

Since the $\gamma_{r}^{(1 j)^{\prime}} s$ are at least $3 \log ^{4} T$ apart, the first sum on the right side of (26) is $O\left(R_{1 j}\right)$. For the second sum on the right side of (26), we fix each $s$ and let $\tau_{r}=\gamma_{r}^{(1 j)}-\gamma_{s}^{(1 j)}+v$. Then we have $\left|\tau_{r}\right| \leqslant 3 T$ for $r=1,2, \ldots, R_{1 j}$ and $\left|\tau_{r_{1}}-\tau_{r_{2}}\right| \geq 3 \log ^{4} T$ for $r_{1} \neq r_{2}$. Hence we get

$$
\begin{equation*}
\sum_{r \neq s \leq R_{1 j}}\left(H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right) \ll R_{1 j}^{2} N^{u} M_{1}(u, 3 T) \log ^{2} T \tag{27}
\end{equation*}
$$

Inserting (27) into (22) we obtain

$$
R_{1 j}^{2} \ll T^{\varepsilon}\left(R_{1 j} N^{2-2 \sigma}+R_{1 j}^{2} N^{1+u-2 \sigma} M_{1}(u, 3 T)\right)
$$

Then we have for $\sigma \geq \frac{u+1}{2}$,

$$
\begin{equation*}
R_{1 j} \ll \max _{X \leq N \leq Y \log ^{2} Y} N^{2-2 \sigma} T^{\varepsilon} \ll Y^{2-2 \sigma} T^{\varepsilon} \tag{28}
\end{equation*}
$$

if $X^{2 \sigma-1-u} \gg M_{1}(u, 3 T) T^{\varepsilon}$.
Now we turn to estimate $R_{2 j}$. We may suppose first that $\sigma<1-\frac{C}{\log T}$ in view of the zero-free region. Note that in this case the zeros $\rho_{r}^{(2 j)}=\beta_{r}^{(2 j)}+i \gamma_{r}^{(2 j)}, j=1,2$ satisfy

$$
\begin{equation*}
1 \ll Y^{u-\beta} \int_{-\log ^{2} T}^{\log ^{2} T}\left|L\left(u+i \gamma_{r}^{(2 j)}+i v, \pi\right) M_{X}\left(u+i \gamma_{r}^{(2 j)}+i v, \pi\right)\right| d v \tag{29}
\end{equation*}
$$

From the mean value theorem for integration, we can see that there exists $t_{r}^{(2 j)}=\gamma_{r}^{(2 j)}+v$, which makes (29) become

$$
\begin{equation*}
1 \ll Y^{u-\beta}\left|L\left(u+i t_{r}^{(2 j)}, \pi\right) M_{X}\left(u+i t_{r}^{(2 j)}, \pi\right)\right| \log ^{2} T \tag{30}
\end{equation*}
$$

Thus, from (30) we get

$$
M_{X}\left(u+i t_{r}^{(2 j)}, \pi\right) \gg Y^{\sigma-u}\left(M_{2}(u, 4 T) \log ^{2} T\right)^{-1}
$$

for $R_{2 j}$ points $t_{r}^{(2 j)}$ such that $\left|t_{r}^{(2 j)}\right| \leqslant 4 T$. Then there is a number $N(1 \ll N \leq X)$ such that
hence it is easy to get

$$
1 \ll Y^{u-\sigma} M_{2}(u, 4 T) \log ^{2} T \sum_{N<n \leq 2 N} \frac{\mu_{\pi}(n)}{n^{u+i t_{r}^{(2)}}} .
$$

We can apply Lemma 2 as in the previous case, but now the choice of $\xi$ and $\varphi_{r}$ are different. We shall take $\xi=\left\{\xi_{n}\right\}_{n=1}^{\infty}$ with $\xi_{n}=\mu_{\pi}(n)\left(e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}}\right)^{-\frac{1}{2}} n^{-u}$ for $N<n \leq 2 N$ and zero otherwise, $\varphi_{r}=\left\{\varphi_{r, n}\right\}_{n=1}^{\infty}$ with $\varphi_{r, n}=\left(e^{-\frac{n}{2 N}}-e^{-\frac{n}{N}}\right)^{\frac{1}{2}} n^{-i t_{r}^{(2 j)}}(n=1,2,3 \ldots)$. Then

$$
\begin{aligned}
R_{2 j}^{2} & \ll Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) \log ^{4} T\left(\sum_{r \leq R_{2 j}} \left\lvert\, \sum_{N<n \leq 2 N} \frac{\mu_{\pi}(n)}{\left.n^{u+i t_{r}^{(2 j)}} \mid\right)^{2}}\right.\right. \\
& \ll Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) \log ^{4} T\|\xi\|^{2} \sum_{r, s \leq R_{2 j}}\left|\left(\varphi_{r}, \varphi_{s}\right)\right| \\
& \ll Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) N^{1-2 u+\varepsilon} \log ^{4} T\left(R_{2 j} N+\sum_{r \neq s \leq R_{2 j}} H\left(i t_{r}^{(2 j)}-i t_{s}^{(2 j)}\right)\right) \\
& \ll Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) N^{2-2 u} R_{2 j} \log ^{5} T \\
& +Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) M_{1}(u, 3 T) N^{1-u} R_{2 j}^{2} \log ^{7} T,
\end{aligned}
$$

Thus, we have

$$
R_{2 j} \ll X^{2-2 u} Y^{2 u-2 \sigma} M_{2}^{2}(u, 4 T) \log ^{5} T
$$

if

$$
Y^{2 \sigma-2 u} \gg M_{1}(u, 3 T) M_{2}^{2}(u, 4 T) X^{1-u} \log ^{7} T
$$

Therefore $X$ and $Y$ can be chosen as

$$
\begin{gathered}
X=C_{1} M_{1}(u, 3 T)^{\frac{1}{2 \sigma-1-u}} T^{\varepsilon}, \\
Y=C_{2} M_{1}(u, 3 T)^{\frac{1}{2 \sigma-u-1}} M_{2}(u, 4 T)^{\frac{1}{\sigma-u}} T^{\varepsilon} .
\end{gathered}
$$

We see that the bound for $R_{2 j}$ is smaller than the one for $R_{1 j}$. Recalling (14) we have

$$
\begin{align*}
N_{\pi}(\sigma, T, 2 T) & \ll Y^{2-2 \sigma} T^{\varepsilon} \\
& \ll\left(M_{1}(u, 3 T)^{\frac{1}{2 \sigma-u-1}} M_{2}(u, 4 T)^{\frac{1}{\sigma-u}}\right)^{2-2 \sigma} T^{\varepsilon} \tag{31}
\end{align*}
$$

where $\frac{1}{2} \leqslant u \leqslant 1, \frac{u+1}{2} \leqslant \sigma<1-\frac{C}{\log T}$.
Let $u=k \sigma-(k-1)(k>2)$. Then in view of (31), we see that it is appropriate to take $k=5$. Hence $u=5 \sigma-4, \sigma \geq \frac{u+1}{2}$ is satisfied and $u \geq \frac{1}{2}$ for $\sigma \geq \frac{9}{10}$. Thus, Theorem 1 follows from (31) with $u=5 \sigma-4$.

## 4. Proof of Theorem 2

Throughout the proof of Theorem 2, we restrict the range of zeros to (6). From the estimates of $R_{1 j}^{2}$ in (22), we obtain now

$$
\begin{equation*}
R_{1 j}^{2} \ll T^{\varepsilon}\left(N^{2-2 \sigma} R_{1 j}+N^{1-2 \sigma} \sum_{r \neq s \leq R_{1 j}}\left|H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right|\right) . \tag{32}
\end{equation*}
$$

Recall the functional equation $\zeta(s)=\chi(s) \zeta(1-s)$ with

$$
\chi(s)=\left(\frac{2 \pi}{t}\right)^{\sigma+i t-\frac{1}{2}} e^{i\left(t+\frac{\pi}{4}\right)}\left(1+O\left|t^{-1}\right|\right)
$$

Moving the line of integration in $H(i t)$ to $\Re w=\frac{1}{4}$ and applying the Cauchy-Schwarz inequality, we get

$$
\begin{align*}
\sum_{r \neq s \leq R_{1 j}}\left|H\left(i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}\right)\right| & \ll N \sum_{r \neq s \leq R_{1 j}} e^{-\left|\gamma_{r}^{(1 j)}-\gamma_{s}^{(1 j)}\right|}+R_{1 j}^{2}+N^{\frac{1}{4}} T^{\frac{\alpha}{4}} \\
& \times \int_{-\log ^{2} T}^{\log ^{2} T} \sum_{r \neq s \leq R_{1 j}}\left|\zeta\left(\frac{3}{4}+i \gamma_{r}^{(1 j)}-i \gamma_{s}^{(1 j)}+i v\right)\right| d v  \tag{33}\\
& \ll R_{1 j} N+R_{1 j}^{2}+T^{\varepsilon+\frac{\alpha}{4}} N^{\frac{1}{4}} R_{1 j}\left(S\left(\frac{3}{4}\right)\right)^{\frac{1}{2}}
\end{align*}
$$

where the $S\left(\frac{3}{4}\right)$ is from Lemma 4.
Substituting (33) into (32), we can get

$$
\begin{equation*}
R_{1 j} \ll T^{\varepsilon} N^{2-2 \sigma}+R_{1 j} T^{\frac{\alpha}{4}+\varepsilon} N^{\frac{5-8 \sigma}{4}}+T^{\frac{6 \alpha}{5}+\varepsilon} N^{\frac{20-32 \sigma}{5}}, \tag{34}
\end{equation*}
$$

where we used Lemma 4 to $S\left(\frac{3}{4}\right)$. For $R_{0}$ points lying in an interval of length $T=T_{0}=N^{\frac{8 \sigma-5}{\alpha}-\varepsilon}$ we have

$$
R_{0} \ll T^{\varepsilon}\left(N^{2-2 \sigma}+T_{0}^{\frac{6 \alpha}{5}} N^{\frac{20-32 \sigma}{5}}\right) \ll T^{\varepsilon} N^{2-2 \sigma} \text { for } \frac{3}{4} \leq \sigma \leq \frac{10}{13} .
$$

In (19), we take $r=2$ to get $Y^{\frac{4}{3}} \log ^{\frac{8}{3}} Y \ll N \ll Y^{2} \log ^{4} Y$ and then

$$
R_{1 j} \ll R_{0}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon} N^{2-2 \sigma}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon}\left(Y^{4-4 \sigma}+T^{\alpha} Y^{\frac{8 \alpha(1-\sigma)+20-32 \sigma}{3 \alpha}}\right)
$$

It follows from ([24], (5.21)) that

$$
\begin{equation*}
R_{2 j} \ll T^{\theta+\varepsilon} Y^{l(1-2 \sigma)} \tag{35}
\end{equation*}
$$

Consequently, we have

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon} \sum_{j=1}^{2}\left(R_{1 j}+R_{2 j}\right)  \tag{36}\\
& \ll T^{\varepsilon}\left(T^{\theta} Y^{l(1-2 \sigma)}+Y^{4-4 \sigma}+T^{\alpha} Y^{\frac{8 \alpha(1-\sigma)+20-32 \sigma}{3 \alpha}}\right)
\end{align*}
$$

We set $Y^{4-4 \sigma}=T^{\alpha} Y^{\frac{8 \alpha(1-\sigma)+20-32 \sigma}{3 \alpha}}$, which is equivalent to $Y=T^{\frac{3 \alpha^{2}}{4 \alpha(1-\sigma)-20+32 \sigma}}$. Thus, from (36) we get

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon}\left(Y^{4-4 \sigma}+T^{\theta} Y^{l(1-2 \sigma)}\right) \\
& =T^{\varepsilon}\left(T^{\frac{3 \alpha^{2}(1-\sigma)}{\alpha(1-\sigma)-5+8 \sigma}}+T^{\theta+\frac{3 \alpha^{2} l(1-2 \sigma)}{4 \alpha(1-\sigma)-20+32 \sigma}}\right) \tag{37}
\end{align*}
$$

Comparing the two terms in (37), we can get

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{3 a^{2}(1-\sigma)}{\alpha(1-\sigma)-5+8 \sigma}+\varepsilon}
$$

for $2 \sigma\left(2 \alpha \theta-16 \theta+3 \alpha^{2} l-6 \alpha^{2}\right) \geq 4 \alpha \theta-20 \theta+3 \alpha^{2} l-12 \alpha^{2}$, from which we complete the proof of the first result of Theorem 2.

For $R_{0}$ points lying in an interval of length $T=T_{0}=N^{\frac{11 \sigma-5}{3 \alpha}}$, we have

$$
R_{0} \ll T^{\varepsilon}\left(N^{2-2 \sigma}+R_{0} T_{0}^{\frac{\alpha}{4}} N^{\frac{5-8 \sigma}{4}}\right)=T^{\varepsilon}\left(N^{2-2 \sigma}+R_{0} N^{\frac{10-13 \sigma}{12}}\right),
$$

which implies

$$
R_{0} \ll T^{\varepsilon} \frac{N^{2-2 \sigma}}{1-N^{\frac{10-13 \sigma}{12}}} \ll T^{\varepsilon} N^{2-2 \sigma} \text { for } \frac{10}{13}<\sigma<1 .
$$

Then we have

$$
\begin{align*}
R_{1 j} & \ll R_{0}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon}\left(N^{2-2 \sigma}+T^{\alpha} N^{\frac{6 \alpha(1-\sigma)-11 \sigma+5}{3 \alpha}}\right)  \tag{38}\\
& \ll T^{\varepsilon}\left(Y^{4-4 \sigma}+T^{\alpha} Y^{\frac{24 \alpha(1-\sigma)-44 \sigma+20}{9 \alpha}}\right) .
\end{align*}
$$

Consequently, recalling (35) we have

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll \sum_{j=1}^{2}\left(R_{1 j}+R_{2 j}\right) \log ^{5} T  \tag{39}\\
& \ll T^{\varepsilon}\left(Y^{4-4 \sigma}+T^{\alpha} Y^{\frac{24 \alpha(1-\sigma)-44 \sigma+20}{9 \alpha}}+T^{\theta} Y^{l(1-2 \sigma)}\right)
\end{align*}
$$

We choose $Y^{4-4 \sigma}=T^{\alpha} Y^{\frac{24 \alpha(1-\sigma)-44 \sigma+20}{9 \alpha}}$, which is equivalent to $Y=T^{\frac{9 \alpha^{2}}{12 \alpha(1-\sigma)+4(11 \sigma-5)}}$. Thus, from (39) we have

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon}\left(Y^{4-4 \sigma}+T^{\theta} Y^{l(1-2 \sigma)}\right) \\
& =T^{\varepsilon}\left(T^{\frac{9 \alpha^{2}(1-\sigma)}{3 \alpha(1-\sigma)+11 \sigma-5}}+T^{\theta+\frac{99^{2} l(1-2 \sigma)}{12 \alpha(1-\sigma)+4(11 \sigma-5)}}\right) . \tag{40}
\end{align*}
$$

Comparing the two terms in (40), we can get

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{9 \alpha^{2}(1-\sigma)}{3 \alpha(1-\sigma)+11 \sigma-5}+\varepsilon}
$$

for $2 \sigma\left(18 \alpha^{2}-6 \theta \alpha+22 \theta-9 l \alpha^{2}\right) \leq 36 \alpha^{2}-12 \theta \alpha+20 \theta-9 l \alpha^{2}$, from which we complete the proof of the second result of Theorem 2.

## 5. Proof of Theorem 3

The proofs of Theorems 2 and 3 are similar, and the main difference is the range of $N$. Here for completeness, we state some critical details. We let $r=1$ in (19) and get $Y^{\frac{1}{2}} \log Y \ll N \ll Y \log ^{2} Y$.

Unlike the previous (34), we now have

$$
R_{1 j} \ll T^{\varepsilon} N^{2-2 \sigma}+R_{1 j} T^{\frac{\alpha}{4}+\varepsilon} N^{\frac{5-8 \sigma}{4}}+T^{\frac{6 \alpha}{5}+\varepsilon} N^{\frac{20-32 \sigma}{5}} .
$$

For $R_{0}$ points lying in an interval of length $T=T_{0}=N^{\frac{8 \sigma-5}{\alpha}-\varepsilon}$, we have

$$
R_{0} \ll T^{\varepsilon}\left(N^{2-2 \sigma}+T_{0}^{\frac{6 \alpha}{5}} N^{\frac{20-32 \sigma}{5}}\right) \ll T^{\varepsilon} N^{2-2 \sigma} \text { for } \frac{3}{4} \leq \sigma \leq \frac{10}{13}
$$

Then

$$
R_{1 j} \ll R_{0}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon} N^{2-2 \sigma}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon}\left(Y^{2-2 \sigma}+T^{\alpha} Y^{\frac{2 \alpha(1-\sigma)+5-8 \sigma}{2 \alpha}}\right)
$$

Consequently, recalling (35), we have

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon} \sum_{j=1}^{2}\left(R_{1 j}+R_{2 j}\right)  \tag{41}\\
& \ll T^{\varepsilon}\left(T^{\theta} Y^{l(1-2 \sigma)}+Y^{2-2 \sigma}+T^{\alpha} Y^{\frac{2 \alpha(1-\sigma)+5-8 \sigma}{2 \alpha}}\right)
\end{align*}
$$

We set $Y^{2-2 \sigma}=T^{\alpha} Y^{\frac{2 \alpha(1-\sigma)+5-8 \sigma}{2 \alpha}}$ which is equivalent to $Y=T^{\frac{2 \alpha^{2}}{2 \alpha(1-\sigma)-5+8 \sigma}}$. Thus, (41) becomes

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon}\left(Y^{2-2 \sigma}+T^{\theta} Y^{l(1-2 \sigma)}\right) \\
& =T^{\varepsilon}\left(T^{\frac{4 \alpha^{2}(1-\sigma)}{2 \alpha(1-\sigma)-5+8 \sigma}}+T^{\theta+\frac{2 \alpha^{2} l(1-2 \sigma)}{2 \alpha(1-\sigma)-5+8 \sigma}}\right) \tag{42}
\end{align*}
$$

Comparing the two terms in (42), we can get

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{4 a^{2}(1-\sigma)}{2 \alpha(1-\sigma)-5+8 \sigma}+\varepsilon}
$$

for $2 \sigma\left(\alpha \theta-4 \theta+2 \alpha^{2} l-2 \alpha^{2}\right) \geq 2 \alpha \theta-5 \theta+2 \alpha^{2} l-4 \alpha^{2}$, from which we complete the proof of the first result of Theorem 3.

For $R_{0}$ points lying in an interval of length $T=T_{0}=N^{\frac{11 \sigma-5}{3 \alpha}}$ we have

$$
R_{0} \ll T^{\varepsilon}\left(N^{2-2 \sigma}+R_{0} T_{0}^{\frac{\alpha}{4}} N^{\frac{5-8 \sigma}{4}}\right)=T^{\varepsilon}\left(N^{2-2 \sigma}+R_{0} N^{\frac{10-13 \sigma}{12}}\right),
$$

which implies

$$
R_{0} \ll T^{\varepsilon} \frac{N^{2-2 \sigma}}{1-N^{\frac{10-13 \sigma}{12}}} \ll T^{\varepsilon} N^{2-2 \sigma} \text { for } \frac{10}{13}<\sigma \leq 1
$$

Then we have

$$
\begin{align*}
R_{1 j} & \ll R_{0}\left(1+\frac{T^{\alpha}}{T_{0}}\right) \ll T^{\varepsilon}\left(N^{2-2 \sigma}+T^{\alpha} N^{\frac{6 \alpha(1-\sigma)-11 \sigma+5}{3 \alpha}}\right)  \tag{43}\\
& \ll T^{\varepsilon}\left(Y^{2-2 \sigma}+T^{\alpha} Y^{\frac{6 \alpha(1-\sigma)-11 \sigma+5}{6 \alpha}}\right) .
\end{align*}
$$

Consequently, recalling (35) we have

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll \sum_{j=1}^{2}\left(R_{1 j}+R_{2 j}\right)  \tag{44}\\
& \ll T^{\varepsilon}\left(Y^{2-2 \sigma}+T^{\alpha} Y^{\frac{6 \alpha(1-\sigma)-11 \sigma+5}{6 \alpha}}+T^{\theta} Y^{l(1-2 \sigma)}\right)
\end{align*}
$$

We choose $Y^{2-2 \sigma}=T^{\alpha} Y^{\frac{6 \alpha(1-\sigma)-11 \sigma+5}{6 \alpha}}$ which is equivalent to $Y=T^{\frac{6 \alpha^{2}}{6 \alpha(1-\sigma)+11 \sigma-5}}$. Thus, (44) becomes

$$
\begin{align*}
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) & \ll T^{\varepsilon}\left(Y^{2-2 \sigma}+T^{\theta} Y^{l(1-2 \sigma)}\right) \\
& =T^{\varepsilon}\left(T^{\frac{12 \alpha^{2}(1-\sigma)}{6 \alpha(1-\sigma)+11 \sigma-5}}+T^{\theta+\frac{6 \alpha^{2} l(1-2 \sigma)}{6 \alpha(1-\sigma)+11 \sigma-5}}\right. \tag{45}
\end{align*}
$$

Comparing the two terms in (45), we can get

$$
N_{\pi}\left(\sigma, T, T+T^{\alpha}\right) \ll T^{\frac{12 \alpha^{2}(1-\sigma)}{6 \alpha(1-\sigma)+11 \sigma-5}+\varepsilon}
$$

for $\sigma\left(6 \theta \alpha-12 \alpha^{2}-11 \theta+12 \alpha^{2} l\right) \geq 6 \theta \alpha-12 \alpha^{2}-5 \theta+6 \alpha^{2} l$, from which we complete the proof of the second result of Theorem 3.
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#### Abstract

In this paper, with the help of the finite operators and Fibonacci numbers, we define a new family of quaternions whose components are the Fibonacci finite operator numbers. We also provide some properties of these types of quaternions. Moreover, we derive many identities related to Fibonacci finite operator quaternions by using the matrix representations.
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## 1. Introduction

The quaternions can be viewed as a four-dimensional vector space defined over real numbers. A quaternion consists of four components, i.e., one real part and three imaginary parts. A quaternion is often represented in the following form:

$$
q=q_{0}+q_{1} \mathbf{e}_{1}+q_{2} \mathbf{e}_{2}+q_{3} \mathbf{e}_{3}
$$

where $q_{0}, q_{1}, q_{2}, q_{3}$ are all real numbers, and the elements $\left\{\mathbf{1}, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ form the basis of the quaternion vector space. The $\left\{\mathbf{1}, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ obeys, following multiplication rules:

$$
\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=-1,
$$

and

$$
\mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}=\mathbf{e}_{3}, \mathbf{e}_{2} \mathbf{e}_{3}=-\mathbf{e}_{3} \mathbf{e}_{2}=\mathbf{e}_{1}, \mathbf{e}_{3} \mathbf{e}_{1}=-\mathbf{e}_{1} \mathbf{e}_{3}=\mathbf{e}_{2}
$$

The conjugate of a quaternion is defined as:

$$
q^{*}=q_{0}-q_{1} \mathbf{e}_{1}-q_{2} \mathbf{e}_{2}-q_{3} \mathbf{e}_{3} .
$$

Quaternions have become increasingly useful for practitioners in research, both in theory and applications. For example, a considerable number-maybe even the majorityof research articles on quaternions frequently appear in journals of mathematical physics, and quantum mechanics based on quaternion analysis is considered mainstream physics. In engineering, quaternions are often used in control systems, and in computer science, they play a role in computer graphics. For implementers in these areas, the following books can serve as valuable reference tool [1-3].

One application of quaternions that has been taken up by mathematicians is to define quaternions whose coefficients are special integer sequences or special polynomials and then examine the algebraic features of these quaternion types. Horadam [4] defined the Fibonacci quaternions as

$$
\begin{equation*}
\mathbb{Q} F_{n}=F_{n}+F_{n+1} \mathbf{e}_{1}+F_{n+2} \mathbf{e}_{2}+F_{n+3} \mathbf{e}_{3}, \tag{1}
\end{equation*}
$$

where $F_{n}$ is the $n$-th Fibonacci number defined by

$$
\begin{equation*}
F_{n+2}=F_{n+1}+F_{n} \tag{2}
\end{equation*}
$$

for $n \geq 2$, with the initial values $F_{0}=0, F_{1}=1$. Let us just say here that in recent years, some studies related to Fibonacci numbers have been carried out by researchers in connection with other fields of science as well as mathematics [5-7]. The Binet formula for the Fibonacci sequence is

$$
F_{n}=\frac{\alpha^{n}-\beta^{n}}{\sqrt{5}}
$$

where $\alpha=\frac{1+\sqrt{5}}{2}$ and $\beta=\frac{1-\sqrt{5}}{2}$. Additionally, the Binet-like formula of the $\mathbb{Q} F_{n}$ is as follows:

$$
\begin{equation*}
\mathbb{Q} F_{n}=\frac{\underline{\alpha} \alpha^{n}-\underline{\beta} \beta^{n}}{\sqrt{5}} \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
\underline{\alpha} & =1+\alpha \mathbf{e}_{1}+\alpha^{2} \mathbf{e}_{2}+\alpha^{3} \mathbf{e}_{3} \\
\underline{\beta} & =1+\beta \mathbf{e}_{1}+\beta^{2} \mathbf{e}_{2}+\beta^{3} \mathbf{e}_{3}
\end{aligned}
$$

This construction has previously been studied by many mathematicians; see, for example, refs. [8-21].

On the other hand, special numbers, special polynomials, and finite operators have been often employed in recent years by a large number of researchers in a variety of fields of science. In particular, special polynomials, combinatorial sums, and generating functions for special numbers and polynomials are the most essential tools for developing mathematical models and methods, computational algorithms, and the other practices. In [22] Simsek defined a nice operator, as follows:

$$
\begin{equation*}
\mathbb{Y}_{\lambda, \delta}[f ; a, b](x)=\lambda E^{a}[f](x)+\delta E^{b}[f](x) \tag{4}
\end{equation*}
$$

where $a, b$ are real parameters, $\lambda, \delta$ are complex parameters, and $E^{a}[f](x)=f(x+a)$. For any polynomial sequence $f_{n}(x)$ and $i \geq 1, i$-th finite operator $\mathbb{Y}_{\lambda, \delta}^{(i)}\left[f_{n} ; a, b\right](x)$ (or shortly $\left.f_{n}^{(i)}(x)\right)$ is defined by the following relation:

$$
\begin{equation*}
\mathbb{Y}_{\lambda, \delta}^{(i)}\left[f_{n} ; a, b\right](x)=f_{n}^{(i)}(x)=\mathbb{Y}_{\lambda, \delta}\left[f_{n} ; a, b\right](x)\left(\mathbb{Y}_{\lambda, \delta}^{(i-1)}\left[f_{n} ; a, b\right](x)\right) \tag{5}
\end{equation*}
$$

where $\mathbb{Y}_{\lambda, \delta}^{(1)}\left[f_{n} ; a, b\right](x)=f_{n}^{(1)}(x)=\lambda f_{n}(x+a)+\delta f_{n}(x+b)$. Setting special values for $a, b$, $\lambda, \delta$ in Equation (4), Simsek derived the very essential operators used in the theory of finite difference methods for the numerical solution of differential equations, as in Table 1.

Table 1. Special cases of the new finite operator.

| $\lambda$ | $\delta$ | $a$ | $b$ | Operator |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | $I(f(x))=f(x)$ |
| 1 | -1 | 1 | 0 | $\Delta(f(x))=f(x+1)-f(x)$ |
| 1 | -1 | 0 | -1 | $\nabla(f(x))=f(x)-f(x-1)$ |
| $1 / 2$ | $-1 / 2$ | 1 | 0 | $M(f(x))=\frac{1}{2}(f(x+1)-f(x))$ |
| 1 | -1 | $a \rightarrow a+b$ | $b \rightarrow a$ | $G_{a b}(f(x))=f(x+a+b)-f(x+a)$ |

These operators also have plenty of applications in mathematics, physics, and engineering. Utilizing this operator, Simsek defined two new classes of special polynomials and numbers. Moreover, he extensively examined several identities related to these new special
polynomials and numbers, including other special polynomials. For more information related to special polynomials and special numbers, please see [22-29]. In [30] Kızılateş applied the finite operator to Horadam sequences, called Horadam finite operator sequences. Let $a$ and $b$ integer, $\lambda$ and $\delta$ real parameters. The Horadam finite operator numbers are defined by

$$
\Delta_{\lambda, \delta ; a, b}^{(i)}\left(W_{n}\right)=\mathcal{W}_{n}^{(i)}=\lambda \Delta_{\lambda, \delta ; a, b}^{(i-1)}\left(W_{n+a}\right)+\delta \Delta_{\lambda, \delta ; a, b}^{(i-1)}\left(W_{n+b}\right)
$$

or

$$
\begin{equation*}
\Delta_{\lambda, \delta ; a, b}^{(i)}\left(W_{n}\right)=\mathcal{W}_{n}^{(i)}=\sum_{j=0}^{i}\binom{i}{j} \lambda^{i-j} \delta^{j} W_{n+j b+(i-j) a} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{n}=p W_{n-1}+q W_{n-2}, \quad n \geq 2 \tag{7}
\end{equation*}
$$

with the initial values $W_{0}=r, W_{1}=s$, and $p, q$ are arbitrary integers. The author also examined some algebraic properties and matrix representations of these numbers. If we take $p=q=s=1$ and $r=0$ in Equation (6), we get the Fibonacci finite operator numbers as follows:

$$
\begin{equation*}
\Delta_{\lambda, \delta ; a, b}^{(i)}\left(F_{n}\right)=\mathcal{F}_{n}^{(i)}=\lambda \Delta_{\lambda, \delta ; a, b}^{(i-1)}\left(F_{n+a}\right)+\delta \Delta_{\lambda, \delta ; a, b}^{(i-1)}\left(F_{n+b}\right) \tag{8}
\end{equation*}
$$

For $n, i \geq 1$, the Fibonacci finite operator sequence satisfies the recurrence relation as

$$
\begin{equation*}
\mathcal{F}_{n+1}^{(i)}=\mathcal{F}_{n}^{(i)}+\mathcal{F}_{n-1}^{(i)} . \tag{9}
\end{equation*}
$$

Additionally, the Binet-like formula for the Fibonacci finite operator sequence is given by

$$
\begin{equation*}
\mathcal{F}_{n}^{(i)}=\mathcal{F}_{1}^{(i)} F_{n}+\mathcal{F}_{0}^{(i)} F_{n-1} . \tag{10}
\end{equation*}
$$

The purpose of this research is to define a quaternion family using Fibonacci finite operators as its components. We also discuss some of the algebraic features of these quaternions. Next, we derive certain results by using the matrix representations of these quaternions. Numerous identities involving Fibonacci finite operator quaternions are established using these matrix representations.

## 2. Fibonacci Finite Operator Quaternions

In this part of the paper, we define the Fibonacci finite operator quaternions. We also studied some properties of these new types of quaternions.

Definition 1. The Fibonacci finite operator quaternions, $\mathbb{Q} \mathcal{F}_{n}^{(i)}$, are defined by

$$
\begin{equation*}
\mathbb{Q} \mathcal{F}_{n}^{(i)}=\mathcal{F}_{n}^{(i)}+\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n+2}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+3}^{(i)} \mathbf{e}_{3} . \tag{11}
\end{equation*}
$$

where $\mathcal{F}_{n}^{(i)}$ is the i-th finite operator numbers.
Note that Definition 1 is much more general to the Fibonacci quaternions defined in Equation (1). Only for $i=1$, some special values of

$$
\begin{equation*}
\mathbb{Q} \mathcal{F}_{n}^{(1)}=\sum_{s=0}^{3}\left(\lambda F_{n+a+s}+\delta F_{n+b+s}\right) \mathbf{e}_{s} \tag{12}
\end{equation*}
$$

as follows:

1. If we take $\lambda=1$ and $\delta=a=b=0$ in Equation (12), we get the identity operator for Fibonacci quaternion sequence $I\left(\mathbb{Q} \mathcal{F}_{n}^{(1)}\right)=\mathbb{Q} F_{n}$;
2. If we take $\lambda=1, \delta=-1, a=1$ and $b=0$ in Equation (12), we obtain the forward difference operator for Fibonacci quaternion sequence $\Delta\left(\mathbb{Q} \mathcal{F}_{n}^{(1)}\right)=\mathbb{Q} F_{n+1}-\mathbb{Q} F_{n}$;
3. If we take $\lambda=1, \delta=-1, a=0$ and $b=-1$ in Equation (12), we obtain the backward difference operator for Fibonacci quaternion sequence $\nabla\left(\mathbb{Q} \mathcal{F}_{n}^{(1)}\right)=\mathbb{Q} F_{n}-\mathbb{Q} F_{n-1}$;
4. If we take $\lambda=\frac{1}{2}, \delta=\frac{-1}{2}, a=1$ and $b=0$ in Equation (12), we obtain the means operator for Fibonacci quaternion sequence $M\left(\mathbb{Q} \mathcal{F}_{n}^{(1)}\right)=\frac{1}{2}\left(\mathbb{Q} F_{n+1}-\mathbb{Q} F_{n}\right)$;
5. If we take $\lambda=1, \delta=-1$, and substitute $a \rightarrow a+b, b \rightarrow a$ and $a b \neq 0$ in Equation (12), we obtain the Gould operator for Fibonacci quaternion sequence $G_{a b}\left(\mathbb{Q} \mathcal{F}_{n}^{(1)}\right)=$ $\mathbb{Q} F_{n+a+b}-\mathbb{Q} F_{n+a}$.
From Equation (11), the Fibonacci finite operator quaternions can be written as

$$
\mathbb{Q} \mathcal{F}_{n}^{(i)}=\mathcal{F}_{n}^{(i)}+u
$$

where $u=\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n+2}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+3}^{(i)} \mathbf{e}_{3}$.
The conjugate of the Fibonacci finite operator quaternions, $\mathbb{Q} \mathcal{F}_{n}^{(i)}$ is denoted by $\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{*}$ as

$$
\begin{equation*}
\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{*}=\mathcal{F}_{n}^{(i)}-u . \tag{13}
\end{equation*}
$$

For the Fibonacci finite operator quaternions, we can easily obtain that

$$
\mathbb{Q} \mathcal{F}_{n}^{(i)}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{*}=2 \mathcal{F}_{n}^{(i)}
$$

Theorem 1. The recurrence relation for the Fibonacci finite operator quaternions; $\mathbb{Q} \mathcal{F}_{n}^{(i)}$ is

$$
\begin{equation*}
\mathbb{Q} \mathcal{F}_{n}^{(i)}=\mathbb{Q} \mathcal{F}_{n-1}^{(i)}+\mathbb{Q} \mathcal{F}_{n-2}^{(i)} \tag{14}
\end{equation*}
$$

Proof. Using Equation (9), we find that

$$
\begin{aligned}
\mathbb{Q} \mathcal{F}_{n}^{(i)} & =\mathcal{F}_{n}^{(i)}+\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n+2}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+3}^{(i)} \mathbf{e}_{3} \\
& =\mathcal{F}_{n-1}^{(i)}+\mathcal{F}_{n-2}^{(i)}+\left(\mathcal{F}_{n}^{(i)}+\mathcal{F}_{n-1}^{(i)}\right) \mathbf{e}_{1}+\left(\mathcal{F}_{n+1}^{(i)}+\mathcal{F}_{n}^{(i)}\right) \mathbf{e}_{2}+\left(\mathcal{F}_{n+2}^{(i)}+\mathcal{F}_{n+1}^{(i)}\right) \mathbf{e}_{3} \\
& =\left(\mathcal{F}_{n-1}^{(i)}+\mathcal{F}_{n}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+2}^{(i)} \mathbf{e}_{3}\right)+\left(\mathcal{F}_{n-2}^{(i)}+\mathcal{F}_{n-1}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{3}\right) \\
& =\mathbb{Q} \mathcal{F}_{n-1}^{(i)}+\mathbb{Q} \mathcal{F}_{n-2}^{(i)} .
\end{aligned}
$$

Theorem 2. The Binet-like formula of the Fibonacci finite operator quaternions; $\mathbb{Q} \mathcal{F}_{n}^{(i)}$ is as follows:

$$
\begin{equation*}
\mathbb{Q} \mathcal{F}_{n}^{(i)}=\frac{\underline{\alpha} \alpha^{n-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{n-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}} \tag{15}
\end{equation*}
$$

Proof. Thanks to Equations (3) and (10), we have

$$
\begin{aligned}
\mathbb{Q} \mathcal{F}_{n}^{(i)} & =\mathcal{F}_{n}^{(i)}+\mathcal{F}_{n+1}^{(i)} \mathbf{e}_{1}+\mathcal{F}_{n+2}^{(i)} \mathbf{e}_{2}+\mathcal{F}_{n+3}^{(i)} \mathbf{e}_{3} \\
& =\mathcal{F}_{1}^{(i)} F_{n}+\mathcal{F}_{0}^{(i)} F_{n-1}+\left(\mathcal{F}_{1}^{(i)} F_{n+1}+\mathcal{F}_{0}^{(i)} F_{n}\right) \mathbf{e}_{1} \\
& +\left(\mathcal{F}_{1}^{(i)} F_{n+2}+\mathcal{F}_{0}^{(i)} F_{n+1}\right) \mathbf{e}_{2}+\left(\mathcal{F}_{1}^{(i)} F_{n+3}+\mathcal{F}_{0}^{(i)} F_{n+2}\right) \mathbf{e}_{3} \\
& =\mathcal{F}_{1}^{(i)}\left(F_{n}+F_{n+1} \mathbf{e}_{1}+F_{n+2} \mathbf{e}_{2}+F_{n+3} \mathbf{e}_{3}\right)+\mathcal{F}_{0}^{(i)}\left(F_{n-1}+F_{n} \mathbf{e}_{1}+F_{n+1} \mathbf{e}_{2}+F_{n+2} \mathbf{e}_{3}\right) \\
& =\mathcal{F}_{1}^{(i)} \mathbb{Q} F_{n}+\mathcal{F}_{0}^{(i)} \mathbb{Q} F_{n-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathcal{F}_{1}^{(i)} \frac{\underline{\alpha} \alpha^{n}-\underline{\beta} \beta^{n}}{\sqrt{5}}+\mathcal{F}_{0}^{(i)} \frac{\underline{\alpha} \alpha^{n-1}-\beta \beta^{n-1}}{\sqrt{5}} \\
& =\frac{\underline{\alpha} \alpha^{n-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{n-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}
\end{aligned}
$$

Theorem 3. The generating function for the $\mathbb{Q} \mathcal{F}_{n}^{(i)}$ is as follows:

$$
\mathbb{Q} \mathcal{F}_{n}^{(i)}(x)=\frac{\mathbb{Q} \mathcal{F}_{0}^{(i)}+\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}-\mathbb{Q} \mathcal{F}_{0}^{(i)}\right) x}{1-x-x^{2}}
$$

Proof. Let $\mathbb{Q} \mathcal{F}_{n}^{(i)}(x)$ be the generating function of the Fibonacci finite operator quaternions. Namely,

$$
\mathbb{Q} \mathcal{F}_{n}^{(i)}(x)=\sum_{n=0}^{\infty} \mathbb{Q} \mathcal{F}_{n}^{(i)} x^{n}
$$

Then, we have,

$$
\begin{aligned}
\mathbb{Q} \mathcal{F}_{n}^{(i)}(x) & =\mathbb{Q} \mathcal{F}_{0}^{(i)}+\mathbb{Q} \mathcal{F}_{1}^{(i)} x+\mathbb{Q} \mathcal{F}_{2}^{(i)} x^{2}+\cdots+\mathbb{Q} \mathcal{F}_{n}^{(i)} x^{n}+\cdots \\
-x \mathbb{Q} \mathcal{F}_{n}^{(i)}(x) & =-\mathbb{Q} \mathcal{F}_{0}^{(i)} x-\mathbb{Q} \mathcal{F}_{1}^{(i)} x^{2}-\mathbb{Q} \mathcal{F}_{2}^{(i)} x^{3}-\cdots-\mathbb{Q} \mathcal{F}_{n}^{(i)} x^{n+1}-\cdots \\
-x^{2} \mathbb{Q} \mathcal{F}_{n}^{(i)}(x) & =-\mathbb{Q} \mathcal{F}_{0}^{(i)} x^{2}-\mathbb{Q} \mathcal{F}_{1}^{(i)} x^{3}-\mathbb{Q} \mathcal{F}_{2}^{(i)} x^{4}-\cdots-\mathbb{Q} \mathcal{F}_{n}^{(i)} x^{n+2}-\cdots
\end{aligned}
$$

Using the above identities, we get

$$
\left(1-x-x^{2}\right) \mathbb{Q} \mathcal{F}_{n}^{(i)}(x)=\mathbb{Q} \mathcal{F}_{0}^{(i)}+\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}-\mathbb{Q} \mathcal{F}_{0}^{(i)}\right) x+\sum_{n=2}^{\infty}\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}-\mathbb{Q} \mathcal{F}_{n-1}^{(i)}-\mathbb{Q} \mathcal{F}_{n-2}^{(i)}\right) x^{n}
$$

Following Equation (14), we have

$$
\mathbb{Q} \mathcal{F}_{n}^{(i)}(x)=\frac{\mathbb{Q} \mathcal{F}_{0}^{(i)}+\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}-\mathbb{Q} \mathcal{F}_{0}^{(i)}\right) x}{1-x-x^{2}}
$$

Theorem 4. The exponential generating function for the sequence $\mathbb{Q} \mathcal{F}_{n}^{(i)}$ is as follows:

$$
\sum_{n=0}^{\infty} \mathbb{Q} \mathcal{F}_{n}^{(i)} \frac{x^{n}}{n!}=\frac{\mathcal{F}_{1}^{(i)}\left(\underline{\alpha} e^{\alpha x}-\underline{\beta} e^{\beta x}\right)-\mathcal{F}_{0}^{(i)}\left(\underline{\alpha} \beta e^{\alpha x}-\underline{\beta} \alpha e^{\beta x}\right)}{\sqrt{5}}
$$

Proof. Using Equation (15), we get

$$
\begin{aligned}
\sum_{n=0}^{\infty} \mathbb{Q} \mathcal{F}_{n}^{(i)} \frac{x^{n}}{n!} & =\sum_{n=0}^{\infty}\left(\frac{\underline{\alpha} \alpha^{n-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{n-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\right) \frac{x^{n}}{n!} \\
& =\frac{1}{\sqrt{5}}\left(\frac{\underline{\alpha}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\alpha} e^{\alpha x}-\frac{\beta}{}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)\right. \\
\beta & \left.e^{\beta x}\right) \\
& =\frac{\underline{\alpha} \beta e^{\alpha x}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \alpha e^{\beta x}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5} \alpha \beta}
\end{aligned}
$$

$$
=\frac{\mathcal{F}_{1}^{(i)}\left(\underline{\alpha} e^{\alpha x}-\underline{\beta} e^{\beta x}\right)-\mathcal{F}_{0}^{(i)}\left(\underline{\alpha} \beta e^{\alpha x}-\underline{\beta} \alpha e^{\beta x}\right)}{\sqrt{5}}
$$

Theorem 5. For non-negative integer n, we have

$$
\sum_{t=0}^{n}(-1)^{t}\binom{n}{t} \mathbb{Q} \mathcal{F}_{2 t+k}^{(i)}=(-1)^{n} \mathbb{Q} \mathcal{F}_{n+k}^{(i)}
$$

Proof. By virtue of Equation (15), we find that

$$
\begin{aligned}
\sum_{t=0}^{n}(-1)^{t}\binom{n}{t} \mathbb{Q} \mathcal{F}_{2 t+k}^{(i)} & =\sum_{t=0}^{n}\binom{n}{t}(-1)^{t}\left(\frac{\underline{\alpha} \alpha^{2 t+k-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{2 t+k-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\right) \\
& =\frac{\underline{\alpha} \alpha^{k-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\left(1-\alpha^{2}\right)^{n}-\frac{\beta \beta^{k-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\left(1-\beta^{2}\right)^{n} \\
& =\frac{\underline{\alpha} \alpha^{k-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}(-\alpha)^{n}-\frac{\beta \beta^{k-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}(-\beta)^{n} \\
& =(-1)^{n} \mathbb{Q} \mathcal{F}_{n+k}^{(i)} .
\end{aligned}
$$

Theorem 6. For non-negative integer n, we have

$$
\sum_{t=0}^{n}\binom{n}{t} \mathbb{Q} \mathcal{F}_{t}^{(i)}=\mathbb{Q} \mathcal{F}_{2 n}^{(i)}
$$

Proof. From Equation (15), we have

$$
\begin{aligned}
\sum_{t=0}^{n}\binom{n}{t} \mathbb{Q} \mathcal{F}_{t}^{(i)} & =\sum_{t=0}^{n}\binom{n}{t}\left(\frac{\alpha \alpha^{t-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{t-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\right) \\
& =\frac{\underline{\alpha} \alpha^{-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}(1+\alpha)^{n}-\frac{\beta \beta^{-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}(1+\beta)^{n} \\
& =\frac{\alpha \alpha^{2 n-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}-\frac{\beta \beta^{2 n-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}} \\
& =\mathbb{Q} \mathcal{F}_{2 n}^{(i)} .
\end{aligned}
$$

Theorem 7. For non-negative integer $n$, we have

$$
\sum_{t=0}^{n}\binom{n}{t}\left(\mathbb{Q} \mathcal{F}_{t}^{(i)}\right)^{2}=5^{\frac{n-2}{2}}\left((2 \underline{\alpha}-12 \alpha-9) \alpha^{n-2} \zeta+(-1)^{n}(2 \underline{\beta}-12 \beta-9) \beta^{n-2} \tilde{\xi}\right)
$$

where $\zeta=\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}$ and $\xi=\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}$.
Proof. The authors [16] proved that

$$
(\underline{\alpha})^{2}=\left(2 \underline{\alpha}-\left(L_{5}+1\right) \alpha-L_{4}-L_{0}\right)=(2 \underline{\alpha}-12 \alpha-9)
$$

$$
(\underline{\beta})^{2}=\left(2 \underline{\beta}-\left(L_{5}+1\right) \beta-L_{4}-L_{0}\right)=(2 \underline{\beta}-12 \beta-9)
$$

where $L_{n}$ is the $n$-th Lucas numbers defined by

$$
L_{n}=L_{n-1}+L_{n-2}
$$

for $n \geq 2$, with the initial values $L_{0}=2$ and $L_{1}=1$. Using (15), after some calculations, we have

$$
\begin{aligned}
\sum_{t=0}^{n}\binom{n}{t}\left(\mathbb{Q} \mathcal{F}_{t}^{(i)}\right)^{2} & =\sum_{t=0}^{n}\binom{n}{t}\left(\frac{\underline{\alpha} \alpha^{t-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{t-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)}{\sqrt{5}}\right)^{2} \\
& =\frac{1}{5} \sum_{t=0}^{n}\binom{n}{t}\left(\underline{\alpha} \alpha^{t-1}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)-\underline{\beta} \beta^{t-1}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)\right)^{2} \\
& =\frac{1}{5}\left((\underline{\alpha})^{2}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2} \sum_{t=0}^{n}\binom{n}{t} \alpha^{2 t-2}+(\underline{\beta})^{2}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2} \sum_{t=0}^{n}\binom{n}{t} \beta^{2 t-2}\right) \\
& =\frac{(\underline{\alpha})^{2} \alpha^{-2}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}}{5}\left(1+\alpha^{2}\right)^{n}+\frac{(\underline{\beta})^{2} \beta^{-2}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}}{5}\left(1+\beta^{2}\right)^{n} \\
& =\frac{(\underline{\alpha})^{2} \alpha^{-2}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}}{5}(\alpha \sqrt{5})^{n}+\frac{(\underline{\beta})^{2} \beta^{-2}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}}{5}(-\beta \sqrt{5})^{n} \\
& =5^{\frac{n-2}{2}}\left((\underline{\alpha})^{2} \alpha^{n-2}\left(\alpha \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}+(-1)^{n}(\underline{\beta})^{2} \beta^{n-2}\left(\beta \mathcal{F}_{1}^{(i)}+\mathcal{F}_{0}^{(i)}\right)^{2}\right) \\
& =5^{\frac{n-2}{2}}\left((2 \underline{\alpha}-12 \alpha-9) \alpha^{n-2} \zeta+(-1)^{n}(2 \underline{\beta}-12 \beta-9) \beta^{n-2} \tilde{\xi}\right) .
\end{aligned}
$$

## 3. Matrix Representations of Fibonacci Finite Operator Quaternions and Their New Properties

From past to present, matrix representations have been studied by many researchers for special integer sequences and various generalizations of these sequences. Halici [8] gave the following matrix representation to obtain the Cassini identity for Fibonacci quaternions defined by Horadam

$$
\mathbf{M}=\left[\begin{array}{ll}
\mathbb{Q} F_{2} & \mathbb{Q} F_{1} \\
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right]
$$

Similar to Fibonacci quaternion matrices, various matrix representations are given in different quaternion sequences and generalizations of these sequences. The best references here are [31-37]. Patel and Ray [33] defined the Fibonacci quaternion matrix as follows:

$$
\mathbf{M}=\left[\begin{array}{ll}
\mathbb{Q} F_{2} & \mathbb{Q} F_{1}  \tag{16}\\
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right] \Longrightarrow \mathbf{M} \mathbf{U}^{n-1}=\left[\begin{array}{cc}
\mathbb{Q} F_{n+1} & \mathbb{Q} F_{n} \\
\mathbb{Q} F_{n} & \mathbb{Q} F_{n-1}
\end{array}\right]
$$

where the matrix $\mathbf{U}$ satisfies the following matrix relation:

$$
\mathbf{U}=\left[\begin{array}{ll}
1 & 1  \tag{17}\\
1 & 0
\end{array}\right] \Longrightarrow \mathbf{U}^{n}=\left[\begin{array}{cc}
F_{n+1} & F_{n} \\
F_{n} & F_{n-1}
\end{array}\right]
$$

In the previous section, we have obtained some properties of Fibonacci finite operator quaternions by using the Binet-like formula. In this section of the our paper, based on Tan and Leung's paper [31] with a similar approach, we give matrix representations for these type of quaternions. Using these representation, we also derive several properties of

Fibonacci finite operator quaternions. From the recurrence relation of the Fibonacci finite operator numbers, we can easily see the matrix relation:

$$
\mathbf{N}=\left[\begin{array}{cc}
\mathcal{F}_{2}^{(i)} & \mathcal{F}_{1}^{(i)}  \tag{18}\\
\mathcal{F}_{1}^{(i)} & \mathcal{F}_{0}^{(i)}
\end{array}\right] \Longrightarrow \mathbf{N U}^{n-1}=\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]
$$

Considering the matrix equalities in Equations (16) and (18), we have a matrix representation of the Fibonacci finite operator quaternions as follows:

$$
\left(\mathbf{N U}{ }^{n-1}\right) \mathbf{M}=\mathbf{M}\left(\mathbf{N} \mathbf{U}^{n-1}\right)=\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+2}^{(i)} & \mathbb{Q} \mathcal{F}_{n+1}^{(i)}  \tag{19}\\
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right]
$$

Let us point out here that although the matrix multiplication is not commutative, Equality Equation (19) is held. Namely,

$$
\begin{aligned}
\left(\mathbf{N U} \mathbf{U}^{n-1}\right) \mathbf{M} & =\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{ll}
\mathbb{Q} F_{2} & \mathbb{Q} F_{1} \\
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} \mathbb{Q} F_{2}+\mathcal{F}_{n}^{(i)} \mathbb{Q} F_{1} & \mathcal{F}_{n+1}^{(i)} \mathbb{Q} F_{1}+\mathcal{F}_{n}^{(i)} \mathbb{Q} F_{0} \\
\mathcal{F}_{n}^{(i)} \mathbb{Q} F_{2}+\mathcal{F}_{n-1}^{(i)} \mathbb{Q} F_{1} & \mathcal{F}_{n}^{(i)} \mathbb{Q} F_{1}+\mathcal{F}_{n-1}^{(i)} \mathbb{Q} F_{0}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbb{Q} F_{2} \mathcal{F}_{n+1}^{(i)}+\mathbb{Q} F_{1} \mathcal{F}_{n}^{(i)} & \mathbb{Q} F_{1} \mathcal{F}_{n+1}^{(i)}+\mathbb{Q} F_{0} \mathcal{F}_{n}^{(i)} \\
\mathbb{Q} F_{2} \mathcal{F}_{n}^{(i)}+\mathbb{Q} F_{1} \mathcal{F}_{n-1}^{(i)} & \mathbb{Q} F_{1} \mathcal{F}_{n}^{(i)}+\mathbb{Q} F_{0} \mathcal{F}_{n-1}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} F_{2} & \mathbb{Q} F_{1} \\
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right] \\
& =\mathbf{M}\left(\mathbf{N U} \mathbf{U}^{n-1}\right) .
\end{aligned}
$$

We also have another matrix representation for the Fibonacci finite operator quaternions, as follows:

$$
\mathbf{O}:=\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{2}^{(i)} & \mathbb{Q} \mathcal{F}_{1}^{(i)}  \tag{20}\\
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \Longrightarrow \mathbf{U}^{n} \mathbf{O}=\mathbf{O U}^{n}=\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+2}^{(i)} & \mathbb{Q} \mathcal{F}_{n+1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right] .
$$

Since the quaternion multiplication is non-commutative, the following theorem gives four Cassini's identities for Fibonacci finite operator quaternions.

Theorem 8. For non-negative integer n, we find that

$$
\begin{array}{r}
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} \mathbb{Q} \mathcal{F}_{n-1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} \mathcal{F}_{2}^{(i)} \mathbb{Q} \mathcal{F}_{0}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}\right)^{2}\right), \\
\mathbb{Q} \mathcal{F}_{n-1}^{(i)} \mathbb{Q} \mathcal{F}_{n+1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}\right)^{2}\right), \\
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} \mathbb{Q} \mathcal{F}_{n-1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} F_{2} \mathbb{Q} F_{0}-\left(\mathbb{Q} F_{1}\right)^{2}\right)\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{1}^{(i)} \mathcal{F}_{0}^{(i)}-\left(\mathcal{F}_{0}^{(i)}\right)^{2}\right), \\
\mathbb{Q} \mathcal{F}_{n-1}^{(i)} \mathbb{Q} \mathcal{F}_{n+1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} F_{0} \mathbb{Q} F_{2}-\left(\mathbb{Q} F_{1}\right)^{2}\right)\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{1}^{(i)} \mathcal{F}_{0}^{(i)}-\left(\mathcal{F}_{0}^{(i)}\right)^{2}\right) . \tag{24}
\end{array}
$$

Proof. For Equations (21) and (22), by using Equation (20), we get

$$
\left|\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{n}^{(i)} & \mathbb{Q} \mathcal{F}_{n-1}^{(i)}
\end{array}\right|=\left|\mathbf{U}^{n-1} \mathbf{O}\right|=|\mathbf{U}|^{n-1}|\mathbf{O}|=\left|\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right|^{n-1}\left|\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{2}^{(i)} & \mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right|
$$

$$
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} \mathbb{Q} \mathcal{F}_{n-1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} \mathcal{F}_{2}^{(i)} \mathbb{Q} \mathcal{F}_{0}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}\right)^{2}\right)
$$

and

$$
\mathbb{Q} \mathcal{F}_{n-1}^{(i)} \mathbb{Q} \mathcal{F}_{n+1}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=(-1)^{n-1}\left(\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2}^{(i)}-\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}\right)^{2}\right)
$$

Likewise, if we take the determinant on both sides of the matrix Equation (19), we obtain Equations (23) and (24), respectively.

Theorem 9. For integer $m, n \geq 1$, the following equalities hold:

$$
\begin{gather*}
\mathcal{F}_{n}^{(i)} \mathbb{Q} F_{m+1}+\mathcal{F}_{n-1}^{(i)} \mathbb{Q} F_{m}=\mathbb{Q} \mathcal{F}_{m+n}^{(i)}  \tag{25}\\
F_{n} \mathbb{Q} \mathcal{F}_{m+1}^{(i)}+F_{n-1} \mathbb{Q} \mathcal{F}_{m}^{(i)}=\mathbb{Q} \mathcal{F}_{m+n}^{(i)}  \tag{26}\\
\mathbb{Q} \mathcal{F}_{m+1}^{(i)} \mathbb{Q} F_{n+1}+\mathbb{Q} \mathcal{F}_{m}^{(i)} \mathbb{Q} F_{n}=\mathbb{Q} F_{2} \mathbb{Q} \mathcal{F}_{m+n}^{(i)}+\mathbb{Q} F_{1} \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)}  \tag{27}\\
\mathbb{Q} \mathcal{F}_{m+1}^{(i)} \mathbb{Q} \mathcal{F}_{n+1}^{(i)}+\mathbb{Q} \mathcal{F}_{m}^{(i)} \mathbb{Q} \mathcal{F}_{n}^{(i)}=\mathbb{Q} \mathcal{F}_{2}^{(i)} \mathbb{Q} \mathcal{F}_{m+n}^{(i)}+\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)} . \tag{28}
\end{gather*}
$$

Proof. Substituting $n \rightarrow m+n-1$ into (19) and (20), we have

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{m+n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{m+n}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)}
\end{array}\right]=\left(\mathbf{N U}^{m+n-2}\right) \mathbf{M}=\left(\mathbf{N} \mathbf{U}^{n-1}\right)\left(\mathbf{U}^{m-1} \mathbf{M}\right)} \\
& {\left[\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{m+n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{m+n}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)}
\end{array}\right]=\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{Q} F_{m+1} & \mathbb{Q} F_{m} \\
\mathbb{Q} F_{m} & \mathbb{Q} F_{m-1}
\end{array}\right] .}
\end{aligned}
$$

If we compare the corresponding entries of both matrix equations, we obtain the desired results of Equation (25).

From Equation (20) we see that

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{m+n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{m+n}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)}
\end{array}\right]=\mathbf{U}^{m+n-1} \mathbf{O}=\mathbf{U}^{n-1}\left(\mathbf{U}^{m} \mathbf{O}\right)} \\
& {\left[\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{m+n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{m+n}^{(i)} & \mathbb{Q} \mathcal{F}_{m+n-1}^{(i)}
\end{array}\right]=\left[\begin{array}{cc}
F_{n} & F_{n-1} \\
F_{n-1} & F_{n-2}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{Q} \mathcal{F}_{m+2}^{(i)} & \mathbb{Q} \mathcal{F}_{m+1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{m+1}^{(i)} & \mathbb{Q} \mathcal{F}_{m}^{(i)}
\end{array}\right] .}
\end{aligned}
$$

If we compare the corresponding entries of both matrix equations, we obtain the desired result in Equation (26).

Likewise, substituting $n \rightarrow m+n-2$ into Equations (19) and (20), we have

$$
\begin{aligned}
\mathbf{M}\left(\mathbf{N} \mathbf{U}^{m+n-3}\right) \mathbf{M} & =\left(\mathbf{M} \mathbf{N U}^{m-2}\right)\left(\mathbf{M} \mathbf{U}^{n-1}\right) \\
\mathbf{O}\left(\mathbf{U}^{m+n-2}\right) \mathbf{O} & =\left(\mathbf{O} \mathbf{U}^{m-1}\right)\left(\mathbf{O U}^{n-1}\right)
\end{aligned}
$$

If we equate the corresponding entries on both sides of the matrix equations, we obtain Equations (27) and (28), respectively.

Corollary 1. For $0<n \in \mathbb{Z}$, the following equality holds:

$$
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}=\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n+1}^{(i)}+\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)}
$$

Proof. Substituting $m \rightarrow n$ into Equation (28) and using Equation (14), we find that

$$
\begin{aligned}
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2} & =\mathbb{Q} \mathcal{F}_{2}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)}+\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n-1}^{(i)} \\
& =\left(\mathbb{Q} \mathcal{F}_{1}^{(i)}+\mathbb{Q} \mathcal{F}_{0}^{(i)}\right) \mathbb{Q} \mathcal{F}_{2 n}^{(i)}+\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n-1}^{(i)} \\
& =\mathbb{Q} \mathcal{F}_{1}^{(i)}\left(\mathbb{Q} \mathcal{F}_{2 n}^{(i)}+\mathcal{F}_{2 n-1}^{(i)}\right)+\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)} \\
& =\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n+1}^{(i)}+\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)}
\end{aligned}
$$

Corollary 2. For $0<n \in \mathbb{Z}$, the following equality holds:

$$
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}-\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2}=\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)}+\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2 n-1}^{(i)}
$$

Proof. Firstly, we get

$$
\begin{equation*}
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}-\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2}=\left(\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}\right)-\left(\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2}\right) \tag{29}
\end{equation*}
$$

After that, we perform the following computations

$$
\begin{align*}
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2} & =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{n} \mathbf{U}^{n}\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n}\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \tag{30}
\end{align*}
$$

Similarly, we also have

$$
\begin{align*}
\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2} & =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n}^{(i)} & \mathbb{Q} \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{n-1}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \left.\mathbb{Q} \mathcal{F}_{0}^{(i)}\right] \mathbf{U}^{n-1} \mathbf{U}^{n-1}\left[\begin{array}{l}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \left.\mathbb{Q} \mathcal{F}_{0}^{(i)}\right] \mathbf{U}^{2 n-2}\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right]
\end{array} .\right.
\end{array} .=\$\right. \text { ( }
\end{align*}
$$

By using Equations (29)-(31), we have

$$
\begin{aligned}
& \left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}-\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2}=\left(\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}\right)-\left(\left(\mathbb{Q} \mathcal{F}_{n}^{(i)}\right)^{2}+\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2}\right) \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n}\left[\begin{array}{l}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right]-\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n-2}\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right]\left(\mathbf{U}^{2 n}-\mathbf{U}^{2 n-2}\right)\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n-2}\left(\mathbf{U}^{2}-I\right)\left[\begin{array}{l}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] .
\end{aligned}
$$

Following the Cayley-Hamilton theorem, we have

$$
\mathbf{U}^{2}-\mathbf{U}-I=[0]_{2 \times 2}
$$

We also get

$$
\begin{aligned}
\left(\mathbb{Q} \mathcal{F}_{n+1}^{(i)}\right)^{2}-\left(\mathbb{Q} \mathcal{F}_{n-1}^{(i)}\right)^{2} & =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n-2} \mathbf{U}\left[\begin{array}{l}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \mathbf{U}^{2 n-1}\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
F_{2 n} & F_{2 n-1} \\
F_{2 n-1} & F_{2 n}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{1}^{(i)} \\
\mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{1}^{(i)} & \mathbb{Q} \mathcal{F}_{0}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{2 n}^{(i)} \\
\mathbb{Q} \mathcal{F}_{2 n-1}^{(i)}
\end{array}\right] \\
& =\mathbb{Q} \mathcal{F}_{1}^{(i)} \mathbb{Q} \mathcal{F}_{2 n}^{(i)}+\mathbb{Q} \mathcal{F}_{0}^{(i)} \mathbb{Q} \mathcal{F}_{2 n-1}^{(i)} .
\end{aligned}
$$

So the proof is completed.
Theorem 10. For the Fibonacci finite operator quaternions, we have

$$
\mathbb{Q} \mathcal{F}_{n+r}^{(i)} \mathbb{Q} \mathcal{F}_{n+s}^{(i)}-\mathbb{Q} \mathcal{F}_{n}^{(i)} \mathbb{Q} \mathcal{F}_{n+r+s}^{(i)}=(-1)^{n} F_{r}\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{0}^{(i)} \mathcal{F}_{2}^{(i)}\right)\left(\mathbb{Q} F_{1} \mathbb{Q} F_{s}-\mathbb{Q} F_{0} \mathbb{Q} F_{s+1}\right)
$$

Proof. Using Equations (25) and (26), we have the following computation:

$$
\begin{aligned}
{\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+r}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right] } & =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+1}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
F_{r} & 0 \\
F_{r-1} & 1
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
F_{r} & 0 \\
F_{r-1} & 1
\end{array}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{n+s}^{(i)} \\
-\mathbb{Q} \mathcal{F}_{n+r+s}^{(i)}
\end{array}\right] } & =\left[\begin{array}{cc}
1 & 0 \\
-F_{r-1} & F_{r}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{n+s}^{(i)} \\
-\mathbb{Q} \mathcal{F}_{n+s+1}^{(i)}
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & 0 \\
-F_{r-1} & F_{r}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{F}_{n-1}^{(i)} & -\mathcal{F}_{n}^{(i)} \\
-\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n+1}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} F_{s} \\
-\mathbb{Q} F_{s+1}
\end{array}\right]
\end{aligned}
$$

We also have the following computation:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
F_{r} & 0 \\
F_{r-1} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-F_{r-1} & F_{r}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{F}_{n-1}^{(i)} & -\mathcal{F}_{n}^{(i)} \\
-\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n+1}^{(i)}
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left(F_{r} I\right)\left[\begin{array}{cc}
\mathcal{F}_{n-1}^{(i)} & -\mathcal{F}_{n}^{(i)} \\
-\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n+1}^{(i)}
\end{array}\right] } \\
= & F_{r}\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} & \mathcal{F}_{n}^{(i)} \\
\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n-1}^{(i)}
\end{array}\right]\left[\begin{array}{ll}
\mathcal{F}_{n-1}^{(i)} & -\mathcal{F}_{n}^{(i)} \\
-\mathcal{F}_{n}^{(i)} & \mathcal{F}_{n+1}^{(i)}
\end{array}\right] \\
= & F_{r}\left[\begin{array}{cc}
\mathcal{F}_{n+1}^{(i)} \mathcal{F}_{n-1}^{(i)}-\left(\mathcal{F}_{n}^{(i)}\right)^{2} & 0 \\
0 & -\left(\mathcal{F}_{n}^{(i)}\right)^{2}+\mathcal{F}_{n-1}^{(i)} \mathcal{F}_{n+1}^{(i)}
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =-F_{r}\left(\left(\mathcal{F}_{n}^{(i)}\right)^{2}-\mathcal{F}_{n-1}^{(i)} \mathcal{F}_{n+1}^{(i)}\right) I \\
& =(-1)^{n} F_{r}\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{0}^{(i)} \mathcal{F}_{2}^{(i)}\right) I
\end{aligned}
$$

Then, we get

$$
\begin{aligned}
\mathbb{Q} \mathcal{F}_{n+r}^{(i)} \mathbb{Q} \mathcal{F}_{n+s}^{(i)}-\mathbb{Q} \mathcal{F}_{n}^{(i)} \mathbb{Q} \mathcal{F}_{n+r+s}^{(i)} & =\left[\begin{array}{ll}
\mathbb{Q} \mathcal{F}_{n+r}^{(i)} & \mathbb{Q} \mathcal{F}_{n}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} \mathcal{F}_{n+s}^{(i)} \\
-\mathbb{Q} \mathcal{F}_{n+r+s}^{(i)}
\end{array}\right] \\
& =(-1)^{n} F_{r}\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{0}^{(i)} \mathcal{F}_{2}^{(i)}\right)\left[\begin{array}{ll}
\mathbb{Q} F_{1} & \mathbb{Q} F_{0}
\end{array}\right]\left[\begin{array}{c}
\mathbb{Q} F_{s} \\
-\mathbb{Q} F_{s+1}
\end{array}\right] \\
& =(-1)^{n} F_{r}\left(\left(\mathcal{F}_{1}^{(i)}\right)^{2}-\mathcal{F}_{0}^{(i)} \mathcal{F}_{2}^{(i)}\right)\left(\mathbb{Q} F_{1} \mathbb{Q} F_{s}-\mathbb{Q} F_{0} \mathbb{Q} F_{s+1}\right) .
\end{aligned}
$$

Corollary 3. In the above theorem, substituting $n \rightarrow n-1$ and $r=s=1$, we obtain Equations (23) and (24).

## 4. Conclusions

In this paper, we introduced the Fibonacci finite operator quaternions by means of the finite operators and Fibonacci numbers. We also gave some properties of this new type of quaternions, such as recurrence relation, Binet-like formula, generating function, exponential generating function, and some sum formulas, including the Fibonacci finite operator quaternions. We obtained many identities related to Fibonacci finite operator quaternions by using the matrix representations. Indeed, for the interested readers of this work, the results presented here have the potential to motivate further research on the subject of the Fibonacci finite operator hyper complex numbers (Kızılateş and Kone [20]) or Fibonacci finite operator hybrid numbers (Szynal and Wloch [38]).
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#### Abstract

In this paper, we characterize residuated lattices for which the topological space of prime ideals is a Noetherian space. The notion of i-Noetherian residuated lattice is introduced and related properties are investigated. We proved that a residuated lattice is i-Noetherian iff every ideal is principal. Moreover, we show that a residuated lattice has the spectrum of a Noetherian space iff it is i-Noetherian.
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## 1. Introduction

Residuated lattices play the role of semantics for residuated logic. In 1939, Ward and Dilworth introduced commutative residuated lattices in [1]. Residuated lattices are known under many names: BCK-lattices, full BCK-algebras, $F L_{e w}$-algebras, or integral residuated commutative l-monoids.

These ordered structures have two historical sources: the study of residuation in the ideal lattices of rings and the algebrization of implication in intuitionistic logic.

The theory of residuated lattices was used to develop algebraic counterparts of fuzzy logics. Important examples of residuated lattices related to logic are Boolean algebras corresponding to basic logic, BL algebras corresponding to Hajek logic, and MV algebras corresponding to Łukasiewicz many-valued logic.

Complete studies on residuated lattices or their subvarieties were developed in [1-7].

Filters are important concepts in studying residuated lattices and the completeness of the corresponding logic, see $[4,7,8]$.

Many authors [8-11] remarked that the notion of ideals is missing in residuated lattices and this lack is associated with the fact that there is no suitable algebraic addition in these structures. Refs. [9,10] introduced some types of ideals in residuated lattices. In MV algebras, by definition, ideals are kernels of homomorphisms, see [12]. In residuated lattices, ideals (in the sense of [10]) generalize the existing notion in $M V$ algebras. However, ideals and the dual of filters are quite different in residuated lattices; the reason for this is the involution law.

The main scope of this paper is to characterize residuated lattices for which the the topological space of prime ideals is a Noetherian space.

The paper is organized as follows:
In Section 2, we review some results that we use in the sequel.
Section 3 contains new results about ideals in residuated lattices. For a residuated lattice $L$, the lattice of ideals $(\mathbf{I}(\mathbf{L}), \subseteq)$ is a complete Brouwerian lattice. We show that in
this lattice, every finite generated ideal is principal (Proposition 2). It is known that for a divisible residuated lattice, the quotient residuated lattice, via ideals, is an MV algebra, not just a divisible residuated lattice as in the case of filters (see [13]). Proposition 6 gives characterizations for ideals in this quotient $M V$ algebra.

Using an interesting construction of Turunen and Mertanen (see [14]), which associates an $M V$ algebra with any semidivisible residuated lattice, we prove the first theorem of isomorphism for residuated lattices via ideals (Theorem 1) and compare this result with the one obtained using filters.

In Section 4, using the model of $M V$ algebras (see [15]), we introduce the concept of iNoetherian residuated lattice as lattices in which $(\mathbf{I}(\mathbf{L}), \subseteq)$ is a Noetherian poset. We study this notion and show that a residuated lattice is i-Noetherian iff every ideal is principal (Theorem 2). Further, we establish some connections between i-Noetherian residuated lattices and residuated lattices for which $(\mathbf{F}(\mathbf{L}), \subseteq)$ is a Noetherian poset (Corollary 1).

We recall that a proper ideal of a residuated lattice $L$, is prime if it is a prime element in $(\mathbf{I}(\mathbf{L}), \subseteq)$. For a residuated lattice $L, \operatorname{Spec}(L)$, the set of all prime ideals of $L$, can be endowed with the Zariski topology $\tau_{L}$ and $\left(\operatorname{Spec}(L), \tau_{L}\right)$ becomes a compact topological space (see [16]).

A topological space is called Noetherian if it satisfies the descending chain condition on closed subsets (see [17]).

In Section 5, we prove that $\operatorname{Spec}(L)$ is a Noetherian space iff $L$ is an i-Noetherian residuated lattice (see Corollary 4).

In Section 6, we study certain connections between ideals in residuated lattices and ideals in certain types of unitary commutative rings, used in algebraic number theory.

## 2. Preliminaries

A residuated lattice $([1,3,5,6])$ is an algebra $(L, \vee, \wedge, \odot, \rightarrow, 0,1)$ satisfying the following axioms:
$\left(R L_{1}\right) \quad(L, \vee, \wedge, 0,1)$ is a bounded lattice;
$\left(R L_{2}\right) \quad(L, \odot, 1)$ is a commutative monoid;
$\left(R L_{3}\right) \quad x \odot z \leq y$ iff $z \leq x \rightarrow y$, for every $x, y, z \in L$.
The class $\mathcal{R} \mathcal{L}$ of residuated lattices is equational; so, following Birkhoff's theorem (see [18]), $\mathcal{R} \mathcal{L}$ is a variety.

Example $1([4,7])$. The real unit interval $I=[0,1]$ becomes a residuated lattice $(I, \max , \mathrm{~min}, \odot$ $, \rightarrow, 0,1)$ called Gődel structure. The operations of multiplication and implication are given for $x, y \in[0,1]$ by $x \odot y=\min \{x, y\}$ and $x \rightarrow y=1$ if $x \leq y$ and $y$ otherwise.

We recall three important subclasses of residuated lattices (see [4,7,19]):
A residuated lattice $L$ is called the following:
(i) divisible if $L$ verifies $(D I V): \quad x \odot(x \rightarrow y)=x \wedge y$;
(ii) involutive if $L$ verifies $(D N): \quad x^{* *}=x$;
(iii) $M V$ algebra if $L$ verifies $(M V): \quad(x \rightarrow y) \rightarrow y=(y \rightarrow x) \rightarrow x$.

We denote by $\mathcal{D} \mathcal{I} \mathcal{V}$ the class of divisible residuated lattices. Obviously, $\mathcal{D} \mathcal{I} \mathcal{V}$ is a subcategory of $\mathcal{R} \mathcal{L}$.

Let $L$ be a residuated lattice. For $x, y \in L$, we denote $x^{*}=x \rightarrow 0$ and $x \boxplus y=$ $\left(x^{*} \odot y^{*}\right)^{*}$. For a natural number $n \geq 1$, we will use the notation $(n+1) x:=n x \boxplus x$.

In a residuated lattice $L$, the following properties hold, for every $x, y, z \in L$ (see $[1,5,7,10,13,16,20,21]$ ):
( $\left.c_{1}\right) x \leq y$ iff $x \rightarrow y=1$;
$\left(c_{2}\right) x \rightarrow(y \rightarrow z)=(x \odot y) \rightarrow z=y \rightarrow(x \rightarrow z)$;
(c. $\left.c_{3}\right) x \leq x^{* *},(x \odot y)^{*}=x \rightarrow y^{*}=y \rightarrow x^{*}=x^{* *} \rightarrow y^{*}$;
( $c_{4}$ ) $x, y \leq x \boxplus y, x \boxplus y=y \boxplus x,(x \boxplus y) \boxplus z=x \boxplus(y \boxplus z)$,
(c5) $(x \boxplus y)^{* *}=x \boxplus y=x^{* *} \boxplus y^{* *}$;
$\left(c_{6}\right)$ If $L$ is divisible, $(x \rightarrow y)^{* *}=x^{* *} \rightarrow y^{* *}$.
Definition 1 ([1,5,7]). Let $L_{1}$ and $L_{2}$ be residuated lattices. A function $f: L_{1} \rightarrow L_{2}$ is a morphism of residuated lattices if $f$ is a morphism of bounded lattices and $f(x \odot y)=f(x) \odot f(y)$, $f(x \rightarrow y)=f(x) \rightarrow f(y)$, for every $x, y \in L_{1}$.

## 3. Filters and Ideals in Residuated Lattices

Definition 2 ([5,7]). Let $L$ be a residuated lattice. A filter of $L$ is a subset $F \subseteq L$ such that
$\left(f_{1}\right)$ If $x \in F$ and $x \leq y$, then $y \in F$;
$\left(f_{2}\right) x, y \in F$ implies $x \odot y \in F$.
Filters are also called congruence filters or deductive systems, see [7].
We denote by $\mathbf{F}(\mathbf{L})$ the set of all filters of $L$.
In general, in residuated lattices, a dual operation to $\odot$ does not exist; so, a dual notion for filter does not exist either. Refs. [9,10] introduced some kind of ideal in residuated lattices, not dual to a filter. This concept generalizes the existing notion in $M V$ algebras (see [2,12]).

Definition 3 ([13]). A subset $I \subseteq L$ of a residuated lattice $L$ is called an ideal of $L$ if it satisfies
(i, If $y \in I$ and $x \leq y$, then $x \in I$;
(i2) $x, y \in I$ implies $x \boxplus y \in I$.
Trivial examples of ideals are $\{0\}$ and $L$.
We denote by $\mathbf{I}(\mathbf{L})$ the set of all ideals of $L$.
We recall that if $f: L_{1} \rightarrow L_{2}$ is a morphism of residuated lattices, $i-\operatorname{Ker}(f)=$ $f^{-1}(0)=\left\{x \in L_{1}: f(x)=0\right\}$ is a proper ideal of $L_{1}$. Moreover, ideals are i-kernels of homomorphisms of residuated lattices (see [16]).

Obviously, if $I \in \mathbf{I}(\mathbf{L})$, then $0 \in I$ and $x \in I$ iff $x^{* *} \in I$, (see [10]).
Ref. [13] gives an equivalent condition for ideals in residuated lattices: $I \in \mathbf{I}(\mathbf{L})$ iff $\left[0 \in I\right.$ and $x, x^{*} \odot y \in I$ implies $\left.y \in I\right]$.

Example 2. Let $L=\{0, a, b, c, 1\}$ be such that $0<a, b<c<1, a, b$ are incomparable. Define $\rightarrow$ and $\odot$ as follows:

| $\rightarrow$ | 0 | $a$ | $b$ | c | 1 | $\odot$ | 0 | $a$ | $b$ | c |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |  |  |
| $a$ | $b$ | 1 | $b$ | 1 | 1 | $a$ | 0 | $a$ | 0 | $a$ |  |  |
| $b$ | $a$ | $a$ | 1 | 1 | 1 | $b$ | 0 | 0 | $b$ | $b$ |  |  |
| c | 0 | $a$ | $b$ | 1 | 1 | c | 0 | $a$ | $b$ | c |  |  |
| 1 | 0 | $a$ | $b$ | c | 1 | 1 | 0 | $a$ | $b$ | $c$ |  |  |

Then, $(L, \vee, \wedge, \odot, \rightarrow, 0,1)$ becomes a residuated lattice (see [19]). We remark that $\mathbf{I}(\mathbf{L})=$ $\{\{0\},\{0, a\},\{0, b\}, L\}$ and $\mathbf{F}(\mathbf{L})=\{\{1\},\{1, c\},\{1, a, c\},\{1, b, c\}, L\}$.

Remark 1. In a residuated lattice $L$, if $I \in \mathbf{I}(\mathbf{L})$ and $x \in I, y \in L$ such that $\left(x \boxplus y^{*}\right)^{*} \in I$, then $y \in I$. Indeed, since $I \in \mathbf{I}(\mathbf{L})$ and $\left(x \boxplus y^{*}\right)^{*}=\left(x^{*} \odot y^{* *}\right)^{* *} \in I$, we deduce that $x^{*} \odot y^{* *} \in I$. Then, from $x, x^{*} \odot y^{* *} \in I$ we obtain $y^{* *} \in I$, so $y \in I$.

For a nonempty subset $X$ of a residuated lattice $L$, we denote by $(X]$ the ideal of $L$ generated by $X$ and for $x \in L$ we denote $(\{x\}]$ by $(x]$, the principal ideal of $L$ generated by $x$.

Proposition 1 ([10,16]). Let $L$ be a residuated lattice, $X \subseteq L$, and $x, y \in L$. Then,
(i) $(X]=\left\{a \in L: a \leq x_{1} \boxplus \ldots \boxplus x_{n}\right.$, for some $n \geq 1$ and $\left.x_{1}, \ldots, x_{n} \in X\right\}$;
(ii) $(x]=\{a \in L: a \leq n x$, for some $n \geq 1\}$ and $(x] \cap(y]=\left(x^{* *} \wedge y^{* *}\right],(x] \vee(y]=(x \boxplus y]$;
(iii) $(\mathbf{I}(\mathbf{L}), \subseteq)$ is a complete Brouwerian lattice in which for $I, J \in \mathbf{I}(\mathbf{L}), I \wedge J=I \cap J$ and $I \vee J$ $=(I \cup J]$.

Proposition 2. In a residuated lattice, every finitely generated ideal is principal.
Proof. Let $I \in \mathbf{I}(\mathbf{L})$ be a finitely generated ideal. Then, there are $n \geq 1$ and $x_{1}, \ldots, x_{n} \in L$ such that $I=\left(\left\{x_{1}, \ldots, x_{n}\right\}\right]$. We show that $I=\left(x_{1} \boxplus \ldots \boxplus x_{n}\right]$. By definition, $I=\cap\{J \in$ $\left.\mathbf{I}(\mathbf{L}):\left\{x_{1}, \ldots, x_{n}\right\} \subseteq J\right\}$. Since, by $\left(c_{4}\right), x_{i} \leq x_{1} \boxplus \ldots \boxplus x_{n}$ for every $i \in\{1, \ldots, n\}$ we deduce that $x_{i} \in\left(x_{1} \boxplus \ldots \boxplus x_{n}\right] ;$ so, $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq\left(x_{1} \boxplus \ldots \boxplus x_{n}\right]$. Thus, $I \subseteq\left(x_{1} \boxplus \ldots \boxplus x_{n}\right]$. Now, let $J \in \mathbf{I}(\mathbf{L})$ such that $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq J$. Then, $x_{1} \boxplus \ldots \boxplus x_{n} \in J$, so, $\left(x_{1} \boxplus \ldots \boxplus x_{n}\right] \subseteq J$. Therefore, $\left(x_{1} \boxplus \ldots \boxplus x_{n}\right] \subseteq I$. Hence, $I$ is principal and $\left(\left\{x_{1}, \ldots, x_{n}\right\}\right]=\left(x_{1} \boxplus \ldots \boxplus x_{n}\right]$.

We recall some relationships between ideals and filters in residuated lattices proved in [13] using the set of complemented elements.

We denote a subset $X$ of a residuated lattice $L$ by

$$
N(X)=\left\{x \in L: x^{*} \in X\right\}
$$

Proposition 3 ([13]). Let $L$ be a residuated lattice, $I \in \mathbf{I}(\mathbf{L})$, and $F \in \mathbf{F}(\mathbf{L})$. Then, $N(I) \in \mathbf{F}(\mathbf{L})$, $N(F) \in \mathbf{I}(\mathbf{L}), I=N(N(I))$, and $F \subseteq N(N(F))$.

In the following, we establish other properties of this operator:
Lemma 1. Let $L$ be a residuated lattice; $X_{1}, X_{2} \subseteq L$; and $I_{1}, I_{2} \in \mathbf{I}(\mathbf{L})$. Then,
(i) $X_{1} \subseteq X_{2}$ implies $N\left(X_{1}\right) \subseteq N\left(X_{2}\right)$;
(ii) $I_{1} \subseteq I_{2}$ iff $N\left(I_{1}\right) \subseteq N\left(I_{2}\right)$;
(iii) $I_{1}=I_{2}$ iff $N\left(I_{1}\right)=N\left(I_{2}\right)$.

## Proof.

(i) Suppose that $X_{1} \subseteq X_{2}$ and let $x \in N\left(X_{1}\right)$. Then, $x^{*} \in X_{1} \subseteq X_{2}$, so $x \in N\left(X_{2}\right)$ and $N\left(X_{1}\right) \subseteq N\left(X_{2}\right)$.
(ii) Suppose that $N\left(I_{1}\right) \subseteq N\left(I_{2}\right)$ and let $x \in I_{1}$. Then, $x^{* *} \in I_{1}$, so $x^{*} \in N\left(I_{1}\right) \subseteq N\left(I_{2}\right)$. Then, $x^{* *} \in I_{2}$; so, $x \in I_{2}$ and $I_{1} \subseteq I_{2}$. Using $(i)$, we deduce that $I_{1} \subseteq I_{2}$ iff $N\left(I_{1}\right) \subseteq$ $N\left(I_{2}\right)$.
(iii) Apply (ii).

In [10], a residuated lattice $L$ and an ideal $I$ of $L$ a congruence relation $\approx_{I}$ on $L$ is defined by $x \approx_{I} y$ iff $(x \rightarrow y)^{*},(y \rightarrow x)^{*} \in I$. For $x \in L$, the congruence class of $x$ is denoted by $x / I$ and the quotient residuated lattice $L / \approx_{I}$ by $L / I$. Obviously, in $L / I$, $\mathbf{0}=0 / I=\{x \in L: x \in I\}=I, \mathbf{1}=1 / I=\left\{x \in L: x^{*} \in I\right\}$ and for $x, y \in L, x / I \leq y / I$ iff $(x \rightarrow y)^{*} \in I$.

We recall that (see [12]) for an $M V$ algebra $A$ and an ideal $I$ of $A$, the binary relation $\sim_{I}$ on $A$ defined by $x \sim_{I} y$ iff $x^{*} \odot y, x \odot y^{*} \in I$, for $x, y \in A$ is a congruence relation on $A$. Unlike in $M V$ algebras, in a residuated lattice $L$, for $I \in \mathbf{I}(\mathbf{L}), \sim_{I}$ is only an equivalence relation on $L$ (see [13]).

Proposition 4. In a divisible residuated lattice $L$, the relations $\sim_{I}$ and $\approx_{I}$ coincide for every $I \in \mathbf{I}(\mathbf{L})$.

Proof. In [13], it is proved that $\sim_{I}$ is a congruence relation on $L$, if $L$ is divisible.
We have $x \sim_{I} y$ iff $x^{*} \odot y, x \odot y^{*} \in I$ iff $\left(x^{*} \odot y\right)^{* *},\left(x \odot y^{*}\right)^{* *} \in I$ iff $(y \rightarrow x)^{*}$, $(x \rightarrow y)^{*} \in I$ iff $x \approx_{I} y$, since $\left(x^{*} \odot y\right)^{* *} \stackrel{\left(c_{3}\right)}{=}\left(y^{* *} \rightarrow x^{* *}\right)^{*} \stackrel{\left(c_{6}\right)}{=}(y \rightarrow x)^{* * *}=(y \rightarrow x)^{*}$, for every $x, y \in L$.

It is known that, for a divisible residuated lattice, the quotient residuated lattice, via ideals, is an MV algebra:

Proposition 5 ([13]). If $L$ is a divisible residuated lattice and $I \in \mathbf{I}(\mathbf{L}),\left(L / \sim_{I}=L / \approx_{I}{ }^{n o t}\right.$ $L / I, \boxplus, *, I)$ is an $M V$ algebra.

Let $L$ be a residuated lattice, $X \subseteq L$ be a nonempty subset, and $I \in \mathbf{I}(\mathbf{L})$. We denote

$$
X / I=\{x / I: x \in X\}
$$

In the following, for a divisible residuated lattice $L$, we give a characterization for ideals in the quotient $M V$ algebra $L / I$.

Proposition 6. Let $L$ be a divisible residuated lattice.
(i) If $I, J \in \mathbf{I}(\mathbf{L})$ and $I \subseteq J$, then $J / I \in \mathbf{I}(L / I)$;
(ii) If $I \in \mathbf{I}(\mathbf{L})$ then in MV algebra $L / I$, the set of ideals is $\mathbf{I}(L / I)=\{J / I: J \in \mathbf{I}(\mathbf{L})$ and $I \subseteq J\} ;$
(iii) If $I, I_{1}, I_{2} \in \mathbf{I}(\mathbf{L})$ with $I \subseteq I_{1}, I_{2}$ and $I_{1} / I \subseteq I_{2} / I$, then $I_{1} \subseteq I_{2}$.

## Proof.

(i) Since $L$ is divisible and $I \in \mathbf{I}(\mathbf{L})$, using Proposition $5, L / I$ is an $M V$ algebra.

To prove that $J / I \in \mathbf{I}(L / I)$, first, let $x / I, y / I \in J / I$. Then, $x, y \in J$ and since $J \in \mathbf{I}(\mathbf{L})$, we deduce that $x \boxplus y \in J$; so, $(x \boxplus y) / I \in J / I$.
If $x / I \in L / I, y / I \in J / I$ and $x / I \leq y / I$, then $x \in L, y \in J$ and $(x / I)^{*} \boxplus(y / I)=1 / I$. We deduce that $\left(x^{*} \boxplus y\right) / I=1 / I$; so, $\left(x^{*} \boxplus y\right)^{*} \in I$. Since $I \subseteq J$, we have $\left(x^{*} \boxplus y\right)^{*} \in J$. Thus, $y,\left(x^{*} \boxplus y\right)^{*} \in J$ and since $J \in \mathbf{I}(\mathbf{L})$, using Remark 1 , we conclude that $x \in J$; so, $x / I \in J / I$ and $J / I \in \mathbf{I}(L / I)$.
(ii) Using $(i), J / I \in \mathbf{I}(L / I)$, for every $J \in \mathbf{I}(\mathbf{L})$ with $I \subseteq J$.

Now, let $K / I \in \mathbf{I}(L / I)$. Since $I=0 / I \in K / I$, we deduce that $I \subseteq K$. To prove that $K \in \mathbf{I}(\mathbf{L})$, let $x, y \in K$. Then, $x / I, y / I \in K / I$, which is an ideal of $L / I$. We deduce that $(x / I) \boxplus(y / I)=(x \boxplus y) / I \in K / I$; so, $x \boxplus y \in K$. If $x \in L$ such that $x \leq y$ and $y \in K$, then $x \rightarrow y=1$; so, $(x \rightarrow y)^{*}=0 \in K$.
Since $L$ is divisible, using $\left(c_{6}\right)$, we deduce that $(x \rightarrow y)^{*}=(x \rightarrow y)^{* * *}=\left(x^{* *} \rightarrow\right.$ $\left.y^{* *}\right)^{*}=\left(x^{* *} \odot y^{*}\right)^{* *}=\left(x^{*} \boxplus y\right)^{*}$. Since $y,\left(x^{*} \boxplus y\right)^{*} \in K$, using Remark 1, we obtain $x \in K$; thus, $K \in \mathbf{I}(\mathbf{L})$.
(iii) Using $(i), I_{1} / I, I_{2} / I \in \mathbf{I}(L / I)$. Now, let $x \in I_{1}$. Then, $x / I \in I_{2} / I$, so $x / I=y / I$, for some $y \in I_{2}$. Thus, $(x \rightarrow y)^{*},(y \rightarrow x)^{*} \in I$. Since $I \subseteq I_{2}$ and $(x \rightarrow y)^{*}=\left[x^{*} \boxplus y\right]^{*}$ we deduce that $x \in I_{2}$-that is, $I_{1} \subseteq I_{2}$.

In [14], Turunen and Mertanen defined the $M V$ center of a divisible residuated lattice $L$,

$$
M V(L)=\left\{x^{*}: x \in L\right\}=\left\{x \in L: x^{* *}=x\right\}
$$

and proved that, in this case, $\left(M V(L), \boxplus,{ }^{*}, 0\right)$ is an $M V$ algebra. Using this construction, which associates an $M V$ algebra to any divisible residuated lattice, in the following we prove the first theorem of isomorphism for residuated lattices via ideals:

Theorem 1. Let $L_{1}$ and $L_{2}$ be residuated lattices such that $L_{1}$ is divisible. If $f: L_{1} \rightarrow L_{2}$ is a morphism of residuated lattices, $L_{1} / i-\operatorname{Ker}(f) \approx M V(\operatorname{Imf})$ (as MV algebras).

Proof. Since $\mathcal{D I} \mathcal{V}$ is a subvariety of $\mathcal{R} \mathcal{L}$ and $i-\operatorname{Ker}(f) \in \mathbf{I}(\mathbf{L}), L_{1} / i-\operatorname{Ker}(f)$ and Imf are divisible residuated lattices.

Moreover, $L_{1} / i-\operatorname{Ker}(f)$ and $M V(\operatorname{Imf})$ are $M V$ algebras.

Now, we define $\phi: L_{1} / \mathrm{i}-\operatorname{Ker}(f) \rightarrow M V(\operatorname{Im} f)$ by $\phi(x / i-\operatorname{Ker}(f))=f(x)^{* *}$, for every $x \in L_{1}$.

Obviously, $\phi$ is well-defined and a one-to-one map since for every $x, y \in L_{1}$ we have $x / i-\operatorname{Ker}(f)=y / i-\operatorname{Ker}(f)$ iff $x^{* *} / i-\operatorname{Ker}(f)=y^{* *} / i-\operatorname{Ker}(f)$ iff $x^{*} \odot y^{* *}, x^{* *} \odot y^{*} \in$ $i-\operatorname{Ker}(f)$ iff $f\left(x^{*} \odot y^{* *}\right)=f\left(x^{* *} \odot y^{*}\right)=0$ iff $f(x)^{*} \odot f(y)^{* *}=f(x)^{* *} \odot f(y)^{*}=0$ iff $f(y)^{* *} \leq_{M V} f(x)^{* *}, f(x)^{* *} \leq_{M V} f(y)^{* *}$ iff $f(x)^{* *}=f(y)^{* *}$ iff $\phi(x / i-\operatorname{Ker}(f))=$ $\phi(y / i-\operatorname{Ker}(f))$.

By definition, $\phi$ is onto and clearly a morphism of MV algebra since $f$ is a morphism of residuated lattices:

$$
\begin{gathered}
\phi\left((x / i-\operatorname{Ker}(f) \boxplus(y / i-\operatorname{Ker}(f)))=\phi((x \boxplus y) / i-\operatorname{Ker}(f))=f(x \boxplus y)^{* *}=\right. \\
=[f(x) \boxplus f(y)]^{* *} \stackrel{\left(c_{5}\right)}{=}[f(x)]^{* *} \boxplus[f(y)]^{* *}=\phi((x / i-\operatorname{Ker}(f)) \boxplus \phi(y / i-\operatorname{Ker}(f)), \\
\phi\left((x / i-\operatorname{Ker}(f))^{*}\right)=\phi\left(x^{*} / i-\operatorname{Ker}(f)\right)=\left[f\left(x^{*}\right)\right]^{* *}=\left[f(x)^{* *}\right]^{*}=[\phi(x / i-\operatorname{Ker}(f))]^{*} \\
\text { and } \phi(0 / i-\operatorname{Ker}(f))=[f(0)]^{* *}=0^{* *}=0, \text { for every } x, y \in L_{1} .
\end{gathered}
$$

We conclude that f is an isomorphism of $M V$ algebras.
Remark 2. Unlike in MV algebras, we remark that ideals and filters behave quite differently in residuated lattices and generate different constructions.

## 4. i-Noetherian Residuated Lattices

In the following, using the model of MV algebras, see [15], we introduce and characterize the concept of i-Noetherian residuated lattice.

We recall that a poset $(A, \leq)$ is Noetherian if every increasing chain $a_{1} \leq a_{2} \leq \ldots$ of elements of $A$ is stationary, i.e., there is a natural number $n \geq 1$ such that $a_{i}=a_{n}$, for every $i \geq n$ (see [22]).

Definition 4. A residuated lattice $L$ is called $i$-Noetherian if the poset $(\mathbf{I}(\mathbf{L}), \subseteq)$ is Noetherian.
Example 3. Let $L$ be the Gődel structure, see Example 1. Then, for every $x \neq 0, x^{*}=0 ;$ so, $x^{* *}=$ 1. We deduce that Gődel structure is an $i$-Noetherian residuated lattice since $\mathbf{I}(\mathbf{L})=\{\{0\}, L\}$.

We recall that [23] introduced the notion of Noetherian BL algebra, Ref. [20] generalized these results and studied the concept of Noetherian residuated lattice as a lattice with the property that every increasing chain of filters is stationary.

In this paper, we study some connections between i-Noetherian and Noetherian residuated lattices.

Proposition 7. If $L$ is a Noetherian residuated lattice (in the sense of [20]), the poset $(\mathbf{I}(\mathbf{L}), \subseteq)$ is Noetherian.

Proof. Let $I_{1} \subseteq I_{2} \subseteq \ldots$ be an increasing chain of ideals of $L$. Using Proposition 3 and Lemma $1(i i), N\left(I_{1}\right) \subseteq N\left(I_{2}\right) \subseteq \ldots$ is an increasing chain of filters of $L$. Since $L$ is Noetherian, there is a natural number $n \geq 1$ such that $N\left(I_{i}\right)=N\left(I_{n}\right)$, for every $i \geq n$. Using Lemma 1 (iii), $I_{i}=I_{n}$, for every $i \geq n$.

Remark 3. The converse implication in Proposition 7 is not true. For example, let $L$ be the Gődel structure, which is $i$-Noetherian, see Example 3. Then, for every $n \geq 1, F_{n}=\left[\frac{1}{n}, 1\right]$ is a filter of $L$ and $F_{1} \subseteq F_{2} \subseteq \ldots$ is an increasing chain in $(\mathbf{F}(\mathbf{L}), \subseteq)$ that is not stationary; so, $L$ is not Noetherian.

The next result is a consequence of Proposition 7 and Remark 3:
Corollary 1. Every Noetherian residuated lattice is i-Noetherian.

We conclude that for a residuated lattice

$$
\begin{aligned}
& \text { Noetherian } \Rightarrow i-\text { Noetherian } \\
& i-\text { Noetherian } \nRightarrow \text { Noetherian. }
\end{aligned}
$$

Corollary 2. If L is an involutive residuated lattice, the notions of Noetherian and $i$-Noetherian coincide.

Proof. Suppose that $L$ is i-Noetherian.
First, we prove that for $F_{1}, F_{2} \in \mathbf{F}(\mathbf{L}), N\left(F_{1}\right) \subseteq N\left(F_{2}\right)$ implies $F_{1} \subseteq F_{2}$. Let $x \in F_{1}$. Since $F_{1} \in \mathbf{F}(\mathbf{L})$ and $x \leq x^{* *}$, we have $x^{* *} \in F_{1}$. Then, $x^{*} \in N\left(F_{1}\right) \subseteq N\left(F_{2}\right)$; so, $x^{* *} \in F_{2}$. Since $L$ is involutive, $x=x^{* *} \in F_{2}$ and $F_{1} \subseteq F_{2}$.

Using Lemma $1(i)$, we deduce that $F_{1}=F_{2}$ iff $N\left(F_{1}\right)=N\left(F_{2}\right)$.
Now, let $F_{1} \subseteq F_{2} \subseteq \ldots$ be an increasing chain in $\mathbf{F}(\mathbf{L})$. Using Proposition 3 and Lemma $1, N\left(F_{1}\right) \subseteq N\left(F_{2}\right) \subseteq \ldots$ is an increasing chain in $\mathbf{I}(\mathbf{L})$. Since $L$ is i -Noetherian, there exists a natural number $n \geq 1$ such that $N\left(F_{i}\right)=N\left(F_{n}\right)$, for every $i \geq n$. Thus, $F_{i}=F_{n}$, for every $i \geq n$. We deduce that $L$ is Noetherian.

Using Corollary 1, we conclude that the notions of Noetherian and i-Noetherian coincide if $L$ is involutive.

Remark 4. For MV algebras, the notions of Noetherian and $i$-Noetherian coincide since MV algebras are involutive residuated lattices and the notions of ideal and filter are dual.

We recall that a poset $(A, \leq)$ is Noetherian iff every nonempty subset of $A$ has a maximal element, see [22]. Using this result, we give a characterization for i-Noetherian residuated lattices:

Theorem 2. A residuated lattice $L$ is $i$-Noetherian iff every ideal of $L$ is principal.
Proof. First, suppose that every ideal of $L$ is principal and let $I_{1} \subseteq I_{2} \subseteq \ldots$ be an increasing chain in $\mathbf{I}(\mathbf{L})$.

Since $I=\bigcup_{i \geq 1} I_{i} \in \mathbf{I}(\mathbf{L})$, there exists $x \in L$ such that $I=(x]$. Then, there is a natural number $n \geq 1$ such that $x \in I_{n}$. Thus, $I=(x] \subseteq I_{n} \subseteq I$. Hence, $I_{i}=I_{n}$, for every $i \geq n$ and $L$ is $i$-Noetherian.

Conversely, suppose that $L$ is i -Noetherian and let $I \in \mathbf{I}(\mathbf{L})$ such that $I$ is not principal. If we denote that $\mathcal{S}_{I}=\{K \in \mathbf{I}(\mathbf{L}): K$ is principal and $K \subseteq I\}$, then we remark that $<0>=\{0\} \subseteq I$; so, $\mathcal{S}_{I} \neq \varnothing$.

Since $L$ is i-Noetherian, $(\mathbf{I}(\mathbf{L}), \subseteq)$ is a Noetherian poset and $\mathcal{S}_{I} \subseteq \mathbf{I}(\mathbf{L})$ has a maximal element $J$. Thus, $J \subseteq I$ and $J$ is principal-that is, $J=(j]$, for some $j \in L$. Since $I$ is not principal, $J \neq I$; so, there is $i \in I \backslash J$. Hence, $J \subset(i \boxplus j] \in \mathcal{S}_{I}$ is a contradiction, since $J$ is the maximal element of $\mathcal{S}_{I}$.

Example 4. Let $L$ be the residuated lattice $L=\{0, a, b, c, 1\}$ from Example 2. Then, $\mathbf{I}(\mathbf{L})=$ $\{\{0\},\{0, a\},\{0, b\}, L\}$ and every ideal is principal $\{0\}=(0],\{0, a\}=(a],\{0, b\}=(b], L=(1]$. By Theorem 2, L is i-Noetherian.

Proposition 8. Every subalgebra of an $i$-Noetherian residuated lattice is $i$-Noetherian.
Proof. Let $L$ be an i-Noetherian residuated lattice and $L^{\prime} \subseteq L$ be a subalgebra of $L$. Obviously, $\mathbf{I}\left(\mathbf{L}^{\prime}\right)=\left\{I \cap L^{\prime}: I \in \mathbf{I}(\mathbf{L})\right\}$. We deduce that $L^{\prime}$ is also i-Noetherian.

Proposition 9. Let $L$ be a divisible residuated lattice and $I \in \mathbf{I}(\mathbf{L})$. If $L$ is $i$-Noetherian, $L / I$ is an $i$-Noetherian MV algebra.

Proof. Let $I_{1} / I \subseteq I_{2} / I \subseteq \ldots$ be an increasing chain of ideals in $L / I$, see Proposition 6 (ii). Using Proposition 6 (iii), we obtain an increasing chain of ideals in $L: I \subseteq I_{1} \subseteq I_{2} \subseteq \ldots$ Since $L$ is i-Noetherian, there is $n \geq 1$ such that $I_{i}=I_{n}$, for every $i \geq n$. Thus, $I_{i} / I=I_{n} / I$, for every $i \geq n$; so, $L / I$ is i-Noetherian.

Theorem 3. The MV center of any homomorphic image of a divisible and $i$-Noetherian residuated lattice is $i$-Noetherian.

Proof. Let $L_{1}$ be a divisible residuated lattice that is i-Noetherian, $L_{2}$ be a residuated lattice, and $f: L_{1} \rightarrow L_{2}$ be a morphism of residuated lattices. Since $\mathcal{D} \mathcal{I} \mathcal{V}$ is a subvariety of $\mathcal{R} \mathcal{L}$, $f\left(L_{1}\right)$ is a divisible residuated lattice. Using Turunen and Mertanen's result (see [14]), $M V\left(f\left(L_{1}\right)\right)$ is an $M V$ algebra. Since $i-\operatorname{Ker}(f) \in \mathbf{I}\left(\mathbf{L}_{1}\right)$ using Isomorphism Theorem $1, L_{1}$ / i- $\operatorname{Ker}(f) \approx M V(\operatorname{Imf})$, as $M V$ algebras. From Proposition 9, we deduce that $L_{1} / \mathrm{i}-\operatorname{Ker}(f)$ is an i-Noetherian $M V$ algebra; so, $M V(\operatorname{Imf})$ is i-Noetherian.

Remark 5. Theorem 3 generalizes Dymek's result ([15]): Any homomorphic image of an iNoetherian (= Noetherian) MV algebra is Noetherian.

Using Theorem 3, we deduce the following:
Corollary 3. Let $L_{1}, L_{2}$ be residuated lattices and $f: L_{1} \rightarrow L_{2}$ be an onto morphism of residuated lattices. If $L_{1}$ is divisible and $i$-Noetherian, $L_{2}$ is divisible and $M V\left(L_{2}\right)$ is $i$-Noetherian.

## 5. Noetherian Spectrum in Residuated Lattices

In the following, we establish connections between i-Noetherian residuated lattices and those residuated lattices for which their spectrum is a Noetherian space.

In this way, we translated some important results from theory of rings to the case of residuated lattices.

We recall that an ideal $P$ of a residuated lattice $L$ is called prime if $P \neq L$ and $P$ is a prime element in $(\mathbf{I}(\mathbf{L}), \subseteq)$, see [13].

For a residuated lattice $L$, we denote by $\operatorname{Spec}(L)$ the set of prime ideals. It is known that $\operatorname{Spec}(L)$ can be endowed with the Zariski topology $\tau_{L}$ :
$\{V(I)\}_{I \in \mathbf{I}(\mathbf{L})}$ is the family of closed subsets of $\operatorname{Spec}(L)$ and $\{D(I)\}_{I \in \mathbf{I}(\mathbf{L})}$ is the family of open subsets of $\operatorname{Spec}(L)$, where for $I \in I(L)$ and $x \in L$,

$$
\begin{aligned}
V(I)= & \{P \in \operatorname{Spec}(L): I \subseteq P\}, D(I)=\{P \in \operatorname{Spec}(L): I \nsubseteq P\} \\
& \text { and } D(x)=D((x])=\{P \in \operatorname{Spec}(L): x \notin P\}
\end{aligned}
$$

Thus, $\tau_{L}=\{D(I)\}_{I \in \mathbf{I}(\mathbf{L})}$ is a topology on $\operatorname{Spec}(L)$ and the topological space $\left(\operatorname{Spec}(L), \tau_{L}\right)$ is called the prime spectrum of $L$. Moreover, the family $\{D(x)\}_{x \in L}$ is a basis for the topology $\tau_{L}$ on $\operatorname{Spec}(L)$, see [16].

Proposition 10 ([16]). Let $L$ be a residuated lattice. Then,
(i) $D(\{1\})=D(L)=\mathcal{P}(L)$ and $D(\{0\})=D(\varnothing)=\varnothing$;
(ii) For every family $\left\{I_{k}\right\}_{k \in K} \in \mathbf{I}(\mathbf{L}), \cup_{k \in K} D\left(I_{k}\right)=D\left(\vee_{k \in K} I_{k}\right)$;
(iii) For every $I, J \in \mathbf{I}(\mathbf{L}), D(I) \cap D(J)=D(I \cap J)$ and $[D(I)=D(J)$ iff $I=J]$;
(iv) $D\left(x^{* *} \wedge y^{* *}\right)=D(x) \cap D(y)$ and $D(x) \cup D(y)=D(x \boxplus y)$, for every $x, y \in L$.

Lemma 2. If $L$ is a residuated lattice and $I \in \mathbf{I}(\mathbf{L})$, then $D(I)=\cup \underset{x \in I}{ } D(x)$.
Proof. Using Proposition $10, D(x) \subseteq D(I)$, for every $x \in I$, so $\underset{x \in I}{\cup} D(x) \subseteq D(I)$.
Now, let $P \in D(I)$. Then, $I \nsubseteq P$. Thus, there is $x_{0} \in I$ such that $x_{0} \notin P$. We deduce that $P \in D\left(x_{0}\right)$; so, $P \in \cup_{x \in I} D(x)$. Then, $D(I) \subseteq \cup_{x \in I} D(x)$.

We give a characterization for compact open subsets of $\operatorname{Spec}(L)$ :

Theorem 4. The compact open subsets of $\operatorname{Spec}(L)$ are $D(x)$ with $x \in L$.
Proof. Obviously, for every $x \in L, D(x)$ is an open subset of $\operatorname{Spec}(L)$.
To prove that $D(x)$ is compact, let $D(x)=\underset{k \in K}{\cup} D\left(x_{k}\right)$.
From Proposition 10, we deduce that $D(x)=D\left(\cup_{k \in K}\left\{x_{k}\right\}\right)$; so, $(x]=\left(\cup_{k \in K}\left\{x_{k}\right\}\right]$. Then, $x \in\left(\bigcup_{k \in K}\left\{x_{k}\right\}\right]$; so, there are $m \geq 1, k_{1}, \ldots, k_{m} \in K$, such that $x \leq x_{k_{1}} \boxplus \ldots \boxplus x_{k_{m}}$.

It follows that $D(x) \subseteq D\left(x_{k_{1}} \boxplus \ldots \boxplus x_{k_{m}}\right)=D\left(x_{k_{1}}\right) \cup \ldots \cup D\left(x_{k_{m}}\right)$. Since $D\left(x_{k_{1}}\right) \cup \ldots \cup$
$D\left(x_{k_{m}}\right) \subseteq D(x)$, we deduce that $D(x)=D\left(x_{k_{1}}\right) \cup \ldots \cup D\left(x_{k_{m}}\right)$-that is, $D(x)$ is compact.
Conversely, we will prove that for any open compact subset $D(I)$ of $\operatorname{Spec}(L)$, with $I \in \mathbf{I}(\mathbf{L})$, there is some $x \in L$ such that $D(I)=D(x)$.

By Lemma 2, $D(I)=\bigcup_{x \in I} D(x)$. Since $D(I)$ is compact, there are $n \geq 1$ and $x_{1}, \ldots, x_{n} \in I$ such that $D(x)=D\left(x_{1}\right) \cup \ldots \cup D\left(x_{n}\right)=D\left(x_{1} \boxplus \ldots \boxplus x_{n}\right)$, by Proposition 10 .

Example 5. Let $L=\{0, a, b, c, 1\}$ be the residuated lattice from Example 2. We remark that

$$
\begin{aligned}
\mathbf{I}(\mathbf{L}) & =\{\{0\},\{0, a\},\{0, b\}, L\} \text { and } \operatorname{Spec}(L)=\{\{0, a\},\{0, b\}\} \\
D(\{0\}) & =\varnothing, D(L)=\operatorname{Spec}(L), D(\{0, a\})=\{0, b\}, D(\{0, b\})=\{0, a\}, \\
D(0) & =\varnothing, D(a)=\{0, b\}, D(b)=\{0, a\}, D(c)=D(1)=\operatorname{Spec}(L)
\end{aligned}
$$

so, $\tau_{L}=\mathcal{P}(\operatorname{Spec}(L))$.
We recall that a topological space is called Noetherian [17] if it satisfies the descending chain condition on closed subsets (that is, every decreasing chain of closed subsets is stationary).

Remark 6. If $L$ is a residuated lattice with $\operatorname{Spec}(L)$ finite, $\operatorname{Spec}(L)$ is a Noetherian space.
Example 6. If $L$ is the residuated lattice $L=\{0, a, b, c, 1\}$ from Example 2, $\operatorname{Spec}(L)$ is finite; so, $\operatorname{Spec}(L)$ is a Noetherian space.

Another characterization for Noetherian spaces is the following:
Proposition 11 ([17]). A topological space is Noetherian iff every open set is compact.
Using this result, we deduce the following:
Theorem 5. Let $L$ be a residuated lattice. Then, the following are equivalent:
(i) $\operatorname{Spec}(L)$ is Noetherian;
(ii) Every ideal of $L$ is principal.

Proof. Using Proposition 11 and Theorem 4, $\operatorname{Spec}(L)$ is Noetherian iff for every $I \in \mathbf{I}(\mathbf{L})$ there is $x \in L$ such that $D(I)=D(x)$. Since $D(x)=D((x])$, by Proposition $10, D(I)=$ $D((x])$ iff $I=(x]$. We conclude that $\operatorname{Spec}(L)$ is Noetherian iff for every $I \in \mathbf{I}(\mathbf{L})$ there is $x \in L$ such that $I=(x]$.

By Theorems 2 and 5, we obtain the relationship between i-Noetherian residuated lattices and residuated lattices with Noetherian spectrum:

Corollary 4. A residuated lattice $L$ is $i$-Noetherian iff $\operatorname{Spec}(L)$ is a Noetherian space.

## 6. Ideals in Residuated Lattices and Ideals in Unitary Commutative Rings (Similarities and Differences)

### 6.1. Differences

If in any residuated lattice, every finitely generated ideal is principal (according to Proposition 2), there are unitary commutative rings in which there are finitely generated ideals that are not principal. We give an example in this regard by considering the quadratic field $\mathbb{Q}(\sqrt{26})$. Since $26 \equiv 2(\bmod 4)$, the ring of algebraic integers of this quadratic field is $\mathbb{Z}[\sqrt{26}]=\{a+b \sqrt{26} \mid a, b \in \mathbb{Z}\}$.

In the proof of Proposition 2, we used the fact that if $x, y \in I$ (where $I$ is an ideal in a residuated lattice $L$ ), $x \leq x \boxplus y$ and $y \leq x \boxplus y$. However, this thinking is generally not true in an ideal of unitary commutative ring. For example, in the ring $(\mathbb{Z}[\sqrt{26}],+, \cdot)$, if we take the ideal $I=\mathbb{Z}[\sqrt{26}]$ and $x, y \in \mathbb{Z}[\sqrt{26}], x=1+\sqrt{26}, y=-3-2 \sqrt{26}$, it results $x+y=-2-\sqrt{26}$ and $x \not \leq x+y$; therefore, for ideals in unitary rings, a proof similar to that in Proposition 2 does not work.

We recall the following results.
Proposition 12 ([24]). For any algebraic number field $K$, the ring of algebraic integers of $K$ is a Dedeking ring.

Proposition $13([24,25])$. In a Dedekind ring, any ideal is finitely generated, with a maximum of 2 generators.

So, in the ring $\mathbb{Z}[\sqrt{26}]$, any ideal is finitely generated, with a maximum of 2 generators. However, we are showing that $\mathbb{Z}[\sqrt{26}]$ is not a principal ring.

It is easy to prove that $2,13, \sqrt{26}$ are irreducible elements of this ring; so, $26=2 \cdot 13=$ $\sqrt{26} \cdot \sqrt{26}$ are two decompositions into irreducible elements of 26 in the ring $\mathbb{Z}[\sqrt{26}]$. It results that $\mathbb{Z}[\sqrt{26}]$ is not a factorial ring; so, it is not a principal ring.

In conclusion, $\mathbb{Z}[\sqrt{26}]$ is a Dedekind ring (so, it is a Noetherian ring), but it is not a principal ring.

### 6.2. Similarities

If $(R,+, \cdot)$ is a unitary commutative ring and $x \in R$, we denote by $(x)$ the principal ideal generated by $x$, of the ring $R$.

We asked ourselves if there are unitary commutative rings in which every finitely generated ideal is principal and also if these rings can be endowed similar to a residuated lattices. The answer is yes:

Example 7. Let $M$ be a nonempty set and let $P(M)$ be the set of all subsets of the set $M$. If we consider the composition laws " + ,", " $\cap$ ": $P(M) \times P(M) \rightarrow P(M), A+B=(A \backslash B) \cup(B \backslash A)=$ $A \Delta B,(\forall) A, B \in P(M), A \odot B=A \cap B,(\forall) A, B \in P(M)$, it is easy to remark that $(P(M),+, \odot)$ is a unitary commutative boolean ring, with identity elements: $\varnothing$ for " + ", $M$ for " $\cap$ ". So, $A^{2}=A$ and $A+A=\varnothing,(\forall) A \in P(M)$.

Moreover, $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ is a residuated lattice, in which $A \vee B=A \cup B$, $A \wedge B=A \bigcap B$, and $A \rightarrow B=C_{M} A \cup B,(\forall) A, B \in P(M)$. We remark that, in this residuated lattice, for $A, B \in P(M)$, we have

$$
\begin{gathered}
A \boxplus B=\left(A^{*} \odot B^{*}\right)^{*}=C_{M}\left(\left(C_{M} A\right) \bigcap\left(C_{M} B\right)\right)= \\
=\left(C_{M}\left(C_{M} A\right)\right) \bigcup\left(C_{M}\left(C_{M} B\right)\right)=A \bigcup B .
\end{gathered}
$$

We consider the case when $M$ is a finite set, so all ideals of the $\operatorname{ring}(P(M),+, \odot)$ are finite generated.

For example, if we take Card $M=3$, let us to look at the ideals in the unitary commutative boolean ring $(P(M),+, \odot)$ and at the ideals in the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$.

We denote $M=\{1,2,3\}$. Let I be an ideal of the ring $(P(M),+, \odot)$. Since $\operatorname{Card}(P(M))=8$ and applying Lagrange's theorem, it results that Card $I \in\{1,2,4,8\}$. Knowing that the ring $(P(M),+, \odot)$ is boolean, we obtain that the ideals of the $\operatorname{ring}(P(M),+, \odot)$ are as follows:

$$
\begin{gathered}
I_{1}=\{\varnothing\}=(\varnothing), I_{2}=\{\varnothing,\{1\}\}=(\{1\}) \\
I_{3}=\{\varnothing,\{2\}\}=(\{2\}), I_{4}=\{\varnothing,\{3\}\}=(\{3\}) \\
I_{5}=\{\varnothing,\{1\},\{2\},\{1,2\}\}=\{\{1,2\} \bigcap X \mid X \in P(M)\}=(\{1,2\}) \\
I_{6}=\{\varnothing,\{1\},\{3\},\{1,3\}\}=\{\{1,3\} \bigcap X \mid X \in P(M)\}=(\{1,3\}) \\
I_{7}=\{\varnothing,\{2\},\{3\},\{2,3\}\}=\{\{2,3\} \bigcap X \mid X \in P(M)\}=(\{2,3\}) \\
I_{8}=P(M)=(\{1,2,3\})
\end{gathered}
$$

So, all the ideals of the ring $(P(M),+, \odot)$ are principal ideals.
We are finding all the ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$, which is a Boolean algebra. According to Proposition 1, if $X \subseteq P(M)$, then, the ideal generated by $X$ in the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ is $(X]=\left\{A \in P(M): A \subseteq X_{1} \boxplus\right.$ $\ldots \boxplus X_{n}$, for some $n \geq 1$ and $\left.X_{1}, \ldots, X_{n} \in X\right\}$. It results that the ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ are as follows:

$$
\begin{gathered}
J_{1}=\{\varnothing\}=(\varnothing], J_{2}=\{\varnothing,\{1\}\}=(\{1\}], \\
J_{3}=\{\varnothing,\{2\}\}=(\{2\}], J_{4}=\{\varnothing,\{3\}\}=(\{3\}], \\
J_{5}=(\{1\} \boxplus\{2\}]=(\{1,2\}]=\{\varnothing,\{1\},\{2\},\{1,2\}\}, \\
J_{6}=(\{1\} \boxplus\{3\}]=(\{1,3\}]=\{\varnothing,\{1\},\{3\},\{1,3\}\}, \\
J_{7}=(\{2\} \boxplus\{3\}]=(\{2,3\}]=\{\varnothing,\{2\},\{3\},\{2,3\}\}, \\
J_{8}=(\{1\} \boxplus\{2\} \boxplus\{3\}]=(\{1,2,3\}]=P(M),
\end{gathered}
$$

So, we obtain that all ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ are principal ideals and $I_{l}=J_{l}$, for $(\forall) l=\overline{1,8}$-that is, the ideals of the boolean ring $(P(M),+, \odot)$ coincide with the ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$. Further, according to Theorem 2, it results that the lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ is an $i$-Notherian residuated lattice. Moreover $(P(M),+, \odot)$ is a Notherian ring (in the sense of $[24,25]$ ).

We asked ourselves if this analogy between the ideals of the boolean ring $(P(M),+, \odot)$ and the ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ is preserved for any finite set $M$. The answer is affirmative. To obtain this, we need some results.

Proposition 14 ([25]). Let $R$ be a unitary commutative ring and let I be an idempotent ideal of the ring $R$. If I is finitely generated, there is an idempotent element $e \in I$ such that $I=e R$.

Definition 5 ([24]). A Bezout domain is an integral domain in which every finitely generated ideal is principal.

There are rings in which every finitely generated ideal is principal, but they have divisors of zero.

We introduce the following definition.

Definition 6. A unitary commutative ring with zero divisors, in which every finitely generated ideal is principal, is called a Bezout ring with zero divisors.

We obtain the following results.
Proposition 15. If $(R,+\cdot)$ is a Boolean ring, any ideal of $R$ is idempotent.
Proof. Let $I$ be an ideal of $R$.
$I^{2}=\left\{x_{1} \cdot y_{1}+x_{2} \cdot y_{2}+\ldots .+x_{n} \cdot y_{n} \mid n \in \mathbb{N}^{*}, x_{i}, y_{i} \in I, i=\overline{1, n}\right\}$. It is clear that $I^{2} \subseteq I$. We prove that $I \subseteq I^{2}$. Let $x \in I$. Since $x=x^{2}$, it results that $x \in I^{2}$, so $I \subseteq I^{2}$. We obtain that $I^{2}=I$.

Proposition 16. Any Boolean ring is a Bezout ring with zero divisors.
Proof. It results immediately, using Proposition 15, Proposition 14, and Definition 6.
Taking into account the results obtained, we deduce the following:
Corollary 5. Let $M$ be a nonempty set. Then,
(i) In the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ all finitely generated ideals are principal;
(ii) The ring $(P(M),+, \odot)$ is a Bezout ring with zero divisors;
(iii) If $M$ is finite, the ideals of the boolean ring $(P(M),+, \odot)$ are principal and these ideals coincide with the ideals of the residuated lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$. Further, the lattice $(P(M), \subseteq, \vee, \wedge, \odot, \rightarrow, \varnothing, M)$ is an $i$-Notherian residuated lattice and the ring $(P(M),+, \odot)$ is a Notherian ring.
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#### Abstract

Let $Q$ be a positive defined $n \times n$ matrix and $Q[\underline{x}]=\underline{x}^{\mathrm{T}} Q \underline{x}$. The Epstein zeta-function $\zeta(s ; Q)$, $s=\sigma+i t$, is defined, for $\sigma>\frac{n}{2}$, by the series $\zeta(s ; Q)=\sum_{\underline{x} \in \mathbb{Z}^{n} \backslash\{\underline{0}\}}(Q[\underline{x}])^{-s}$, and is meromorphically continued on the whole complex plane. Suppose that $n \geqslant 4$ is even and $\varphi(t)$ is a differentiable function with a monotonic derivative. In the paper, it is proved that $\frac{1}{T} \operatorname{meas}\{t \in[0, T]: \zeta(\sigma+i \varphi(t) ; Q) \in A\}$, $A \in \mathcal{B}(\mathbb{C})$, converges weakly to an explicitly given probability measure on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ as $T \rightarrow \infty$.
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## 1. Introduction

It is well known that the Riemann zeta-function

$$
\zeta(s)=\sum_{m=1}^{\infty} \frac{1}{m^{s}}, \quad s=\sigma+i t, \quad \sigma>1
$$

shows analytic continuation to the whole complex plane, except for a simple pole at the point $s=1$, and satisfies functional equation

$$
\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\pi^{-\frac{1-s}{2}} \Gamma\left(\frac{1-s}{2}\right) \zeta(1-s),
$$

where $\Gamma(s)$ denotes the Euler gamma-function. The majority of other zeta-functions also have similar equations, which are referred to as the Riemann type. Epstein in [1] raised a question to find the most general zeta-function with a functional equation of the Riemann type and introduced the following zeta-function. Let $Q$ be a positive defined quadratic $n \times n$ matrix, and $Q[\underline{x}]=\underline{x}^{\mathrm{T}} Q \underline{x}$ for $\underline{x} \in \mathbb{Z}^{n}$. Epstein defined, for $\sigma>\frac{n}{2}$, the function

$$
\zeta(s ; Q)=\sum_{\underline{x} \in \mathbb{Z}^{n} \backslash\{\underline{0}\}}(Q[\underline{x}])^{-s},
$$

continued analytically it to the whole complex plane, except for a simple pole at the point $s=\frac{n}{2}$ with residue $\frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right) \sqrt{\operatorname{det} Q}}$, and proved the functional equation

$$
\pi^{-s} \Gamma(s) \zeta(s ; Q)=(\operatorname{det} Q)^{-\frac{1}{2}} \pi^{s-\frac{n}{2}} \Gamma\left(\frac{n}{2}-s\right) \zeta\left(\frac{n}{2}-s ; Q^{-1}\right)
$$

In [2], Bohr and Jessen proved a probabilistic limit theorem for the function $\zeta(s)$. We recall its modern version. Denote by $\mathcal{B}(\mathbb{X})$ the Borel $\sigma$-field of the topological space $\mathbb{X}$, and
by meas $A$ the Lebesgue measure of a measurable set $A \subset \mathbb{R}$. Then, on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$, there exists a probability measure $P_{\sigma}$ such that, for $\sigma>\frac{1}{2}$,

$$
\begin{equation*}
\frac{1}{T} \text { meas }\{t \in[0, T]: \zeta(\sigma+i t) \in A\}, \quad A \in \mathcal{B}(\mathbb{C}) \tag{1}
\end{equation*}
$$

converges weakly to $P_{\sigma}$ as $T \rightarrow \infty$ (see, for example, [3] (Theorem 1.1, p. 149). In [4], the latter limit theorem was generalized for the Epstein zeta-function $\zeta(s ; Q)$ with even $n \geq 4$ and integers $Q[\underline{x}]$. Namely, on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$, there exists an explicitly given probability measure $P_{Q, \sigma}$ such that, for $\sigma>\frac{n-1}{2}$,

$$
\frac{1}{T} \operatorname{meas}\{t \in[0, T]: \zeta(\sigma+i t ; Q) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

converges weakly to $P_{Q, \sigma}$ as $T \rightarrow \infty$.
For the function $\zeta(s)$, more general limit theorems are also considered. In place of (1), the weak convergence for

$$
\frac{1}{T} \operatorname{meas}\{t \in[0, T]: \zeta(\sigma+i \varphi(t)) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

with certain measurable function $\varphi(t)$ is studied. For example, theorems of such a kind follow from limit theorems in the space of analytic functions proved in [5].

Suppose that the function $\varphi(t)$ is defined for $t \geq T_{0}>0$, is increasing to $+\infty$, and has a monotonic derivative $\varphi^{\prime}(t)$ satisfying the estimate

$$
\varphi(2 t) \frac{1}{\varphi^{\prime}(t)} \ll t, \quad t \rightarrow \infty .
$$

Denote the class of the above functions by $W\left(T_{0}\right)$.
The aim of this paper is to prove a limit theorem for

$$
\hat{P}_{T, Q, \sigma}(A) \stackrel{\text { def }}{=} \frac{1}{T} \text { meas }\{t \in[0, T]: \zeta(\sigma+i \varphi(t) ; Q) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

when $\varphi(t) \in W\left(T_{0}\right)$. In place of $\hat{P}_{T, Q, \sigma}$ one can consider

$$
P_{T, Q, \sigma}(A) \stackrel{\text { def }}{=} \frac{1}{T} \operatorname{meas}\{t \in[T, 2 T]: \zeta(\sigma+i \varphi(t) ; Q) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

It is easily seen that the weak convergence of $\hat{P}_{T, Q, \sigma}$ to $P_{Q, \sigma}$ as $T \rightarrow \infty$ is equivalent to that of $P_{T, \mathrm{Q}, \sigma}$. Actually, if $\hat{P}_{T, \mathrm{Q}, \sigma}$ converges weakly to $P_{\mathrm{Q}, \sigma}$ as $T \rightarrow \infty$, then

$$
\lim _{T \rightarrow \infty} \hat{P}_{T, Q, \sigma}(A)=P_{Q, \sigma}(A)
$$

for every continuity set $A$ of the measure $P_{Q, \sigma}$. Since

$$
P_{T, Q, \sigma}(A)=2 \hat{P}_{2 T, Q, \sigma}(A)-\hat{P}_{T, Q, \sigma}(A)
$$

we obtain that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P_{T, Q, \sigma}(A)=P_{Q, \sigma}(A) \tag{2}
\end{equation*}
$$

i.e., $P_{T, Q, \sigma}$ converges weakly to $P_{Q, \sigma}$ as $T \rightarrow \infty$.

Now, suppose that (2) is true. Then

$$
X P_{X, Q, \sigma}(A)=X P_{Q, \sigma}(A)+g_{A}(X) X
$$

where $g_{A}(X) \rightarrow 0$ as $X \rightarrow \infty$. Taking $X=T 2^{-j}$ and summing the above equality over $j \in \mathbb{N}$, we obtain, ue of $\sigma$-additivity of the Lebesgue measure,

$$
\begin{equation*}
\hat{P}_{T, Q, \sigma}(A)=P_{Q, \sigma}(A)+\sum_{j=1}^{\infty} g_{A}\left(T 2^{-j}\right) 2^{-j} \tag{3}
\end{equation*}
$$

Let $\epsilon>0$. We fix $j_{0}$ such that

$$
\sum_{j>j_{0}} 2^{-j}<\epsilon
$$

Then

$$
\sum_{j=1}^{\infty} g_{A}\left(T 2^{-j}\right) 2^{-j} \ll{ }_{A} \sum_{j \leq j_{0}} g_{A}\left(T 2^{-j}\right)+\epsilon
$$

Thus, taking $T \rightarrow \infty$ and then $\epsilon \rightarrow 0$, we find

$$
\lim _{T \rightarrow \infty} \sum_{j=1}^{\infty} g_{A}\left(T 2^{-j}\right) 2^{-j}=0
$$

This together with (3) shows that

$$
\hat{P}_{T, Q, \sigma}(A)=P_{Q, \sigma}(A)+o(1), \quad T \rightarrow \infty
$$

i.e., $\hat{P}_{T, \mathrm{Q}, \sigma}$ converges weakly to $P_{\mathrm{Q}, \sigma}$ as $T \rightarrow \infty$.

Since, in the case of $P_{T, \mathrm{Q}, \sigma}$ the function $\varphi(t)$ occurs for large values of $t$, the study of $P_{T, \mathrm{Q}, \sigma}$ sometimes is more convenient than that of $\hat{P}_{T, \mathrm{Q}, \sigma}$. Therefore, we will prove a limit theorem for $P_{T, Q, \sigma}$.

As in [3], we use the decomposition [6]

$$
\zeta(s ; Q)=\zeta\left(s ; E_{Q}\right)+\zeta\left(s ; F_{Q}\right)
$$

where $\zeta\left(s ; E_{Q}\right)$ and $\zeta\left(s ; F_{Q}\right)$ are zeta-functions of certain Eisenstein series and of a certain cusp form, respectively. The latter decomposition and the results of [7], [8]-see also [9]imply that, for $\sigma>\frac{n-1}{2}$,

$$
\begin{equation*}
\zeta(s ; Q)=\sum_{k=1}^{K} \sum_{l=1}^{L} \frac{a_{k l}}{k^{s} l^{s}} L\left(s, \chi_{k}\right) L\left(s-\frac{n}{2}+1, \psi_{l}\right)+\sum_{m=1}^{\infty} \frac{f_{Q}(m)}{m^{s}} \tag{4}
\end{equation*}
$$

where $a_{k l} \in \mathbb{C}, K, L \in \mathbb{N}, L\left(s, \chi_{k}\right)$ and $L\left(s, \psi_{l}\right)$ are Dirichlet $L$-functions, and the series is absolutely convergent for $\sigma>\frac{n-1}{2}$. Equality (4) is the main relation for investigation of the function $\zeta(s ; Q)$. Before the statement of a limit theorem, we construct a $\mathbb{C}$-valued random element connected to $\zeta(s ; Q)$.

Let $\mathbb{P}$ is the set of all prime numbers, $\gamma=\{s \in \mathbb{C}:|s|=1\}$, and

$$
\Omega=\prod_{p \in \mathbb{P}} \gamma_{p}
$$

where $\gamma_{p}=\gamma$ for all $p \in \mathbb{P}$. The infinite-dimensional torus $\Omega$ is a compact topological Abelian group; therefore, the probability Haar measure can be defined on $(\Omega, \mathcal{B}(\Omega))$. This gives the probability space $\left(\Omega, \mathcal{B}(\Omega), m_{H}\right)$. Denote by $\omega(p)$ the $p$ th, $p \in \mathbb{P}$, component of an element $\omega \in \Omega$, and extend the function $\omega(p)$ to the whole set $\mathbb{N}$ by the formula

$$
\omega(m)=\prod_{\substack{p^{l} \mid m \\ p^{l+1} \nmid m}} \omega^{l}(p), \quad m \in \mathbb{N} .
$$

On the probability space $\left(\Omega, \mathcal{B}(\Omega), m_{H}\right)$, for $\sigma>\frac{n-1}{2}$, define the $\mathbb{C}$-valued random element by

$$
\begin{aligned}
\zeta(\sigma, \omega ; Q) & =\sum_{k=1}^{K} \sum_{l=1}^{L} \frac{a_{k l} \omega(k) \omega(l)}{k^{\sigma} l^{\sigma}} L\left(\sigma, \omega, \chi_{k}\right) L\left(\sigma-\frac{n}{2}+1, \omega, \psi_{l}\right) \\
& +\sum_{m=1}^{\infty} \frac{f_{Q}(m) \omega(m)}{m^{\sigma}},
\end{aligned}
$$

where

$$
L\left(\sigma, \omega, \chi_{k}\right)=\prod_{p \in \mathbb{P}}\left(1-\frac{\chi_{k}(p) \omega(p)}{p^{\sigma}}\right)^{-1}
$$

and

$$
L\left(\sigma-\frac{n}{2}+1, \omega, \psi_{l}\right)=\prod_{p \in \mathbb{P}}\left(1-\frac{\psi_{l}(p) \omega(p)}{p^{\sigma-\frac{n}{2}+1}}\right)^{-1}
$$

Now, denote by $P_{\zeta, Q, \sigma}$ the distribution of $\zeta(\sigma, \omega ; Q)$, i.e.,

$$
P_{\zeta, Q, \sigma}(A)=m_{H}\{\omega \in \Omega: \zeta(\sigma, \omega ; Q) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

Because $n \geq 4, \sigma-\frac{n}{2}+1>\frac{1}{2}$ for $\sigma>\frac{n-1}{2}$. Therefore, the second Euler product for Dirichlet $L$-function is convergent for almost all $\omega$ and defines a random variable.

The main the result of the paper is the following theorem.
Theorem 1. Suppose that $\varphi(t) \in W\left(T_{0}\right), n \geq 4$ and $\sigma>\frac{n-1}{2}$ is fixed. Then $P_{T, Q, \sigma}$ converges weakly to the measure $P_{\zeta, Q, \sigma}$ as $T \rightarrow \infty$.

Since the representation (4) depends on $Q$, the random element $\zeta(\sigma, \omega ; Q)$ depends on $Q$. Thus, the limit measure $P_{\zeta, Q, \sigma}$ also depends on $Q$.

## 2. Some Estimates

We will consider the measure $P_{T, Q, \sigma}$; therefore, we suppose that $t \in[T, 2 T]$ with large $T$. Let $\chi$ be a Dirichlet character modulo $q$, and $L(s, \chi)$ be a corresponding Dirichlet $L$-function.

Lemma 1. Suppose that $\varphi(t) \in W\left(T_{0}\right)$ and $\sigma>\frac{1}{2}$ is fixed. Then, for $\tau \in \mathbb{R}$,

$$
\int_{T}^{2 T}|L(\sigma+i \varphi(t)+i \tau, \chi)|^{2} \mathrm{~d} \tau \lll \sigma, \chi, \varphi \mid
$$

Proof. It is well known that, for fixed $\sigma>\frac{n-1}{2}$,

$$
\begin{equation*}
\int_{-T}^{T}|L(\sigma+i t, \chi)|^{2} \mathrm{~d} t \ll_{\sigma, \chi} T \tag{5}
\end{equation*}
$$

An application of the mean value theorem, in view of (5), gives

$$
\begin{aligned}
I(T, \chi, \sigma) & \stackrel{\text { def }}{=} \int_{T}^{2 T}|L(\sigma+i \varphi(t)+i \tau, \chi)|^{2} \mathrm{~d} t=\int_{T}^{2 T} \frac{1}{\varphi^{\prime}(t)}|L(\sigma+i \varphi(t)+i \tau, \chi)|^{2} \mathrm{~d} \varphi(t) \\
& =\int_{T}^{2 T} \frac{1}{\varphi^{\prime}(t)} \mathrm{d}\left(\int_{T}^{\varphi(t)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u\right)=\frac{1}{\varphi^{\prime}(T)} \int_{T}^{\xi} \mathrm{d}\left(\int_{T}^{\varphi(t)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u\right) \\
& =\frac{1}{\varphi^{\prime}(T)} \int_{\varphi(T)+\tau}^{\varphi(\xi)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u \leq \frac{1}{\varphi^{\prime}(T)} \int_{\varphi(T)-|\tau|}^{\varphi(2 T)+|\tau|}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u \\
& \leq \frac{1}{\varphi^{\prime}(T)} \int_{-\varphi(2 T)-|\tau|}^{\varphi(2 T)+|\tau|}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u \ll \sigma, \chi \frac{1}{\varphi^{\prime}(T)}(\varphi(2 T)+|\tau|)
\end{aligned}
$$

where $T \leq \xi \leq 2 T$ and $\varphi^{\prime}(t)$ is increasing. Thus, by the definition of the class $W\left(T_{0}\right)$,

$$
I(T, \chi, \sigma)<_{\sigma, \chi} \frac{\varphi(2 T)}{\varphi^{\prime}(T)}\left(1+\frac{|\tau|}{\varphi(2 T)}\right)<_{\sigma, \chi, \varphi} T(1+|\tau|)
$$

If $\varphi^{\prime}(t)$ is decreasing, then similarly we have

$$
\begin{aligned}
I(T, \chi, \sigma) & =\frac{1}{\varphi^{\prime}(2 T)} \int_{\zeta}^{2 T} d\left(\int_{T}^{\varphi(t)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u\right)=\frac{1}{\varphi^{\prime}(2 T)} \int_{\varphi(\xi)+\tau}^{\varphi(2 T)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u \\
& \leq \frac{1}{\varphi^{\prime}(2 T)} \int_{\varphi(2 T)+\tau}^{\varphi(2 T)+\tau}|L(\sigma+i u, \chi)|^{2} \mathrm{~d} u \ll \sigma, \chi \frac{1}{\varphi^{\prime}(2 T)}(\varphi(2 T)+|\tau|) \\
& \ll \sigma, \chi \frac{\varphi(4 T)}{\varphi^{\prime}(2 T)}(1+|\tau|) \ll_{\sigma, \chi, \varphi} T(1+|\tau|)
\end{aligned}
$$

Let $\theta>0$ be a fixed number, and

$$
v_{N}(m)=\exp \left\{-\left(\frac{m}{N}\right)^{\theta}\right\}, \quad m, N \in \mathbb{N}
$$

where $\exp \{a\}=\mathrm{e}^{a}$. Put

$$
L_{N}(s, \chi)=\sum_{m=1}^{\infty} \frac{\chi(m) v_{N}(m)}{m^{s}}
$$

Then, by the exponential decreasing of $v_{N}(m)$, the latter series is absolutely convergent for $\sigma>\sigma_{0}$ with arbitrary finite $\sigma_{0}$. Define

$$
\zeta_{N}(s ; Q)=\sum_{k=1}^{K} \sum_{l=1}^{L} \frac{a_{k l}}{k^{s} l^{s}} L\left(s, \chi_{k}\right) L_{N}\left(s-\frac{n}{2}+1, \psi_{l}\right)+\sum_{m=1}^{\infty} \frac{f_{Q}(m)}{m^{s}} .
$$

Then the series for $\zeta_{N}(s ; Q)$ is absolutely convergent for $\sigma>\frac{n-1}{2}$. It turns out that $\zeta_{N}(s ; Q)$ approximates well in the mean the function $\zeta(s ; Q)$. More precisely, we have the following result.

Lemma 2. Suppose that $\varphi(t) \in W\left(T_{0}\right)$ and $\sigma>\frac{n-1}{2}$ is fixed. Then

$$
\lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{T}^{2 T}\left|\zeta(\sigma+i \varphi(t) ; Q)-\zeta_{N}(\sigma+i \varphi(t) ; Q)\right| \mathrm{d} t=0
$$

Proof. Let $\theta$ be from the definition of $v_{N}(m) ; \Gamma(s)$ denotes the Euler gamma-function, and

$$
l_{N}(s)=\frac{s}{\theta} \Gamma\left(\frac{s}{\theta}\right) N^{s}
$$

Then, the Mellin formula

$$
\frac{1}{2 \pi i} \int_{b-i \infty}^{b+i \infty} \Gamma(s) a^{-s} \mathrm{~d} s=\mathrm{e}^{-a}, \quad a, b>0
$$

leads, for $\theta_{1}>\frac{1}{2}$, to

$$
\begin{equation*}
L_{N}(s, \chi)=\frac{1}{2 \pi i} \int_{\theta_{1}-i \infty}^{\theta_{1}+i \infty} L(s+z, \chi) l_{N}(z) \frac{\mathrm{d} z}{z} \tag{6}
\end{equation*}
$$

Denote by $\chi_{0}$ the principal Dirichlet character modulo $q$. Since the function $L(s, \chi)$ is entire for $\chi \neq \chi_{0}$, and $L\left(s, \chi_{0}\right)$ has a simple pole at the point $s=1$ with residue

$$
a_{q} \stackrel{\text { def }}{=} \prod_{p \mid q}\left(1-\frac{1}{p}\right)
$$

the residue theorem and (6) give

$$
L_{N}(s, \chi)-L(s, \chi)=\frac{1}{2 \pi i} \int_{-\theta_{2}-i \infty}^{-\theta_{2}+i \infty} L(s+z, \chi) l_{N}(z) \frac{\mathrm{d} z}{z}+R_{N}(s, \chi)
$$

where $0<\theta_{2}<1$ and

$$
R_{N}(s, \chi)= \begin{cases}0 & \text { if } \chi \neq \chi_{0} \\ a_{q} \frac{l_{N}(1-s)}{1-s} & \text { if } \chi=\chi_{0}\end{cases}
$$

Therefore,

$$
\begin{aligned}
& \left|L(\sigma+i \varphi(t), \chi)-L_{N}(\sigma+i \varphi(t), \chi)\right| \\
\ll & \int_{-\infty}^{\infty}\left|L\left(\sigma-\theta_{2}+i \varphi(t)+i \tau, \chi\right)\right| \frac{\left|l_{N}\left(-\theta_{2}+i \tau\right)\right|}{\left|-\theta_{2}+i \tau\right|} \mathrm{d} \tau+\left|R_{N}(\sigma+i \varphi(t), \chi)\right| .
\end{aligned}
$$

Hence, we have that

$$
\begin{equation*}
\frac{1}{T} \int_{T}^{2 T}\left|L(\sigma+i \varphi(t), \chi)-L_{N}(\sigma+i \varphi(t), \chi)\right| \mathrm{d} t \ll I_{1}+I_{2} \tag{7}
\end{equation*}
$$

where

$$
I_{1}=\int_{-\infty}^{\infty}\left(\left(\frac{1}{T} \int_{T}^{2 T}\left|L\left(\sigma-\theta_{2}+i \varphi(t)+i \tau, \chi\right)\right| \mathrm{d} t\right) \frac{l_{N}\left(-\theta_{2}+i \tau\right)}{\left|-\theta_{2}+i \tau\right|}\right) \mathrm{d} \tau
$$

and

$$
I_{2}=\frac{1}{T} \int_{T}^{2 T}\left|R_{N}(\sigma+i \varphi(t), \chi)\right| \mathrm{d} t
$$

It is well known that, uniformly in $\sigma_{1} \leq \sigma \leq \sigma_{2}$ with arbitrary $\sigma_{1}<\sigma_{2}$,

$$
\begin{equation*}
\Gamma(\sigma+i t) \ll \exp \{-c|t|\}, \quad|t| \geq t_{0}>0, \quad c>0 \tag{8}
\end{equation*}
$$

Therefore,

$$
\frac{l_{N}(1-\sigma-i \varphi(t))}{1-\sigma-i \varphi(t)} \ll_{\theta} N^{1-\sigma} \exp \left\{-\frac{c}{\theta} \varphi(t)\right\}
$$

and

$$
\begin{equation*}
I_{2}<_{\theta, q} N^{1-\sigma} \frac{1}{T} \int_{T}^{2 T} \exp \left\{-\frac{c}{\theta} \varphi(t)\right\} \mathrm{d} t<_{\theta, q} N^{1-\sigma} \exp \left\{-\frac{c}{\theta} \varphi(T)\right\} \tag{9}
\end{equation*}
$$

Suppose that $\sigma>\frac{1}{2}$ and $\theta_{2}$ is such that $\sigma-\theta_{2}>\frac{1}{2}$. Then, in view of (8) again,

$$
\frac{l_{N}\left(-\theta_{2}+i \tau\right)}{-\theta_{2}+i \tau}<_{\theta} N^{-\theta_{2}} \exp \left\{-\frac{c}{\theta}|\tau|\right\}
$$

Therefore, Lemma 1 implies

$$
I_{1} \ll \theta_{, \sigma, \theta_{2}, \chi} N^{-\theta_{2}} \int_{-\infty}^{\infty}(1+|\tau|) \exp \left\{-\frac{c}{\theta}|\tau|\right\} \mathrm{d} \tau \lll_{\theta, \sigma, \theta_{2}, \chi} N^{-\theta_{2}}
$$

This, (9) and (7) show that, for fixed $\sigma>\frac{1}{2}$,

$$
\lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{T}^{2 T}\left|L(\sigma+i \varphi(t), \chi)-L_{N}(\sigma+i \varphi(t), \chi)\right| \mathrm{d} t=0
$$

Since $\sigma>\frac{n-1}{2}$, we have $\sigma-\frac{n}{2}+1>\frac{1}{2}$. Therefore, for $\sigma>\frac{n-1}{2}$,

$$
\lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{T}^{2 T}\left|L\left(\sigma-\frac{n}{2}+1+i \varphi(t), \psi_{l}\right)-L_{N}\left(\sigma-\frac{n}{2}+1+i \varphi(t), \psi_{l}\right)\right| \mathrm{d} t=0
$$

Hence,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{T}^{2 T}\left|\zeta(\sigma+i \varphi(t) ; Q)-\zeta_{N}(\sigma+i \varphi(t) ; Q)\right| \mathrm{d} t \\
& <_{Q} \lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \sum_{l=1}^{L} \int_{T}^{2 T}\left|L\left(\sigma-\frac{n}{2}+1+i \varphi(t), \psi_{l}\right)-L_{N}\left(\sigma-\frac{n}{2}+1+i \varphi(t), \psi_{l}\right)\right| \mathrm{d} t=0
\end{aligned}
$$

## 3. Limit Theorems

We divide the proof of Theorem 1 into lemmas that are limit theorems in some spaces. We start with a lemma on the torus $\Omega$. For $A \in \mathcal{B}(\Omega)$, define

$$
Q_{T}(A)=\frac{1}{T} \text { meas }\left\{t \in[T, 2 T]:\left(p^{-i \varphi(t)}: p \in \mathbb{P}\right) \in A\right\}
$$

Lemma 3. Suppose that $\varphi(t) \in W\left(T_{0}\right)$. Then $Q_{T}$ converges weakly to the Haar measure $m_{H}$ as $T \rightarrow \infty$.

Proof. We will apply the Fourier transform method. Let $g_{T}(\underline{k}), \underline{k}=\left(k_{p}: k_{p} \in \mathbb{Z}, p \in \mathbb{P}\right)$ be the Fourier transform of $Q_{T}$, i.e.,

$$
g_{T}(\underline{k})=\int_{\Omega}\left(\prod_{p \in \mathbb{P}}^{*} \omega^{k_{p}}(p)\right) \mathrm{d} Q_{T}
$$

where "*" indicates that only a finite number of integers $k_{p}$ are distinct from zero. Thus, by the definition of $Q_{T}$,

$$
\begin{equation*}
g_{T}(\underline{k})=\frac{1}{T} \int_{T}^{2 T} \prod_{p \in \mathbb{P}}^{*}\left(p^{-i k_{p} \varphi(t)}\right) \mathrm{d} t=\frac{1}{T} \int_{T}^{2 T} \exp \left\{-i \varphi(t) \sum_{p \in \mathbb{P}}^{*} k_{p} \log p\right\} \mathrm{d} t \tag{10}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
g_{T}(\underline{0})=1 \tag{11}
\end{equation*}
$$

Now, suppose that $\underline{k} \neq \underline{0}$. Since the set $\{\log p: p \in \mathbb{P}\}$ is linearly independent over the field of rational numbers, we have

$$
A_{\underline{k}} \stackrel{\text { def }}{=} \sum_{p \in \mathbb{P}}^{*} k_{p} \log p \neq 0
$$

Then

$$
\begin{aligned}
\int_{T}^{2 T} \cos \left(A_{\underline{k}} \varphi(t)\right) \mathrm{d} t & =\frac{1}{A_{\underline{k}}} \int_{T}^{2 T} \frac{1}{\varphi^{\prime}(t)} \mathrm{d} \sin \left(A_{\underline{k}} \varphi(t)\right) \\
& =\frac{1}{A_{\underline{k}}} \begin{cases}\left(\varphi^{\prime}(T)\right)^{-1} \int_{T}^{\zeta} \mathrm{d} \sin \left(A_{\underline{k}} \varphi(t)\right) \quad \text { if } \varphi^{\prime}(t) \text { is increasing, } \\
\left(\varphi^{\prime}(2 T)\right)^{-1} \int_{\xi}^{2 T} \mathrm{~d} \sin \left(A_{\underline{k}} \varphi(t)\right) \quad \text { if } \varphi^{\prime}(t) \text { is decreasing }\end{cases} \\
& \ll \frac{1}{\left|A_{\underline{k}}\right|} \begin{cases}\left(\varphi^{\prime}(T)\right)^{-1} & \text { if } \varphi^{\prime}(t) \text { is increasing, } \\
\left(\varphi^{\prime}(2 T)\right)^{-1} & \text { if } \varphi^{\prime}(t) \text { is decreasing, }\end{cases}
\end{aligned}
$$

where $T \leq \xi \leq 2 T$. Since $\varphi(t) \in W\left(T_{0}\right)$,

$$
\left\{\begin{array}{ll}
\left(\varphi^{\prime}(T)\right)^{-1} & \text { if } \varphi^{\prime}(t) \text { is increasing } \\
\left(\varphi^{\prime}(2 T)\right)^{-1} & \text { if } \varphi^{\prime}(t) \text { is decreasing }
\end{array}=o(T)\right.
$$

as $T \rightarrow \infty$. Therefore,

$$
\begin{equation*}
\int_{T}^{2 T} \cos \left(A_{\underline{k}} \varphi(t)\right) \mathrm{d} t=o(T), \quad T \rightarrow \infty \tag{12}
\end{equation*}
$$

Similarly, we find that

$$
\int_{T}^{2 T} \sin \left(A_{\underline{k}} \varphi(t)\right) \mathrm{d} t=o(T), \quad T \rightarrow \infty
$$

Thus, (10)-(12) show that

$$
\lim _{T \rightarrow \infty} g_{T}(\underline{k})=\left\{\begin{array}{lll}
1 & \text { if } & \underline{k}=\underline{0} \\
0 & \text { if } & \underline{k} \neq \underline{0}
\end{array}\right.
$$

Since the right-hand side of the latter equality is the Fourier transform of the Haar measure $m_{H}$, the lemma is proved.

For $A \in \mathcal{B}(\mathbb{C})$, define

$$
P_{T, N, Q, \sigma}(A)=\frac{1}{T} \operatorname{meas}\left\{t \in[T, 2 T]: \zeta_{N}(\sigma+i \varphi(t) ; Q) \in A\right\}
$$

To prove the weak convergence for $P_{T, N, Q, \sigma}$ as $T \rightarrow \infty$, consider the function $u_{N, \sigma}: \Omega \rightarrow \mathbb{C}$ given by the formula

$$
u_{N, \sigma}(\omega)=\zeta_{N}(\sigma, \omega ; Q)
$$

where

$$
\zeta_{N}(\sigma, \omega ; Q)=\sum_{m=1}^{\infty} \frac{w_{N}(m) \omega(m)}{m^{\sigma}}
$$

and

$$
\sum_{m=1}^{\infty} \frac{w_{N}(m)}{m^{s}}
$$

is the Dirichlet series for $\zeta_{N}(s ; Q)$. Clearly, the above series are absolutely convergent for $\sigma>\frac{n-1}{2}$. The absolute convergence of the series for $\zeta_{N}(s, \omega ; Q)$ implies the continuity for the function $u_{N}$. Therefore, the function $u_{N}$ is $(\mathcal{B}(\Omega), \mathcal{B}(\mathbb{C}))$-measurable, and we can define the probability measure $V_{N, \sigma}=m_{H} u_{N, \sigma}^{-1}$, where

$$
m_{H} u_{N, \sigma}^{-1}(A)=m_{H}\left(u_{N, \sigma}^{-1} A\right), \quad A \in \mathcal{B}(\mathbb{C})
$$

Lemma 4. Suppose that $\varphi(t) \in W\left(T_{0}\right)$ and $\sigma>\frac{n-1}{2}$ is fixed. Then, $P_{T, N, Q, \sigma}$ converges weakly to $V_{N, \sigma}$ as $T \rightarrow \infty$.

Proof. By the definitions of $P_{T, N, Q, \sigma}, Q_{T}$ and $u_{N, \sigma}$, for all $A \in \mathcal{B}(\mathbb{C})$,

$$
P_{T, N, Q, \sigma}(A)=\frac{1}{T} \operatorname{meas}\left\{\tau \in[T, 2 T]:\left(p^{-i \varphi(t)}: p \in \mathbb{P}\right) \in u_{N, \sigma}^{-1}\right\}=Q_{T}\left(u_{N, \sigma}^{-1}\right)
$$

Thus, $P_{T, N, Q, \sigma}=Q_{T} u_{N, \sigma}^{-1}$. Therefore, the lemma is a consequence of Theorem 5.1 from [10], continuity of $u_{N, \sigma}$ and Lemma 3.

The measure $V_{N, \sigma}$ is very important for the proof of Theorem 1 . Since $V_{N, \sigma}$ is independent of the function $\varphi(t)$, the following limit relation is true.

Lemma 5. Suppose that $\sigma>\frac{n-1}{2}$ is fixed. Then $V_{N, \sigma}$ converges weakly to $P_{\zeta, \mathrm{Q}, \sigma}$ as $N \rightarrow \infty$.
Proof. In the proof of Theorem 2 from [4], it is obtained (relation (12)) that $V_{N, \sigma}$ converges weakly to a certain measure $P_{\sigma}$, and, at the end of the proof, the measure $P_{\sigma}$ is identified by showing that $P_{\sigma}=P_{\zeta, Q, \sigma}$.

For convenience, we recall Theorem 4.2 of [10]. Denote by $\xrightarrow{\mathcal{D}}$ the convergence in distribution.
Lemma 6. Suppose that the space $(\mathbb{X}, \rho)$ is separable, and $\mathbb{X}$-valued random elements $Y_{n}, X_{1 N}, X_{2 N}, \ldots$ are defined on the same probability space with measure $P$. Let, for every $k$,

$$
X_{k N} \xrightarrow[N \rightarrow \infty]{\mathcal{D}} X_{k}
$$

and

$$
X_{k} \underset{k \rightarrow \infty}{\mathcal{D}} X
$$

If, for every $\varepsilon>0$,

$$
\lim _{k \rightarrow \infty} \limsup _{N \rightarrow \infty} P\left(\rho\left(X_{k N}, Y_{N}\right) \geq \varepsilon\right\}=0
$$

then $Y_{N} \xrightarrow[N \rightarrow \infty]{\stackrel{\mathcal{D}}{\longrightarrow}} X$.
Proof of Theorem 1. Suppose that $\xi_{T}$ is a random variable defined on a certain probability space $(\hat{\Omega}, \mathcal{B}(\hat{\Omega}), P)$ and distributed uniformly in $[T, 2 T]$. Since the function $\varphi(t)$ is continuous, it is thus measurable, and $\varphi\left(\xi_{T}\right)$ is a random variable as well. Denote by $X_{N, \sigma}$ the complex valued random element having the distribution $V_{N, \sigma}$, and, on the probability space $(\hat{\Omega}, \mathcal{B}(\hat{\Omega}), P)$, define the random element

$$
X_{T, N, \sigma}=\zeta_{N}\left(\sigma+i \varphi\left(\xi_{T}\right) ; Q\right)
$$

Then, in view of Lemma 4,

$$
\begin{equation*}
X_{T, N, \sigma} \xrightarrow[T \rightarrow \infty]{\mathcal{D}} X_{N, \sigma} \tag{13}
\end{equation*}
$$

and, by Lemma 5,

$$
\begin{equation*}
X_{N, \sigma} \xrightarrow[N \rightarrow \infty]{\mathcal{D}} P_{\zeta, Q, \sigma} . \tag{14}
\end{equation*}
$$

Define one more complex-valued random element

$$
Y_{T, \sigma}=\zeta\left(\sigma+i \varphi\left(\xi_{T}\right) ; Q\right)
$$

Then, an application of Lemma 2 gives, for $\varepsilon>0$,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \limsup _{T \rightarrow \infty} P\left\{\left|X_{T, N, \sigma}-Y_{T, \sigma}\right| \geq \varepsilon\right\} \\
\leq & \frac{1}{\varepsilon T} \int_{T}^{2 T}\left|\zeta(s+i \varphi(t) ; Q)-\zeta_{N}(s+i \varphi(t) ; Q)\right| \mathrm{d} t=0
\end{aligned}
$$

This, relations (13) and (14) show that all hypotheses of Lemma 6 are satisfied. Therefore,

$$
Y_{T, \sigma} \xrightarrow[T \rightarrow \infty]{\mathcal{D}} P_{\zeta, Q, \sigma}
$$

and this is equivalent to the assertion of the theorem.

## 4. Concluding Remarks

By Bohr and Jessen's works, it is known that the asymptotic behavior of the Dirichlet series can be characterized by probabilistic limit theorems. It turns out that Bohr-Jessen's ideas can also be applied for the Epstein zeta-function $\zeta(s ; Q)$ whose definition involves a positive defined $n \times n$ matric $Q$. We prove that, for any fixed $\sigma>\frac{n-1}{2}$,

$$
\frac{1}{T} \operatorname{meas}\{t \in[T, 2 T]: \zeta(\sigma+i \varphi(t) ; Q) \in A\}, \quad A \in \mathcal{B}(\mathbb{C})
$$

converges weakly to an explicitly given probability measure on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ as $T \rightarrow \infty$. Here $\varphi(t)$ is an increasing differentiable function such that

$$
\frac{\varphi(2 t)}{\varphi^{\prime}(t)} \ll t, \quad t \rightarrow \infty
$$

For example, $\varphi(t)$ can be a polynomials or the Gram function. We recall that the Gram function $g(t)$ is the solution of the equation

$$
\theta(\tau)=(t-1) \pi, \quad t \geq 0
$$

where $\theta(\tau)$ is the increment of the argument of the function $\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right)$ along the segment connecting the points $s=\frac{1}{2}$ and $s=\frac{1}{2}+i \tau$. It is known [11] that

$$
g(t)=\frac{2 \pi t}{\log t}(1+o(1))
$$

and

$$
g^{\prime}(t)=\frac{2 \pi}{\log t}(1+o(1))
$$

as $t \rightarrow \infty$.
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#### Abstract

For a given integer $n$, we provide some families of imaginary quadratic number fields of the form $\mathbb{Q}\left(\sqrt{4 q^{2}-p^{n}}\right)$, whose ideal class group has a subgroup isomorphic to $\mathbb{Z} / n \mathbb{Z}$.
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## 1. Introduction

The class number of a number field is by definition the order of the ideal class group of its ring of integers. Thus, a number field has class number one if and only if its ring of integers is a principal ideal domain. In this sense, the ideal class group measures how far R is from being a principal ideal domain, and hence from satisfying unique prime factorization. The divisibility properties of class numbers are very important to know the structure of ideal class groups of number fields. Numerous results about the divisibility of the class numbers of quadratic fields have been introduced by many authors ([1-15]). By their works, it was shown that there exist infinitely many imaginary quadratic number fields whose ideal class numbers are multiples of $n$. They proved that there exist infinitely many imaginary quadratic number fields such that the ideal class group has a cyclic subgroup of order $n$. Most of such families are of the type $\mathbb{Q}\left(\sqrt{x^{2}-t^{n}}\right)$ or of the type $\mathbb{Q}\left(\sqrt{x^{2}-4 t^{n}}\right)$, where $x$ and $t$ are positive integers with some restrictions. (For the case of $\mathbb{Q}\left(\sqrt{x^{2}-t^{n}}\right)$, see $[1,2,6,7,9,11-13,15]$ and for the case of $\mathbb{Q}\left(\sqrt{x^{2}-4 t^{n}}\right)$ see $\left.[3-5,8,10,14]\right)$.

Recently, K. Chakraborty, A. Hoque, Y. Kishi and P.P. Pandey considered the family $K_{p, q}=\mathbb{Q}\left(\sqrt{q^{2}-p^{n}}\right)$ when $p$ and $q$ were distinct odd prime numbers and $n \geq 3$ was an odd integer (see Theorem 1.2 of [2]). However, they just dealt with the case when $n$ was an odd integer. We want to deal with the case when $n$ is an even integer. In this article, we treat the family $K_{p, 2 q}=\mathbb{Q}\left(\sqrt{4 q^{2}-p^{n}}\right)$ when $p$ and $q$ are distinct odd prime numbers.

## 2. Preliminaries

In this section, we review some previous results which we will use.

### 2.1. Being a pth Power

Proposition 1. (Proposition 2.2 in [2]). Let $d \equiv 5(\bmod 8)$ be an integer and $\ell$ be a prime. For odd integers $a, b$, we have

$$
\left(\frac{a+b \sqrt{d}}{2}\right)^{\ell} \in \mathbb{Z}[d] \text { if and only if } \ell=3 .
$$

Definition 1. If $L / K$ is a Galois extension and $\alpha$ is in $L$, then the trace of $\alpha$ is the sum of all the Galois conjugates of $\alpha$, i.e.,

$$
\operatorname{Tr}(\alpha)=\sum_{\sigma \in \operatorname{Gal}(L / K)} \sigma(\alpha)
$$

where $\operatorname{Gal}(L / K)$ denotes the Galois group of $L / K$.
Lemma 1. (Lemma 4 in [10]). Let $K$ be a quadratic number field and $O_{K}$ be its ring of algebraic integers. If $\alpha \in O_{K}$, then $\alpha$ is a square in $O_{K}$ if and only if there exists $A \in \mathbb{Z}$ such that $N(\alpha)=A^{2}$ and such that $\operatorname{Tr}(\alpha)+2 A$ is a square in $\mathbb{Z}$. If $K$ is imaginary, we may assume that $A \geq 0$.

### 2.2. Result of Y. Bugeaud and T. N. Shorey

In this section, we review a result of Y. Bugeaud and T.N. Shorey (see [16]). Let $F_{n}$ be the $n$th Fibonacci sequence and $L_{n}$ be the $n$th Lucas sequence. Let us define the sets $\mathcal{F}$ and $\mathcal{G} \subset \mathbb{N} \times \mathbb{N} \times \mathbb{N}$ by

$$
\mathcal{F}:=\left\{\left(F_{h_{1}-2 \epsilon}, L_{h_{1}+\epsilon}, F_{h_{1}}\right) \mid h_{1} \in \mathbb{N} \text { s.t. } h_{1} \geq 2 \text { and } \epsilon \in\{ \pm 1\}\right\}
$$

and

$$
\mathcal{G}:=\left\{\left(1,4 p_{1}^{h_{2}}-1, p_{1}\right) \mid p_{1} \text { is a prime number and } h_{2} \in \mathbb{N}\right\}
$$

For $\lambda \in\{1, \sqrt{2}, 2\}$, we define the set $\mathcal{H}_{\lambda} \subset \mathbb{N} \times \mathbb{N} \times \mathbb{N}$ by

$$
\mathcal{H}_{\lambda}:=\left\{\begin{array}{l|l}
\left(D_{1}, D_{2}, p\right) & \begin{array}{l}
D_{1}, D_{2} \text { and } p \text { are mutually coprime positive integers with } \\
p \text { an odd prime and there exist positive integers } r, s \text { such } \\
\text { that } D_{1} s^{2}+D_{2}=\lambda^{2} p^{r} \text { and } 3 D_{1} s^{2}-D_{2}= \pm \lambda^{2}
\end{array}
\end{array}\right\}
$$

Theorem 1. (Theorem 1 in [16]). Let $D_{1}, D_{2}$ and $p$ be mutually coprime positive integers with $p$ a prime number. Let $\lambda \in\{1, \sqrt{2}, 2\}$ be such that $\lambda=2$ if $p=2$. We assume that $D_{2}$ is odd if $\lambda \in\{\sqrt{2}, 2\}$. Then, the number of positive integer solutions $(x, y)$ of the equation

$$
\begin{equation*}
D_{1} x^{2}+D_{2}=\lambda^{2} p^{y} \tag{1}
\end{equation*}
$$

is at most one except for

$$
\left(\lambda, D_{1}, D_{2}, p\right) \in \mathcal{E}:=\left\{\begin{array}{l}
(2,13,3,2),(\sqrt{2}, 7,11,3),(1,2,1,3),(2,7,1,2), \\
(\sqrt{2}, 1,1,5),(\sqrt{2}, 1,1,13),(2,1,3,7)
\end{array}\right\}
$$

or

$$
\left(D_{1}, D_{2}, p\right) \in \mathcal{F} \cup \mathcal{G} \cup \mathcal{H}_{\lambda}
$$

We recall the result of J.H.E Cohn [17] about the appearance of squares in the Lucas sequence.

Theorem 2. Let $L_{n}$ be the nth Lucas sequence. Then, the only perfect square appearing in the Lucas sequences are $L_{1}=1$ and $L_{3}=4$.

## 3. Main Result

In this section, we will describe the main result. Here is the crucial theorem.
Theorem 3. Suppose that $n \geq 3$ is an integer and $q$ is an odd prime number such that $(q, n)=1$ and $q \not \equiv \pm 1(\bmod \ell)$ for all odd prime number $\ell \neq 3$ dividing $n$. Let $p$ be an odd prime number with $4 q^{2}<p^{n}$ and $(q, p)=1$. Let $d$ be the square-free part of $4 q^{2}-p^{n}$, i.e., $4 q^{2}-p^{n}=m^{2} d$ for some positive integer $m$. Assume that $2 q \not \equiv \pm 1(\bmod |d|)$. Moreover, we assume $q \not \equiv 2(\bmod 3)$ when 3|n. Then, we have the following:
(i) Assume that $n$ is an even integer or $p \equiv 1(\bmod 4)$. Then, the class number of $K_{p, 2 q}=\mathbb{Q}(\sqrt{d})$ is divisible by $n$.
(ii) Assume that $n$ is an odd integer and $p \equiv 3(\bmod 4)$. Moreover, we assume $p^{n / 3} \neq$ $(4 q+1) / 3$ when $3 \mid n$. Then, the class number of $K_{p, 2 q}=\mathbb{Q}(\sqrt{d})$ is divisible by $n$.

Remark 1. By Dirichlet's theorem on arithmetic progressions, we know that there exist infinitely many $q$ such that $q \not \equiv \pm 1(\bmod \ell)$ for all odd prime number $\ell \neq 3$ dividing $n$.

Theorem 4. Let $n, q$ be as in Theorem 3. For each $q$, the class number of $K_{p, 2 q}$ is divisible by $n$ for all but finitely many $p^{\prime}$ s. Furthermore, for each $q$ there are infinitely many fields $K_{p, 2 q}$.

## 4. Proof of Main Theorem

### 4.1. Crucial Proposition

Lemma 2. Let $p, d$ and $m$ be as in Theorem 3 (i) or (ii). Let $\ell$ be an odd prime such that

$$
\alpha=2 q+m \sqrt{d}=(a+b \sqrt{d})^{\ell}
$$

for some integer $a$ and $b$. Then, $a \mid 2 q$ if and only if $-a \mid 2 q$.
Proof. Suppose that

$$
\alpha=2 q+m \sqrt{d}=(a+b \sqrt{d})^{\ell}
$$

If we compare the real parts, we know that

$$
2 q=a^{\ell}+\sum_{i=1}^{(\ell-1) / 2}\binom{\ell}{2 i} a^{\ell-2 i} b^{2 i} d^{i}
$$

This implies that $a \mid 2 q$. Since $a \mid 2 q$, we also know that $-a \mid 2 q$. Similarly, $-a \mid 2 q$ implies that $a \mid 2 q$.

Proposition 2. Let $n, q, p, d$ and $m$ be as in Theorem 3 (i) or (ii). Then, the element $\alpha=2 q+m \sqrt{d}$ is not an $\ell$ th power of an element in the ring of integers of $K_{p, 2 q}$ for any odd prime divisor $\ell$ of $n$. In addition, $\alpha$ and $-\alpha$ are not a square in $\mathcal{O}_{K_{p, 2 q}}$.

Proof. (i) Assume that $n$ is an even integer or $p \equiv 1(\bmod 4)$. Moreover, we assume $p^{n / 3} \neq(q+16) / 3$ when $3 \mid n$. Since $n$ is an even integer or $p \equiv 1(\bmod 4)$, we know that $d \equiv 3(\bmod 4)$. Let $\ell$ be an odd prime divisor of $n$. If $\alpha=2 q+m \sqrt{d}$ is an $\ell$ th power, then

$$
\alpha=2 q+m \sqrt{d}=(a+b \sqrt{d})^{\ell}
$$

for some integer $a$ and $b$. If we compare the real parts, we know that

$$
2 q=a^{\ell}+\sum_{i=1}^{(\ell-1) / 2}\binom{\ell}{2 i} a^{\ell-2 i} b^{2 i} d^{i}
$$

This implies that $a \mid 2 q$. By Lemma 2, we can assume that $a=2 q, a=q, a=2$ or $a=1$.
Case (i-A1): $a=2, \ell \neq 3$
Comparing the real parts, we have

$$
2 q=( \pm 2)^{\ell}+\sum_{i=1}^{(\ell-1) / 2}\binom{\ell}{2 i}( \pm 2)^{\ell-2 i} b^{2 i} d^{i} \equiv \pm 2(\bmod \ell)
$$

From these, we have $q \equiv \pm 1(\bmod \ell)$, which violates our assumption.
Case (i-A2): $a=2, \ell=3$
Suppose that

$$
\alpha=2 q+m \sqrt{d}=(2+b \sqrt{d})^{3}
$$

Comparing the real parts, we have

$$
\begin{equation*}
2 q=8+6 b^{2} d \tag{2}
\end{equation*}
$$

Since $d<0$, we have $q=4+3 b^{2} d<0$. This is impossible.
Case (i-B1) : $a=q, \ell \neq 3$
Comparing the real parts, we have

$$
2 q=( \pm q)^{\ell}+\sum_{i=1}^{(\ell-1) / 2}\binom{\ell}{2 i}( \pm q)^{\ell-2 i} b^{2 i} d^{i} \equiv \pm q(\bmod \ell)
$$

Thus, we get $3 q \equiv 0(\bmod \ell)$ or $q \equiv 0(\bmod \ell)$, which contradicts the assumption " $(q, n)=$ 1 " and " $\ell \neq 3$ ".

Case (i-B2) : $a=q, \ell=3$
Suppose that

$$
\alpha=2 q+m \sqrt{d}=(q+b \sqrt{d})^{3}
$$

Comparing the real parts, we have

$$
\begin{equation*}
2 q=q^{3}+3 q b^{2} d \tag{3}
\end{equation*}
$$

By (3), we have $2=q^{2}+3 b^{2} d$, and hence $2 \equiv q^{2}(\bmod 3)$. This is impossible.
Case (i-C) : $a=2 q$
We have $2 q+m \sqrt{d}=(2 q+b \sqrt{d})^{\ell}$. Taking the norm on both sides, we obtain

$$
p^{n}=\left(4 q^{2}-b^{2} d\right)^{\ell}
$$

If we write $D_{1}=-d>0$, we have

$$
D_{1} b^{2}+4 q^{2}=p^{n / \ell}
$$

We also obtain

$$
D_{1} m^{2}+4 q^{2}=p^{n}
$$

Then, we easily know that $(|b|, n / \ell)$ and $(m, n)$ are distinct solutions of (1) for $D_{1}=-d>0$, $D_{2}=4 q^{2}, \lambda=1$. The next thing we have to do is to show that $\left(1, D_{1}, D_{2}, p\right) \notin \mathcal{E}$ and $\left(D_{1}, D_{2}, p\right) \notin \mathcal{F} \cup \mathcal{G} \cup \mathcal{H}_{\lambda}$. Clearly, $\left(1, D_{1}, D_{2}, p\right) \notin \mathcal{E}$ and $\left(D_{1}, D_{2}, p\right) \notin \mathcal{G}$. By Theorem 2, we know that $\left(D_{1}, D_{2}, p\right) \notin \mathcal{F}$. Finally suppose that $\left(D_{1}, D_{2}, p\right) \in \mathcal{H}_{\lambda}$. Then, there exist positive integers $r, s$ such that

$$
\begin{equation*}
3 D_{1} s^{2}-4 q^{2}= \pm 1 \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{1} s^{2}+4 q^{2}=p^{r} \tag{5}
\end{equation*}
$$

By (4), we have $q \neq 3$, and hence we have $3 D_{1} s^{2}-4 q^{2}=-1$. From this together with (5), we obtain

$$
16 q^{2}=3 p^{r}+1
$$

that is,

$$
(4 q-1)(4 q+1)=3 p^{r}
$$

This implies that $4 q-1=1$ or $4 q-1=3$. It contradicts the fact that $q$ is an odd prime number. Hence, $\left(D_{1} . D_{2}, p\right) \notin \mathcal{H}_{1}$. By Theorem 1 , the equation

$$
-d x^{2}+4 q^{2}=p^{y}
$$

has at most one integer solutions $(x, y)$. Thus, $a \neq 2 q$
Case (i-D) : $a=1$
Comparing the real parts, we have

$$
2 q=(1)^{\ell}+\sum_{i=1}^{(\ell-1) / 2}\binom{\ell}{2 i}(1)^{\ell-2 i} b^{2 i} d^{i} \equiv 1(\bmod |d|)
$$

It contradicts our assumption " $2 q \equiv 1(\bmod |d|)$ ".
(ii) Assume that $n$ is an odd integer and $p \equiv 3(\bmod 4)$. Then, we know that $d \equiv 1$ $(\bmod 4)$. Moreover, we assume $p^{n / 3} \neq(4 q+1) / 3$ when $3 \mid n$. Let $\ell$ be an odd prime divisor of $n$. If $\alpha=2 q+m \sqrt{d}$ is an $\ell$ th power, then

$$
\alpha=2 q+m \sqrt{d}=\left(\frac{a+b \sqrt{d}}{2}\right)^{\ell}, a \equiv b(\bmod 2)
$$

for some integer $a$ and $b$. In case both $a$ and $b$ are even, then we can proceed as in the above and obtain a contradiction. Thus, we can assume that both $a$ and $b$ are odd. If we take the norm on both sides we obtain

$$
\begin{equation*}
4 p^{n / \ell}=a^{2}-b^{2} d \tag{6}
\end{equation*}
$$

Since $a$ and $b$ are odd integers and $p \neq 2$, we can get $d \equiv 5(\bmod 8)$. By Proposition 1 , we know that $\ell=3$. Thus, we have

$$
\alpha=2 q+m \sqrt{d}=\left(\frac{a+b \sqrt{d}}{2}\right)^{3}
$$

Comparing the real parts, we have

$$
\begin{equation*}
16 q=a\left(a^{2}+3 b^{2} d\right) \tag{7}
\end{equation*}
$$

Since $a$ is an odd integer, we have $a=1$ or $a=q$.
Case (ii-A) : $a=1$
By (7) and $d<0$, we have $16 q=1+3 b^{2} d<0$. This is not possible.
Case (ii-B) : $a=q$
By (6) and (7), we have

$$
4 p^{n / 3}=q^{2}-b^{2} d \text { and } 16=q^{2}+3 b^{2} d
$$

From these, we have $3 p^{n / 3}=q^{2}-4=(q-2)(q+2)$. This implies that $q-2=3$ or $q+2=3$. Since $q$ is a prime, we have $q-2=3$ and $p^{n / 3}=q+2=7$. These violate our assumption $p^{n / 3} \neq(4 q+1) / 3$.

### 4.2. Proof of Theorem 3

Next, we prove Theorem 3.
Proof of Theorem 3. Let $n, q, p, d$ and $m$ be as in Theorem 3 (i) or (ii). Set $\alpha=2 q+m \sqrt{d}$. We can easily check that $\alpha$ and $\bar{\alpha}$ are coprime and $N(\alpha)=\alpha \bar{\alpha}=p^{n}$. This implies that $(\alpha)=\mathfrak{a}^{n}$ for some integral ideal $\mathfrak{a}$ of $K_{p, 2 q}$. It suffices to show that the order of [a] in the ideal class group of $K_{p, 2 q}$ is $n$. If this is not the case, we have $(\alpha)=(\beta)^{\ell}$ for some integer $\beta$ in $\mathcal{O}_{K_{p, 2 q}}$ and some prime divisor $\ell$ of $n$. Since $K_{p, 2 q}$ is an imaginary quadratic field, the only
units of $\mathcal{O}_{K_{p, 2 q}}$ are $\pm 1$. Thus, we have $\alpha= \pm \beta^{\ell}$. If $\ell$ is an odd prime, we have $\alpha=\gamma^{\ell}$ where $\gamma= \pm \beta$. This contradicts Proposition 2. Next, let us consider the case of $\ell=2$. Then, we have $\alpha= \pm \beta^{2}$. It means that $\alpha$ or $-\alpha$ is a square in $\mathcal{O}_{K_{p, 2 q}}$, which contradicts Proposition 2 . Hence, the order of $[\mathfrak{a}]$ in the ideal class group of $K_{p, 2 q}$ is $n$.

### 4.3. Proof of Theorem 4

We are now in a position to prove the main theorem
Proof. Let $n$ and $q$ be as in Theorem 3. For any positive integer $D$, the curve

$$
\begin{equation*}
D X^{2}+4 q^{2}=Y^{n} \tag{8}
\end{equation*}
$$

is an irreducible algebraic curve of genus $>0$ (see [18]). By Siegel's theorem (see [19]), there are only finitely many integral points $(X, Y)$ on the curve (8). Thus, for each $d<0$, there are at most finitely many primes $p$ such that

$$
-d x^{2}+4 q^{2}=p^{n}
$$

It means that there are infinitely many fields $K_{p, 2 q}$ for the fixed prime $q$. In addition, we have $|d|>2 q+1$ for sufficiently large $p$, so $2 q \not \equiv \pm 1(\bmod |d|)$. Further, if $p$ is large enough, then $p^{n / 3} \neq(q+16) / 3$ and $p^{n / 3} \neq(4 q+1) / 3$. Hence, the class number of $K_{p, 2 q}$ is divisible by $n$ for a sufficiently large $p$.

## 5. Numerical Examples

In this section, we give several examples. All computations in this section are based on the Magma program. For example, Table 1 is the list of imaginary quadratic fields $K_{p, 2 q}$ corresponding to $n=3$ and $p \leq 19$. In the below Tables $2-8$, we use * in the column for class number to indicate the failure of condition " $p^{n / 3} \neq(q+16) / 3$ " or " $p^{n / 3} \neq(4 q+1) / 3$ ". Furthermore, the appearance of ${ }^{* *}$ in the column for a class number indicates the failure of condition " $2 q \not \equiv \pm 1(\bmod |d|)$ ". Finally, the appearance of ${ }^{* * *}$ in the column for a class number indicates the failure of condition " $q \not \equiv \pm 1(\bmod \ell)$ " for an odd prime divisor $\ell \neq 3$ of $n$.

Table 1. Numerical examples for $n=3$.

| $p$ | $q$ | $4 q^{2}-p^{3}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{3}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 5 | -243 | -3 | $1^{*}$ | 11 | 5 | -1231 | -1231 | 27 |
| 11 | 7 | -1135 | -1135 | 18 | 11 | 13 | -655 | -655 | 12 |
| 11 | 17 | -175 | -7 | $1^{*}$ | 13 | 5 | -2097 | -233 | 12 |
| 13 | 7 | -2001 | -2001 | 48 | 13 | 11 | -1713 | -1713 | 36 |
| 13 | 17 | -1041 | -1041 | 36 | 13 | 19 | -753 | -753 | 12 |
| 17 | 5 | -4813 | -4813 | 30 | 17 | 7 | -4717 | -4717 | 24 |
| 17 | 11 | -4429 | -4429 | 60 | 17 | 13 | -4237 | -4237 | 24 |
| 17 | 19 | -3469 | -3469 | 30 | 17 | 23 | -2797 | -2797 | 18 |
| 17 | 29 | -1549 | -1549 | 18 | 17 | 31 | -1069 | -1069 | 30 |
| 19 | 5 | -6759 | -751 | 15 | 19 | 7 | -6663 | -6663 | 60 |
| 19 | 11 | -6375 | -255 | 12 | 19 | 13 | -6183 | -687 | 12 |
| 19 | 17 | -5703 | -5703 | 54 | 19 | 23 | -4743 | -527 | 18 |
| 19 | 29 | -3495 | -3495 | 36 | 19 | 31 | -3015 | -335 | 18 |
| 19 | 37 | -1383 | -1383 | 18 | 19 | 41 | -135 | -15 | $2 *$ |

Table 2. Numerical examples for $n=4$.

| $p$ | $q$ | $4 q^{2}-p^{4}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{4}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 3 | -589 | -589 | 16 | 5 | 7 | -429 | -429 | 16 |
| 5 | 11 | -141 | -141 | 8 | 7 | 3 | -2365 | -2365 | 32 |
| 7 | 5 | -2301 | -2301 | 48 | 7 | 11 | -1917 | -213 | 8 |
| 7 | 13 | -1725 | -69 | 8 | 7 | 17 | -1245 | -1245 | 32 |
| 7 | 19 | -957 | -957 | 16 | 7 | 23 | -285 | -285 | 16 |
| 11 | 3 | $-14,605$ | 14,605 | 80 | 11 | 5 | $-14,541$ | $-14,541$ | 64 |
| 11 | 7 | $-14,445$ | 1605 | 16 | 11 | 13 | $-13,965$ | -285 | 16 |
| 11 | 17 | $-13,485$ | $-13,485$ | 128 | 11 | 19 | $-13,197$ | $-13,197$ | 48 |
| 11 | 23 | $-12,525$ | -501 | 16 | 11 | 29 | $-11,277$ | $-11,277$ | 32 |
| 11 | 31 | $-10,797$ | $-10,797$ | 64 | 11 | 37 | -9165 | -9165 | 64 |
| 11 | 41 | -7917 | -7917 | 32 | 11 | 43 | -7245 | -805 | 16 |
| 11 | 47 | -5805 | -645 | 16 | 11 | 53 | -3405 | -3405 | 48 |
| 11 | 59 | -717 | -717 | 16 |  |  |  |  |  |

Table 3. Numerical examples for $n=5$.

| $p$ | $q$ | $4 q^{\mathbf{2}}-p^{\mathbf{5}}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{\mathbf{2}}-p^{\mathbf{5}}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 7 | -47 | -47 | 5 | 5 | 3 | -3089 | -3089 | 40 |
| 5 | 7 | -2929 | -2929 | 40 | 5 | 11 | -2641 | -2641 | 20 |
| 5 | 13 | -2449 | -2449 | 40 | 5 | 17 | -1969 | -1969 | 20 |
| 5 | 19 | -1681 | -1 | $1^{* *}$ | 5 | 23 | -1009 | -1009 | 20 |
| 7 | 3 | $-16,771$ | $-16,771$ | 40 | 7 | 5 | $-16,707$ | $-16,707$ | 20 |
| 7 | 11 | $-16,323$ | $-16,323$ | 30 | 7 | 13 | $-16,131$ | $-16,131$ | 40 |
| 7 | 17 | $-15,651$ | -1739 | 20 | 7 | 19 | $-15,363$ | -1707 | 10 |
| 7 | 23 | $-14,691$ | $-14,691$ | 40 | 7 | 29 | $-13,443$ | $-13,443$ | 30 |
| 7 | 31 | $-12,963$ | $-12,963$ | 20 | 7 | 37 | $-11,331$ | -1259 | 15 |
| 7 | 41 | $-10,083$ | $-10,083$ | 20 | 7 | 43 | -9411 | -9411 | 30 |
| 7 | 47 | -7971 | -7971 | 30 | 7 | 53 | -5571 | -619 | 5 |
| 7 | 59 | -2883 | -3 | $1^{* *}$ | 7 | 61 | -1923 | -1923 | 10 |

Table 4. Numerical examples for $n=6$.

| $p$ | $q$ | $4 q^{2}-p^{6}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{6}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | -629 | -629 | 36 | 3 | 7 | -533 | -533 | 12 |
| 3 | 11 | -245 | -5 | $2^{*}$ | 3 | 13 | -53 | -53 | 6 |
| 5 | 3 | $-15,589$ | $-15,589$ | 72 | 5 | 7 | $-15,429$ | $-15,429$ | 96 |
| 5 | 11 | $-15,141$ | -309 | 12 | 5 | 13 | $-14,949$ | -1661 | 48 |
| 5 | 17 | $-14,469$ | $-14,469$ | 96 | 5 | 19 | $-14,181$ | $-14,181$ | 96 |
| 5 | 23 | $-13,509$ | -1501 | 24 | 5 | 29 | $-12,261$ | $-12,261$ | 72 |
| 5 | 31 | $-11,781$ | -1309 | 24 | 5 | 37 | $-10,149$ | $-10,149$ | 120 |
| 5 | 41 | -8901 | -989 | 36 | 5 | 43 | -8229 | -8229 | 48 |
| 5 | 47 | -6789 | -6789 | 72 | 5 | 53 | -4389 | -4389 | 48 |
| 5 | 59 | -1701 | -21 | $4 *$ | 5 | 61 | -741 | -741 | 24 |
| 7 | 3 | $-117,613$ | $-117,613$ | 168 | 7 | 5 | $-117,549$ | $-13,061$ | 156 |
| 7 | 11 | $-117,165$ | $-117,165$ | 240 | 7 | 13 | $-116,973$ | $-12,997$ | 60 |
| 7 | 17 | $-116,493$ | $-116,493$ | 192 | 7 | 19 | $-116,205$ | $-116,205$ | 192 |
| 7 | 23 | $-115,533$ | $-12,837$ | 72 | 7 | 29 | $-114,285$ | $-114,285$ | 240 |
| 7 | 31 | $-113,805$ | -1405 | 24 | 7 | 37 | $-112,173$ | $-112,173$ | 240 |
| 7 | 41 | $-110,925$ | -493 | 12 | 7 | 43 | $-110,253$ | $-110,253$ | 288 |

Table 4. Cont.

| $p$ | $q$ | $4 q^{\mathbf{2}}-p^{\mathbf{6}}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{6}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 47 | $-108,813$ | $-108,813$ | 240 | 7 | 53 | $-106,413$ | $-106,413$ | 216 |
| 7 | 59 | $-103,725$ | -461 | 30 | 7 | 61 | $-102,765$ | $-102,765$ | 192 |
| 7 | 67 | $-99,693$ | $-11,077$ | 48 | 7 | 71 | $-97,485$ | $-97,485$ | 192 |
| 7 | 73 | $-96,333$ | $-96,333$ | 192 | 7 | 79 | $-92,685$ | $-92,685$ | 288 |
| 7 | 83 | $-90,093$ | $-90,093$ | 192 | 7 | 89 | $-85,965$ | $-85,965$ | 240 |
| 7 | 97 | $-80,013$ | $-80,013$ | 192 | 7 | 101 | $-76,845$ | $-76,845$ | 192 |
| 7 | 103 | $-75,213$ | -8357 | 72 | 7 | 107 | $-71,853$ | $-71,853$ | 144 |
| 7 | 109 | $-70,125$ | -2805 | 48 | 7 | 113 | $-66,573$ | -7397 | 72 |
| 7 | 127 | $-53,133$ | $-53,133$ | 120 | 7 | 131 | $-49,005$ | -5 | $2 *$ |
| 7 | 137 | $-42,573$ | $-42,573$ | 120 | 7 | 139 | $-40,365$ | -4485 | 48 |
| 7 | 149 | $-28,845$ | -3205 | 24 | 7 | 151 | $-26,445$ | $-26,445$ | 96 |
| 7 | 157 | $-19,053$ | -2117 | 36 | 7 | 163 | $-11,373$ | $-11,373$ | 72 |
| 7 | 167 | -6093 | -677 | 30 |  |  |  |  |  |

Table 5. Numerical examples for $n=7$.

| $p$ | $q$ | $4 q^{2}-p^{7}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{7}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | -2087 | -2087 | 35 | 3 | 11 | -1703 | -1703 | 28 |
| 3 | 13 | -1511 | -1511 | 49 | 3 | 17 | -1031 | -1031 | 35 |
| 3 | 19 | -743 | -743 | 21 | 3 | 23 | -71 | -71 | 7 |
| 5 | 3 | $-78,089$ | $-78,089$ | 280 | 5 | 11 | $-77,641$ | $-77,641$ | 112 |
| 5 | 13 | $-77,449$ | $-77,449$ | 112 | 5 | 17 | $-76,969$ | $-76,969$ | 196 |
| 5 | 19 | $-76,681$ | $-76,681$ | 140 | 5 | 23 | $-76,009$ | $-76,009$ | 224 |
| 5 | 29 | $-74,761$ | $-74,761$ | 140 | 5 | 31 | $-74,281$ | $-74,281$ | 140 |
| 5 | 37 | $-72,649$ | $-72,649$ | 168 | 5 | 41 | $-71,401$ | $-71,401$ | 140 |
| 5 | 43 | $-70,729$ | $-70,729$ | 140 | 5 | 47 | $-69,289$ | $-69,289$ | 196 |
| 5 | 53 | $-66,889$ | $-66,889$ | 112 | 5 | 59 | $-64,201$ | $-64,201$ | 112 |
| 5 | 61 | $-63,241$ | $-63,241$ | 196 | 5 | 67 | $-60,169$ | $-60,169$ | 112 |
| 5 | 71 | $-57,961$ | $-57,961$ | 112 | 5 | 73 | $-56,809$ | $-56,809$ | 112 |
| 5 | 79 | $-53,161$ | $-53,161$ | 168 | 5 | 83 | $-50,569$ | $-50,569$ | 168 |
| 5 | 89 | $-46,441$ | $-46,441$ | 140 | 5 | 97 | $-40,489$ | $-40,489$ | 140 |
| 5 | 101 | $-37,321$ | $-37,321$ | 84 | 5 | 103 | $-35,689$ | $-35,689$ | 112 |
| 5 | 107 | $-32,329$ | $-32,329$ | 140 | 5 | 109 | $-30,601$ | $-30,601$ | 112 |
| 5 | 113 | $-27,049$ | $-27,049$ | 84 | 5 | 127 | $-13,609$ | $-13,609$ | 56 |
| 5 | 131 | -9481 | -9481 | 84 | 5 | 137 | -3049 | -3049 | 28 |
| 5 | 139 | -841 | -1 | $1 * *$ |  |  |  |  |  |

Table 6. Numerical examples for $n=8$.

| $p$ | $q$ | $4 q^{2}-p^{8}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{8}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | -6461 | -6461 | 96 | 3 | 7 | -6365 | -6365 | 64 |
| 3 | 11 | -6077 | -6077 | 48 | 3 | 13 | -5885 | -5885 | 96 |
| 3 | 17 | -5405 | -5405 | 64 | 3 | 19 | -5117 | -5117 | 64 |
| 3 | 23 | -4445 | -4445 | 64 | 3 | 29 | -3197 | -3197 | 64 |
| 3 | 31 | -2717 | -2717 | 32 | 3 | 37 | -1085 | -1085 | 32 |

Table 7. Numerical examples for $n=9$.

| $p$ | $q$ | $4 q^{2}-p^{9}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{2}-p^{9}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | $-19,583$ | $-19,583$ | 99 | 3 | 7 | $-19,487$ | $-19,487$ | 144 |
| 3 | 11 | $-19,199$ | $-19,199$ | 162 | 3 | 13 | $-19,007$ | $-19,007$ | 108 |
| 3 | 17 | $-18,527$ | $-18,527$ | 108 | 3 | 19 | $-18,239$ | $-18,239$ | 144 |
| 3 | 23 | $-17,567$ | $-17,567$ | 90 | 3 | 29 | $-16,319$ | $-16,319$ | 153 |
| 3 | 31 | $-15,839$ | $-15,839$ | 180 | 3 | 37 | $-14,207$ | $-14,207$ | 81 |
| 3 | 41 | $-12,959$ | $-12,959$ | 99 | 3 | 43 | $-12,287$ | $-12,287$ | 90 |
| 3 | 47 | $-10,847$ | $-10,847$ | 63 | 3 | 53 | -8447 | -8447 | 99 |
| 3 | 59 | -5759 | -5759 | 108 | 3 | 61 | -4799 | -4799 | 63 |
| 3 | 67 | -1727 | -1727 | 36 |  |  |  |  |  |

Table 8. Numerical examples for $n=10$.

| $p$ | $q$ | $4 q^{\mathbf{2}}-p^{\mathbf{1 0}}$ | $d$ | $h(d)$ | $p$ | $q$ | $4 q^{\mathbf{2}}-p^{\mathbf{1 0}}$ | $d$ | $h(d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 7 | $-58,853$ | $-58,853$ | 180 | 3 | 11 | $-58,565$ | $-58,565$ | 240 |
| 3 | 13 | $-58,373$ | $-58,373$ | 240 | 3 | 17 | $-57,893$ | $-57,893$ | 280 |
| 3 | 23 | $-56,933$ | -197 | 10 | 3 | 29 | $-55,685$ | $-55,685$ | 160 |
| 3 | 31 | $-55,205$ | $-55,205$ | 240 | 3 | 37 | $-53,573$ | -317 | 10 |
| 3 | 41 | $-52,325$ | -2093 | 40 | 3 | 43 | $-51,653$ | $-51,653$ | 160 |
| 3 | 47 | $-50,213$ | $-50,213$ | 120 | 3 | 53 | $-47,813$ | $-47,813$ | 260 |
| 3 | 59 | $-45,125$ | -5 | $2 * * *$ | 3 | 61 | $-44,165$ | -365 | 20 |
| 3 | 67 | $-41,093$ | $-41,093$ | 240 | 3 | 71 | $-38,885$ | $-38,885$ | 160 |
| 3 | 73 | $-37,733$ | $-37,733$ | 160 | 3 | 79 | $-34,085$ | $-34,085$ | 200 |
| 3 | 83 | $-31,493$ | $-31,493$ | 120 | 3 | 89 | $-27,365$ | $-27,365$ | 120 |
| 3 | 97 | $-21,413$ | -437 | 20 | 3 | 101 | $-18,245$ | $-18,245$ | 160 |
| 3 | 103 | $-16,613$ | $-16,613$ | 100 | 3 | 107 | $-13,253$ | $-13,253$ | 80 |
| 3 | 109 | $-11,525$ | -461 | 30 | 3 | 113 | -7973 | -7973 | 80 |
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#### Abstract

The Diophantine equation is a strong research domain in number theory with extensive cryptography applications. The goal of this paper is to describe certain geometric properties of positive integral solutions of the quadratic Diophantine equation $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}\left(x_{1}, x_{2}, y_{1}, y_{2}>0\right)$, as well as their use in communication protocols. Given one pair $\left(x_{1}, y_{1}\right)$, finding another pair $\left(x_{2}, y_{2}\right)$ satisfying $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$ is a challenge. A novel secure authentication mechanism based on the positive integral solutions of the quadratic Diophantine which can be employed in the generation of one-time passwords or e-tokens for cryptography applications is presented. Further, the constructive cost models are applied to predict the initial effort and cost of the proposed authentication schemes.
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## 1. Introduction

Number theory is the branch of mathematics that focuses on the appealing qualities of integers. Number theory is known as the Queen of Mathematics because of many unanswered problems it contains. With the advancement of supercomputers, number theory is now used in various engineering domains, particularly in cryptography. Everybody relies on online exchanges in the current advanced period, where security plays an enormous role. To ensure online safety, cryptographic algorithms that are developed using number theoretic ideas play a significant task. Cryptography is typically defined as the study of mathematical approaches for achieving various information security goals such as secrecy, authenticity, integrity, non-repudiation, and so on. The term refers to a subset of strategies rather than the mechanism of delivering data security. In most cryptographic algorithms, the generation of large prime numbers is required to encrypt and decrypt the messages passed through the online channel.

The reasoning of Diophantine equations and their applications is a growing field in number theory. The Diophantine equation is a multivariate polynomial equation with integer coefficients which seeks only integral solutions. Subsequently, the Diophantine problem is notable to be a difficult problem and is relied upon to be utilized in cryptography applications. In general, Diophantine equations have been solved by considering the ring of integers, $Z$. But, because of its arising applications, presently the specialists are begun to think about the problem over arbitrary rings. The linear Diophantine equation $a x+b y=c$ is the simplest form of the Diophantine equation, where $a, b, c$ are integers and $x, y$ are unknown integers. Another important class of Diophantine equation is the Pell's equation. The Indian mathematicians Brahmagupta and Bhaskara were the first to explore the Pell's equation. Since ancient times, Pell's Equation, which pertains to the cyclic group and has several solutions, has been used in the domain of number theory for a wide range of
applications. Numerous disciplines are now addressing the binary quadratic Diophantine equations, both homogeneous and non-homogeneous. Since various Diophantine problems are evolving day by day, various mathematicians across the globe study these problems. Many cryptography methods have been developed based on these characteristics [1-8]. Thirumala et al. [9] recently devised an efficient technique based on Pell's equation that provides good reliability in opposition to side-channel exploits such as timing attacks. RSA (Rivest-Shamir-Adleman) is a widely used public key cryptographic method in security systems. Raghunandan et al. [10] used the generalized Pell's equation for compelling the safety of RSA.

A trapdoor function is one that is computationally simple in one direction but hard to determine in the reverse directions (identifying its inverse) without particular information. In cryptography, trapdoor functions are usually applied. Mathematically, if $f$ is a trapdoor function, then there exists a secret information $t$, such that given $f(x)$ and $t$, it is straightforward to compute $x$. Making trapdoors is regarded as the core of the process of developing public key cryptosystems. Bijective trapdoor functions are universally recognized as adequate for public key cryptography $[11,12]$. The recent developments in the theory of trapdoor functions can be seen in [13,14]. An authentication protocol is a kind of protocol that is intended to secure the exchange of authentication data between two or more clients. The factors to be taken into account in the authentication process are

- A protocol must constitute at least two clients, and everyone associated must be aware of the protocol ahead of time.
- The protocol must be followed by all the concerned clients.
- The steps involved in the protocol must be well defined.
- A protocol must be comprehensive, containing instructions for every possible scenario.
"Smart" devices and technologies have enabled substantial advancements in industry revenue and safety in recent decades. Hernández-Álvarez et al. [15] developed a new device to avail estimates of the temperature of diabetic foot where cryptographic protocols are present to ensure data security. Bullón Pérez et al. [16] performed another interesting research on Blockchain systems in the retail sector. In 2017, Rey and Dios [17] carried out a critical review on cryptographic protocols on wireless sensor networks concentrating on secret key cryptosystems. Malware has now emerged as a possible threat to the IoT, and hence to Wireless Sensor Networks. Batista et al. [18] presented an Agent-Based design for assessing trojan transmission on these networks. Recently, Martinez et al. [19] performed a critical review on the cryptographic techniques associated with block chain and bitcoin. Okumura [20] developed a new public key cryptosystem based on Diophantine equations of degree increasing type. He used those type of Diophantine equations to recover the plaintext. Murthy and Swamy [21] derived a new authentication protocol as well as a new encryption-decryption algorithm based on the Pell's equation. Later, Alvarez et al. [22] and Youssef [23] modified the algorithm developed by [21]. Recently, Alecci and Dutto [24] studied the use of Pell hyperbolas in cryptosystems with security based on the discrete logarithm problem.

In the present work, the authors aim to develop a new authentication protocol based on the geometric properties of solutions of the second degree Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ and also analysed the initial cost and effort required to develop a new software for this protocol using the basic constructive cost models (COCOMO).
2. Mathematical Properties of the Equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$

This section deals with the study on mathematical properties of the equation $u_{1}^{2}+u_{2}^{2}=$ $v_{1}^{2}+v_{2}^{2}$.

Theorem 1. The positive integral solutions of the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ do not lie on a straight line with slope $m=-\left[\frac{u_{1}+v_{1}}{u_{2}+v_{2}}\right]$.

Proof. The Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ can be written as

$$
\begin{align*}
u_{1}^{2}-v_{1}^{2} & =v_{2}^{2}-u_{2}^{2}  \tag{1}\\
\left(u_{1}-v_{1}\right)\left(u_{1}+v_{1}\right) & =\left(v_{2}-u_{2}\right)\left(v_{2}+u_{2}\right)  \tag{2}\\
\frac{v_{2}-u_{2}}{u_{1}-v_{1}} & =\frac{u_{1}+v_{1}}{u_{2}+v_{2}}  \tag{3}\\
\frac{v_{2}-u_{2}}{v_{1}-u_{1}} & =-\left[\frac{u_{1}+v_{1}}{u_{2}+v_{2}}\right] \tag{4}
\end{align*}
$$

Let $m=\frac{v_{2}-u_{2}}{v_{1}-u_{1}}=1$ which is the slope of the straight line joining $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$. It follows that the relationship (4) gives $u_{1}+u_{2}+v_{1}+v_{2}=0$. It is not true due to positive integral solutions of the Diophantine equation. Hence the positive integral solutions do not lie on a straight line when $m=1$. Also, (4) does not hold when $m>1$ or $m<1$.

Note 1. In general, a slope of the straight line joining $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ is $m=\frac{v_{2}-v_{1}}{u_{2}-u_{1}}$. The relationship (4) does not hold when $m>1$ or $m<1$. If $m<1$, consider the case when $m=0$. Then $\left[\frac{u_{1}+v_{1}}{u_{2}+v_{2}}\right]=0$ implies that $u_{1}=-v_{1}$. Also from (4), it is clear that $u_{2}=v_{2}$ when $m=0$. Hence, we obtain the solution of $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ as $\left\{u_{1}, u_{2}\right\},\left\{-u_{1}, u_{2}\right\}$ which is considered as the equivalent solution but not distinct.

Theorem 2. Let one pair $\left(u_{1}, v_{1}\right)$ of the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ be known. Then the distance $\delta$ between the constructed points $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ satisfies the condition $\frac{\delta^{2}}{2}>k$ where $k=u_{1}\left(u_{1}-v_{1}\right)$ provided $u_{2}>v_{2}$.

Proof. Given one pair $\left(u_{1}, v_{1}\right)$, finding out another pair $\left(u_{2}, v_{2}\right)$ satisfying $u_{1}^{2}+u_{2}^{2}=$ $v_{1}^{2}+v_{2}^{2}$ is a challenge. Let $\delta$ be the distance between the constructed points $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$, where $u_{2}$ and $v_{2}$ are unknown. Then $\delta=\sqrt{\left(v_{1}-u_{1}\right)^{2}+\left(v_{2}-u_{2}\right)^{2}}$. This implies $\delta^{2}=\left(v_{1}-u_{1}\right)^{2}+\left(v_{2}-u_{2}\right)^{2}=v_{1}^{2}+u_{1}^{2}-2 u_{1} v_{1}+v_{2}^{2}+u_{2}^{2}-2 u_{2} v_{2}$. Since $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+$ $v_{2}^{2}, \delta^{2}=2\left(u_{1}^{2}+u_{2}^{2}\right)-2 u_{1} v_{1}-2 u_{2} v_{2}$. So $\frac{\delta^{2}}{2}=u_{1}\left(u_{1}-v_{1}\right)+u_{2}\left(u_{2}-v_{2}\right)$. Given $\left(u_{1}, v_{1}\right)$, $u_{1}\left(u_{1}-v_{1}\right)$ becomes a constant and let it be $k$. Then $\frac{\delta^{2}}{2}-k=u_{2}\left(u_{2}-v_{2}\right)>0$, provided $u_{2}>v_{2}$. This implies that $\frac{\delta^{2}}{2}>k$.

Theorem 3. If one pair $\left(u_{1}, v_{1}\right)$ is known, then the other point $\left(u_{2}, v_{2}\right)$ of the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ satisfies $u_{2}<v_{2}$ or $u_{2}>v_{2}$.

Proof. Consider $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$. This can be written as $u_{1}^{2}-v_{1}^{2}=v_{2}^{2}-u_{2}^{2}$ which implies $\left(u_{1}-v_{1}\right)\left(u_{1}+v_{1}\right)=\left(v_{2}-u_{2}\right)\left(v_{2}+u_{2}\right)$. Since all $u_{i}^{\prime}$ s and $v_{i}^{\prime}$ s are positive, $\frac{\left(u_{1}-v_{1}\right)}{\left(v_{2}-u_{2}\right)}>0$. Thus $\left(u_{1}-v_{1}\right)=k\left(v_{2}-u_{2}\right) ; k>0$. For the given $\left(u_{1}, v_{1}\right),\left(u_{1}-v_{1}\right)$ is a constant. Let us assume that $\left(u_{1}-v_{1}\right)<0$. Then $\left(v_{2}-u_{2}\right)<0$ which implies $u_{2}>v_{2}$. Similarly, if $\left(u_{1}-v_{1}\right)>0$, then $\left(v_{2}-u_{2}\right)>0$ which implies $u_{2}<v_{2}$.

Theorem 4. If $\left(u_{1}, v_{1}\right)$ is known and $u_{2}$ is chosen as $u_{2}>u_{1}$ and $u_{2}>v_{1}, v_{2}$ then the upper bound for the distance $d$ between the points $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ which satisfies the relation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ is given by $d^{2}<2 \lambda^{2}\left(u_{1}+v_{1}\right)^{2}$ where $\lambda>0.5$.

Proof. Let $d$ be the distance between $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$. Then, we have $d^{2}=\left(v_{2}-v_{1}\right)^{2}+$ $\left(u_{2}-u_{1}\right)^{2}$. Since $u_{2}>v_{2}$,

$$
\begin{aligned}
d^{2} & <\left(u_{2}-v_{1}\right)^{2}+\left(u_{2}-u_{1}\right)^{2} \\
& =u_{2}^{2}+v_{1}^{2}-2 u_{2} v_{1}+u_{2}^{2}+u_{1}^{2}-2 u_{1} u_{2} \\
& =u_{1}^{2}+2 u_{2}^{2}+v_{1}^{2}-2 u_{1} u_{2}-2 u_{2} v_{2}
\end{aligned}
$$

Since $u_{2}>v_{2},\left(v_{2}-v_{1}\right)<u_{2}$ and $\left(u_{2}-u_{1}\right)<u_{2}$. Thus $d^{2}<2 u_{2}^{2}$. Since $u_{2}>u_{1}, v_{1}$ we have $u_{2}>\left(\frac{u_{1}+v_{1}}{2}\right)$ or $u_{2}=\lambda\left(u_{1}+v_{1}\right)$, where $\lambda>0.5$. Hence $\frac{d^{2}}{2}<\lambda^{2}\left(u_{1}+v_{1}\right)^{2}$ follows.

Note 2. Let one positive integral pair $\left(u_{1}, v_{1}\right)$ of the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ be known. Then we are finding out the relationship between $\delta$ and $d$ (from Theorems 2 and 4) given as

$$
\begin{aligned}
\delta^{2} & =\left(v_{1}-u_{1}\right)^{2}+\left(v_{2}-u_{2}\right)^{2}=2\left(u_{1}^{2}+u_{2}^{2}\right)-2 u_{1} v_{1}-2 u_{2} v_{2} \\
d^{2} & =\left(u_{2}-u_{1}\right)^{2}+\left(v_{2}-v_{1}\right)^{2}=2\left(u_{1}^{2}+u_{2}^{2}\right)-2 u_{1} u_{2}-2 v_{1} v_{2} \\
\delta^{2}-d^{2} & =2\left(u_{1} u_{2}+v_{1} v_{2}\right)-2\left(u_{1} v_{1}+u_{2} v_{2}\right) \\
\frac{\delta^{2}-d^{2}}{2} & =u_{1} u_{2}+v_{1} v_{2}-t-u_{2} v_{2}, \text { where } t=u_{1} v_{1} \\
& <\left(u_{1}+v_{1}\right) u_{2}-u_{2}^{2}-t, \text { where } v_{2}<u_{2} \\
& =\alpha u_{2}-u_{2}^{2}-t, \text { where } \alpha=u_{1}+u_{2}
\end{aligned}
$$

Example 1. Let $u_{1}=1$ and $v_{1}=5$. Given $u_{1}<v_{1}$. Then $\delta^{2}=(5-1)^{2}+\left(v_{2}-u_{2}\right)^{2}=$ $16+\left(v_{2}-u_{2}\right)^{2}$. It follows $\delta^{2}>17$ as $\left(v_{2}-u_{2}\right)^{2} \geq 1$. Now d $d^{2}<1+25+2 u_{2}^{2}-12 u_{2}$ which implies $d^{2}<26+2 u_{2}\left(u_{2}-6\right)$. But $u_{2}=\lambda\left(u_{1}+v_{1}\right)$, where $\lambda>0.5$. Let us choose $\lambda=7 / 6$. Then $u_{2}=7$ and $d^{2}<26+14(7-6)=40$. Hence $\delta^{2}-d^{2}<4$.

Example 2. Let $u_{1}=2$ and $v_{1}=5$. Then $\delta^{2}=(5-2)^{2}+\left(v_{2}-u_{2}\right)^{2}$. Thus, $\delta^{2}>10$. Now, $d^{2}<25+4+2 u_{2}^{2}-14 u_{2}$. But, $u_{2}=\lambda\left(u_{1}+v_{1}\right)$, where $\lambda>0.5$. By taking $\lambda=11 / 7$, we get $u_{2}=11$ and $d^{2}<117$. Hence $\delta^{2}-d^{2}<24$.

Example 3. Let us have $\left(u_{1}, v_{1}\right)=(5,2)$ and $\left(u_{2}, v_{2}\right)=(10,11)$ satisfying the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ where $u_{2}>u_{1}, v_{1}$ and $u_{2}<v_{2}$. The slope of the line between $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ is $m=\frac{\Delta y}{\Delta x}=\frac{v_{2}-v_{1}}{u_{2}-u_{1}}=\frac{9}{5}=1.8$. Let $\theta$ be the angle of inclination. Then $\theta=\tan ^{-1}\left(\frac{\Delta y}{\Delta x}\right)=60.9454^{\circ}$. Further, distance $d=\sqrt{(\Delta x)^{2}+(\Delta y)^{2}}=\sqrt{106}=10.29563$ units. Therefore, the equation of the line is $y=1.8 x-7$. Now we can construct a right-angled triangle with vertices $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)$ and $\left(u_{1}+\Delta x, y_{1}\right)$ as in Figure 1.


Figure 1. Construction of a right angled triangle using $\Delta x$.
Example 4. Let us have $\left(u_{1}, v_{1}\right)=(10,2)$ and $\left(u_{2}, v_{2}\right)=(5,11)$ satisfying the Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ where $u_{1}>u_{2}$ and $v_{2}>v_{1}$. The slope of the line between $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ is $m=\frac{\Delta y}{\Delta x}=\frac{v_{2}-v_{1}}{u_{2}-u_{1}}=\frac{9}{(-5)}=-1.8$. Let $\theta$ be the angle of inclination. Then $\theta=\tan ^{-1}\left(\frac{\Delta y}{\Delta x}+180^{\circ}\right)=119.05460^{\circ}$. Further, distanced $=\sqrt{(\Delta x)^{2}+(\Delta y)^{2}}=\sqrt{106}=10.29563$ units. Therefore the equation of the line is $y=-1.8 x+20$. Now we can construct another right angled triangle with vertices $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)$ and $\left(u_{2}, v_{2}-\Delta y\right)$ as in Figure 2.


Figure 2. Construction of a right angled triangle using $\Delta y$.
Theorem 5. If the two points $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are the solutions of the quadratic Diophantine equation $u_{1}^{2}+u_{2}^{2}=v_{1}^{2}+v_{2}^{2}$ where $u_{2}>u_{1}$ and $v_{2}>v_{1}$, then the four points $\left(u_{1}, v_{1}\right)$, $\left(u_{1}+\Delta x, v_{1}\right),\left(u_{2}, v_{2}\right)$ and $\left(u_{1}, v_{1}+\Delta y\right)$ constitute a rectangle where $\Delta x=u_{2}-u_{1}>0$ and $\Delta y=v_{2}-v_{1}>0$.

Proof. Given that $\Delta x=u_{2}-u_{1}>0$ and $\Delta y=v_{2}-v_{1}>0$. Let the given points $A\left(u_{1}, v_{1}\right)$, $B\left(u_{1}+\Delta x, v_{1}\right), C\left(u_{2}, v_{2}\right)$ and $D\left(u_{1}, v_{1}+\Delta y\right)$ be the four vertices of a four-sided polygon. By two-dimensional geometry, either $\Delta x$ and $\Delta y$ denote the length and width of the polygon $(\Delta x>\Delta y)$ or $\Delta x$ and $\Delta y$ be the width and length $(\Delta y>\Delta x)$. The distance $d$ between the points $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ acts as a diagonal of the polygon as in Figure 3.


Figure 3. Construction of a rectangle.
Thus, we obtain two right-angled triangle, say $\triangle A B C$ and $\triangle A D C$ having the same hypotenuse $d$. Similarly, the right-angled triangles $\triangle B A D$ and $\triangle B C D$ have the hypotenuse as $d^{\prime}=\sqrt{(\Delta y)^{2}+(\Delta x)^{2}}$. Note that $d=d^{\prime}$. Thus, the two diagonals of the polygon ABCD are equal and with the choice of $u_{1}, u_{2}, v_{1}, v_{2}$ it is clear that ABCD is a rectangle.

## 3. Existence of Trapdoor Function in Diophantine Cryptography

Everybody depends on the secret key to guarantee the security of data. So, it must be assured that the secret key is extremely difficult to crack. Note that cryptanalysis is the field of attacking cryptosystems. One method of cryptanalysis involves the attacker possessing both the message's plaintext and ciphertext and attempting to decipher the key that converts the plaintext to the ciphertext. Using a brute-force attack, or checking all potential keys, is one way they can achieve this. The key space, or range of potential keys, should be very large in order to protect against a brute-force attack. A secret key shared by
two users is used in symmetric-key cryptography. Party A can encrypt data with the secret key and transfer the output to Party B, who can decrypt and interpret data with the same key. Key management, or the secure exchange of secret keys between users, is the secure framework for symmetric cryptography. The drawback of the symmetric key cryptography is Key distribution and management is a serious problem-for $N$ users $O\left(N^{2}\right)$ keys are needed. In this section, we have invented a secure authentication communication protocol between client and server using Diophantine equation $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$ as in Figure 4 .


Figure 4. Diophantine authentication protocol.
In the step 1, Server sends a trapdoor information (message) $\lambda$ to Client. The server keeps a distinct pair of $128 / 256$-bit session key $\left(x_{1}, y_{1}\right)$ to each client. During every transaction, the server generates a trapdoor information in accordance with session key to each client. Each client receives a distinct trapdoor information $\lambda$ computed by server. In the step 2, the client computes $x_{2}=\lambda\left(x_{1}+y_{1}\right)$ and $y_{2}^{2}=x_{1}^{2}+x_{2}^{2}-y_{1}^{2}$. Then the client sends Hash $\left(y_{2}\right)$ to server which verifies the result. Then the authentication mechanism has been established between both parties. In this protocol, when $\lambda$ and $y_{2}$ are hacked by an attacker, it is computationally challenge to retrieve the values $x_{1}, y_{1}$ and $x_{2}$ due to Diophantine equation. It is observed that the client uses the $x_{2}$ as one time password (OTP)/E-token for any network transactions. Similar to the above protocol, we can send $y_{2}$ instead of $\operatorname{Hash}\left(y_{2}\right)$ to server as a plaintext. It is termed as transparent (naked) Diophantine authentication protocol. Along with big data tools, the proposed protocol helps to generate, distribute, store and revoke a large volume of E-tokens and keeps an eye on cryptographic attacks.

The ElGamal cryptosystem, a subset of public key cryptography, is based on the Discrete Logarithm Problem (DLP). It is vulnerable to the man-in-the-middle attack, chosenplaintext attacks and not useful for one way communication. The computational complexity of DLP has come around $\mathrm{O}(n \log n)$ where $n$ is the amount of resources or operations required to execute the discrete logarithm. In the present study, the authors described Diophantine cryptography that could be solved in $\mathrm{O}\left(n^{2}\right)$. It is useful to one-way communication system. Due to high computational complexity to crack or identify an exact integral solution to a given Diophantine equation, it is a real challenge to perform rudimentary cryptographic attacks.

Given a point $\left(x_{1}, y_{1}\right)$, estimating another point $\left(x_{2}, y_{2}\right)$ satisfying $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$ is computationally difficult for higher integral values. But for smaller integral values this process is not so hard. For the given point $\left(x_{1}, y_{1}\right)$, an attacker can try to form a rectangle in which a right angled triangle with angles $\theta_{1}, \theta_{2}, 90^{\circ}$ where $\theta_{1}+\theta_{2}=90^{\circ}$. The attacker requires to vary $\theta_{1}$ and $\theta_{2}$ and verify the Diophantine relationship. It needs $O\left(n^{2}\right)$ computations. Subsequently, the attacker tries to make two right angled triangles comprised into a rectangle which inscribed in a circle must have its diagonal as the diameter of the circle. The attacker computes the perimeter of the rectangle and verifies whether perimeter is equal to $2(\Delta x+\Delta y)$. Gradually, the attacker increases the perimeter of the rectangle and the corresponding area of the circle in order to find a suitable point $\left(x_{2}, y_{2}\right)$. This ensures the existence of trapdoor function in Diophantine and very hard to crack this challenge. Algorithm 1 describes the pseudocode for the authentication protocol based on the equation $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$.

```
Algorithm 1 Pseudocode for the authentication protocol
Input: \(B\), the trapdoor message in a binary form.
Input: \(x_{1}, y_{1}>0\).
Output: decimal \(=0\), base \(=1\)
    while \(B \neq 0\) do
    remainder \(=\mathrm{B} \% 10\)
    decimal \(=\) decimal + remainder * base
    B = B / 10
    base \(=\) base * 2
    end while
Output: \(n=\) decimal
    \(x_{2} \leftarrow n *\left(x_{1}+y_{1}\right)\);
    \(y_{2} \leftarrow \operatorname{sqrt}\left\{x_{1}^{2}+x_{2}^{2}-y_{1}^{2}\right\} ;\)
    sum \(1 \leftarrow x_{1}^{2}+x_{2}^{2}\);
    sum \(2 \leftarrow y_{1}^{2}+y_{2}^{2}\);
    if \(\operatorname{sum} 1==\) sum 2 then
        Trapdoor is possible using Diophantine equation;
    else
        No solution
    end if
```

It is to be noted that the $128 / 256$-bit session key $\left(x_{1}, y_{1}\right)$ and the trapdoor message $\lambda$ act as the secret keys and it should be known to the server as well as clients to do the authentication. As a result, any safe key exchange mechanism should be used to exchange the keys. The symmetric cryptography is exposed in two ways: the requirement to communicate the key raises the risk of it being intercepted in transit, and quantum computers can employ Grover's algorithm to enhance the accuracy of a brute-force attack. Since quantum algorithms do not completely break Hash-based digital signatures, the newly discovered authentication systems enable a secure digital data transmission.

In the symmetric key cryptography, a private key of a specific size is developed using a source of randomness. There is no mathematical proof (or analysis) to crack a private key because of the random creation process and the non-availability of patterns. Eventhough, brute-force attacks are included in cryptanalysis, a brute-force attack entails attempting to decipher the ciphertext and retrieve the plaintext using every feasible key. In order to find the correct key, an attacker would have to test $50 \%$ of all possible keys. As a result, a secret (or private key) with suitable entropy and length could adequately safeguard encrypted data. Grover's approach, on the other hand, can leverage qubit superposition to expedite the brute-force attack by a quadratic factor. Also, when a cryptographic algorithm permits to use, doubling the symmetric key sizes keeps this type of encryption safe. However, doubling the key size is not a simple operation. When a cryptographic algorithm is deployed by a software under the environment of Cloud setup, it is quite simple since an update may provide for an efficient key-size change.

## 4. Cost and Effort Evaluation Using COCOMO Equations

One of the most widely used software prediction models is the constructive cost model (COCOMO). The two key factors that determine the integrity of any software development project are effort and schedule, both of which are consequences of COCOMO. One can choose a model of COCOMO based on the requirements on accuracy and correctness. There are three COCOMO models: Basic, Intermediate and Complex. Basic COCOMOs are developed for a rapid and fuzzy analysis of software estimation. Intermediate models consider cost drivers into account, while complex models take the influence of individual project phases. All these models can be used for various software developments under the Cloud based on the characteristics of the different system types: organic, semi-detached, and embedded.

This section explains how to create software utilising organic COCOMO equations to implement the new authentication protocol that is discussed in Section 3. For organic model software projects, the fundamental COCOMO equations are

$$
\begin{align*}
X & =\alpha \times(l)^{\beta}  \tag{5}\\
R & =\gamma \times(X)^{\delta}  \tag{6}\\
P & =X / R \tag{7}
\end{align*}
$$

where $X$ is the effort applied in persons-months, $R$ is the build-up time in chronological months, $l$ is the calculated number of lines of code for the project (expressed in thousands) and $P$ is the number of persons. Table 1 represents the values of the coefficients and exponents in COCOMO equations for different project types as in [25].

Table 1. Coefficients and exponent values as in [25].

| Software <br> Project | $\alpha$ | $\beta$ | $\gamma$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| Organic | 2.4 | 1.05 | 2.5 | 0.38 |
| Semi-detached | 3.0 | 1.12 | 2.5 | 0.35 |
| Embedded | 3.6 | 1.20 | 2.5 | 0.32 |

The COCOMO parameter is used to quantify the workload of software and runtime after $l$ has been evaluated. The COCOMO equation shows that as $l$ increases, the workload and duration increase as well. Table 2 represent the estimated work, time, and labor involved in creating each line of code in the program using basic COCOMO equations.

Table 2. Approximated values of COCOMO attributes.

| Code Length <br> (Lines in Thousands) | Effort | Time Period | Manpower |
| :---: | :---: | :---: | :---: |
| 50 | 0.10 | 1.04 | 0.09 |
| 150 | 0.33 | 1.64 | 0.20 |
| 550 | 1.28 | 2.75 | 0.47 |
| 1200 | 2.91 | 3.75 | 0.78 |
| 1400 | 3.42 | 3.99 | 0.86 |
| 2000 | 4.96 | 4.59 | 1.08 |
| 5000 | 13.00 | 6.62 | 1.96 |

The number of lines of code for $\mathrm{C}++$ program developed for the protocol is 42 . Thus for authentication protocol, the effort $X=0.086$ persons-months, time $R=0.9841$ months and the manpower $P=0.874$ persons. Hence, using the basic COCOMO equations, the initial cost, effort and manpower can be derived for developing a new software in order to implement the authentication protocol.

## 5. Conclusions

In the present work, some geometric properties of quadratic Diophantine equations are derived and explained their uses in the communication protocols. Also, a new secure authentication mechanism based on the positive integral solutions of the quadratic Diophantine is presented which can be employed in the generation of one-time passwords or E-tokens for cryptography applications. Further, the existence of trapdoor functions in Diophantine equation is well analysed. It is noted that the proposed authentication protocol is secure either performing Hashing method or without Hashing. Also, the initial cost and effort of a new software library under the environment of Cloud are determined for implementing the authentication protocols using basic COCOMO equations.
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#### Abstract

The telescopic numerical semigroups are a subclass of symmetric numerical semigroups widely used in algebraic geometric codes. Suer and Ilhan gave the classification of triply generated telescopic numerical semigroups up to multiplicity 10 and by using this classification they computed some important invariants in terms of the minimal system of generators. In this article, we extend the results of Suer and Ilhan for telescopic numerical semigroups of multiplicities 8 and 12 with embedding dimension four. Furthermore, we compute two important invariants namely the Frobenius number and genus for these classes in terms of the minimal system of generators.
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## 1. Introduction

In the beginning, the numerical semigroup theory was utilized in elementary number theory. Currently, it interacts in many fields such as commutative algebra, graph theory, algebraic geometry, combinatorics, coding theory, etc. The numerical semigroup is related to the problem of determining nonnegative integers $\mathbb{N}$ that can be expressed in the form $x_{1} a_{1}+x_{2} a_{2}+\ldots+x_{r} a_{r}$ for a given set $\left\{a_{1}, a_{2}, \ldots, a_{r}\right\}$ of positive integers and for arbitrary nonnegative integers $x_{1}, x_{2}, \ldots, x_{r}$. This problem was studied by many mathematicians such as Frobenius and Sylvester [1] at the end of the 19th century. Modern studies on the Frobenius problem started with Brauers and continues until today. During the second half of the twentieth century, interest in the study of numerical semigroups resurfaced because of their applications in algebraic geometry.

Assi et al. [2] discussed some important applications of a numerical semigroup in the solution of linear Diophantine equations, algebraic geometry, and the factorization of monoids. Bras-Amoros [3] presented some results on one-point codes related to numerical semigroups. In [4], Bras-Amoros proved that the sequence $\left(v_{i}\right)$ and the binary operation $\bigoplus$ uniquely determined the corresponding numerical semigroup. He used the concept of the $\left(v_{i}\right)$ sequence to improve the dimension of existing codes and drive bounds on the minimum distance. Bras-Amoros [5] proved that the $\oplus$ operation of the semigroups was important to define other classes of improved codes. Delgado et al. [6] introduced a GAP package for computations related to the numerical semigroup theory. In [7], Feng et al. presented a simple approach to constructing codes. Hoholdt et al. [8] provided a survey of the existing literature on the decoding of algebraic geometric codes. To study different concepts related to numerical semigroups and their applications in coding theory, the readers can see [9].

Let $\mathbb{N}$ be a set of nonnegative integers. A set $\mathrm{Y} \subset \mathbb{N}$ is said to be a numerical semigroup if it is closed under addition, $0 \in \mathbb{N}$, and $\mathbb{N} \backslash Y$ is finite. The smallest positive integer that belongs to the set Y denoted by $m(\mathrm{Y})$ is called the multiplicity of Y . The elements of the set $\mathbb{N} \backslash Y$ are called gaps. We denote the set $\mathbb{N} \backslash Y$ by $G(Y)$ and call it a gap set of Y . The largest integer that belongs to $G(Y)$ is called the Frobenius number of Y and it is denoted by $\mathfrak{F}(\mathrm{Y})$. Frobenius asked how to find the largest $b$ such that the Diophantine equation $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=b$, where $a_{1}, a_{2}, \ldots, a_{n}, b \in \mathbb{N}$ has no solution over nonnegative integers. Since then, this problem is known as the Frobenius problem. More explicitly Frobenius's problem asks for a formula in terms of the minimal generating set for the largest element of the complement $\mathbb{N} \backslash Y$. It is well-known that every numerical semigroup is finitely generated. We say that Y is generated by a set $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ if every $a \in \mathrm{Y}$ can be written as a linear combination of elements of $S$. In other words $a=a_{1} s_{1}+a_{2} s_{2}+\cdots+a_{n} s_{n}$, where $a_{1}, a_{2}, \ldots, a_{n}$ are nonnegative integers. We use the notation $\mathrm{Y}=\langle S\rangle=\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle$ if Y is generated by $s_{1}, s_{2}, \ldots, s_{n}$. If no proper subset of $S$ generates Y, then we say that $S$ is the minimal system of the generator of Y. Since the cancellation law holds in $S$, there always exists a unique minimal system of generators of Y . If $S$ is the minimal system of the generator of Y , then the number of elements in set $S$ denoted by $e(\mathrm{Y})$ is called the embedding dimension of Y . It is an easy observation that $e(\mathrm{Y}) \leq m(\mathrm{Y})$. For more details related to numerical semigroup, the readers can see the book by [10] Let $s_{1}<s_{2}<\ldots<s_{l}$ be a sequence of positive integers such that $\operatorname{gcd}\left(s_{1}, s_{2}, \ldots, s_{l}\right)=1$. Let $d_{j}=\operatorname{gcd}\left(s_{1}, s_{2}, \ldots, s_{j}\right)$ and $S_{j}=\left\{\frac{s_{1}}{d_{j}}, \frac{s_{2}}{d_{j}}, \ldots, \frac{s_{j}}{d_{j}}\right\}$ for $j=1,2, \ldots, l$. Assume that $d_{0}=0$ and $Y_{i}$ is a semigroup generated by $S_{i}$. If $\frac{s_{j}}{d_{j}} \in S_{j-1}$ for $j=1,2, \ldots, l$, then the sequence $\left(s_{1}, s_{2}, \ldots, s_{l}\right)$ is called telescopic. The semigroup generated by a telescopic sequence is called the telescopic semigroup [11]. Let $\mathrm{Y}=\left\langle s_{1}, s_{2}, s_{3}\right\rangle$ with $\operatorname{gcd}\left(s_{1}, s_{2}, s_{3}\right)=1$. Then, Y is a triply generated telescopic semigroup if $s_{3} \in\left\langle\frac{s_{1}}{d}, \frac{s_{2}}{d}\right\rangle$ where $d=\operatorname{gcd}\left(s_{1}, s_{2}\right)$ [12].

Kirfel and Pellikaan [11] showed that a proper subclass of a symmetric numerical semigroup was a class of telescopic numerical semigroup and they worked on the FengRao distance. Garcia-Sanchez et al. [13] established a relationship between the second Feng-Rao number and the multiplicity of the telescopic numerical semigroup. Currently, telescopic numerical semigroups continue to be updated with applications in algebraic error-correcting codes. Sedat Ilhan [14] showed that a triply generated numerical semigroup $A=\langle a, a+2,2 a+1\rangle$ with $a>2$ an even integer was a telescopic numerical semigroup. In [15-17], Suer and Ilhan provided some classes of telescopic numerical semigroups with embedding dimension three and multiplicities $4,6,8,9$, and 10. They also calculated the Genus, Frobenius number, and Sylvester number in these cases. In this work, we characterize all numerical semigroups of embedding dimension four with multiplicities 8 and 12. Furthermore, explicit expressions are obtained to compute the Genus and Frobenius number by using the following Lemma.

Lemma 1. Let $Y_{s}=\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle$ be a numerical semigroup and $d=\operatorname{gcd}\left(s_{1}, s_{2}, \ldots, s_{n-1}\right)$. Let $S=\left\langle\frac{s_{1}}{d}, \frac{s_{2}}{d}, \ldots, \frac{s_{n-1}}{s}, s_{n}\right\rangle$, then

1. $\mathfrak{F}(\mathrm{Y})=d \mathfrak{F}(S)+s_{n}(d-1)$.
2. $\mathfrak{g}(\mathrm{Y})=s \mathfrak{F}(S)+\frac{(d-1)\left(s_{n}-1\right)}{2}$.

The paper is organized as follows: In the second section, we prove that if a telescopic numerical semigroup has embedding dimension four, then its multiplicity is at least the product of three primes. In light of this result, we give a complete characterization of telescopic numerical semigroups having embedding dimension four and multiplicity eight. Section 3 deals with the classification of telescopic numerical semigroups having embedding dimension four and multiplicity 12. In both cases, we give explicit expressions for the Frobenius number and Genus. In the end, the conclusion contains some open problems related to the study.

## 2. Telescopic Numerical Semigroup with Multiplicity Eight and Embedding Dimension Four

In this section, we give a characterization of numerical semigroups with embedding dimension four and multiplicity eight. In the following lemma, we give a condition on the multiplicity of a telescopic numerical semigroup with embedding dimension four.

Lemma 2. Let Y be a telescopic numerical semigroup with embedding dimension four. Then, following conditions hold:

1. $1<d_{2}, d_{3}<m(\mathrm{Y})$.
2. $d_{2}>d_{3}$.
3. The multiplicity of Y is the product of at least three prime numbers.

Proof. We may assume that $Y=\left\langle s_{1}, s_{2}, s_{3}, s_{4}\right\rangle$. To prove (1), we need to show that $d_{2}, d_{3} \notin$ $\{1, m(\mathrm{Y})\}$. If $d_{2}=1$, then by the definition of a telescopic numerical semigroup $d_{3}=1$ and therefore $s_{3} \in S_{2}=\left\langle s_{1}, s_{2}\right\rangle$. This implies an embedding dimension of Y is less than four, a contradiction. This gives $d_{2}>1$. Similar arguments give $d_{3}>1$. Now, if $d_{2}=m(\mathrm{Y})$ (or $d_{3}=m(\mathrm{Y})$ ) then $s_{2}$ is a multiple of $s_{1}$ (or $s_{3}$ is a multiple of $s_{1}$ ). This implies the embedding dimension of $Y$ is less than four, which is again not possible.

To prove (2), we only need to show that $d_{2} \neq d_{3}$, then, from definition of telescopic numerical semigroups, it follows that $d_{2}>d_{3}$. Thus, if $d_{2}=d_{3}$, then

$$
\frac{s_{3}}{d_{3}} \in\left\langle\frac{s_{1}}{d_{2}}, \frac{s_{2}}{d_{2}}\right\rangle
$$

that is

$$
\frac{s_{3}}{d_{2}} \in\left\langle\frac{s_{1}}{d_{2}}, \frac{s_{2}}{d_{2}}\right\rangle
$$

This implies $s_{3} \in\left\langle s_{1}, s_{2}\right\rangle$, which is not possible as the embedding dimension of $Y$ is four.

To prove (3), we need to show that $s_{1}$ is neither a prime nor a product of two primes. If $s_{1}$ is prime, then clearly the embedding dimension of $Y$ cannot be four. So let $s_{1}=p_{1} p_{2}$, where $p_{1}$ and $p_{2}$ are two prime numbers. From (1), we have $d_{2}=p_{1}$ or $d_{2}=p_{2}$. In both cases, we get $d_{3}=1$, which is a contradiction as $d_{3}>1$ (see (1)). Hence, $s_{1}$ must be the product of at least three prime numbers.

Now, we give a classification of telescopic numerical semigroups with embedding dimension four and multiplicity eight. Furthermore, we compute the genus and the Frobenius number in terms of minimal set of generators.

Theorem 1. Let Y be a numerical semigroup with embedding dimension four and multiplicity eight. Then, Y is telescopic if and only if Y is a member of one of the following families:

1. $\alpha=\left\{\left\langle 8,8 e_{1}+4,8 e_{2}+2,8 e_{2}+2+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}\right\}$, where $j$ is an odd integer.
2. $\beta=\left\{\left\langle 8,8 e_{1}+4,8 e_{2}+6,8 e_{2}+6+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}\right\}$, where $j$ is an odd integer.

Proof. $(\Rightarrow)$ Let $\mathrm{Y}=\langle 8, A, B, C\rangle$ be a telescopic numerical semigroup of embedding dimension four, then $d_{2}=\operatorname{gcd}(8, A), d_{3}=\operatorname{gcd}(8, A, B)$. From (1) of Lemma 2, we have $d_{2}, d_{3} \in\{2,4\}$. Moreover, (2) of Lemma 2 gives $d_{2}=4$ and $d_{3}=2$. This implies $A=8 e_{1}+4$ and $B=8 e_{2}+2$ or $8 e_{2}+6$, where $e_{1}, e_{2} \in \mathbb{Z}^{+}$. If $A=8 e_{1}+4$ and $B=8 e_{2}+2$, then we may assume that $\mathrm{Y}=\left\langle 8,8 e_{1}+4,8 e_{2}+2,8 e_{2}+2+j\right\rangle$ with $e_{1}<e_{2}$. Since $\operatorname{gcd}(8, A, B, C)=1$, $2 \nprec j$. As Y is telescopic and

$$
\mathfrak{F}\left(\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle\right)=4 e_{1}+4 e_{2}-1<8 e_{2}+2+j
$$

this implies $8 e_{2}+2+j \in\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle$ for all odd values of $j$ and therefore, $\mathrm{Y} \in \alpha$. Now, if $A=8 e_{1}+4$ and $B=8 e_{2}+6$, then similar arguments imply $\mathrm{Y} \in \beta$.
$(\Leftarrow)$ Let $Y \in \alpha$, then $\operatorname{gcd}\left(8,8 e_{1}+4\right)=4$ and $\operatorname{gcd}\left(8,8 e_{1}+4,8 e_{2}+2\right)=2$. Note that

$$
\left\langle\frac{8}{4}, \frac{8 e_{1}+4}{4}\right\rangle=\left\langle 2,2 e_{1}+1\right\rangle
$$

Since $\mathfrak{F}\left(\left\langle 2,2 e_{1}+1\right\rangle\right)=2 e_{1}-1<4 e_{2}+1$ for some $e_{1}<e_{2}$,

$$
4 e_{2}+1 \in\left\langle 2,2 e_{1}+1\right\rangle .
$$

Furthermore, $\left\langle\frac{8}{2}, \frac{8 e_{1}+4}{2}, \frac{8 e_{2}+2}{2}\right\rangle=\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle$. Then, $\mathfrak{F}\left(\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle\right)=$ $4 e_{2}+4 e_{1}-1<8 e_{2}+2+j$. This implies

$$
8 e_{2}+2+j \in\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle .
$$

Hence, Y is telescopic.
Now, if $Y \in \beta$ then $\operatorname{gcd}\left(8,8 e_{1}+4\right)=4$ and $\operatorname{gcd}\left(8,8 e_{1}+4,8 e_{2}+6\right)=2$. Since

$$
\left\langle\frac{8}{4}, \frac{8 e_{1}+4}{4}\right\rangle=\left\langle 2,2 e_{1}+1\right\rangle
$$

$\mathfrak{F}\left(\left\langle 2,2 e_{1}+1\right\rangle\right)=2 e_{1}-1<4 e_{2}+3$ for some $e_{1} \leq e_{2}$. This implies

$$
4 e_{2}+3 \in\left\langle 2,2 e_{1}+1\right\rangle
$$

Furthermore, $\left\langle\frac{8}{2}, \frac{8 e_{1}+4}{2}, \frac{8 e_{2}+6}{2}\right\rangle=\left\langle 4,4 e_{1}+2,4 e_{2}+3\right\rangle$. Then, $\mathfrak{F}\left(\left\langle 4,4 e_{1}+2,4 e_{2}+3\right\rangle\right)=$ $4 e_{1}+4 e_{2}+1<8 e_{2}+6+j$. This implies

$$
8 e_{2}+6+j \in\left\langle 4,4 e_{1}+2,4 e_{2}+3\right\rangle
$$

Hence, Y is telescopic.
Corollary 1. Let Y be a telescopic numerical semigroup of multiplicity eight.

1. If $\mathrm{Y} \in \alpha$, then $\mathfrak{F}(\mathrm{Y})=8 e_{1}+8 e_{2}-2+x$ and $\mathfrak{g}(\mathrm{Y})=4 e_{1}+8 e_{2}+\frac{j+1}{2}$.
2. If $\mathrm{Y} \in \beta$, then $\mathfrak{F}(\mathrm{Y})=8 e_{1}+8 e_{3}+2+y$ and $\mathfrak{g}(\mathrm{Y})=4 e_{1}+8 e_{2}+\frac{j+9}{2}$.

Proof. Let $Y \in \alpha$, then $\operatorname{gcd}\left(8,8 e_{1}+4,8 e_{2}+2\right)=2$ for $e_{1}<e_{2}$. Consider

$$
T=\left\langle\frac{8}{2}, \frac{8 e_{1}+4}{2}, \frac{8 e_{2}+2}{2}\right\rangle=\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle
$$

By using Lemma 1, we get

$$
\mathfrak{F}(T)=2\left(2 e_{1}-1\right)+(2-1)\left(4 e_{2}+1\right)=4 e_{1}+4 e_{2}-1
$$

This implies

$$
\mathfrak{F}(\mathrm{Y})=2\left(4 e_{1}+4 e_{2}-1\right)+(2-1)\left(8 e_{2}+2+j\right)=8\left(e_{1}+2 e_{2}\right)+j
$$

Since $\mathfrak{g}(\mathrm{Y})=\frac{\mathfrak{F}(Y)+1}{2}, \mathfrak{g}(\mathrm{Y})=4\left(e_{1}+2 e_{2}\right)+\frac{j+1}{2}$. The remaining cases can be proved in a similar way.

## 3. Telescopic Numerical Semigroup with Multiplicity 12 and Embedding Dimension Four

In this section, we classify all telescopic numerical semigroups with embedding dimension four and multiplicity 12. Furthermore, we compute the genus and Frobenius number for these classes in terms of the minimal set of generators.

Theorem 2. Let Y be a numerical semigroup with embedding dimension four and multiplicity 12. Then, Y is telescopic if and only if Y is a member of one of the following families:

1. $\alpha_{1}=\left\{\left\langle 12,12 e_{1}+4,12 e_{2}+2,12 e_{2}+2+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,15, \ldots, 12 e_{1}-6 e_{2}-3\right\}$.
2. $\alpha_{2}=\left\{\left\langle 12,12 e_{1}+4,12 e_{2}+6,12 e_{2}+6+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 1,7,13, \ldots, 12 e_{1}-6 e_{2}-5\right\}$.
3. $\alpha_{3}=\left\{\left\langle 12,12 e_{1}+4,12 e_{2}+10,12 e_{2}+10+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 5,11,17, \ldots, 12 e_{1}-6 e_{2}-7\right\}$.
4. $\alpha_{4}=\left\{\left\langle 12,12 e_{1}+8,12 e_{2}+2,12 e_{2}+2+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 1,7,13, \ldots, 12 e_{1}-6 e_{2}-5\right\}$.
5. $\alpha_{5}=\left\{\left\langle 12,12 e_{1}+8,12 e_{2}+6,12 e_{2}+6+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 5,11,17, \ldots, 12 e_{1}-6 e_{2}-1\right\}$.
6. $\alpha_{6}=\left\{\left\langle 12,12 e_{1}+8,12 e_{3}+10,12 e_{3}+10+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,15, \ldots, 12 e_{1}-6 e_{2}-3\right\}$.
7. $\alpha_{7}=\left\{\left\langle 12,12 e_{1}+6,12 e_{2}+2,12 e_{2}+2+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,15, \ldots, 6 e_{1}-3\right\}$.
8. $\alpha_{8}=\left\{\left\langle 12,12 e_{1}+6,12 e_{2}+3,12 e_{2}+3+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $3 \nmid j\}$.
9. $\alpha_{9}=\left\{\left\langle 12,12 e_{1}+6,12 e_{2}+4,12 e_{2}+4+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1}<e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,12, \ldots, 6 e_{1}-3\right\}$.
10. $\alpha_{10}=\left\{\left\langle 12,12 e_{1}+6,12 e_{3}+8,12 e_{3}+8+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,12, \ldots, 6 e_{1}-3\right\}$.
11. $\alpha_{11}=\left\{\left\langle 12,12 e_{1}+6,12 e_{3}+9,12 e_{3}+9+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $3 \nmid j\}$.
12. $\alpha_{12}=\left\{\left\langle 12,12 e_{1}+6,12 e_{2}+10,12 e_{2}+10+j\right\rangle: e_{1}, e_{2} \in \mathbb{Z}^{+}, e_{1} \leq e_{2}, j\right.$ is a positive odd integer and $\left.j \neq 3,9,12, \ldots, 6 e_{1}-3\right\}$.

Proof. $(\Rightarrow)$ Let $Y=\langle 12, A, B, C\rangle$ be a telescopic numerical semigroup of embedding dimension four, then $d_{2}=\operatorname{gcd}(12, A), d_{3}=\operatorname{gcd}(12, A, B)$. From (1) of Lemma 2, we have $d_{2}, d_{3} \in\{2,3,4,6\}$. Moreover, (2) of Lemma 2 gives the following possibilities:

- $d_{2}=4$ and $d_{3}=2$.
- $d_{2}=6$ and $d_{3}=2$.
- $d_{2}=6$ and $d_{3}=3$.

If $d_{2}=4$ and $d_{3}=2$, then $A \in\left\{12 e_{1}+4,12 e_{1}+8\right\}$ and $B \in\left\{12 e_{2}+2,12 e_{2}+\right.$ $\left.6,12 e_{2}+10\right\}$. Now, if $A=12 e_{1}+4$ and $B=12 e_{2}+2$, then we may assume that $\mathrm{Y}=$ $\left\{\left\langle 12,12 e_{1}+4,12 e_{2}+2,12 e_{2}+2+j\right\rangle\right.$ with $e_{1}<e_{2}$. Since $\operatorname{gcd}(12, A, B, C)=1, j$ must be an odd integer. Note that

$$
\mathfrak{F}\left(\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle\right)=12 e_{1}+6 e_{2}-1 .
$$

If $j>12 e_{1}-6 e_{2}-3$, then $12 e_{2}+2+j>\mathfrak{F}\left(\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle\right)$. This implies $12 e_{2}+$ $2+j \in\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle$ for all odd values of $j$. Now, if $j<12 e_{1}-6 e_{2}-3$, then $12 e_{2}+2+j<\mathfrak{F}\left(\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle\right)$. Since $Y$ is telescopic, we can write

$$
12 e_{2}+2+j=6 a+\left(6 e_{1}+2\right) b+\left(6 e_{1}+1\right) c
$$

where $a, b, c \geq 0$. Since $j$ is odd, $c$ is also odd. We have the following possible solutions:
(i) $e_{2}<a \leq 2 e_{1}-1, b=0$, and $c=1$.
(ii) $2 e_{2}-2 e_{1} \leq a \leq e_{1}-1, b=1$, and $c=1$.

If $e_{2}<a \leq 2 e_{1}-1, b=0$, and $c=1$, then $j=6\left(a-e_{2}\right)-1$, and if $2 e_{2}-2 e_{1} \leq$ $a \leq e_{1}-1, b=1$, and $c=1$, then $j=6\left(a+e_{1}-e_{2}\right)+1$. Both solutions give $j$ as an odd integer that cannot be the multiple of three, i.e., if $12 e_{2}+2+j<\mathfrak{F}\left(\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle\right)$, then $12 e_{2}+2+j \in\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle$, when $j \neq 3,6,9,12,15, \ldots, 12 e_{1}-6 e_{2}-3$. This
implies $Y \in \alpha_{1}$. In a similar way, we can show that $Y \in\left\{\alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}\right\}$ for the remaining possibilities of this case.

If $d_{2}=6$ and $d_{3}=2$, then $A=12 e_{1}+6$ and $B \in\left\{12 e_{2}+2,12 e_{2}+4,12 e_{2}+8,12 e_{2}+10\right\}$. Now, if $A=12 e_{1}+6$ and $B=12 e_{2}+2$, then we may assume that $Y=\left\langle 12,12 e_{1}+\right.$ $\left.6,12 e_{2}+2,12 e_{2}+2+j\right\rangle$ with $e_{1}<e_{2}$. Since $\operatorname{gcd}(12, A, B, C)=1,2 \nmid j$. If $j>6 e_{1}-3$, then $12 e_{2}+2+j>\mathfrak{F}\left(\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle\right)$ and for $j<6 e_{1}-3$, we have $12 e_{2}+2+j<$ $\mathfrak{F}\left(\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle\right)$. Since $Y$ is telescopic, we can assume that

$$
12 e_{2}+2+j=6 a+\left(6 e_{1}+3\right) b+\left(6 e_{2}+1\right) c
$$

and both $b$ and $c$ cannot be even or odd at the same time. As $12 e_{2}+2+j<\mathfrak{F}\left(\left\langle 6,6 e_{1}+\right.\right.$ $\left.3,6 e_{2}+1\right\rangle$ ), we have the following:
(i) $\quad a \leq e_{1}+e_{2}-1, b=0$, and $c=1$.
(ii) $a \leq 2 e_{2}-1, b=1$, and $c=0$.
(iii) $a \leq 2\left(e_{2}-e_{1}-1\right), b=3$, and $c=0$.

All three solutions above imply $j \neq 3,9, \ldots, 6 e_{1}-3$ and therefore $\mathrm{Y} \in \alpha_{7}$. The remaining possibilities give $\mathrm{Y} \in \alpha_{9}$ or $\mathrm{Y} \in \alpha_{10}$ or $\mathrm{Y} \in \alpha_{12}$.

Now if $d_{2}=6$ and $d_{3}=3$, then $A=12 e_{1}+6$ and $B=12 e_{2}+3$ or $B=12 e_{2}+9$. If $A=$ $12 e_{1}+6$ and $B=12 e_{2}+3$, then we may assume that $Y=\left\langle 12,12 e_{1}+6,12 e_{2}+3,12 e_{2}+3+j\right\rangle$ with $e_{1}<e_{2}$. Since $\operatorname{gcd}(12, A, B, C)=1,3 \nmid j$. Note that

$$
\mathfrak{F}\left(\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle\right)=4 e_{1}+4 e_{2}-1<12 e_{2}+3+j
$$

Since Y is telescopic, $12 e_{2}+3+j \in\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle$ for all values of $j$ except when $3 \nmid j$, therefore $\mathrm{Y} \in \alpha_{8}$. Similarly if $A=12 e_{1}+6$ and $B=12 e_{2}+9$, then $\mathrm{Y} \in \alpha_{11}$.
$(\Leftarrow)$ Let $Y \in \alpha_{1}$, then $\operatorname{gcd}\left(12,12 e_{1}+4\right)=4$ and $\operatorname{gcd}\left(12,12 e_{1}+4,12 e_{2}+2\right)=2$. Note that

$$
\left\langle\frac{12}{4}, \frac{12 e_{1}+4}{4}\right\rangle=\left\langle 3,3 e_{1}+1\right\rangle .
$$

Since $\mathfrak{F}\left(\left\langle 3,3 e_{1}+1\right\rangle\right)=6 e_{1}-1<6 e_{2}+1$ for some $e_{1}<e_{2}$, therefore

$$
6 e_{2}+1 \in\left\langle 3,3 e_{1}+1\right\rangle .
$$

Let $x=12 e_{2}+2+j$, where $j$ is an odd integer and $j \neq 3,9,12, \ldots, 12 e_{1}-6 e_{2}-3$. If $j>12 e_{1}-6 e_{2}-3$ then we can write $j=12 e_{1}-6 e_{2}-3+2 k$ for $k \geq 1$. This gives

$$
x=12 e_{2}+2+12 e_{1}-6 e_{2}-3+2 k=12 e_{1}+6 e_{2}-1+2 k>\mathfrak{F}\left(\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle\right),
$$

therefore $x \in\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle$. Now, if $j<12 e_{1}-6 e_{2}-3$ then we can write $j=$ $12 e_{2}+2+12 e_{1}-3-2 k$, where $k=1+3 q_{1}$ or $k=2+3 q_{2}$ for some integers $q_{1}, q_{2}$. If $k=1+3 q_{1}$, then $j=6\left(2 e_{1}-e_{2}-q_{1}-1\right)+1$. Since $j>0,2 e_{1}-e_{2}-q_{1}-1 \geq 0$. This implies $2 e_{1} \geq e_{2}+q_{1}+1$. As $e_{2}>e_{1}, e_{1}>q_{1}+1$. Therefore, $x=6\left(e_{1}-q_{1}-1\right)+\left(6 e_{1}+\right.$ $2)+\left(6 e_{2}+1\right)$. Since $e_{1}>q_{1}+1, e_{1}-q_{1}-1>0$. This gives $x \in\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle$. Now, if $k=2+3 q_{2}$, then $j=6\left(2 e_{1}-e_{2}-q_{2}-1\right)-1$. Since $j>0,2 e_{1}-e_{2}-q_{2}-1>0$. So $x=6\left(2 e_{1}-q_{2}-1\right)+\left(6 e_{2}+1\right)$. Since $2 e_{1}-e_{2}-q_{2}-1>0,2 e_{1}-q_{2}-1>0$. This gives $x \in\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle$. Consequently $Y$ is telescopic. Cases (2) to (6) can be proved in a similar way.

Now, let $Y \in \alpha_{7}$; then, $\operatorname{gcd}\left(12,12 e_{1}+6\right)=6$ and $\operatorname{gcd}\left(12,12 e_{1}+6,12 e_{2}+2\right)=2$. Note that

$$
\left\langle\frac{12}{6}, \frac{12 e_{1}+6}{6}\right\rangle=\left\langle 2,2 e_{1}+1\right\rangle .
$$

Since $\mathfrak{F}\left(\left\langle 2,2 e_{1}+1\right\rangle\right)=2 e_{1}-1<6 e_{2}+1$ for some $e_{1}<e_{2}$,

$$
6 e_{2}+1 \in\left\langle 2,2 e_{1}+1\right\rangle .
$$

Let $x=12 e_{2}+2+j$, where $j$ is an odd integer and $j \neq 3,9,12, \ldots, 6 e_{1}-3$. If $j>6 e_{1}-3$, then we can write $j=6 e_{1}-3+2 k$ for $k \geq 1$. This gives

$$
x=12 e_{2}+2+6 e_{1}-3+2 k=12 e_{2}+6 e_{1}-1+2 k>\mathfrak{F}\left(\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle\right),
$$

therefore $x \in\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle$. Now, if $j<6 e_{1}-3$, then we can write $j=6 e_{1}-3-2 k$, where either $k=1+3 q_{1}$ or $k=2+3 q_{2}$ for some integers $q_{1}, q_{2}$. If $k=1+3 q_{1}$, then $j=6 e_{1}-6 q_{1}-6+1$. Since $j>0,6 e_{1}-6 q_{1}-6 \geq 0$. This implies $e_{1} \geq q_{1}+1$. As $e_{2}>e_{1}$, $e_{2}>q_{1}+1$. Now, $x=12 e_{2}+2+6 e_{1}-6 q_{1}-5=6\left(2 e_{2}-q_{1}-1\right)+\left(6 e_{1}+3\right)$. Since $e_{2}>q_{1}+1,2 e_{2}-q_{1}-1>0$. This gives $x \in\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle$. Now, if $k=2+3 q_{2}$, then $j=6\left(e_{1}-q_{2}-1\right)-1$. Since $j>0, e_{1}-q_{2}-1>0$. This implies $e_{1}+e_{2}-q_{2}-1>0$. Now, we can write $x=6\left(e_{1}+e_{2}-q_{2}-1\right)+\left(6 e_{2}+1\right)$. This gives $x \in\left\langle 6,6 e_{1}+3,6 e_{2}+1\right\rangle$. Consequently Y is telescopic. Cases (9), (10), and (12) can be proved in a similar way.

Let $Y \in \alpha_{8}$; then, $\operatorname{gcd}\left(12,12 e_{1}+6\right)=6$ and $\operatorname{gcd}\left(12,12 e_{1}+6,12 e_{2}+3\right)=3$. Note that

$$
\left\langle\frac{12}{6}, \frac{12 e_{1}+6}{6}\right\rangle=\left\langle 2,2 e_{1}+1\right\rangle
$$

Since $\mathfrak{F}\left(\left\langle 2,2 e_{1}+1\right\rangle\right)=2 e_{1}-1<4 e_{2}+1$ for some $e_{1}<e_{2}$,

$$
4 e_{2}+1 \in\left\langle 2,2 e_{1}+1\right\rangle
$$

Furthermore, $\left\langle\frac{12}{3}, \frac{12 e_{1}+6}{3}, \frac{12 e_{2}+3}{3}\right\rangle=\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle$. Then, $\mathfrak{F}\left(\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle\right)=$ $4 e_{1}+4 e_{2}-1<12 e_{2}+3+j$. This implies

$$
12 e_{2}+2+j \in\left\langle 4,4 e_{1}+2,4 e_{2}+1\right\rangle
$$

Hence, Y is telescopic. (11) can be proved in a similar way as we proved (8).
Corollary 2. Let Y be a telescopic numerical semigroup of multiplicity eight.

1. If $\mathrm{Y} \in \alpha_{1}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+1}{2}$.
2. If $\mathrm{Y} \in \alpha_{2}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j+8$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+9}{2}$.
3. If $\mathrm{Y} \in \alpha_{3}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j+16$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+17}{2}$.
4. If $\mathrm{Y} \in \alpha_{4}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j+8$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+9}{2}$.
5. If $\mathrm{Y} \in \alpha_{5}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j+16$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{\dot{j}+17}{2}$.
6. If $\mathrm{Y} \in \alpha_{6}$, then $\mathfrak{F}(\mathrm{Y})=24\left(e_{1}+e_{2}\right)+j+24$ and $\mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+25}{2}$.
7. If $\mathrm{Y} \in \alpha_{7}$, then $\mathfrak{F}(\mathrm{Y})=12\left(e_{1}+3 e_{2}\right)+j$ and $\mathfrak{g}(\mathrm{Y})=6\left(e_{1}+3 e_{2}\right)+\frac{j+1}{2}$.
8. If $\mathrm{Y} \in \alpha_{8}$, then $\mathfrak{F}(\mathrm{Y})=12 e_{1}+18 e_{2}+j+1$ and $\mathfrak{g}(\mathrm{Y})=6 e_{1}+9 e_{2}+\frac{j+1}{2}$.
9. If $\mathrm{Y} \in \alpha_{9}$, then $\mathfrak{F}(\mathrm{Y})=12\left(e_{1}+3 e_{2}\right)+j+8$ and $\mathfrak{g}(\mathrm{Y})=6\left(e_{1}+3 e_{2}\right)+\frac{j+9}{2}$.
10. If $\mathrm{Y} \in \alpha_{10}$, then $\mathfrak{F}(\mathrm{Y})=12\left(e_{1}+3 e_{2}\right)+j+18$ and $\mathfrak{g}(\mathrm{Y})=6\left(e_{1}+3 e_{2}\right)+\frac{j+19}{2}$.
11. If $\mathrm{Y} \in \alpha_{11}$, then $\mathfrak{F}(\mathrm{Y})=8 e_{1}+20 e_{2}+j+11$ and $\mathfrak{g}(\mathrm{Y})=4 e_{1}+10 e_{2}+\frac{j+12}{2}$.
12. If $\mathrm{Y} \in \alpha_{12}$, then $\mathfrak{F}(\mathrm{Y})=12\left(e_{1}+3 e_{2}\right)+j+24$ and $\mathfrak{g}(\mathrm{Y})=6\left(e_{1}+3 e_{2}\right)+\frac{j+25}{2}$.

Proof. Let $Y \in \alpha_{1}$; then, $\operatorname{gcd}\left(12,12 e_{1}+4,12 e_{2}+2\right)=2$ for $e_{1}<e_{2}$. Consider

$$
T=\left\langle\frac{12}{2}, \frac{12 e_{1}+4}{2}, \frac{12 e_{2}+2}{2}\right\rangle=\left\langle 6,6 e_{1}+2,6 e_{2}+1\right\rangle
$$

By using Lemma 1, we get

$$
\mathfrak{F}(T)=2\left(6 e_{1}-1\right)+(2-1)\left(6 e_{2}+1\right)=12 e_{1}+6 e_{2}-1 .
$$

This implies

$$
\mathfrak{F}(\mathrm{Y})=2\left(12 e_{1}+6 e_{2}-1\right)+(2-1)\left(12 e_{2}+2+j\right)=24\left(e_{1}+e_{2}\right)+j
$$

Since $\mathfrak{g}(\mathrm{Y})=\frac{\mathfrak{F}(\mathrm{Y})+1}{2}, \mathfrak{g}(\mathrm{Y})=12\left(e_{1}+e_{2}\right)+\frac{j+1}{2}$. The remaining cases can be proved in a similar way.

Example 1. Let $\mathrm{Y}=\langle 12,40,46,46+j\rangle$. We want to find the values of $j$ for which this numerical semigroup is telescopic. Since $\operatorname{gcd}(12,40)=4$ and $\mathfrak{F}\left(\left\langle\frac{12}{4}, \frac{40}{4}\right\rangle\right)=17<\frac{46}{2}=23$, it follows that $23 \in\langle 3,10\rangle$. Furthermore, $\mathfrak{F}\left(\left\langle\frac{12}{2}, \frac{40}{2}, \frac{46}{2}\right\rangle\right)=57$. Now, we need to check for which values of $j$, the expression $46+j \in\left\langle\frac{12}{2}, \frac{40}{2}, \frac{46}{2}\right\rangle$ holds. By definition of a numerical semigroup, $\operatorname{gcd}(12,40,46,46+$ $j)=1$, therefore $j$ must be a positive odd integer. Note that $46+j \in\langle 6,20,23\rangle$ for all $j>11$. For $j=1,47 \in\langle 6,20,23\rangle$. For $j=3,49 \in\langle 6,20,23\rangle$. For $j=5,51 \notin\langle 6,20,23\rangle$. For $j=7$, $53 \in\langle 6,20,23\rangle$. For $j=9,55 \in\langle 6,20,23\rangle$. For $j=11,57 \notin\langle 6,20,23\rangle$. This shows that $Y$ is a telescopic numerical semigroup for all positive odd values of $j$ except $j=5,11$. Moreover, $\mathfrak{F}(\mathrm{Y})=160+j$ and $\mathfrak{g}(\mathrm{Y})=72+\frac{j+17}{2}$.

## 4. Conclusions

Numerical semigroups are among the simplest objects to study, but they are involved in very hard problems. They have applications in many applied fields including cryptography, error-correcting codes, and combinatorial structures for privacy applications. In this work, we studied a couple of classes of the telescopic numerical semigroup of embedding dimension four. We proved that if a telescopic numerical semigroup had embedding dimension four, then its multiplicity was at least a multiple of three primes. The first two classes among them were the telescopic numerical semigroups with embedding dimension four and multiplicities 8 and 12. We gave a complete classification of telescopic numerical semigroups for these two classes. In the future, one can characterize the numerical semigroups of embedding dimension four and multiplicities 16 and 18.
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#### Abstract

We have investigated new Pauli Fibonacci and Pauli Lucas quaternions by taking the components of these quaternions as Gaussian Fibonacci and Gaussian Lucas numbers, respectively. We have calculated some basic identities for these quaternions. Later, the generating functions and Binet formulas are obtained for Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions. Furthermore, Honsberger's identity, Catalan's and Cassini's identities have been given for Pauli Gaussian Fibonacci quaternions.
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## 1. Introduction

The set of complex numbers with integer coefficients was first described by Carl Friedrich Gauss, and these numbers were called Gaussiannumbers [1]. Then, Horadam gave the definition of the $n$-th generalized complex Fibonacci quaternion and provided some identities regarding these numbers. Furthermore, he defined Fibonacci quaternions [2]. Gaussian Fibonacci and Gaussian Lucas sequences were introduced by Jordan. Moreover, some basic identities and summation formulas were obtained [3]. The recurrence relation of the Gaussian Fibonacci numbers $G F_{n}$ for $n>1$ is definedby

$$
G F_{n}=G F_{n-1}+G F_{n-2}
$$

where $G F_{0}=i, G F_{1}=1$. These recurrence relations also satisfy the following equality $G F_{n}=F_{n}+i F_{n-1}$ where $F_{n}$ is the $n$-th Fibonacci number [3,4]. In the same manner, the recurrence relation of the Gaussian Lucas numbers $G L_{n}$ for $n>2$ is defined by

$$
G L_{n}=G L_{n-1}+G L_{n-2}
$$

where $G L_{0}=2-i, G L_{1}=1+2 i$. Again, the following equality can be observed

$$
G L_{n}=L_{n}+i L_{n-1}
$$

where $L_{n}$ is the $n$-th Lucas number [3,4].
An extension of the Fibonacci numbers to the complex plane was discussed by Berzsenyi [5].

The algebras of the complex numbers, quaternions, octonions, and sedenions are found by using a doubling procedure. This procedure is called as Cayley-Dickson process. In this regard, we extend the field of real numbers to complex numbers via this process. The complex number system is both commutative and associative. However, the quaternions are not commutative, although they are associative. On the other hand, octonions and sedenions are both non-commutative and non-associative. The main question is, why do
we need these expanding number systems? It is because quaternions have applications in quantum mechanics, computer graphics, and vision [6-8]. Octonions are used in quantum information theory and robotics [9,10]. Sedenions are used in neural networks, time series, and traffic forecasting problems $[11,12]$.

The sequences in finite fields whose terms depend in a simple manner on their predecessors are of importance for a variety of applications. Because it is easy to generate by recursive procedures, and these sequences have advantageous features from the computational viewpoint [13]. Thus, mathematicians increased the number of terms to be added at the beginning and turned to studies on number sequences similar to Fibonacci numbers, such as tribonacci, tetranacci, pentanacci, etc. Later, these studies were carried over to Cayley algebras, see [14-32]. Thus, one of the most active research areas of recent years has come to the fore, and studies on Cayley algebras have attracted researchers in various ways.

Complex Fibonacci quaternions have been defined by Halici [33]. Then, Binet's formula, generating functions and the matrix representation of these quaternions have been proven. Recently, $n$-th quaternion Gaussian Lucas numbers have been introduced to the literature. The Binet formula, some summation formulas, and the Cassini identity have been given by using the matrix representation of Gaussian Lucas numbers [34]. This time, they have expressed the quaternions instead of the Gaussian Lucas numbers by taking the Gaussian Fibonacci coefficients. In this way, the Binet formula, generating function ve some identities regarding the norm of these quaternions have been derived [35].

The Binet formula of the Gaussian Fibonacci sequence and Gaussian Lucas sequence are

$$
G F_{n}=\frac{1}{\alpha-\beta}\left\{(1-i \beta) \alpha^{n}-(1-i \alpha) \beta^{n}\right\}
$$

and

$$
G L_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} G L_{1}+\frac{\alpha^{n-1}-\beta^{n-1}}{\alpha-\beta} G L_{0}
$$

respectively, where $\alpha$ and $\beta$ denote the roots of the characteristic equation for Gaussian Fibonacci sequence and $G L_{0}, G L_{1}$ denote the initial values for the Gaussian Lucas numbers [34,35].

The Pauli matrices that have been introduced by Wolfgang Pauli form a set of $2 \times 2$ complex matrices as follows:

$$
1=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \sigma_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

The multiplication rules are given by

$$
\begin{array}{ll}
\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma_{3}^{2}=1, & \sigma_{1} \sigma_{2}=-\sigma_{2} \sigma_{1}=i \sigma_{3} \\
\sigma_{2} \sigma_{3}=-\sigma_{3} \sigma_{2}=i \sigma_{1}, & \sigma_{3} \sigma_{1}=-\sigma_{1} \sigma_{3}=i \sigma_{2}
\end{array}
$$

Further, these matrices are Hermitian and unitary. These $2 \times 2$ types of Hermitian matrices form a basis for the real vector space and the span of $\left\{I, i \sigma_{1}, i \sigma_{2}, i \sigma_{3}\right\}$ is isomorphic to the real algebra of quaternions $[36,37]$.

The Pauli quaternions are defined by Kim as follows:

$$
q=a_{0} 1+a_{1} \sigma_{1}+a_{2} \sigma_{2}+a_{3} \sigma_{3}
$$

where $1, \sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ represent the Pauli matrices.

Let $q=a_{0} 1+a_{1} \sigma_{1}+a_{2} \sigma_{2}+a_{3} \sigma_{3}$ and $p=b_{0} 1+b_{1} \sigma_{1}+b_{2} \sigma_{2}+b_{3} \sigma_{3}$ be Pauli quaternions, then the product of these quaternions are given by [37]

$$
\begin{aligned}
q . p= & \left(a_{0} b_{0}+a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}\right) 1+\left\{\left(a_{0} b_{1}+a_{1} b_{0}\right)+i\left(a_{2} b_{3}-a_{3} b_{2}\right)\right\} \sigma_{1} \\
& +\left\{\left(a_{0} b_{2}+a_{2} b_{0}\right)+i\left(a_{3} b_{1}-a_{1} b_{3}\right)\right\} \sigma_{2} \\
& +\left\{\left(a_{0} b_{3}+a_{3} b_{0}\right)+i\left(a_{1} b_{2}-a_{2} b_{1}\right)\right\} \sigma_{3} .
\end{aligned}
$$

The conjugate and the norm of Pauli quaternions are

$$
q^{*}=a_{0} 1-a_{1} \sigma_{1}-a_{2} \sigma_{2}-a_{3} \sigma_{3}
$$

and

$$
N(q)=\sqrt{\left|q \cdot q^{*}\right|}=\sqrt{\left|a_{0}^{2}-a_{1}^{2}-a_{2}^{2}-a_{3}^{2}\right|}
$$

respectively [37].
Torunbalcı has presented Pauli Fibonacci and Pauli Lucas quaternions by taking the real coefficients of Pauli quaternion as the Fibonacci number sequence. Honsberger's, d'Ocagne's, Catalan, Cassini identities, generating function and Binet formula and the matrix representation have been given for the Pauli Fibonacci quaternions [38].

In a recent paper [39] on a base of quaternions, the families of associated sequences of real polynomials and numbers were defined. Quaternion equivalents for quasi-Fibonacci numbers (shortly quaternaccis) were introduced. In OEIS, there is a number of quaternacci sequences connected with generalized Gaussian Fibonacci integers. We are also interested in quaternions with coefficients of Gaussian Fibonacci numbers.

Especially, in this work, our aim is to introduce Pauli Fibonacci quaternions and Pauli Lucas quaternions whose coefficients consist of Gaussian Fibonacci numbers and Gaussian Lucas numbers, respectively. We called these numbers the Pauli Gaussian Fibonacci and Pauli Gaussian Lucas numbers, respectively. Then, some algebraic properties of these quaternions have been shown. Moreover, some identities and formulas for these quaternions have been obtained.

## 2. The Pauli Gaussian Fibonacci Quaternions

In this section, the definition of Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions will be given. Then, some algebraic properties, identities and theorems are given for Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions.

Definition 1. The Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions are defined by

$$
Q_{p} G F_{n}=G F_{n} 1+G F_{n+1} \sigma_{1}+G F_{n+2} \sigma_{2}+G F_{n+3} \sigma_{3}
$$

and

$$
Q_{p} G L_{n}=G L_{n} 1+G L_{n+1} \sigma_{1}+G L_{n+2} \sigma_{2}+G L_{n+3} \sigma_{3}
$$

respectively, where $G F_{n}$ and $G L_{n}$ are the $n$-th Gaussian Fibonacci and Gaussian Lucas numbers.
Furthermore, these numbers are related to Pauli Fibonacci and Pauli Lucas quaternions as follows

$$
Q_{p} G F_{n}=Q_{p} F_{n}+i Q_{p} F_{n-1}
$$

and

$$
Q_{p} G L_{n}=Q_{p} L_{n}+i Q_{p} L_{n-1}
$$

respectively.
In order to obtain the recursive relations for Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions, we will consider the relations $G F_{n+2}=G F_{n}+G F_{n+1}$ and $G L_{n+2}=G L_{n}+G L_{n+1}$ for Gaussian Fibonacci and Gaussian Lucas numbers, respectively.

Hence, for $n \geq 0$

$$
Q_{p} G F_{n+2}=Q_{p} G F_{n}+Q_{p} G F_{n+1}
$$

and

$$
Q_{p} G L_{n+2}=Q_{p} G L_{n}+Q_{p} G L_{n+1}
$$

respectively.
Definition 2. The conjugates of the Pauli Gaussian Fibonacci quaternion $Q_{p} G F_{n}$ and the Pauli Gaussian Lucas quaternion $Q_{p} G L_{n}$ are defined by

$$
\overline{Q_{p} G F_{n}}=G F_{n} 1-G F_{n+1} \sigma_{1}-G F_{n+2} \sigma_{2}-G F_{n+3} \sigma_{3}
$$

and

$$
\overline{Q_{p} G L_{n}}=G L_{n} 1-G L_{n+1} \sigma_{1}-G L_{n+2} \sigma_{2}-G L_{n+3} \sigma_{3}
$$

respectively.
The addition, subtraction and multiplication of two Pauli Gaussian Fibonacci quaternions $Q_{p} G F_{n}$ and $Q_{p} G F_{m}$ aregiven by

$$
\begin{align*}
Q_{p} G F_{n} \pm Q_{p} G F_{m}= & \left(G F_{n} \pm G F_{m}\right) \cdot 1+\left(G F_{n+1} \pm G F_{m+1}\right) \sigma_{1}  \tag{1}\\
& +\left(G F_{n+2} \pm G F_{m+2}\right) \sigma_{2}+\left(G F_{n+3} \pm G F_{m+3}\right) \sigma_{3}
\end{align*}
$$

and

$$
\begin{align*}
Q_{p} G F_{n} \times Q_{p} G F_{m} & =\left(G F_{n} \cdot G F_{m}+G F_{n+1} \cdot G F_{m+1}+G F_{n+2} \cdot G F_{m+2}+G F_{n+3} \cdot G F_{m+3}\right) \cdot 1 \\
& +\left(G F_{n+1} \cdot G F_{m}+G F_{n} \cdot G F_{m+1}-i G F_{n+3} \cdot G F_{m+2}+i G F_{n+2} \cdot G F_{m+3}\right) \sigma_{1} \\
& +\left(G F_{n+2} \cdot G F_{m}+i G F_{n+3} \cdot G F_{m+1}+G F_{n} \cdot G F_{m+2}-i G F_{n+1} \cdot G F_{m+3}\right) \sigma_{2}  \tag{2}\\
& +\left(G F_{n+3} \cdot G F_{m}-i G F_{n+2} \cdot G F_{m+1}+i G F_{n+1} \cdot G F_{m+2}+G F_{n} \cdot G F_{m+3}\right) \sigma_{3}
\end{align*}
$$

respectively.
Note that $Q_{p} G F_{n} \times Q_{p} G F_{m} \neq Q_{p} G F_{m} \times Q_{p} G F_{n}$.
In this case, the norm of any Pauli Gaussian Fibonacci quaternion can be written as

$$
N_{Q_{p} G F_{n}}^{2}=Q_{p} G F_{n} \times \overline{Q_{p} G F_{n}}=\left|G F_{n}^{2}-G F_{n+1}^{2}-G F_{n+2}^{2}-G F_{n+3}^{2}\right|
$$

So, the scalar and vectorial part of any Pauli Gaussian Fibonacci quaternion is represented by

$$
S_{Q_{p} G F_{n}}=G F_{n}, \quad V_{Q_{p} G F_{n}}=G F_{n+1} \sigma_{1}+G F_{n+2} \sigma_{2}+G F_{n+3} \sigma_{3}
$$

In addition, Equation (2) can be rewritten in terms of the scalar and vector parts of the Pauli Gaussian Fibonacci quaternion as follows.

$$
\begin{aligned}
Q_{p} G F_{n} \times Q_{p} G F_{m}= & S_{Q_{p} G F_{n}} S_{Q_{p} G F_{m}}+\left\langle V_{Q_{p} G F_{n}}, V_{Q_{p} G F_{m}}\right\rangle+S_{Q_{p} G F_{n}} V_{Q_{p} G F_{m}} \\
& +S_{Q_{p} G F_{m}} V_{Q_{p} G F_{n}}+V_{Q_{p} G F_{n}} \wedge V_{Q_{p} G F_{m}} .
\end{aligned}
$$

With the aid of Equation (2), the following Pauli Gaussian Fibonacci quaternion can be expressed as a matrix form

$$
Q_{p} G F_{n} \times Q_{p} G F_{m}=\left[\begin{array}{cccc}
G F_{n} & G F_{n+1} & G F_{n+2} & G F_{n+3} \\
G F_{n+1} & G F_{n} & -i G F_{n+3} & i G F_{n+2} \\
G F_{n+2} & i G F_{n+3} & G F_{n} & -i G F_{n+1} \\
G F_{n+3} & -i G F_{n+2} & i G F_{n+1} & G F_{n}
\end{array}\right]\left[\begin{array}{c}
G F_{m} \\
G F_{m+1} \\
G F_{m+2} \\
G F_{m+3}
\end{array}\right]
$$

Theorem 1. Let $Q_{p} G F_{n}, Q_{p} G L_{n}$ and $G F_{n}$ denote the Gaussian Fibonacci number, Gaussian Lucas number and the Gaussian Fibonacci number, respectively. For $n \geq 1$, we get the following relations (i)

$$
Q_{p} G F_{n+1}+Q_{p} G F_{n-1}=Q_{p} G L_{n}
$$

(ii)

$$
Q_{p} G F_{n}+Q_{p} G F_{n-1}=Q_{p} G F_{n+1}
$$

(iii)

$$
Q_{p} G F_{n+2}-Q_{p} G F_{n-2}=Q_{p} G L_{n}
$$

(iv)

$$
Q_{p} G F_{n}-Q_{p} G F_{n+1} \sigma_{1}-Q_{p} G F_{n+2} \sigma_{2}-Q_{p} G F_{n+3} \sigma_{3}=G F_{n}-G F_{n+2}-G F_{n+4}-G F_{n+6}
$$

Proof. (i) Considering Equation (1) and using the identity $G F_{n+1}+G F_{n-1}=G L_{n}$ [3], we have the proof as follows

$$
\begin{aligned}
Q_{p} G F_{n+1}+Q_{p} G F_{n-1}= & \left(G F_{n+1}+G F_{n-1}\right) \cdot 1+\left(G F_{n+2}+G F_{n}\right) \sigma_{1} \\
& +\left(G F_{n+3}+G F_{n+1}\right) \sigma_{2}+\left(G F_{n+4}+G F_{n+2}\right) \sigma_{3} \\
= & G L_{n} 1+G L_{n+1} \sigma_{1}+G L_{n+2} \sigma_{2}+G L_{n+3} \sigma_{3} \\
= & Q_{p} G L_{n} .
\end{aligned}
$$

(ii) If we use Equation (1) and the recurrence relation of the Gaussian Fibonacci numbers, the proof can be easily seen.
(iii) Using Equation (1) and the recurrence relation of the Gaussian Fibonacci numbers, we obtain

$$
\begin{aligned}
Q_{p} G F_{n+2}-Q_{p} G F_{n-2}= & \left(G F_{n+1}+G F_{n-1}\right) \cdot 1+\left(G F_{n+2}+G F_{n}\right) \sigma_{1} \\
& +\left(G F_{n+3}+G F_{n+1}\right) \sigma_{2}+\left(G F_{n+4}+G F_{n+2}\right) \sigma_{3} .
\end{aligned}
$$

By substituting the identity $G F_{n+1}+G F_{n-1}=G L_{n}$ [3] into the previous equation we get

$$
Q_{p} G F_{n+2}-Q_{p} G F_{n-2}=Q_{p} G L_{n}
$$

(iv) Multiplying both sides of the Pauli Gaussian Fibonacci quaternions $Q_{p} G F_{n+1}, Q_{p} G F_{n+2}$, $Q_{p} G F_{n+3}$ by $-\sigma_{1},-\sigma_{2}$ and $-\sigma_{3}$ respectively gives

$$
\begin{aligned}
-Q_{p} G F_{n+1} \sigma_{1}-Q_{p} G F_{n+2} \sigma_{2}-Q_{p} G F_{n+3} \sigma_{3}= & -G F_{n+1} \sigma_{1}-G F_{n+2} 1+i G F_{n+3} \sigma_{3}-i G F_{n+4} \sigma_{2} \\
& -G F_{n+2} \sigma_{2}-i G F_{n+3} \sigma_{3}-G F_{n+4} 1+i G F_{n+5} \sigma_{1} \\
& -G F_{n+3} \sigma_{3}+i G F_{n+4} \sigma_{2}-i G F_{n+5} \sigma_{1}-G F_{n+6} 1 \\
= & -G F_{n+1} \sigma_{1}-G F_{n+2} \sigma_{2}-G F_{n+3} \sigma_{3} \\
& -\left(G F_{n+2}+G F_{n+4}+G F_{n+6}\right) 1 .
\end{aligned}
$$

Then, adding the above equation with $Q_{p} G F_{n}$ yields

$$
\begin{aligned}
& Q_{p} G F_{n}-Q_{p} G F_{n+1} \sigma_{1}-Q_{p} G F_{n+2} \sigma_{2}-Q_{p} G F_{n+3} \sigma_{3} \\
& =G F_{n} 1+G F_{n+1} \sigma_{1}+G F_{n+2} \sigma_{2}+G F_{n+3} \sigma_{3}-G F_{n+1} \sigma_{1}-G F_{n+2} \sigma_{2}-G F_{n+3} \sigma_{3} \\
& \quad-\left(G F_{n+2}+G F_{n+4}+G F_{n+6}\right) 1 \\
& =\left(G F_{n}-G F_{n+2}-G F_{n+4}-G F_{n+6}\right) 1 .
\end{aligned}
$$

Theorem 2 (Honsberger's Identity). For $n, m \geq 0$ and $G F_{n}$, the Honsberger identity for the Pauli Gaussian Fibonacci quaternions is given by

$$
Q_{p} G F_{n} \times Q_{p} G F_{m}+Q_{p} G F_{n+1} \times Q_{p} G F_{m+1}=\left(2 Q_{p} G F_{n+m}+9 F_{n+m+1}+5 F_{n+m+2}\right)(1+2 i)
$$

Proof. By the Equations (1) and (2), weget

$$
\begin{aligned}
& Q_{p} G F_{n} \times Q_{p} G F_{m}+Q_{p} G F_{n+1} \times Q_{p} G F_{m+1} \\
& =\left[\left(G F_{n} \cdot G F_{m}+G F_{n+1} \cdot G F_{m+1}\right)+\left(G F_{n+2} \cdot G F_{m+2}+G F_{n+3} \cdot G F_{m+3}\right)\right. \\
& \left.+\left(G F_{n+1} \cdot G F_{m+1}+G F_{n+2} \cdot G F_{m+2}\right)+\left(G F_{n+3} \cdot G F_{m+3}+G F_{n+4} \cdot G F_{m+4}\right)\right] 1 \\
& +\left[\left(G F_{n+1} \cdot G F_{m}+G F_{n+2} \cdot G F_{m+1}\right)+\left(G F_{n} \cdot G F_{m+1}+G F_{n+1} \cdot G F_{m+2}\right)\right. \\
& \left.+i\left(G F_{n+2} \cdot G F_{m+3}+G F_{n+3} \cdot G F_{m+4}\right)-i\left(G F_{n+3} \cdot G F_{m+2}+G F_{n+4} \cdot G F_{m+3}\right)\right] \sigma_{1} \\
& +\left[\left(G F_{n+2} \cdot G F_{m}+G F_{n+3} \cdot G F_{m+1}\right)+\left(G F_{n} \cdot G F_{m+2}+G F_{n+1} \cdot G F_{m+3}\right)\right. \\
& \left.+i\left(G F_{n+3} \cdot G F_{m+1}+G F_{n+4} \cdot G F_{m+2}\right)-i\left(G F_{n+1} \cdot G F_{m+3}+G F_{n+2} \cdot G F_{m+4}\right)\right] \sigma_{2} \\
& +\left[\left(G F_{n+3} \cdot G F_{m}+G F_{n+4} \cdot G F_{m+1}\right)+\left(G F_{n} \cdot G F_{m+3}+G F_{n+1} \cdot G F_{m+4}\right)\right. \\
& \left.+i\left(G F_{n+1} \cdot G F_{m+2}+G F_{n+2} \cdot G F_{m+3}\right)-i\left(G F_{n+2} \cdot G F_{m+1}+G F_{n+3} \cdot G F_{m+2}\right)\right] \sigma_{3} .
\end{aligned}
$$

Using the identity $G F_{n} G F_{m}+G F_{n+1} G F_{m+1}=F_{n+m}(1+2 i)$ [3], we obtain

$$
\begin{aligned}
& Q_{p} G F_{n} \times Q_{p} G F_{m}+Q_{p} G F_{n+1} \times Q_{p} G F_{m+1} \\
& =\left(\left(F_{n+m}+F_{n+m+2}+F_{n+m+4}+F_{n+m+6}\right) \cdot 1\right. \\
& \left.+2\left(F_{n+m+1} \sigma_{1}+F_{n+m+2} \sigma_{2}+F_{n+m+3} \sigma_{3}\right)\right)(1+2 i) .
\end{aligned}
$$

If the necessary arrangements are made in the last equation, we have

$$
Q_{p} G F_{n} \times Q_{p} G F_{m}+Q_{p} G F_{n+1} \times Q_{p} G F_{m+1}=\left(2 Q_{p} G F_{n+m}+9 F_{n+m+1} 1+5 F_{n+m+2} 1\right)(1+2 i)
$$

Thus, the claim is verified.
Theorem 3 (Generating Function). The generating functions of the Pauli Gaussian Fibonacci quaternions and Pauli Gaussian Lucas quaternions are as follows:

$$
g(x)=\sum_{n=0}^{\infty} Q_{p} G F_{n} \cdot x^{n}=\frac{Q_{p} G F_{0}+\left(Q_{p} G F_{1}-Q_{p} G F_{0}\right) x}{1-x-x^{2}}
$$

and

$$
h(x)=\sum_{n=0}^{\infty} Q_{p} G L_{n} \cdot x^{n}=\frac{Q_{p} G L_{0}+\left(Q_{p} G L_{1}-Q_{p} G L_{0}\right) x}{1-x-x^{2}}
$$

respectively.
Proof. Let us use the definition of a generating function of $Q_{p} G F_{n}$ as follows

$$
\begin{equation*}
g(x)=Q_{p} G F_{0}+Q_{p} G F_{1} \cdot x+Q_{p} G F_{2} \cdot x^{2}+\cdots+Q_{p} G F_{n} \cdot x^{n}+\ldots \tag{3}
\end{equation*}
$$

Multiplying both sides of the Equation (3) by $-x$ and $-x^{2}$ gives

$$
\begin{equation*}
-x g(x)=-Q_{p} G F_{0} \cdot x-Q_{p} G F_{1} \cdot x^{2}-Q_{p} G F_{2} \cdot x^{3}-\cdots+Q_{p} G F_{n} \cdot x^{n+1}-\ldots \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
-x^{2} g(x)=-Q_{p} G F_{0} \cdot x^{2}-Q_{p} G F_{1} \cdot x^{3}-Q_{p} G F_{2} \cdot x^{4}-\cdots+Q_{p} G F_{n} \cdot x^{n+2}-\ldots \tag{5}
\end{equation*}
$$

If we add the Equations (3)-(5) and use Theorem 1, we conclude that

$$
\left(1-x-x^{2}\right) g(x)=Q_{p} G F_{0}+\left(Q_{p} G F_{1}-Q_{p} G F_{0}\right) x
$$

Then, we write

$$
g(x)=\sum_{n=0}^{\infty} Q_{p} G F_{n} \cdot x^{n}=\frac{Q_{p} G F_{0}+\left(Q_{p} G F_{1}-Q_{p} G F_{0}\right) x}{1-x-x^{2}}
$$

Let us write the generating function of $Q_{p} G L_{n}$ as follows

$$
\begin{equation*}
h(x)=Q_{p} G L_{0}+Q_{p} G L_{1} \cdot x+Q_{p} G L_{2} \cdot x^{2}+\cdots+Q_{p} G L_{n} \cdot x^{n}+\ldots \tag{6}
\end{equation*}
$$

The proof can be easily seen if we apply a similar method used to prove the generating function for the Pauli Gaussian Fibonacci quaternions to the Equation (6).

Now, we will obtain the Binet formulas, which give us the $n$-th Pauli Gaussian Fibonacci and Pauli Gaussian Lucas quaternions, respectively.

Theorem 4 (Binet's Formula). (i) For $n \geq 1$, Binet formula of the Pauli Gaussian Fibonacci quaternions is given by

$$
Q_{p} G F_{n}=c \alpha^{n} \hat{\alpha}+d \beta^{n} \hat{\beta}
$$

where $c=\frac{1-\beta i}{\alpha-\beta}, d=\frac{-1+\alpha i}{\alpha-\beta}, \alpha=\frac{1+\sqrt{5}}{2}$ and $\beta=\frac{1-\sqrt{5}}{2}$.
(ii) For $n \in \mathrm{~N}$, the Binet formula of the Pauli Gaussian Lucas quaternions is given by

$$
Q_{p} G L_{n}=Q_{P} F_{n} G L_{1}+Q_{P} F_{n-1} G L_{0}
$$

This last formula gives us the relationship between Pauli Fibonacci quaternions and Gaussian Lucas numbers.

Proof. (i) Applying the Binet's formula of the Gaussian Fibonacci to $Q_{p} G F_{n}$, we get

$$
\begin{align*}
Q_{p} G F_{n}= & \left(c \alpha^{n} \hat{\alpha}+d \beta^{n} \hat{\beta}\right) 1+\left(c \alpha^{n+1} \hat{\alpha}+d \beta^{n+1} \hat{\beta}\right) \sigma_{1}  \tag{7}\\
& +\left(c \alpha^{n+2} \hat{\alpha}+d \beta^{n+2} \hat{\beta}\right) \sigma_{2}+\left(c \alpha^{n+3} \hat{\alpha}+d \beta^{n+3} \hat{\beta}\right) \sigma_{3} .
\end{align*}
$$

If Equation (7) is arranged, we have

$$
\begin{aligned}
& Q_{p} G F_{n}=c \alpha^{n}\left(1+\alpha \sigma_{1}+\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right)+d \beta^{n}\left(1+\beta \sigma_{1}+\beta^{2} \sigma_{2}+\beta^{3} \sigma_{3}\right) \\
& Q_{p} G F_{n}=c \alpha^{n} \hat{\alpha}+d \beta^{n} \hat{\beta} .
\end{aligned}
$$

such that

$$
\hat{\alpha}=1+\alpha \sigma_{1}+\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}
$$

and

$$
\hat{\beta}=1+\beta \sigma_{1}+\beta^{2} \sigma_{2}+\beta^{3} \sigma_{3} .
$$

(ii) Applying Binet's formula of the Gaussian Lucas to $Q_{p} G L_{n}$, we get

$$
\begin{align*}
Q_{p} G L_{n}= & \left(\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} G L_{1}+\frac{\alpha^{n-1}-\beta^{n-1}}{\alpha-\beta} G L_{0}\right) 1 \\
& +\left(\frac{\alpha^{n+1}-\beta^{n+1}}{\alpha-\beta} G L_{1}+\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} G L_{0}\right) \sigma_{1}  \tag{8}\\
& +\left(\frac{\alpha^{n+2}-\beta^{n+2}}{\alpha-\beta} G L_{1}+\frac{\alpha^{n+1}-\beta^{n+1}}{\alpha-\beta} G L_{0}\right) \sigma_{2} \\
& +\left(\frac{\alpha^{n+3}-\beta^{n+3}}{\alpha-\beta} G L_{1}+\frac{\alpha^{n+2}-\beta^{n+2}}{\alpha-\beta} G L_{0}\right) \sigma_{3} .
\end{align*}
$$

Equation (8) can be stated in terms of Fibonacci numbers as follows:

$$
\begin{aligned}
Q_{p} G L_{n}= & \left(F_{n} 1+F_{n+1} \sigma_{1}+F_{n+2} \sigma_{2}+F_{n+3} \sigma_{3}\right) G L_{1} \\
& +\left(F_{n-1} 1+F_{n} \sigma_{1}+F_{n+1} \sigma_{2}+F_{n+2} \sigma_{3}\right) G L_{0} \\
= & Q_{p} F_{n} G L_{1}+Q_{p} F_{n-1} G L_{0} .
\end{aligned}
$$

Example 1. Let $Q_{p} G F_{2}$ be Pauli Gaussian Fibonacci quaternion. Applying Theorem 4 for $n=2$, we get

$$
\begin{aligned}
Q_{p} G F_{2} & =\frac{(1-\beta i) \alpha^{2}\left(1+\alpha \sigma_{1}+\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right)+(-1+\alpha i) \beta^{2}\left(1+\beta \sigma_{1}+\beta^{2} \sigma_{2}+\beta^{3} \sigma_{3}\right)}{\sqrt{5}} \\
& =(1+i) 1+(2+i) \sigma_{1}+(3+2 i) \sigma_{2}+(5+3 i) \sigma_{3}
\end{aligned}
$$

Furthermore, the above Pauli Gaussian Fibonacci quaternion is written by

$$
\begin{aligned}
& Q_{p} G F_{2}=\left(11+2 \sigma_{1}+3 \sigma_{2}+5 \sigma_{3}\right)+i\left(11+1 \sigma_{1}+2 \sigma_{2}+3 \sigma_{3}\right) \\
& Q_{p} G F_{2}=Q_{p} F_{2}+i Q_{p} F_{1} .
\end{aligned}
$$

Notice that the real and the imaginary parts of the Pauli Gaussian Fibonacci quaternion correspond Pauli Fibonacci quaternions for $n=2$ and $n=1$.

Theorem 5 (d'Ocagne's Identity). For $n, m \geq 0$, the following identity holds

$$
Q_{p} G F_{m} \times Q_{p} G F_{n+1}-Q_{p} G F_{m+1} \times Q_{p} G F_{n}=\left(\frac{i-2}{\sqrt{5}}\right)\left[\beta^{m} \alpha^{n} \hat{\beta} \hat{\alpha}-\beta^{m} \alpha^{n} \hat{\alpha} \hat{\beta}\right]
$$

Proof. Considering the Binet formula in Theorem 4 and making some necessary calculations, the following expression is obtained.

$$
\begin{aligned}
& Q_{p} G F_{m} \times Q_{p} G F_{n+1}-Q_{p} G F_{m+1} \times Q_{p} G F_{n} \\
& =(c d)\left[\left(\beta^{m} \alpha^{n+1}-\beta^{m+1} \alpha^{n}\right) \hat{\beta} \hat{\alpha}+\left(\alpha^{m} \beta^{n+1}-\alpha^{m+1} \beta^{n}\right) \hat{\alpha} \hat{\beta}\right] \\
& =(c d)\left[\beta^{m} \alpha^{n}(\alpha-\beta) \hat{\beta} \hat{\alpha}-\beta^{m} \alpha^{n}(\alpha-\beta) \hat{\alpha} \hat{\beta}\right] .
\end{aligned}
$$

To achieve our purpose, we now put the values $c d=d c=\frac{i-2}{5}, \quad \alpha-\beta=\sqrt{5}$ in the above equality. Thus, the proof is completed.

Theorem 6. (Catalan's Identity) For $n \geq 1$, the Catalan identity for the Pauli Gaussian Fibonacci quaternions is

$$
\begin{aligned}
& Q_{p} G F_{n}^{2}-Q_{p} G F_{n+r} \times Q_{p} G F_{n-r} \\
& =(-1)^{n+1} \frac{(2-i)}{5}\left[\left(1-\left(\frac{-3+\sqrt{5}}{2}\right)^{r}\right) \hat{\beta} \hat{\alpha}+\left(1-\left(\frac{-3-\sqrt{5}}{2}\right)^{r}\right) \hat{\alpha} \hat{\beta}\right]
\end{aligned}
$$

Proof. Using the Binet formula for Pauli Gaussian Fibonacci quaternions, we have

$$
\begin{aligned}
& Q_{p} G F_{n}^{2}-Q_{p} G F_{n+r} \times Q_{p} G F_{n-r} \\
& =\left(c \alpha^{n} \hat{\alpha}+d \beta^{n} \hat{\beta}\right)\left(c \alpha^{n} \hat{\alpha}+d \beta^{n} \hat{\beta}\right)-\left(c \alpha^{n+r} \hat{\alpha}+d \beta^{n+r} \hat{\beta}\right)\left(c \alpha^{n-r} \hat{\alpha}+d \beta^{n-r} \hat{\beta}\right) \\
& =d c\left((\beta \alpha)^{n}-\beta^{n+r} \alpha^{n-r}\right) \hat{\beta} \hat{\alpha}+c d\left((\alpha \beta)^{n}-\alpha^{n+r} \beta^{n-r}\right) \hat{\alpha} \hat{\beta} .
\end{aligned}
$$

Note that we have the following identities

$$
\begin{aligned}
& \hat{\alpha}=1+\left(\frac{1+\sqrt{5}}{2}\right) \sigma_{1}+\left(\frac{3+\sqrt{5}}{2}\right) \sigma_{2}+(2+\sqrt{5}) \sigma_{3} \\
& \hat{\beta}=1+\left(\frac{1-\sqrt{5}}{2}\right) \sigma_{1}+\left(\frac{3-\sqrt{5}}{2}\right) \sigma_{2}+(2-\sqrt{5}) \sigma_{3} \\
& \hat{\alpha} \hat{\beta}=(1-\sqrt{5} i) \sigma_{1}+(3-\sqrt{5} i) \sigma_{2}+(4+\sqrt{5} i) \sigma_{3} \\
& \hat{\beta} \hat{\alpha}=(1+\sqrt{5} i) \sigma_{1}+(3+\sqrt{5} i) \sigma_{2}+(4-\sqrt{5} i) \sigma_{3}
\end{aligned}
$$

It is well-known that if $r=1$ the Cassini identity corresponds to the Cassini identity. Thus, the following corollary can be given.

Corollary 1. For $n \geq 1$, the Cassini identity for the Pauli Gaussian Fibonacci quaternions is

$$
Q_{p} G F_{n}^{2}-Q_{p} G F_{n+1} \times Q_{p} G F_{n-1}=(-1)^{n+1} \frac{(2-i)}{5}\left[\left(\frac{5-\sqrt{5}}{2}\right) \hat{\beta} \hat{\alpha}+\left(\frac{5+\sqrt{5}}{2}\right) \hat{\alpha} \hat{\beta}\right]
$$

Example 2. Let $Q_{p} G F_{5}, Q_{p} G F_{3}$ and $Q_{p} G F_{1}$ be Pauli Gaussian Fibonacci quaternions. If we consider Theorem 6 for $n=3$ and $r=2$, the calculations give the following equality

$$
\begin{aligned}
& Q_{p} G F_{3}^{2}-Q_{p} G F_{5} \times Q_{p} G F_{1} \\
& =(-1)^{4} \frac{(2-i)}{5}\left[\left(\frac{-5+3 \sqrt{5}}{2}\right)\left((1+\sqrt{5} i) \sigma_{1}+(3+\sqrt{5} i) \sigma_{2}+(4-\sqrt{5} i) \sigma_{3}\right)\right. \\
& \left.\quad+\left(\frac{-5-3 \sqrt{5}}{2}\right)\left((1-\sqrt{5} i) \sigma_{1}+(3-\sqrt{5} i) \sigma_{2}+(4+\sqrt{5} i) \sigma_{3}\right)\right] \\
& =\frac{(2-i)}{5}\left[(-5+15 i) \sigma_{1}+(-15+15 i) \sigma_{2}+(-20-15 i) \sigma_{3}\right] \\
& =(2-i)\left[(-1+3 i) \sigma_{1}+(-3+3 i) \sigma_{2}+(-4-3 i) \sigma_{3}\right] .
\end{aligned}
$$

Catalan identity for $n=3$ and $r=2$ obtained from Aydon (see [38]), we found

$$
\begin{aligned}
& Q_{p} F_{3}^{2}-Q_{p} F_{5} \times Q_{p} F_{1}=(-1)^{1} F_{2}\left[(1-i) \sigma_{1}+(3-i) \sigma_{2}+(4+i) \sigma_{3}\right] \\
& Q_{p} F_{3}^{2}-Q_{p} F_{5} \times Q_{p} F_{1}=-\left[(1-i) \sigma_{1}+(3-i) \sigma_{2}+(4+i) \sigma_{3}\right]
\end{aligned}
$$

where $Q_{p} F_{1}, Q_{p} F_{3}$ and $Q_{p} F_{5}$ are Pauli Fibonacci quaternions.
Example 3. Let $Q_{p} G F_{3}, Q_{p} G F_{2}$ and $Q_{p} G F_{1}$ be Pauli Gaussian Fibonacci quaternions. If we consider Corollary for $n=3$ and $r=1$, the calculations give the following equality

$$
\begin{aligned}
& Q_{p} G F_{3}^{2}-Q_{p} G F_{4} \times Q_{p} G F_{2} \\
& =(-1)^{4} \frac{(2-i)}{5}\left[\left(\frac{5-\sqrt{5}}{2}\right)\left((1+\sqrt{5} i) \sigma_{1}+(3+\sqrt{5} i) \sigma_{2}+(4-\sqrt{5} i) \sigma_{3}\right)\right. \\
& \left.\quad+\left(\frac{5+\sqrt{5}}{2}\right)\left((1-\sqrt{5} i) \sigma_{1}+(3-\sqrt{5} i) \sigma_{2}+(4+\sqrt{5} i) \sigma_{3}\right)\right] \\
& =\frac{(2-i)}{5}\left[(5-5 i) \sigma_{1}+(15-5 i) \sigma_{2}+(20+5 i) \sigma_{3}\right] \\
& =(2-i)\left[(1-i) \sigma_{1}+(3-i) \sigma_{2}+(4+i) \sigma_{3}\right] .
\end{aligned}
$$

On the other hand, if we consider the Cassini identity for $n=3$ and $r=1$ obtained from Aydin (see [38]), we found

$$
\begin{aligned}
& Q_{p} F_{3}^{2}-Q_{p} F_{4} \times Q_{p} F_{2}=(-1)^{2} F_{1}\left[(1-i) \sigma_{1}+(3-i) \sigma_{2}+(4+i) \sigma_{3}\right] \\
& Q_{p} F_{3}^{2}-Q_{p} F_{4} \times Q_{p} F_{2}=(1-i) \sigma_{1}+(3-i) \sigma_{2}+(4+i) \sigma_{3}
\end{aligned}
$$

where $Q_{p} F_{1}, Q_{p} F_{2}$ and $Q_{p} F_{3}$ are Pauli Fibonacci quaternions.

## 3. Conclusions

In this research, we have extended the quaternions in [38] to the complex case by taking the components of Gaussian Fibonacci and Gaussian Lucas numbers. We have obtained some identities and formulas for these special quaternions, which are specific to Fibonacci quaternions. On the other hand, Pauli matrices and Pauli quaternions have applications in many areas, including quantum mechanics and quantum field theory. We believe that it will be a resource for researchers working in these fields.
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#### Abstract

In this paper, we define the notion of almost repdigit as a positive integer whose digits are all equal except for at most one digit, and we search all terms of the $k$-generalized Fibonacci sequence which are almost repdigits. In particular, we find all $k$-generalized Fibonacci numbers which are powers of 10 as a special case of almost repdigits. In the second part of the paper, by using the roots of the characteristic polynomial of the $k$-generalized Fibonacci sequence, we introduce $k$-generalized tiny golden angles and show the feasibility of this new type of angles in application to magnetic resonance imaging.
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## 1. Introduction

Let $k \geq 2$ be an integer. The $k$-generalized Fibonacci sequence or, for simplicity, the $k$-Fibonacci sequence is a sequence given by the recurrence relation

$$
F_{n}^{(k)}=F_{n-1}^{(k)}+\cdots+F_{n-k}^{(k)} \text { for all } n \geq 2
$$

with the initial values $F_{i}^{(k)}=0$ for $i=2-k, \ldots, 0$ and $F_{1}^{(k)}=1$. For $k=2$, this sequence is the well-known Fibonacci sequence and, in this case, we may omit the superscript $(k)$ in the notation.

Recall that, a positive integer whose all digits are equal is called a repdigit. In many cases, the relations between repdigits and $k$-Fibonacci numbers have already been settled by a number of authors in many papers, see for example [1-12]. In this study, we shall consider the numbers similar to the repdigits. Our motivation to study this kind of numbers comes from the terms of classical Fibonacci sequences.

Three consecutive Fibonacci numbers $F_{12}=144, F_{13}=233$ and $F_{14}=377$ have a similar property that all digits are equal except only one digit. Thus, we call a positive integer whose digits are all equal except for at most one digit is an almost repdigit. These are the numbers of the form

$$
a\left(\frac{10^{d_{1}}-1}{9}\right)+(b-a) 10^{d_{2}}, \quad 0 \leq d_{2}<d_{1} \quad \text { and } \quad 0 \leq a, b \leq 9
$$

The square and perfect power almost repdigits were examined in [13,14], without being attributed a specific name. In this paper, we search all almost repdigits in $k$-Fibonacci numbers for all $k \geq 2$. In particular, as a special case of almost repdigits, we search all
$k$-Fibonacci numbers that are powers of 10 . In other words, we consider the Diophantine equation

$$
\begin{equation*}
F_{n}^{(k)}=a\left(\frac{10^{d_{1}}-1}{9}\right)+(b-a) 10^{d_{2}}, \quad 0 \leq d_{2}<d_{1} \quad \text { and } \quad 0 \leq a, b \leq 9 \tag{1}
\end{equation*}
$$

in non-negative integers $d_{1}, d_{2}, a$ and $b$. We state the main results of this paper as follows.
Theorem 1. The Diophantine Equation (1) has solutions only in the cases $F_{12}^{(2)}=144, F_{13}^{(2)}=233$, $F_{14}^{(2)}=377, F_{12}^{(4)}=773, F_{11}^{(5)}=464, F_{13}^{(7)}=2000, F_{10}^{(8)}=255$ and $F_{11}^{(9)}=511$ when $F_{n}^{(k)}$ has at least three digits.

To eliminate the trivial cases, the above theorem is stated for numbers with at least three digits, since all integers having one or two digits are trivially almost repdigits. Thus, we also take $d_{1} \geq 3$ and $n>5$.

The proofs of the above theorems come from two effective methods for Diophantine equations. One of them is linear forms in logarithms of algebraic numbers due to Matveev [15], whereas the other one is a version of the reduction algorithm due to Dujella and Pethő [16], which was in fact originally introduced by Baker and Davenport in [17]. In the application of these methods, we frequently need some calculations and computations. For all computations, we use the software Mathematica. Some details of the tools used in this study will be given in the next section.

In addition to all theoretical calculations, in the last section, we give some results which invite the researchers to use the roots of the characteristic polynomial of the $k$ generalized Fibonacci sequences in application, especially for magnetic resonance imaging. It is well known that, when $k=2$, the positive root of the characteristic polynomial of the sequence $F_{n}^{(k)}$ is $\phi=\frac{1+\sqrt{5}}{2}$, that is the famous golden ratio. The golden angle is defined by $\psi_{\text {gold }}=\pi / \phi$, which is an angle that is calculated by dividing the semicircle by the golden ratio. Among other things, in [18], tiny golden angles are introduced and the authors showed the advantages of these angles for dynamic magnetic resonance imaging. In the last section of this paper, we introduce the $k$-generalized tiny golden angles which are based on $k$-generalized Fibonacci sequences and remark that these newly introduced angles are closely correlated with tiny golden angles. Thus, these new angles are also potentially applicable for magnetic resonance imaging. As a result, we open a new approach for researchers who are working in the healthcare field to apply this in MRI for diagnosing heart diseases, cancer, etc.

## 2. The Tools

Let $\theta$ be an algebraic number, and let

$$
c_{0} x^{d}+c_{1} x^{d-1}+\cdots+c_{d}=c_{0} \prod_{i=1}^{d}\left(x-\theta^{(i)}\right)
$$

be its minimal polynomial over $\mathbb{Z}$, with degree $d$, where the $c_{i}$ 's are relatively prime integers with $c_{0}>0$, and the $\theta^{(i)}$ 's are conjugates of $\theta$.

The logarithmic height of $\theta$ is defined by

$$
h(\theta)=\frac{1}{d}\left(\log c_{0}+\sum_{i=1}^{d} \log \left(\max \left\{\left|\theta^{(i)}\right|, 1\right\}\right)\right)
$$

If $\theta=r / s$ is a rational number with relatively prime integers $r$ and $s$ and $s>0$, then $h(r / s)=\log \max \{|r|, s\}$. The following properties are very useful in calculating a logarithmic height :

- $\quad h\left(\theta_{1} \pm \theta_{2}\right) \leq h\left(\theta_{1}\right)+h\left(\theta_{2}\right)+\log 2$.
- $h\left(\theta_{1} \theta_{2}^{ \pm 1}\right) \leq h\left(\theta_{1}\right)+h\left(\theta_{2}\right)$.
- $\quad h\left(\theta^{s}\right)=|s| h(\theta), s \in \mathbb{Z}$.

Theorem 2 (Matveev's Theorem). Assume that $\alpha_{1}, \ldots, \alpha_{t}$ are positive real algebraic numbers in a real algebraic number field $\mathbb{K}$ of degree $d_{\mathbb{K}}$ and let $b_{1}, \ldots, b_{t}$ be rational integers, such that

$$
\Lambda:=\alpha_{1}^{b_{1}} \cdots \alpha_{t}^{b_{t}}-1
$$

is not zero. Then

$$
|\Lambda|>\exp \left(K(t) d_{\mathbb{K}}^{2}\left(1+\log d_{\mathbb{K}}\right)(1+\log B) A_{1} \cdots A_{t}\right)
$$

where

$$
K(t):=-1.4 \times 30^{t+3} \times t^{4.5} \quad \text { and } \quad B \geq \max \left\{\left|b_{1}\right|, \ldots,\left|b_{t}\right|\right\}
$$

and

$$
A_{i} \geq \max \left\{d_{\mathbb{K}} h\left(\alpha_{i}\right),\left|\log \alpha_{i}\right|, 0.16\right\}, \quad \text { for all } \quad i=1, \ldots, t
$$

For a real number $\theta$, we put $\|\theta\|=\min \{|\theta-n|: n \in \mathbb{Z}\}$, which represents the distance from $\theta$ to the nearest integer. Now, we cite the following lemma which we will use to reduce some upper bounds on the variables.

Lemma 1 ([19] (Lemma 1)). Let $M$ be a positive integer, and let $p / q$ be a convergent of the continued fraction of the irrational $\tau$ such that $q>6 M$. Let $A, B, \mu$ be some real numbers with $A>0$ and $B>1$. If $\epsilon:=\|\mu q\|-M\|\tau q\|>0$, then there is no solution to the inequality

$$
0<|u \tau-v+\mu|<A B^{-w}
$$

in positive integers $u, v$ and $w$ with

$$
u \leq M \quad \text { and } \quad w \geq \frac{\log (A q / \epsilon)}{\log B}
$$

## 3. Properties of $k$-Fibonacci Numbers

From its defining recurrence relation, the characteristic polynomial of $k$-Fibonacci sequence is

$$
\Psi_{k}(x)=x^{k}-x^{k-1}-\cdots-x-1
$$

which is an irreducible polynomial over $\mathbb{Q}[x]$. The polynomial $\Psi_{k}(x)$ has exactly one real distinguished root $\alpha(k)$ outside the unit circle [20-22]. The other roots of $\Psi_{k}(x)$ are strictly inside the unit circle [21]. This root $\alpha(k)$, say for simplicity $\alpha$, is located in the interval

$$
2\left(1-2^{-k}\right)<\alpha<2 \text { for all } k \geq 2
$$

Let

$$
f_{k}(x)=\frac{x-1}{2+(k+1)(x-2)}
$$

It is known that the inequalities

$$
\begin{equation*}
1 / 2<f_{k}(\alpha)<3 / 4 \quad \text { and } \quad\left|f_{k}\left(\alpha_{i}\right)\right|<1, \quad 2 \leq i \leq k \tag{2}
\end{equation*}
$$

hold, where $\alpha:=\alpha_{1}, \cdots, \alpha_{k}$ are all the roots of $\Psi_{k}(x)$ [19] (Lemma 2). In particular, we deduce that $f_{k}(\alpha)$ is not an algebraic integer. In the same lemma, it is also proven that

$$
\begin{equation*}
h\left(f_{k}(\alpha)\right)<3 \log k \quad \text { holds } \quad \forall k \geq 2 \tag{3}
\end{equation*}
$$

which will be useful in our study.
In [23], Dresden and Du showed that

$$
\begin{equation*}
F_{n}^{(k)}=\sum_{i=1}^{k} f_{k}\left(\alpha_{i}\right)\left(\alpha_{i}\right)^{n-1} \quad \text { and } \quad\left|F_{n}^{(k)}-f_{k}(\alpha) \alpha^{n-1}\right|<1 / 2 \tag{4}
\end{equation*}
$$

for all $k \geq 2$. In this section, we finally note that, as in the classical $k=2$ case, we have the similar bounds as

$$
\begin{equation*}
\alpha^{n-2} \leq F_{n}^{(k)} \leq \alpha^{n-1} \tag{5}
\end{equation*}
$$

for all $n \geq 1$ and $k \geq 2$ [24].

## 4. Proof of Theorem 1

First, we may directly derive some relations between the variables that will be useful in our subsequent study. From (1) and (5), we obtain

$$
10^{d_{1}-2}<a\left(\frac{10^{d_{1}}-1}{9}\right)+(b-a) 10^{d_{2}}=F_{n}^{(k)} \leq \alpha^{n-1}<2^{n-1}
$$

and

$$
((1+\sqrt{5}) / 2)^{n-2} \leq \alpha^{n-2} \leq F_{n}^{(k)}=a\left(\frac{10^{d_{1}}-1}{9}\right)+(b-a) 10^{d_{2}} \leq 2 \times 10^{d_{1}}
$$

which implies that

$$
\begin{equation*}
d_{1}<\frac{\log 2}{\log 10}(n-1)+2<0.31 n+1.8<n-1 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
0.2 n-0.8<\frac{\log ((1+\sqrt{5}) / 2)}{\log 10}(n-2)-\frac{\log 2}{\log 10}<d_{1} \tag{7}
\end{equation*}
$$

for all $n>5$.
We will treat the case $a=0$ separately in the last part of this section, in which case Equation (1) turns into $F_{n}^{(k)}=b 10^{d_{2}}$.
4.1. The Case $n \leq k+1$ and Almost Repdigits of the Form $2^{n}$

Assume that $n \leq k+1$. Then, $F_{n}^{(k)}=2^{n-2}$, and hence Equation (1) can be written as

$$
9 \times 2^{n-2}=a\left(10^{d_{1}}-1\right)+9(b-a) 10^{d_{2}}
$$

From (6),

$$
0 \equiv-a \quad\left(\bmod 2^{d_{2}}\right)
$$

Thus, $d_{2} \leq 3$. By modulo $2^{d_{1}}$, we find

$$
0 \equiv-a+(b-a) 10^{d_{2}} \quad\left(\bmod 2^{d_{1}}\right)
$$

which means $2^{d_{1}}<10^{4}$, that is $d_{1} \leq 13$. Hence, from (7), we see that $n<70$. Computations with Mathematica show that, when $n<70$, there is no almost repdigits of the form $2^{n-2}$ with at least three digits.

Thus, from now on, we take $n \geq k+2$.

### 4.2. A Bound for $n$ Depending on $k$

Now, assume that $n \geq k+2$. First, we rewrite (1) as

$$
F_{n}^{(k)}+a / 9-(b-a) 10^{d_{2}}=a 10^{d_{1}} / 9
$$

and, by using (4), we obtain

$$
\begin{aligned}
\left|f_{k}(\alpha) \alpha^{n-1}-a 10^{d_{1}} / 9\right| & =\left|F_{n}^{(k)}-f_{k}(\alpha) \alpha^{n-1}+a / 9-(b-a) 10^{d_{2}}\right| \\
& \leq(1 / 2)+\left|a / 9-(b-a) 10^{d_{2}}\right| .
\end{aligned}
$$

By dividing both sides by $a 10^{d_{1}} / 9$, we obtain

$$
\begin{equation*}
\left|\Lambda_{1}\right| \leq \frac{9 / 2}{10^{d_{1}}}+\frac{1}{10^{d_{1}}}+\frac{|b-a|(9 / a)}{10^{d_{1}-d_{2}}} \leq \frac{78}{10^{d_{1}-d_{2}}} \tag{8}
\end{equation*}
$$

where

$$
\Lambda_{1}:=\alpha^{n-1} 10^{-d_{1}} f_{k}(\alpha) 9 / a-1
$$

Let $\eta_{1}:=\alpha, \eta_{2}:=10, \eta_{3}:=f_{k}(\alpha) 9 / a$ and $b_{1}:=n-1, b_{2}:=-d_{1}, b_{3}:=1$ where $\eta_{1}$, $\eta_{2}$ and $\eta_{3}$ belong to the real number field $\mathbb{K}=\mathbb{Q}(\alpha)$ with degree $d_{\mathbb{K}}=k$. By (6), we take $B:=n-1>d_{1}$.

Since $h\left(\eta_{1}\right)=(1 / k) \log (\alpha)$ and $h\left(\eta_{2}\right)=\log 10$, we take $A_{1}=\log \alpha$ and $A_{2}=k \log (10)$. Furthermore, from (3), $h\left(\eta_{3}\right) \leq h(9 / a)+h\left(f_{k}(\alpha)\right) \leq \log (9)+3 \log k<7 \log k$ holds for all $k \geq 2$. Thus, we take $A_{3}=7 k \log k$.

We also have $\Lambda_{1} \neq 0$. Indeed, if $\Lambda_{1}=0$, then we obtain

$$
a 10^{d_{1}} / 9=f_{k}(\alpha) \alpha^{n-1}
$$

Conjugating both sides of this relation by any one of the automorphisms $\sigma_{i}: \alpha \rightarrow \alpha_{i}$ for any $i \geq 2$ and by taking the absolute values, by (2), we find that

$$
100<10^{3} / 9 \leq\left|a 10^{d_{1}} / 9\right|=\left|f_{k}\left(\alpha_{i}\right)\right|\left|\alpha_{i}\right|^{n-1}<1
$$

which is clearly false. Thus, $\Lambda_{1} \neq 0$. With these notations, by Theorem 2 , we obtain that

$$
\log \left|\Lambda_{1}\right|>-1.4 \times 30^{6} \times 3^{4.5} \times k^{2}(1+\log k)(1+\log (n-1)) \log \alpha \times k \log 10 \times 7 k \log k
$$

On the other hand, from (8), we have that $\log \left|\Lambda_{1}\right|<\log 78-\left(d_{1}-d_{2}\right) \log 10$. From the last two inequalities, we obtain

$$
\begin{equation*}
d_{1}-d_{2}<4.2 \times 10^{12} \times k^{4}(\log k)^{2} \log (n-1) \tag{9}
\end{equation*}
$$

where we used the facts that $\log (\alpha) \leq \log (2), 1+\log k<3 \log k$ and $(1+\log (n-1))<$ $2 \log (n-1)$ hold for all $k \geq 2$ and $n \geq 5$.

Now, we turn back to Equation (1) and rewrite it as follows

$$
F_{n}^{(k)}+a / 9=a 10^{d_{1}} / 9+(b-a) 10^{d_{2}}
$$

Again, from (4), we write

$$
\begin{aligned}
\left|f_{k}(\alpha) \alpha^{n-1}-10^{d_{1}}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)\right| & \leq\left|F_{n}^{(k)}-f_{k}(\alpha) \alpha^{n-1}+a / 9\right| \\
& \leq(1 / 2)+(a / 9) \leq 3 / 2
\end{aligned}
$$

This time, we divide both sides by $f_{k}(\alpha) \alpha^{n-1}$ to obtain

$$
\begin{equation*}
\left|\Lambda_{2}\right| \leq \frac{3}{2} \frac{1}{f_{k}(\alpha) \alpha^{n-1}} \leq \frac{3}{\alpha^{n-1}} \tag{10}
\end{equation*}
$$

where

$$
\Lambda_{2}:=\alpha^{-(n-1)} 10^{d_{1}} f_{k}(\alpha)^{-1}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)-1
$$

Since

$$
\frac{1}{90} \leq \frac{1}{9}-\frac{1}{10} \leq \frac{a}{9}-\frac{a}{10^{d_{1}-d_{2}}}+\frac{b}{10^{d_{1}-d_{2}}} \leq(a / 9)+(b-a) 10^{d_{2}-d_{1}}
$$

we have that

$$
11<10^{3} \frac{1}{90} \leq 10^{d_{1}}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)
$$

Thus, the similar argument that has been used before for $\Lambda_{1}$, shows that $\Lambda_{2}$ is not zero too.

Let $\eta_{1}:=\alpha, \eta_{2}:=10$ and $\eta_{3}:=f_{k}(\alpha)^{-1}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)$ with $b_{1}:=-(n-1)$, $b_{2}:=d_{1}, b_{3}:=1$. All $\eta_{1}, \eta_{2}$ and $\eta_{3}$ belong to the real number field $\mathbb{K}=\mathbb{Q}(\alpha)$, and therefore we take $d_{\mathbb{K}}=2$, to be the degree of the number field $\mathbb{K}$.

Since $h\left(\eta_{1}\right)=(1 / k) \log (\alpha)$ and $h\left(\eta_{2}\right)=\log 10$ we take $A_{1}=\log (\alpha)$ and $A_{2}=k \log (10)$. Using the properties of logarithmic height, we obtain:

$$
\begin{aligned}
h\left(\eta_{3}\right) & \leq h\left(f_{k}(\alpha)^{-1}\right)+h\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right) \\
& \leq 3 \log k+h(a / 9)+h(b-a)+h\left(10^{d_{2}-d_{1}}\right)+\log (2) \\
& \leq 3 \log k+\log (144)+\left|d_{2}-d_{1}\right| \log (10) \\
& <11 \log k+\left|d_{2}-d_{1}\right| \log (10) .
\end{aligned}
$$

By applying Theorem 2, we get a bound for $\log \left|\Lambda_{2}\right|$. Then by combining this bound with the one comes from (10), we get

$$
n-1<2 \times 10^{12} k^{4} \log k \log (n-1)\left(11 \log k+\left|d_{1}-d_{2}\right| \log (10)\right)
$$

From (9), we may write

$$
\begin{aligned}
11 \log k+\left(d_{1}-d_{2}\right) \log (10 & <4.2 \times 10^{12} \times k^{4}(\log k)^{2} \log (n-1) \log (10)+11 \log k \\
& <10^{13} \times k^{4}(\log k)^{2} \log (n-1)
\end{aligned}
$$

Now, by substituting this estimate into the above equation, we obtain

$$
\begin{aligned}
n-1 & <2 \times 10^{12} k^{4} \log k \log (n-1) 10^{13} \times k^{4}(\log k)^{2} \log (n-1) \\
& <2 \times 10^{25} k^{8}(\log k)^{3}(\log (n-1))^{2}
\end{aligned}
$$

From this relation, we may obtain a bound on $n$, depending on $k$. To do this, we need the following lemma from ([25] Lemma 7).

Lemma 2. Let $m \geq 1$ and $T>\left(4 m^{2}\right)^{m}$. Then, we have

$$
\frac{x}{(\log x)^{m}}<T \Rightarrow x<2^{m} T(\log (T))^{m}
$$

We take $T:=2 \times 10^{25} k^{8}(\log k)^{3}$, so that

$$
\begin{aligned}
(\log (T))^{2} & <(\log (2)+25 \log (10)+8 \log k+3 \log (\log k))^{2} \\
& <(\log k+100 \log k+11 \log k)^{2}<112^{2}(\log k)^{2}
\end{aligned}
$$

Thus, from Lemma 2, we may end this subsection with the following bound of $n$, which is the aim of this part.

$$
\begin{equation*}
n<1.1 \times 10^{30} k^{8}(\log k)^{5} \tag{11}
\end{equation*}
$$

Now, we treat the cases $k \leq 470$ and $k>470$ separately.

### 4.3. The Case $k \leq 470$

Let $2 \leq k \leq 470$. Then, from (11), $n$ is also bounded above. Let

$$
\Gamma_{1}:=(n-1) \log \alpha-d_{1} \log 10+\log \left(f_{k}(\alpha) \times 9 / a\right)
$$

Then

$$
\left|\Lambda_{1}\right|:=\left|\exp \left(\Gamma_{1}\right)-1\right|<78 / 10^{d_{1}-d_{2}}
$$

We claim that $d_{1}-d_{2}<145$. Suppose that $d_{1}-d_{2}>3$. Then, $78 / 10^{d_{1}-d_{2}}<1 / 2$ and therefore $\left|\Gamma_{1}\right|<\frac{156}{10^{d_{1}-d_{2}}}$. Thus, we have

$$
\begin{equation*}
0<\left|(n-1) \frac{\log \alpha}{\log 10}-d_{1}+\frac{\log \left(f_{k}(\alpha) \times 9 / a\right)}{\log 10}\right|<156 / 10^{d_{1}-d_{2}} \log 10 \tag{12}
\end{equation*}
$$

For all $2 \leq k \leq 470$, we take $M_{k}:=1.1 \times 10^{30} k^{8}(\log k)^{5}>n$ and $\tau_{k}=\frac{\log \alpha}{\log 10}$. For each $k$, we find a convergent $p_{i} / q_{i}$ of the continued fraction of irrational $\tau_{k}$, such that $q_{i}>6 M_{k}$. Then, we calculate $\epsilon_{(k, a)}:=\left\|\mu_{(k, a)} q_{i}\right\|-M_{k}\left\|\tau_{k} q_{i}\right\|$ for each $a \in\{1,2, \ldots, 9\}$, where

$$
\mu_{(k, a)}:=\frac{\log \left(f_{k}(\alpha) \times 9 / a\right)}{\log 10}
$$

If $\epsilon_{(k, a)}<0$, then we repeat the same calculation for $q_{i+1}$. For each $k$, we found such a denominator of $\tau_{k}$, such that $\epsilon_{(k, a)}>0$, in particular, which also implies that $\mu_{(k, a)} \notin \mathbb{Z}$. In fact, we have $0.7 \times 10^{-42}<\epsilon_{(k, a)}$. Thus, from Lemma 1, we find an upper bound on $d_{1}-d_{2}$ for each $2 \leq k \leq 470$ and none of these bounds are greater than 142 . Thus, we conclude that $d_{1}-d_{2}<145$, as we claimed previously.

Let

$$
\Gamma_{2}:=-(n-1) \log \alpha+d_{1} \log 10+\log \left(f_{k}(\alpha)^{-1} \times\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)\right)
$$

so that

$$
\left|\Lambda_{2}\right|:=\left|\exp \left(\Gamma_{2}\right)-1\right|<3 / \alpha^{n-1}<1 / 2
$$

$\Gamma_{2} \neq 0$, since $\Lambda_{2}$. Hence, we obtain

$$
\begin{equation*}
\left|(n-1) \frac{\log \alpha}{\log 10}-d_{1}-\frac{\log \left(f_{k}(\alpha)^{-1}\left(\frac{a}{9}+\frac{b-a}{10^{d_{1}-d_{2}}}\right)\right.}{\log 10}\right|<\frac{6}{\alpha^{n-1} \log 10} \tag{13}
\end{equation*}
$$

This time, we calculate $\epsilon_{\left(k, d_{1}-d_{2}, a, b\right)}:=\left\|\mu_{\left(k, d_{1}-d_{2}, a, b\right)} q_{i}\right\|-M_{k}\left\|\tau_{k} q_{i}\right\|$ for each $d_{1}-d_{2} \in$ $\{1,2, \ldots, 145\}, a \in\{1,2, \ldots, 9\}$ and $b \in\{0,1, \ldots, 9\}$, where

$$
\mu_{\left(k, d_{1}-d_{2}, a, b\right)}:=-\frac{\log \left(f_{k}(\alpha)^{-1} \times\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)\right)}{\log 10} .
$$

If we encounter $\epsilon_{\left(k, d_{1}-d_{2}, a, b\right)}<0$, for any values of $d_{1}-d_{2}, a$ or $b$, then, we take the denominator $q_{i+1}$ instead of $q_{i}$, as we did previously. For each $k$, we find such a denominator of $\tau_{k}$ such that $\epsilon_{\left(k, d_{1}-d_{2}, a, b\right)}>0$. Thus, applying Lemma 1 to Equation (13), we obtain an
upper bound on $n-1$ for each $2 \leq k \leq 470$. Let us denote this upper bound by $n(k)$. Some of these bounds are $n(2)<176, n(3)<149, n(10)<151, n(100)<180, n(200)<197$, $n(300)<296, n(400)<396$ and $n(470)<465$, which show that, for some values of $k$, there is only a few values of $n$ satisfying $n \geq k+2$. We use this estimate to shorten the runtime in the following computer search.

With the help of a computer program in Mathematica, and by using the bounds given in (6), we search all the variables in the range $2 \leq k \leq 470, k+2 \leq n \leq n(k)$, $0 \leq d_{2}<d_{1}<0.31 n+1.8,1 \leq a \leq 9$ and $0 \leq b \leq 9$ satisfying (1). We find that $F_{12}^{(2)}=144$, $F_{13}^{(2)}=233, F_{14}^{(2)}=377, F_{12}^{(4)}=773, F_{11}^{(5)}=464, F_{10}^{(8)}=255$ and $F_{11}^{(9)}=511$ are the only solutions of (1) when $k \leq 470$ and $a \neq 0$, with at least three digits, as we claimed in Theorem 1, see also Table A1 in the Appendix A. Now, we turn our focus to the case $k>470$.

### 4.4. The Case $k>470$

We use the following lemma.
Lemma 3 ([3] (Lemma 3)). If $n<2^{k / 2}$, then the following estimates hold:

$$
F_{n}^{(k)}=2^{n-2}(1+\zeta(n, k)), \quad \text { where } \quad|\zeta(n, k)|<\frac{2}{2^{k / 2}}
$$

For $k>470$, the inequality $n<1.1 \times 10^{30} k^{8}(\log k)^{5}<2^{k / 2}$, holds and hence from Lemma 3, we have

$$
\begin{equation*}
\left|2^{n-2}-F_{n}^{(k)}\right|<\frac{2^{n-1}}{2^{k / 2}} \tag{14}
\end{equation*}
$$

Now, we turn back to (1), one more time to rewrite it as

$$
\begin{equation*}
\left|F_{n}^{(k)}-(a / 9) 10^{d_{1}}\right|<(a / 9)+|b-a| 10^{d_{2}} \tag{15}
\end{equation*}
$$

Thus, combining (14) and (15), we obtain

$$
\left|2^{n-2}-(a / 9) 10^{d_{1}}\right|<\frac{2^{n-1}}{2^{k / 2}}+(a / 9)+|b-a| 10^{d_{2}}
$$

By multiplying both sides by $(9 / a) 10^{-d_{1}}$, we find

$$
\left|2^{n-2} 10^{-d_{1}} 9 / a-1\right|<\frac{2^{n-1}}{2^{k / 2}} \frac{9}{10^{d_{1}} a}+\frac{1}{10^{d_{1}}}+\frac{72}{10^{d_{1}-d_{2}}}
$$

Note that, the estimates

$$
\begin{aligned}
\frac{9 \times 2^{n-1}}{a 10^{d_{1}}}<\frac{2}{(1+\zeta)} \frac{9 \times F_{n}^{(k)}}{a 10^{d_{1}}} & <\frac{2}{0.999}\left(1+\frac{1}{10^{d_{1}}}+\frac{72}{10^{d_{1}-d_{2}}}\right) \\
& <\frac{2}{0.999}\left(1+\frac{1}{10^{3}}+\frac{72}{10}\right)<17
\end{aligned}
$$

hold for all $k>470$. Therefore, we have

$$
\begin{equation*}
\left|\Lambda_{3}\right|:=\left|2^{n-2} 10^{-d_{1}} 9 / a-1\right|<\frac{1}{2^{\lambda}} \tag{16}
\end{equation*}
$$

where $\lambda:=\min \left\{(k / 2)-6,\left(d_{1}-d_{2}\right) \frac{\log (10)}{\log (2)}-8\right\}$.

Let $\eta_{1}:=2, \eta_{2}:=10, \eta_{3}:=9 / a$ and $b_{1}:=n-2, b_{2}:=-d_{1}, b_{3}:=1$. We take $t=3$ if $a \neq 9$ and $t=2$ if $a=9$. We take $\mathbb{K}=\mathbb{Q}, d_{\mathbb{K}}=1$ and $B:=n$. Clearly, $\Lambda_{3} \neq 0$. Thus, from Theorem 2, we obtain

$$
\log \left|\Lambda_{3}\right|>-1.4 \times 30^{6} \times 3^{4.5}(1+\log n) \log 2 \times \log 9 \times \log 10
$$

if $a \neq 9$, and

$$
\log \left|\Lambda_{3}\right|>-1.4 \times 30^{5} \times 2^{4.5}(1+\log n) \log 2 \times \log 10
$$

if $a=9$. Then, in either case, by using the fact $\log \left(\Lambda_{3}\right)<-\lambda \log 2$ from (16), we find

$$
\begin{aligned}
\lambda & <1.5 \times 10^{12} \log n \\
& <1.5 \times 10^{12} \times 45 \log k<6.8 \times 10^{13} \log k
\end{aligned}
$$

In the above, we used the fact that

$$
\begin{aligned}
\log n & <\log \left(1.1 \times 10^{30} k^{8}(\log k)^{5}\right) \\
& <\log (1.1)+30 \log (10)+8 \log k+5 \log \log k \\
& <45 \log k
\end{aligned}
$$

Thus, if $\lambda:=(k / 2)-6$, then we obtain a bound $k<5 \times 10^{15}$.
If $\lambda:=\left(d_{1}-d_{2}\right) \frac{\log (10)}{\log (2)}-8$, then we obtain

$$
\begin{equation*}
d_{1}-d_{2}<2.1 \times 10^{13} \log k \tag{17}
\end{equation*}
$$

Even in this case, we may obtain a bound for $k$ with a little bit more effort. For this purpose, we rewrite (1) as follows

$$
\begin{equation*}
\left|F_{n}^{(k)}-(a / 9) 10^{d_{1}}-(b-a) 10^{d_{2}}\right| \leq(a / 9) \leq 1 \tag{18}
\end{equation*}
$$

Combining (18) and (14), we have

$$
\left|2^{n-2}-10^{d_{1}}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)\right|<1+\frac{2^{n-1}}{2^{k / 2}}
$$

and from this relation, we obtain

$$
\begin{equation*}
\left|\Lambda_{4}\right|:=\left|2^{-(n-2)} 10^{d_{1}}\left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)-1\right|<\frac{2}{2^{k / 2}}+\frac{1}{2^{n-2}} \leq \frac{3}{2^{k / 2}} \tag{19}
\end{equation*}
$$

Let $\eta_{1}:=2, \eta_{2}:=10, \eta_{3}:=(a / 9)+(b-a) 10^{d_{2}-d_{1}}$ and $b_{1}:=-(n-2), b_{2}:=-d_{1}$, $b_{3}:=1$. Then, we take $\mathbb{K}=\mathbb{Q}, d_{\mathbb{K}}=1, B:=n>n-2 . h\left(\eta_{1}\right)=\log 2, h\left(\eta_{2}\right)=\log 10$ and

$$
h\left(\eta_{3}\right)=h(a / 9)+h(b-a)+\left|d_{2}-d_{1}\right| \log 10+\log 2<\log 144+\left(d_{1}-d_{2}\right) \log 10
$$

Moreover, $\Lambda_{4} \neq 0$. Indeed, $2^{n-2}=10^{d_{1}}(a / 9)+(b-a) 10^{d_{2}}$ implies that $a=9$ and $d_{2}=0$. For $d_{1}=3$, the equation $2^{n-2}=10^{d_{1}}+b-9$ clearly has no solution in integers. Therefore, $d_{1}>3$, and the congruence consideration modulo $2^{4}$, shows that this equation has no integer solutions for $0 \leq b \leq 9$. Thus, $\Lambda_{4} \neq 0$.

Moreover, applying Theorem 2 to $\Lambda_{4}$, together with (19) gives that
$\log 3-(k / 2) \log 2<-1.4 \times 30^{6} \times 3^{4.5}(1+\log n) \log 2 \times \log 10 \times\left(\log 144+\left(d_{1}-d_{2}\right) \log 10\right)$.
By substituting the upper bound of $d_{1}-d_{2}$ given in (17) into the above inequality and using the estimate $\log 144<\log k$ and $\log n<45 \log k$, we obtain an upper bound for $k$ as follows

$$
k<2 \times 10^{31}
$$

Thus, by (11), we have also a bound for $n$ as

$$
n<5.5 \times 10^{289}
$$

### 4.5. Reducing the Bound on $k$

The above upper bounds are far from being able to directly search for the solutions. Thus, this subsection is devoted to reducing these bounds. Let

$$
\begin{equation*}
\left|\Gamma_{3}\right|:=(n-2) \log 2-d_{1} \log 10+\log (9 / a) \tag{20}
\end{equation*}
$$

Then, $\Lambda_{3}:=\left|\exp \left(\Gamma_{3}\right)-1\right|<\frac{1}{2^{\lambda}}$. Suppose that $\lambda>2$. Then, $\frac{1}{2^{\lambda}}<\frac{1}{2}$ and hence we obtain $\left|\Gamma_{3}\right|<\frac{2}{2^{\lambda}}$. Now, we work on the $\Gamma_{3}$ according to the case $a=9$ and $a \neq 9$, separately.

Assume that $a=9$. Then, from (20)

$$
\begin{equation*}
\left|\frac{\log 2}{\log 10}-\frac{d_{1}}{n-2}\right|<\frac{2}{2^{\lambda}(n-2) \log 10} \tag{21}
\end{equation*}
$$

If $\frac{2}{2^{\lambda}(n-2) \log 10}<\frac{1}{2(n-2)^{2}}$, then $\frac{d_{1}}{n-2}$ is a convergent of continued fraction expansion of irrational $\log 2 / \log 10$, say $\frac{p_{i}}{q_{i}}$. Since $p_{i}$ and $q_{i}$ are relatively prime, we deduce that $q_{i} \leq n-2<5.5 \times 10^{289}$. A quick search with Mathematica shows that $i<585$. Let $\left[a_{0}, a_{1}, a_{2}, a_{3}, a_{4}, \ldots\right]=[0,3,3,9,2,2, \ldots]$ be the continued fraction expansion of $\log 2 / \log 10$. Then, $\max \left\{a_{i}\right\}=5393$ for $i=0,1,2, \ldots, 589$. Thus, from the well-known property of continued fractions, see for example ([26] Theorem 1.1.(iv)), we write

$$
\frac{1}{5395 \times(n-2)^{2}} \leq \frac{1}{\left(a_{i}+2\right)(n-2)^{2}}<\left|\frac{\log 2}{\log 10}-\frac{d_{1}}{n-2}\right|<\frac{2}{2^{\lambda}(n-2) \log 10}
$$

Thus, from the inequality

$$
2^{\lambda}<\frac{2 \times 5395 \times 5.5 \times 10^{289}}{\log 10}<2.58 \times 10^{293}<2^{975}
$$

we find $\lambda<975$. If

$$
\frac{2}{2^{\lambda}(n-2) \log 10}>\frac{1}{2(n-2)^{2}}
$$

then this bound clearly holds.
Assume that $a \neq 9$. Then, from (20), we write

$$
0<\left|(n-2) \frac{\log 2}{\log 10}-d_{1}+\frac{\log (9 / a)}{\log 10}\right|<\frac{2}{2^{\lambda} \log 10}
$$

Let $M:=5.5 \times 10^{289}>n, \tau=\frac{\log 2}{\log 10}$, and $\mu_{a}:=\log (9 / a) / \log 10$. By letting the parameters $A:=\frac{2}{\log 10}, B:=2$ and

$$
\epsilon:=0.159626 \leq \epsilon_{a}:=\left\|\mu_{a} q_{587}\right\|-M\left\|\tau q_{587}\right\|
$$

for all $a \in\{1,2, \ldots, 8\}$, from Lemma 1, we find that $\lambda<970$. Thus, regardless of whether $a=9$, we have that $\lambda<975$.

$$
\begin{aligned}
& \text { If } \lambda=k / 2-6 \text {, then } k<1962 \text {. If } \lambda=\left(d_{1}-d_{2}\right) \frac{\log (10)}{\log (2)}-8 \text {, then } \\
& \qquad d_{1}-d_{2}<295.92<300
\end{aligned}
$$

We show that this case also leads to an upper bound for $k$ as $k<1985$. Let

$$
\Gamma_{4}=\left|(n-2) \log 2-d_{1} \log 10-\log \left((a / 9)+(b-a) 10^{d_{2}-d_{1}}\right)\right|
$$

Then

$$
\left|\Lambda_{4}\right|:=\left|\exp \left(\Gamma_{4}\right)-1\right|<\frac{6}{2^{k / 2}}<\frac{1}{2}
$$

So

$$
\begin{equation*}
0<\left|\frac{\Gamma_{4}}{\log 10}\right|<\frac{3}{2^{k / 2} \log 10} \tag{22}
\end{equation*}
$$

Let $M$ and $\tau$ be as above and $\mu_{\left(a, b, d_{1}-d_{2}\right)}:=-\frac{\log (a / 9)+(b-a) 10^{d_{2}-d_{1}}}{\log 10}$. We apply Lemma 1 to (22) with the parameters

$$
A:=\frac{6}{\log 10}, B:=2, \omega:=k / 2 \text { and } \epsilon_{\left(a, b, d_{1}-d_{2}\right)}:=\left\|\mu_{\left(a, b, d_{1}-d_{2}\right)} q_{593}\right\|-M\left\|\tau q_{593}\right\| .
$$

By calculation with Mathematica, we find that

$$
0.000059<\epsilon_{(6,7,59)} \leq \epsilon_{\left(a, b, d_{1}-d_{2}\right)}
$$

holds for all $a \in\{1,2, \ldots, 8\}, b \in\{1,2, \ldots, 9\}$ and $d_{1}-d_{2} \in\{1,2, \ldots, 300\}$. Thus, by Lemma 1, we deduce that $k<1985$. Hence, from (11), $n<6.7 \times 10^{60}$.

With this new and better bound on $k$, we repeat the same steps starting from the beginning of this subsection, but we take $M:=6.7 \times 10^{60}$. Regardless of whether $a=9$, similar calculations on $\Gamma_{3}$ show that $\lambda<215$. Thus, if $\lambda=(k / 2)-6$, then $k<443$, whereas $\lambda=\left(d_{1}-d_{2}\right) \frac{\log (10)}{\log (2)}-8$ gives

$$
d_{1}-d_{2}<68
$$

We work on $\Gamma_{4}$ as we did before but with $q_{135}$. Thus, we find that

$$
0.000072<\epsilon_{(5,6,2)} \leq \epsilon_{\left(a, b, d_{1}-d_{2}\right)}
$$

for all $a, b, d_{1}-d_{2}$. With these parameters, by Lemma 1 , we find $k / 2<228.93$, which means that $k<458$, which contradicts our assumption that $k>470$. This completes the proof for $a \neq 0$.

### 4.6. The Case $a=0$ and $k$-Fibonacci Numbers as Powers of 10

Let $a=0$. Then, Equation (1) is of the form

$$
\begin{equation*}
F_{n}^{(k)}=b 10^{d_{2}} \tag{23}
\end{equation*}
$$

Clearly, we take $b \neq 0$. In fact, our previous work contains most of the material to solve this equation, with some small manipulation on the variables. So, in any applicable case, we follow the previous notation to prevent the recalculation.

By (23), $\Lambda_{2}$ which was given in (10) is valid as

$$
\left|\Lambda_{2}\right|:=\left|\alpha^{-(n-1)} 10^{d_{2}} b f_{k}(\alpha)^{-1}-1\right| \leq \frac{1}{\alpha^{n-1}}
$$

and $\Lambda_{2} \neq 0$. This time, we set $\eta_{1}:=\alpha, \eta_{2}:=10, \eta_{3}:=b f_{k}(\alpha)^{-1}$ with $b_{1}:=-(n-1)$, $b_{2}:=d_{2}, b_{3}:=1$. Therefore,

$$
h\left(\eta_{3}\right) \leq h(b)+h\left(f_{k}(\alpha)^{-1}\right) \leq \log 9+3 \log k<7 \log k
$$

Using the bound given in (5) together with (23), we see that $d_{2} \log 10<(n-1) \log \alpha$, which means $d_{2}<n-1$. Thus, $B:=n-1$. Applying Theorem 2, as we did before for $\Lambda_{2}$, we obtain that

$$
n-1<1.4 \times 10^{13} k^{4} \log ^{2} k \log (n-1)
$$

We take $T:=1.4 \times 10^{13} k^{4} \log ^{2} k$. Then $\log T<60 \log k$ for all $k \geq 2$. Thus, from Lemma 2, we find

$$
\begin{equation*}
n<2.1 \times 10^{17} k^{4} \log ^{4} k \tag{24}
\end{equation*}
$$

If $k \leq 470$, then $n<3 \times 10^{29}$. By performing the previous calculations, as we did before for (13) to the inequality,

$$
0<\left|(n-1) \frac{\log \alpha}{\log 10}-d_{2}-\frac{\log \left(b f_{k}(\alpha)^{-1}\right.}{\log 10}\right|<\frac{6}{\alpha^{n-1} \log 10}
$$

we see that the same bounds strictly hold for the case $a=0$. Hence, a computer search shows that we have only one solution of (23) which is $F_{13}^{(7)}=2000$.

For $k>470$, from (14), we write

$$
0 \neq \Lambda_{4}^{\prime}:=\left|2^{-(n-2)} 10^{d_{2}} b-1\right| \leq \frac{2}{2^{k / 2}}
$$

By taking $\left(\eta_{1},\left|b_{1}\right|\right):=(2, n-2),\left(\eta_{2},\left|b_{2}\right|\right):=\left(10, d_{2}\right)$ and $\left(\eta_{3},\left|b_{3}\right|\right):=(b, 1)$, from Theorem 2 together with (24), we find $k<4 \times 10^{14}$ and hence, from (24), $n<6.9 \times 10^{81}$. To reduce these bounds, we write

$$
\Gamma_{4}^{\prime}:=\left|(n-2) \log 2-d_{2} \log 10-\log b\right|,
$$

so that, as we did before, we obtain

$$
\begin{equation*}
0<\left|(n-2) \frac{\log 2}{\log 10}-d_{2}-\frac{\log b}{\log 10}\right|<\frac{4}{2^{k / 2} \log 10} \tag{25}
\end{equation*}
$$

Assume that $b \notin\{1,2,4,5,8\}$. Then, applying Lemma 1 by choosing the parameters as $M:=6.9 \times 10^{81}, \mu_{b}:=-\log b / \log 10, \epsilon_{b}:=\left\|\mu_{b} q_{170}\right\|-M\left\|\tau q_{170}\right\|$ and the others as in the previous section, we find that $k<564$. If $b$ is $1,2,4,5$ or 8 then, from $\Gamma_{4}^{\prime}$, we have that

$$
\left|\frac{\log 2}{\log 10}-\frac{u}{v}\right|<\frac{4}{2^{k / 2} v s \cdot \log 10}
$$

where $\frac{u}{v}$ is $\frac{d_{2}}{n-2}, \frac{d_{2}}{n-3}, \frac{d_{2}}{n-4}, \frac{d_{2}+1}{n-1}$ and $\frac{d_{2}}{n-5}$, respectively. We use the theory of continued fractions as we did before for (21), to obtain that $k<572$. Thus, from (24), we obtain a reduced bound as $n<4 \times 10^{31}$. We repeat the same reduction algorithm with $M:=4 \times 10^{31}$ and as a result we obtain that $k<440$, a contradiction. This completes the proof.

## 5. An Application of $k$-Generalized Tiny Golden Angles to MR Imaging

Studying the Fibonacci sequence and its properties has been an interesting point of research for many years. Indeed, the Fibonacci sequence which is associated with the golden ratio exists naturally in biological settings. This sequence appears in tree's branches, phyllotaxis, flowers, and the human body. Therefore, it has applications in the growth of living things [27]. Moreover, recent applications were introduced in several areas of research including healthcare and medical fields.

In [28], Jiancheng Zou et al. introduced a novel family of image scrambling transforms, which can be applied in medical imaging, based on the distinguished generalized Fibonacci sequence, and the experiments showed that the proposed methods have many advantages.

Carlos Davrieux and Juan Davrieux associated the anatomical distribution of the human biliary tree with the Fibonacci sequence. Furthermore, they carried out a bibliographic analysis of the relation of this sequence to medicine [29].

In [30], the multidimensional golden means were derived from modified Fibonacci sequences and used to introduce a tool that is useful for 3D adaptive imaging which leads to improve specificity in breast MRI. During the year 2021, a new diagnostic technique for breast cancer detection was introduced by applying Fibonacci sequence, golden ratio and predictive algorithm to mammography and ultrasonography [31].

In [18], the authors introduced a new sequence of angles (tiny golden angels) which is based on a generalized Fibonacci sequence [32]. They showed that the tiny golden angles exhibit properties that are very similar to the original golden angle, and the advantages of the new angles for MRI in combination with fully balanced steady-state free precession sequences. These were applied for dynamic imaging of the temporomandibular joint and the heart. In 2021, Alexander Fyrdahl et al. proposed a novel generalization which allows for whole-heart volumetric imaging with retrospective binning and reduced eddy current artifacts. They showed that the tiny golden angle scheme was successful in reducing the angular step in cardio-respiratory-binned golden-angle imaging [33]. In what follows, by using the roots of characteristic polynomial of $k$-generalized Fibonacci sequences, we give a generalization of the notion of tiny golden angle.

Let $\phi=\frac{1+\sqrt{5}}{2}$ be the golden ratio. The golden angle is defined as the angle that is resulted from dividing the semicircle by the golden ratio, that is the angle $\psi_{\text {gold }}=\pi / \phi$. In [18], a new sequence of angles are constructed by the relation

$$
\frac{\psi_{N}}{\pi-N \psi_{N}}=\phi
$$

Solving the above equation for $\psi_{N}$ leads to the sequence of angles

$$
\psi_{N}=\frac{\pi}{\phi+N-1}
$$

For $N=1$ and $N=2$, these angles are golden angle and complementary small golden angles as $\psi_{1}=\pi / \phi$ and $\psi_{2}=\frac{\pi}{\phi+1}=\pi-\psi_{1}$. The tiny golden angles are defined to be the angles $\psi_{N}$, for $N>2$. In [18], the advantages of using tiny golden angles instead of using the usual golden angle are examined by giving many experimental data including the real-time cardiac imaging ([18] Figure 7). In this paper, we define the $k$-generalized tiny golden angles $\psi_{N}^{(k)}$ as follows

$$
\frac{\psi_{N}^{(k)}}{\pi-N \psi_{N}^{(k)}}=\alpha(k), \quad k \geq 2
$$

where $\alpha(k)$ is the unique root of the characteristic polynomial of $F_{n}^{(k)}$ which is placed outside the unit circle. Solving this equation for $\psi_{N}^{(k)}$, and using the fact that $\frac{1}{\alpha(k)}=$ $\alpha(k)^{k-1}-\sum_{i=0}^{k-2} \alpha(k)^{i}$, we find that

$$
\psi_{N}^{(k)}=\frac{\pi}{\alpha(k)^{k-1}-\sum_{i=0}^{k-2} \alpha(k)^{i}+N} .
$$

If $k=2$, then $\psi_{N}^{(2)}$ is just tiny golden angles $\psi_{N}$. Thus, we call all $\psi_{N}^{(k)}$ for $N>2$ $k$-generalized tiny golden angles. In Table 1, we give some numerical values of $\psi_{N}^{(k)}$ for some distinct values of $k$ to compare the results with tiny golden angles when $k=2$. Table 1 shows that the values of tiny golden angles and $k$-generalized tiny golden angles are very close.

Thus, we believe that, because of this correlation, a more detailed study with experimental data will reveal the practical efficiency of this $k$-generalized tiny golden angles.

Table 1. The First Ten Elements of the Sequence $\psi_{N}^{(k)}$ for $k=2,3,4,7$ and 10 as degree.

| N | $\psi_{N}^{(2)}$ | $\psi_{N}^{(3)}$ | $\psi_{N}^{(4)}$ | $\psi_{N}^{(7)}$ | $\psi_{N}^{(10)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 111.24611... ${ }^{\circ}$ | 116.60379... ${ }^{\circ}$ | 118.51539... ${ }^{\circ}$ | 119.83884... ${ }^{\circ}$ | 119.98031... ${ }^{\circ}$ |
| 2 | 68.75388... ${ }^{\circ}$ | 70.76336... ${ }^{\circ}$ | 71.46288... ${ }^{\circ}$ | 71.94195... ${ }^{\circ}$ | 71.99291... ${ }^{\circ}$ |
| 3 | 49.75077... ${ }^{\circ}$ | 50.79452... ${ }^{\circ}$ | 51.15394... ${ }^{\circ}$ | 51.39894... ${ }^{\circ}$ | 51.42495... ${ }^{\circ}$ |
| 4 | 38.97762... ${ }^{\circ}$ | 39.61538... ${ }^{\circ}$ | 39.83367... ${ }^{\circ}$ | 39.98207... ${ }^{\circ}$ | 39.99781... ${ }^{\circ}$ |
| 5 | 32.03967... ${ }^{\circ}$ | 32.46935... ${ }^{\circ}$ | 32.61584... ${ }^{\circ}$ | 32.71527... ${ }^{\circ}$ | $32.72580 . . .{ }^{\circ}$ |
| 6 | 27.19840... ${ }^{\circ}$ | 27.50741... ${ }^{\circ}$ | 27.61248... ${ }^{\circ}$ | 27.68371... ${ }^{\circ}$ | 27.69125... ${ }^{\circ}$ |
| 7 | 23.62814... ${ }^{\circ}$ | 23.86100... ${ }^{\circ}$ | 23.94002... ${ }^{\circ}$ | 23.99354... ${ }^{\circ}$ | 23.99921... ${ }^{\circ}$ |
| 8 | 20.88643... ${ }^{\circ}$ | 21.06818... ${ }^{\circ}$ | 21.12976... ${ }^{\circ}$ | 21.17144... ${ }^{\circ}$ | 21.17585... ${ }^{\circ}$ |
| 9 | 18.71484... ${ }^{\circ}$ | 18.86063... ${ }^{\circ}$ | 18.90996... ${ }^{\circ}$ | 18.94334... ${ }^{\circ}$ | 18.94687... ${ }^{\circ}$ |
| 10 | 16.95229... ${ }^{\circ}$ | 17.07182... ${ }^{\circ}$ | 17.11223... ${ }^{\circ}$ | 17.13956... ${ }^{\circ}$ | 17.14245... ${ }^{\circ}$ |

## 6. Discussion

It is known that the largest repdigit in the Fibonacci sequence is 55 [34]. When we look at the subsequent terms of this sequence, one can see that the consecutive three terms $F_{12}=144, F_{13}=233$ and $F_{14}=377$ of this sequence have the property that all digits are equal except for at most one digit, which we have called almost repdigits. Thus, it is natural to ask whether there are any other almost repdigits in the Fibonacci sequence? In this paper, we give an answer to this question not only for classical Fibonacci numbers but also for the order $k \geq 2$ generalization of this sequence. In particular, we show that $F_{13}^{(7)}=2000$ is the largest almost repdigit in the $k$-Fibonacci sequences.

At the end of the paper, we also open the door for an application of $k$-generalized Fibonacci sequences for interested readers.

## 7. Recommendations

Recently, specific Fibonacci numbers with some special properties were calculated. Among the most popular numbers were Fibonacci numbers which were concatenations of two or three repdigits. These calculations and more were also performed on generalized Fibonacci sequence and other sequences [1,2,5,12,35,36]. In our paper, we defined almost repdigit Fibonacci numbers and found them in the generalized case. Since repdigit and almost repdigit numbers seem special, we recommend researchers who are interested in applications of Fibonacci numbers to take a closer look at these specific numbers and consider them in their studies.

Author Contributions: Conceptualization, A.A. and M.A.; Methodology, A.A. and M.A.; Software, M.A.; Validation, A.A.; Formal analysis, A.A. and M.A.; Investigation, A.A. and M.A.; Resources, A.A.; Data curation, A.A.; Writing—original draft, A.A. and M.A.; Writing—review \& editing, A.A. and M.A.; Visualization, A.A.; Supervision, A.A.; Project administration, A.A.; Funding acquisition, A.A. All authors contributed equally to the manuscript. All authors have read and agreed to the published version of the manuscript.
Funding: This research work was funded by Institutional Fund Projects under grant no. (IFPIP: 516-247-1443). The authors gratefully acknowledge technical and financial support provided by the Ministry of Education and King Abdulaziz University, DSR, Jeddah, Saudi Arabia.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## Appendix A

Table A1. The First 15 Elements of the Sequence $F_{n}^{(k)}$ : for $2 \leq k \leq 9$ and $1 \leq n \leq 15$. The circled numbers are all almost repdigits given in Theorem 1.

| $\mathrm{k}=2$ | $F_{n}^{(2)}:$ | 1, | 1, | 2, | 3, | 5, | 8, | 13, | 21, | 34, | 55, | 89, | $(144)$ | $(233)$ | $(377)$ | 610 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{k}=3$ | $F_{n}^{(3)}:$ | 1, | 1, | 2, | 4, | 7, | 13,24, | 44, | 81, | 149, | 274, | 504, | 927, | 1705, | 3136 |  |
| $\mathrm{k}=4$ | $F_{n}^{(4)}:$ | 1, | 1, | 2, | 4, | 8, | 15,29 | 56, | 108, | 208, | 401, | $(773)$ | 1490, | 2872, | 5536 |  |
| $\mathrm{k}=5$ | $F_{n}^{5)}:$ | 1, | 1, | 2, | 4, | 8, | 16,31, | 61, | 120, | 236, | 464, | 912, | 1793, | 3525, | 6930 |  |
| $\mathrm{k}=6$ | $F_{n}^{(6)}:$ | 1, | 1, | 2, | 4, | 8, | 16,32, | 63, | 125, | 248, | 492, | 976, | 1936, | 3840, | 7617 |  |
| $\mathrm{k}=7$ | $F_{n}^{(7)}:$ | 1, | 1, | 2, | 4, | 8, | 16,32, | 64, | 127, | 253, | 504, | 1004, | 2000, | 3984, | 7936 |  |
| $\mathrm{k}=8$ | $F_{n}^{(8)}:$ | 1, | 1, | 2, | 4, | 8, | 16,32, | 64, | 128, | $255)$ | 509, | 1016, | 2028, | 4048, | 8080 |  |
| $\mathrm{k}=9$ | $F_{n}^{(9)}:$ | 1, | 1, | 2, | 4, | 8, | 16,32, | 64, | 128, | 256, | 511, | 1021, | 2040, | 4076, | 8144 |  |
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#### Abstract

In this paper, we explicitly describe all the elements of the sequence of fractional parts $\left\{a^{f(n)} / n\right\}, n=1,2,3, \ldots$, where $f(x) \in \mathbb{Z}[x]$ is a nonconstant polynomial with positive leading coefficient and $a \geq 2$ is an integer. We also show that each value $w=\left\{a^{f(n)} / n\right\}$, where $n \geq n_{f}$ and $n_{f}$ is the least positive integer such that $f(n) \geq n / 2$ for every $n \geq n_{f}$, is attained by infinitely many terms of this sequence. These results combined with some earlier estimates on the gaps between two elements of a subgroup of the multiplicative group $\mathbb{Z}_{m}^{*}$ of the residue ring $\mathbb{Z}_{m}$ imply that this sequence is everywhere dense in $[0,1]$. In the case when $f(x)=x$ this was first established by Cilleruelo et al. by a different method. More generally, we show that the sequence $\left\{a^{f(n)} / n^{d}\right\}, n=1,2,3, \ldots$, is everywhere dense in $[0,1]$ if $f \in \mathbb{Z}[x]$ is a nonconstant polynomial with positive leading coefficient and $a \geq 2, d \geq 1$ are integers such that $d$ has no prime divisors other than those of $a$. In particular, this implies that for any integers $a \geq 2$ and $b \geq 1$ the sequence of fractional parts $\left\{a^{n} / \sqrt[b]{n}\right\}, n=1,2,3, \ldots$, is everywhere dense in $[0,1]$.
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## 1. Introduction

Let $\xi \neq 0$ and $\alpha>1$ be real numbers. The sequence of fractional parts of powers

$$
\begin{equation*}
\left\{\xi \alpha^{n}\right\}, n=1,2,3, \ldots, \tag{1}
\end{equation*}
$$

have been studied starting with the papers of Weyl [1] and Koksma [2], where some metrical results have been obtained. In particular, their results imply that if $\xi \neq 0$ (resp. $\alpha>1$ ) is fixed then for almost all $\alpha>1$ (resp. for almost all real $\xi$ ) the sequence ( 1 ) is uniformly distributed in $[0,1]$.

However, for most specific pairs, say for $(\xi, \alpha)=(1, a / b)$, where $a / b>1$ is a rational number that is not an integer, the results obtained (see, e.g., [3,4]) are very far from establishing even the density of the sequence

$$
\left\{(a / b)^{n}\right\}, n=1,2,3, \ldots
$$

in $[0,1]$. (We say that a sequence $S$ is dense or everywhere dense in an interval $I$ if for any $c \in I$ and any $\varepsilon>0$ the set $I \cap(c-\varepsilon, c+\varepsilon)$ contains infinitely many elements of the sequence $S$.) The most known conjecture concerning the fractional parts of powers of rational numbers is that of Mahler about the distribution of the sequence $\left\{\xi(3 / 2)^{n}\right\}, n=1,2,3, \ldots$ [5]. The situation with transcendental $\alpha$ is even less described. For example, any kind of result for $(\xi, \alpha)=(1, e)$ is completely out of reach: e.g., disprove that $\left\{e^{n}\right\} \rightarrow 0$ as $n \rightarrow \infty$.

A special kind of sequences for which the density modulo 1 is confirmed are those of the form $\left\{a^{n} b^{m} \xi\right\}, m, n=1,2,3, \ldots$, where $a, b \geq 2$ are two multiplicatively independent integers and $\xi$ is irrational. See Furstenberg's theorem $[6,7]$ and some more general results of this kind [8-14].

In [15], Cilleruelo, Kumchev, Luca, Rué and Shparlinski considered another interesting sequence

$$
\begin{equation*}
\left\{a^{n} / n\right\}, n=1,2,3, \ldots \tag{2}
\end{equation*}
$$

where $a \geq 2$ is an integer. They proved that the sequence (2) is everywhere dense in $[0,1]$ and obtained some other results on its distribution. A more general sequence $\left\{Q\left(\alpha^{n}\right) / n\right\}, n=1,2,3, \ldots$, where $Q \in \mathbb{Z}[x]$ and $\alpha$ is a Pisot or a Salem number, has been considered by the author in [16].

In this paper, we will study some variations of the sequence (2) for a given integer $a \geq 2$. Specifically, we will investigate the sequence

$$
\begin{equation*}
\left\{a^{f(n)} / n^{d}\right\}, n=1,2,3, \ldots \tag{3}
\end{equation*}
$$

where $a \geq 2, d \geq 1$ are integers and $f \in \mathbb{Z}[x]$ is a nonconstant polynomial with a positive leading coefficient.

Let $m \geq 2$ be an integer satisfying $\operatorname{gcd}(a, m)=1$, and let $p_{1}, \ldots, p_{k}$ be the set of all prime divisors of $a$. Consider the set

$$
S_{a}=\left\{p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}, \text { where } \alpha_{1}, \ldots \alpha_{k} \geq 0 \text { are integers }\right\}
$$

generated by the prime divisors of $a$. By $R_{m}(a)$ we denote the set $S_{a}$ modulo $m$. In other words, $R_{m}(a)$ is a subgroup of $\mathbb{Z}_{m}^{*}$ generated by the prime divisors of $a$. Since each element of $R_{m}(a)$ is coprime to $m$, we have

$$
\left|R_{m}(a)\right| \leq \varphi(m)
$$

where $\varphi$ stands for the Euler totient function.
Our first result gives a complete description of all possible values attained by the sequence (3) with $d=1$ :

Theorem 1. Let $a \geq 2$ be a positive integer, and let $f \in \mathbb{Z}[x]$ be a nonconstant polynomial with positive leading coefficient. Suppose that $n_{f}$ is the smallest positive integer such that $f(n) \geq n / 2$ for each $n \geq n_{f}$, and $V_{a, f}$ is the set of values attained by the sequence of fractional parts

$$
\left\{a^{f(n)} / n\right\}, \quad n \geq n_{f}, n \in \mathbb{N} .
$$

Then, $w \in V_{a, f}$ if and only if $w=0$ or $w=r / m$, where $m \geq 2$ is an integer coprime to $a$ and $r \in R_{m}(a)$. Furthermore, each value $w$ of $V_{a, f}$ is attained for infinitely many indices $n$.

The last claim of the theorem is an unusual one. It does not hold either for the sequence of fractional parts of powers (in fact, for (1) an opposite situation holds by the results in [17]) or, for example, for the sequence $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, of type (3), where $a=d=2$ and $f(x)=x$. In particular, by applying an old result of Hasse [18], we will show that infinitely many terms of the sequence $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, are attained by a unique $n \in \mathbb{N}$. (The proof is given at the end of Section 5).

Note that we have $n_{f}=1$ in the case when the coefficients of $f \in \mathbb{Z}[x]$ are all nonnegative. The condition $n \geq n_{f}$ in Theorem 1 cannot be removed. Indeed, take, for example, $f(x)=x-1$ and $a=2$. Then, the value $1 / 2$ of the sequence $\left\{2^{n-1} / n\right\}, n=1,2,3, \ldots$, is attained at $n=1$ only. Since $x-1 \geq x / 2$ for $x \geq 2$, we have $n_{f}=2$. Thus, Theorem 1 implies that each value of the sequence $\left\{2^{n-1} / n\right\}, n=2,3,4, \ldots$, is attained infinitely many times.

Recall that the radical $\operatorname{rad}(a)$ of an integer $a \geq 2$ is the product of its distinct prime divisors, and $\operatorname{rad}(1)=1$. Theorem 1 implies the following:

Corollary 1. For any nonconstant $f \in \mathbb{Z}[x]$ with positive leading coefficient and any integers $a, a^{\prime} \geq 2$ satisfying $\operatorname{rad}(a)=\operatorname{rad}\left(a^{\prime}\right)$ we have $V_{a, f}=V_{a^{\prime}, f}$.

On the other hand, if $\operatorname{rad}(a) \neq \operatorname{rad}\left(a^{\prime}\right)$ then there is an integer $m \geq 2$ which is coprime to one of the numbers $a, a^{\prime}$ but not to the other. If, say $\operatorname{gcd}(a, m)=1$ and $\operatorname{gcd}\left(a^{\prime}, m\right)>1$, then, by Theorem 1, we find that $1 / m \in V_{a, f}$, but $1 / m \notin V_{a^{\prime}, f}$.

Let $f, g \in \mathbb{Z}[x]$ be two nonconstant polynomials with positive leading coefficients. Assume that $n_{f} \geq n_{g}$. Then, by Theorem 1, for any integer $a \geq 2$ we have $V_{a, f} \cap V_{a, g}=V_{a, f}$ and $V_{a, f} \cup V_{a, g}=V_{a, g}$.

We will also prove the following:
Theorem 2. Let $f \in \mathbb{Z}[x]$ be a nonconstant polynomial with a positive leading coefficient, and let $a \geq 2, d \geq 1$ be integers satisfying $\operatorname{rad}(d) \mid \operatorname{rad}(a)$. Then, the sequence of fractional parts

$$
\left\{a^{f(n)} / n^{d}\right\}, \quad n=1,2,3, \ldots
$$

is everywhere dense in $[0,1]$.
The condition $\operatorname{rad}(d) \mid \operatorname{rad}(a)$ trivially holds for $d=1$, which implies the density of $\left\{a^{f(n)} / n\right\}, n=1,2,3, \ldots$ (Of course, Theorem 1 asserts much more than the density of this sequence in $[0,1]$.)

Note that $\left\{a^{n^{b}} / n^{d}\right\}, n=1,2,3, \ldots$, is a subsequence of the sequence $\left\{a^{n} / n^{d / b}\right\}$, $n=1,2,3, \ldots$ So, Theorem 2 with $f(x)=x^{b}, b \in \mathbb{N}$, implies slightly more than what was proved in [15,16]:

Corollary 2. For any integers $a \geq 2, b, d \geq 1$ satisfying $\operatorname{rad}(d) \mid \operatorname{rad}(a)$ the sequence of fractional parts

$$
\left\{a^{n} / n^{d / b}\right\} \quad n=1,2,3, \ldots,
$$

is everywhere dense in $[0,1]$.
In particular, the sequence of fractional parts

$$
\left\{a^{n} / \sqrt[b]{n}\right\} \quad n=1,2,3, \ldots
$$

is everywhere dense in $[0,1]$.
An important auxiliary result that we will use several times is the following:
Lemma 1. For any integers $t \geq 1, u \geq 0, v \geq 1, a \geq 2$ and any $f \in \mathbb{Z}[x]$ with positive leading coefficient there are infinitely many positive integers $n$ for which

$$
\begin{equation*}
f\left(v a^{n}\right)-n \equiv u \quad(\bmod t) \tag{4}
\end{equation*}
$$

In the Section 2 we will show how Theorem 1 implies the density of the set $V_{a, f}$ in $[0,1]$ and give some examples of $R_{m}(a)$. In Section 3 we will prove Lemma 1 and its generalization. The proofs of Theorems 1 and 2 are given in Section 4. Finally, in Section 5 we will show that the sequence $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, contains infinitely many values that are attained only once and that it does not contain certain values $r / m$, where $m \geq 2$ is an integer coprime to $a$ and $r \in R_{m}(a)$, at all.

## 2. Some Examples

Fix $a \geq 2$. Assume that $m=p$ is a prime number greater than $a+1$. Clearly, $R_{m}(a)$ contains the multiplicative subgroup $\left\{1, a, a^{2}, \ldots, a^{\delta-1}\right\}$ of $\mathbb{Z}_{p}^{*}$, where $\delta=\delta_{p}$ is the order of a modulo $p$.

An unsolved Artin's conjecture asserts that $\delta_{p}=p-1$ for infinitely many primes $p$ if $a$ is not a square. In [19], Erdős and Murty obtained a nontrivial lower bound on $\delta_{p}$, which implies

$$
\begin{equation*}
\delta_{p}>p^{1 / 2} \tag{5}
\end{equation*}
$$

for almost all primes $p$. See also [20]. On the other hand, under assumption (5), the largest gap between any two consecutive $\delta_{p}$ powers of $a$ modulo $p$ is less than

$$
p^{437 / 480+o(1)} \text { as } p \rightarrow \infty
$$

(see Theorem 6.8 of [21]); some earlier bounds with slightly worse exponents have been established in [22-25]). Thus, for almost all prime numbers $p$, every subinterval of length $p^{-0.0896}$ of $[0,1]$ contains the number $r / p$, with $r \in R_{p}(a)$. By Theorem 1 , such $r / p$ belongs to $V_{a, f}$, which implies the density of $V_{a, f}$ in $[0,1]$. For infinitely many prime numbers $p$, the exponent 0.0896 can be improved by combining [19] with a subsequent result of Baker and Harman [26] which yields the exponent 0.677 for $p$ in (5).

By a result of Heath-Brown (Corolary 2 of [27]), there are at most three primes $a$ for which Artin's conjecture fails to hold. Suppose $a$ has at least three distinct prime divisors. Then, for infinitely many prime numbers $p$, at least one of the factors of $a$ is a primitive root modulo $p$, that is, the order of this prime factor of $a$ is $\delta_{p}=p-1$. This $\operatorname{implies} R_{p}(a)=\{1, \ldots, p-1\}$ for each $p$. Hence, by Theorem 1, each fraction $r / p$, where $r=0,1, \ldots, p-1$, belongs to the set $V_{a, f}$ provided that $a$ has at least three distinct prime divisors. (For example, this is true if $30 \mid a$ ).

Let $p$ be a Mersenne prime of the form $2^{q}-1$, where $q \geq 2$ is a prime number. Then, for $a=2$, the order $\delta_{p}$ of 2 modulo $p$ is $q$. Hence, by Theorem 1 , there are $q$ positive rational numbers with denominator $p$ that belong to $V_{2}$ (with, say $f(x)=x$ and $n_{f}=1$ ), namely,

$$
\frac{1}{p}, \frac{2}{p}, \frac{4}{p}, \frac{8}{p}, \ldots, \frac{2^{q-1}}{p}
$$

Note that $q-1$ of them (all but the last one) belong to the interval $(0,1 / 2)$.
Finally, assume that $A \geq 2$ and $d \geq 1$ are two fixed integers. Then, by the abovementioned result [19], for almost all primes $p$ the order of $A$ modulo $p$ is at least $p^{1 / 2}$. Thus, the order of the multiplicative group generated by $A$ modulo $p^{d}$, where $p$ is any of those almost all primes, is at least $p^{1 / 2}$ as well. The whole multiplicative group $\mathbb{Z}_{p^{d}}^{*}$ is of order $\varphi\left(p^{d}\right)=p^{d-1}(p-1)$. The distance between any two consecutive elements of the multiplicative group generated by $A$ modulo $p^{d}$ can be estimated using a corresponding exponential sum. (See, e.g., [28] (p. 12).) In our situation, using the main theorem in [29] or, more specifically, (Theorem 4.7 of [30]) we can record the following:

Lemma 2. For any integers $A \geq 2$ and $d \geq 1$ there exist $\delta>0$ and infinitely many prime numbers $p$ such that the distance between any two consecutive elements of the multiplicative group generated by A modulo $p^{d}$ is less than $p^{d-\delta}$.

## 3. Proof of Lemma 1 and Its Generalization

Proof of Lemma 1. The claim is trivial if $f$ is a constant, so assume that $\operatorname{deg} f \geq 1$. The proof is by induction on $t$. There is nothing to prove if $t=1$. Assume that $t>1$ and that the claim holds for all positive integers smaller than $t$. Suppose $t_{0}$ is the largest divisor of $t$ which is coprime to $a$. Set

$$
t^{\prime}=t / t_{0} \in \mathbb{N}
$$

Clearly, $1 \leq t_{0} \leq t$, so $\varphi\left(t_{0}\right)<t$. By the induction hypothesis, there are infinitely many positive integers $\ell$ satisfying

$$
\begin{equation*}
f\left(v a^{\ell}\right)-\ell \equiv u \quad\left(\bmod \varphi\left(t_{0}\right)\right) \tag{6}
\end{equation*}
$$

Take any of those $\ell$ which is so large that

$$
\begin{equation*}
t^{\prime} \mid v a^{\ell} \tag{7}
\end{equation*}
$$

$f\left(v a^{\ell}\right)>u+\ell$ and $f(x)$ is positive and increasing for $x \geq v a^{\ell}$.

We will show that (4) holds for every $n$ expressible as

$$
n=f\left(v a^{\ell}\right)-u
$$

Note that such $n$ form an infinite set of positive integers, since so is the set of such $\ell$.
Observe that for each $n$, we have

$$
f\left(v a^{n}\right)-n-u=f\left(v a^{f\left(v a^{\ell}\right)-u}\right)-f\left(v a^{\ell}\right)
$$

which is divisible by

$$
v a^{f\left(v a^{\ell}\right)-u}-v a^{\ell}=v a^{\ell}\left(a^{f\left(v a^{\ell}\right)-\ell-u}-1\right),
$$

because $f \in \mathbb{Z}[x]$ and $A-B$ divides $f(A)-f(B)$ for any $A, B \in \mathbb{Z}$, $A \neq B$. Hence, (4) is true provided that

$$
t \mid v a^{\ell}\left(a^{f\left(v a^{\ell}\right)-\ell-u}-1\right)
$$

By (7) and $t=t^{\prime} t_{0}$, it remains to verify that

$$
t_{0} \mid a^{f\left(v a^{\ell}\right)-\ell-u}-1 .
$$

However, this holds by Euler's theorem in view of $\operatorname{gcd}\left(a, t_{0}\right)=1$ and (6).
In the proof of Theorem 1, we will also need the following generalization of Lemma 1. (Of course, similarly to the case of Lemma 1, the nontrivial case is when $f$ is non-constant.)

Lemma 3. For any $f \in \mathbb{Z}[x]$ with positive leading coefficient, any integers $t \geq 1, k \geq 1, m \geq 1$, $u_{1}, \ldots, u_{k} \geq 0, v_{1}, \ldots, v_{k} \geq 1, K \geq 1$ and any $k$ positive integers $P_{1}, \ldots, P_{k}>1$ there is a vector of positive integers $\left(n_{1}, \ldots, n_{k}\right)$ such that

$$
\begin{equation*}
v_{i} f\left(m P_{1}^{n_{1}} \ldots P_{k}^{n_{k}}\right)-n_{i} \equiv u_{i} \quad(\bmod t) \tag{8}
\end{equation*}
$$

for $i=1, \ldots, k$ and $\min _{1 \leq i \leq k} n_{i} \geq K$.
Proof. We can clearly assume that $\operatorname{deg} f \geq 1$. As before the proof is by induction on $t$. Assume that $t>1$ and that the claim holds for all positive integers smaller than $t$. Introduce $t_{0}$ and $t^{\prime}$ similarly as in the proof of Lemma 1, namely, let $t_{0}$ be the largest divisor of $t$ which is coprime to $P_{1} \ldots P_{k}$, and $t^{\prime}=t / t_{0}$.

This time, as $\varphi\left(t_{0}\right)<t$, by the induction hypothesis, there is a vector of positive integers $\left(\ell_{1}, \ldots, \ell_{k}\right)$ satisfying

$$
\begin{equation*}
v_{i} f\left(m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)-\ell_{i} \equiv u_{i} \quad\left(\bmod \varphi\left(t_{0}\right)\right) \tag{9}
\end{equation*}
$$

for $i=1, \ldots, k$, which is so large that

$$
\begin{equation*}
t^{\prime} \mid P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}} \tag{10}
\end{equation*}
$$

$v_{i} f\left(m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)-u_{i} \geq \ell_{i}+K$ for $i=1, \ldots, k$, and $f(x)$ is increasing for $x \geq m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}$. Set

$$
n_{i}=v_{i} f\left(m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)-u_{i}
$$

for $i=1, \ldots, k$. Then, $n_{i}>\ell_{i}$ and $\min _{1 \leq i \leq k} n_{i} \geq K$. Furthermore, with this choice of $n_{i}$, for every $i=1, \ldots, k$ we obtain

$$
v_{i} f\left(m P_{1}^{n_{1}} \ldots P_{k}^{n_{k}}\right)-n_{i}-u_{i}=v_{i} f\left(m P_{1}^{n_{1}} \ldots P_{k}^{n_{k}}\right)-v_{i} f\left(m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)
$$

which is divisible by

$$
v_{i}\left(m P_{1}^{n_{1}} \ldots P_{k}^{n_{k}}-m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)=v_{i} m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\left(P_{1}^{n_{1}-\ell_{1}} \ldots P_{k}^{n_{k}-\ell_{k}}-1\right)
$$

By (10), $t^{\prime}$ divides $P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}$. So, in order to prove (8) it suffices to show that

$$
t_{0} \mid P_{1}^{n_{1}-\ell_{1}} \ldots P_{k}^{n_{k}-\ell_{k}}-1
$$

As $n_{i}>\ell_{i}$, this is the case if, for instance, each factor

$$
P_{i}^{n_{i}-\ell_{i}}=P_{i}^{v_{i} f\left(m P_{1}^{\ell_{1}} \ldots P_{k}^{\ell_{k}}\right)-u_{i}-\ell_{i}},
$$

where $i=1, \ldots, k$, is 1 modulo $t_{0}$. However, the latter holds by Euler's theorem due to $\operatorname{gcd}\left(P_{i}, t_{0}\right)=1$ and (9).

## 4. Proofs of Theorems 1 and 2

Proof of Theorem 1. Note that $\left\{a^{f(n)} / n\right\}=0$ for each $n=a^{s}$, where $s \in \mathbb{N}$ is large enough, so $0 \in V_{a, f}$, and the value 0 is attained for infinitely many indices $n$.

Now, assume that $w \neq 0$ is in $V_{a, f}$. Evidently, $w$ must be a rational number lying in the interval $(0,1)$. Suppose that $w=\left\{a^{f(s)} / s\right\}$ for some $s \in \mathbb{N}$ satisfying $s \geq n_{f}$. We claim that $w=\left\{a^{f(n)} / n\right\}$ for infinitely many $n$ of the form $n=s a^{\ell}$, where $\ell$ runs through an infinite set of positive integers. In order to prove this it suffices to show that the difference

$$
\frac{a^{f(n)}}{n}-\frac{a^{f(s)}}{s}=\frac{a^{f\left(s a^{\ell}\right)}}{s a^{\ell}}-\frac{a^{f(s)}}{s}=\frac{a^{f\left(s a^{\ell}\right)-\ell}-a^{f(s)}}{s}=\frac{a^{f(s)}}{s}\left(a^{f\left(s a^{\ell}\right)-f(s)-\ell}-1\right)
$$

is an integer. Let $s_{0}$ be the largest divisor of $s$ which is coprime to $a$. Set $s^{\prime}=s / s_{0} \in \mathbb{N}$. We will prove that

$$
\begin{equation*}
s^{\prime} \mid a^{f(s)} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{0} \mid a^{f\left(s a^{\ell}\right)-f(s)-\ell}-1 \tag{12}
\end{equation*}
$$

for infinitely many $\ell \in \mathbb{N}$.
Fix any prime $p$ that divides $s^{\prime}$ (if any) and assume that the order of $p$ in $s^{\prime}$ is $l \geq 1$. Then, $p^{2 l} \mid a^{s}$, since the order of $p$ in $a^{s}$ is at least

$$
s \geq s^{\prime} \geq p^{l} \geq 2^{l} \geq 2 l
$$

Applying this argument to each prime divisor $p$ of $s^{\prime}$ we deduce $s^{\prime 2} \mid a^{s}$. Since $s \leq 2 f(s)$ for $s \geq n_{f}$, this yields $s^{\prime 2} \mid a^{2 f(s)}$, and (11) follows. (There is nothing to prove if $s^{\prime}=1$.)

To prove (12), by $\operatorname{gcd}\left(s_{0}, a\right)=1, f\left(s a^{\ell}\right)-f(s)-\ell>0$ and Euler's theorem, it suffices to show that

$$
\varphi\left(s_{0}\right) \mid f\left(s a^{\ell}\right)-f(s)-\ell
$$

for infinitely many $\ell \in \mathbb{N}$. This clearly follows by Lemma 1 with parameters $(t, u, v)=$ $\left(\varphi\left(s_{0}\right), f(s), s\right)$. Consequently, each value $w=\left\{a^{s} / s\right\}$ of $V_{a, f}$ is attained for infinitely many indices $n=s a^{\ell}$ with certain $\ell \in \mathbb{N}$.

Next, assume that $w=r / m \in V_{a, f}$, where $m \geq 2,1 \leq r<m$, and $\operatorname{gcd}(r, m)=1$. Then, for some $s \geq n_{f}$, we must have $r / m=\left\{a^{f(s)} / s\right\}$. Write $s$ in the form $s^{\prime} s_{0}$, where $s_{0}$ is the largest divisor of $s$ coprime to $a$. We claim that $s_{0}=m$.

Indeed, by (11), we have $s^{\prime} \mid a^{f(s)}$. So, setting $L=\left[a^{f(s)} / s\right]$, we find that $\left\{a^{f(s)} / s\right\}$ equals

$$
\frac{r}{m}=\frac{a^{f(s)}}{s}-L=\frac{a^{f(s)}}{s^{\prime} s_{0}}-L=\frac{a^{f(s)} / s^{\prime}-L s_{0}}{s_{0}}
$$

Here, the numerator $a^{f(s)} / s^{\prime}-L s_{0}$ is coprime to $s_{0}$, which implies

$$
r=a^{f(s)} / s^{\prime}-L s_{0} \quad \text { and } \quad m=s_{0} .
$$

In order to complete the proof of Theorem 1 it remains to show that only $r \in R_{m}(a)$ occur as numerators of the rational numbers $w=r / m \in V_{a, f}$ and that all $r \in R_{m}(a)$ indeed occur as numerators. The first assertion is clear, because $1 \leq r<m$ and $a^{f(s)} / s^{\prime}$ is an integer in $S_{a}$, so that

$$
r=a^{f(s)} / s^{\prime}-L s_{0}=a^{f(s)} / s^{\prime}-L m \in R_{m}(a)
$$

To prove the second assertion assume that $r \in R_{m}(a)$. Then, for some integers $u_{1}, \ldots, u_{k}, T \geq 0$, we have

$$
\begin{equation*}
r=p_{1}^{u_{1}} \ldots p_{k}^{u_{k}}-T m \tag{13}
\end{equation*}
$$

(Recall that $p_{1}, \ldots, p_{k}$ are the prime divisors of $a$.)
Write

$$
a=p_{1}^{v_{1}} \ldots p_{k}^{v_{k}}
$$

with $v_{1}, \ldots, v_{k} \in \mathbb{N}$. Then, by Lemma 3 with $t=\varphi(m)$ and $P_{i}=p_{i}$, there is a vector of positive integers $\left(n_{1}, \ldots, n_{k}\right)$ satisfying

$$
\begin{equation*}
v_{i} f\left(m p_{1}^{n_{1}} \ldots p_{k}^{n_{k}}\right)-n_{i} \equiv u_{i} \quad(\bmod \varphi(m)) \tag{14}
\end{equation*}
$$

for $i=1, \ldots, k$. Therefore, for

$$
\begin{equation*}
n=m p_{1}^{n_{1}} \ldots p_{k}^{n_{k}} \tag{15}
\end{equation*}
$$

we find that

$$
\frac{a^{f(n)}}{n}=\frac{p_{1}^{v_{1} f(n)} \ldots p_{k}^{v_{k} f(n)}}{m p_{1}^{n_{1}} \ldots p_{k}^{n_{k}}}=\frac{p_{1}^{v_{1} f\left(m p_{1}^{n_{1}} \ldots p_{k}^{n_{k}}\right)-n_{1}} \ldots p_{k}^{v_{k} f\left(m p_{1}^{n_{1}} \ldots p_{k}^{n_{k}}\right)-n_{k}}}{m}
$$

In view of (14) and $\operatorname{gcd}\left(p_{i}, m\right)=1, i=1,2, \ldots, k$, the numerator of the last fraction equals $p_{1}^{u_{1}} \ldots p_{k}^{u_{k}}$ modulo $m$, which is $r$ modulo $m$ by (13). Thus, $a^{f(n)} / n=r / m+B$ with some $B \in \mathbb{Z}$. Consequently, for every $n$ as in (15), we obtain $\left\{a^{f(n)} / n\right\}=r / m$, which completes the proof of the theorem.

Proof of Theorem 2. Write

$$
f(x)=a_{m} x^{m}+\cdots+a_{1} x+a_{0} \in \mathbb{Z}[x], \quad m, a_{m} \in \mathbb{N}
$$

and select a nonnegative integer $c$ such that

$$
d \mid a_{0}-c
$$

In all what follows we will show that the sequence $\left\{a^{f(n)-c} / n^{d}\right\}, n \geq 1$, is everywhere dense in $[0,1]$. In particular, it is everywhere dense in $\left[0, a^{-c}\right]$. Since

$$
\left\{a^{f(n)} / n^{d}\right\}-a^{c}\left\{a^{f(n)-c} / n^{d}\right\} \in \mathbb{Z},
$$

this clearly implies that the original sequence $\left\{a^{f(n)} / n^{d}\right\}, n=1,2,3, \ldots$, is everywhere dense in $[0,1]$.

Let $p>a$ be a prime number. Consider the value of $a^{f(n)-c} / n^{d}$ at $n=p a^{s}$, where $s \geq 0$ is an integer:

$$
\begin{equation*}
\frac{a^{f(n)-c}}{n^{d}}=\frac{a^{f\left(p a^{s}\right)-c}}{\left(p a^{s}\right)^{d}}=\frac{a^{f\left(p a^{s}\right)-c-d s}}{p^{d}} \tag{16}
\end{equation*}
$$

We claim that for each $u \geq 0$ there are infinitely many positive integers $s$ for which

$$
\begin{equation*}
p^{d} \mid a^{f\left(p a^{s}\right)-c-d s}-a^{d u}=a^{d u}\left(a^{f\left(p a^{s}\right)-c-d s-d u}-1\right) \tag{17}
\end{equation*}
$$

If this is the case, then, by (16), each value

$$
\frac{A^{u} \quad\left(\bmod p^{d}\right)}{p^{d}}
$$

where $A=a^{d}$ and $u \geq 0$ is an integer, is attained for infinitely many indices $n$ of the sequence $\left\{a^{f(n)-c} / n^{d}\right\}, n=1,2,3, \ldots$ Thus, this sequence is everywhere dense by Lemma 2 .

In order to prove (17) we will apply Lemma 1 to the polynomial

$$
g(x)=\frac{f\left(a^{l} x\right)-c}{d}=\frac{a_{m}\left(a^{l} x\right)^{m}+\cdots+a_{1} a^{l} x}{d}+\frac{a_{0}-c}{d} \in \mathbb{Z}[x]
$$

with $v=p, t=\varphi\left(p^{d}\right)$ and $u+l$ in place of $u$, where $l \geq 0$ is a fixed integer satisfying $d \mid a^{l}$. (Here, we use the condition $\operatorname{rad}(d) \mid \operatorname{rad}(a)$.) Then, by (4) applied to the polynomial $g$, there are infinitely many integers $s>l$ satisfying

$$
g\left(p a^{s-l}\right)-(s-l) \equiv u+l \quad\left(\bmod \varphi\left(p^{d}\right)\right)
$$

and hence

$$
\varphi\left(p^{d}\right) \mid g\left(p a^{s-l}\right)-s-u
$$

Thus, from $d g\left(p a^{s-l}\right)=f\left(p a^{s}\right)-c$ it follows that

$$
\varphi\left(p^{d}\right) \mid f\left(p a^{s}\right)-c-d s-d u
$$

Also, $f\left(p a^{s}\right)-c-d s-d u>0$ for $s$ sufficiently large. Since $\operatorname{gcd}\left(a, p^{d}\right)=1$, this implies (17) by Euler's theorem, which completes the proof of Theorem 2.

## 5. Fractional Parts of $2^{n} / n^{2}$ Behave Differently

First, we will show that the sequence $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, attains the value $7 / 25$ for $n=5$ only and does not attain the value, e.g., $2 / 25$ at all, although $2 \in R_{25}(2)$. This indicates that the behaviour of $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, is different from that of $\left\{2^{n} / n\right\}$, $n=1,2,3, \ldots$, as described in Theorem 1. (Note that $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, is everywere dense in $[0,1]$ by Corollary 2).

Suppose that $\left\{2^{n} / n^{2}\right\}=r / 25$, where $r$ is a positive integer smaller than 25 and coprime to 5 . Set $L=\left[2^{n} / n^{2}\right]$. Then,

$$
\begin{equation*}
\frac{r n^{2}}{25}=2^{n}-n^{2} L \in \mathbb{N} \tag{18}
\end{equation*}
$$

so $25 \mid n^{2}$. Hence, $n=5^{l} m$ with $l, m \in \mathbb{N}, \operatorname{gcd}(m, 5)=1$. Inserting this into (18) we obtain

$$
5^{2 l-2} r m^{2}=2^{5^{l} m}-5^{2 l} m^{2} L
$$

The argument modulo 5 shows that $l=1$ is the only possibility, and hence $r m^{2}=2^{5 m}-$ $25 m^{2} L$. Now, the argument modulo $m$ shows that $m=2^{\ell}$, where $\ell$ is a nonnegative integer. It follows that

$$
r+25 L=\frac{2^{5 m}}{m^{2}}=2^{5 \cdot 2^{\ell}-2 \ell}
$$

and so

$$
r \equiv 2^{5 \cdot 2^{\ell}-2 \ell} \quad(\bmod 25)
$$

Therefore, $r / 25$, where $1 \leq r<25$ and $\operatorname{gcd}(r, 5)=1$, occurs as the value of $\left\{2^{n} / n^{2}\right\}$ if and only if $r=r_{\ell}$, where

$$
r_{\ell}=2^{5 \cdot 2^{\ell}-2 \ell} \quad(\bmod 25)
$$

for some integer $\ell \geq 0$.
Note that $2^{20} \equiv 1(\bmod 25)$. Hence, the sequence $r_{2}, r_{3}, r_{4}, \ldots$ is purely periodic with period 10 , because for each $\ell \geq 2$ the difference

$$
5 \cdot 2^{\ell+10}-2(\ell+10)-5 \cdot 2^{\ell}+2 \ell=5 \cdot 1023 \cdot 2^{\ell}-20
$$

is divisible by 20.
For $\ell=0,1, \ldots, 11$ we have the following table.

| $\ell$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $5 \cdot 2^{\ell}-2 \ell$ | 5 | 8 | 16 | 34 | 72 | 150 | 308 | 626 | 1264 | 2542 | 5100 | 10,218 |
| $r_{\ell}$ | 7 | 6 | 11 | 9 | 21 | 24 | 6 | 14 | 16 | 4 | 1 | 19 |

Therefore, the fractional parts $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, attain any value from the set

$$
\left\{\frac{1}{25}, \frac{4}{25}, \frac{6}{25}, \frac{9}{25}, \frac{11}{25}, \frac{14}{25}, \frac{16}{25}, \frac{19}{25}, \frac{21}{25}, \frac{24}{25}\right\}
$$

for infinitely many $n \in \mathbb{N}$. The value $7 / 25$ is taken for $n=5$ only, since $r_{\ell}=7$ for $\ell=0$ only, while the values

$$
\begin{equation*}
\frac{2}{25}, \frac{3}{25}, \frac{8}{25}, \frac{12}{25}, \frac{13}{25}, \frac{17}{25}, \frac{18}{25}, \frac{22}{25}, \frac{23}{25} \tag{19}
\end{equation*}
$$

are not attained.
The reason behind this is that, in general, for integers $t \geq 1, u \geq 0, v \geq 1$ we cannot claim that there are nonnegative integers $n$ for which

$$
\begin{equation*}
v 2^{n}-2 n \equiv u \quad(\bmod t) \tag{20}
\end{equation*}
$$

(Compare to (4) in Lemma 1.) For $v=5$ and $t=20$ all possible $u$ that can be obtained in (20) are either 5 (which happens for $n=0$ ) or even. The values $u=1,3,7,9,11,13,15,17,19$ are never attained in (20), which gives the corresponding numerators

$$
2^{u} \quad(\bmod 25)=2,8,3,12,23,17,18,22,13
$$

in (19).
Finally, take any odd prime $p$ such that the order $\delta_{p}$ of 2 modulo $p$ is even. There are infinitely many of such $p$, and, by [18], the density of such primes is $17 / 24$. Consider the value $w=\left\{2^{p} / p^{2}\right\}$. We claim that the value $w$ is unique, namely, attained by $n=p$ only.

Assume that $w=\left\{2^{n} / n^{2}\right\}$ for some $n \neq p$. Then, it is easy to see that $n$ must be of the form $n=p 2^{k}$ with some $k \in \mathbb{N}$. This happens if and only if

$$
\frac{2^{n}}{n^{2}}-\frac{2^{p}}{p^{2}}=\frac{2^{p 2^{k}}}{p^{2} 2^{2 k}}-\frac{2^{p}}{p^{2}}=\frac{2^{p}}{p^{2}}\left(2^{2^{k}-2 k-p}-1\right)
$$

is an integer. This is only possible if $p$ divides $2^{p 2^{k}-2 k-p}-1$. Since the order $\delta_{p}$ of 2 modulo $p$ is even, and $\delta_{p}$ divides the exponent $p 2^{k}-2 k-p$, the latter integer must be even, which is not the case. This completes the proof of the fact that for each of those infinitely many primes $p$ the value $w=\left\{2^{p} / p^{2}\right\}$ in the sequence $\left\{2^{n} / n^{2}\right\}, n=1,2,3, \ldots$, is attained at $n=p$ only.
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#### Abstract

Using the exponent pair method, a bound is derived for the sum $\sum_{m^{a} n^{b}<x} \chi_{1}^{a}(m) \chi_{2}^{b}(n)$, where $a, b$ are fixed positive integers, $\chi_{1}, \chi_{2}$ are primitive Dirichlet characters modulo $q_{1}$ and $q_{2}$, respectively, and $\chi_{1}^{a}, \chi_{2}^{b}$ are not principal characters. As an application, an estimate for the error term in an asymptotic formula for the number of square-full integers simultaneously belonging to two arithmetic progressions is obtained.
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## 1. Introduction

The technique of character sums has proved useful in various fields of mathematics, particularly in dealing with counting problems in analytic number theory (see, for example, $[1-4]$ (Chapter 8 in [3])). Character sums over products of more than one character have also proved useful in deriving a number of asymptotic estimates (see, for example, [5-11]). Because of such versatile applications, in [12], the problem of finding good bounds for character sums of the form

$$
\begin{equation*}
S_{\chi_{1}, \chi_{2}}(x)=\sum_{m n \leq x} \chi_{1}(m) \chi_{2}(n) \tag{1}
\end{equation*}
$$

were investigated. In the present work, we proceed further to derive a good bound for more general sums than those found in (1). As a possible application, we look at the problem of finding the number of square-full integers simultaneously belonging to two arithmetic progressions and use our main theorem to obtain a good bound for the error term for its asymptotic estimate.

Our main result is:

Theorem 1. Let $a, b$ be two fixed positive integers with $1 \leq a<b$. Let $q_{1}, q_{2}$ be two distinct positive integers. Let $\chi_{1}, \chi_{2}$ be two primitive Dirichlet characters modulo $q_{1}$ and $q_{2}$, respectively, which are subject to the condition that both $\chi_{1}^{a}$ and $\chi_{2}^{b}$ are not principal characters. For a positive real $x$, define

$$
\begin{equation*}
V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right)=\sum_{m^{a} n^{b} \leq x} \chi_{1}\left(m^{a}\right) \chi_{2}\left(n^{b}\right) . \tag{2}
\end{equation*}
$$

Then, for $2 \leq q_{1}<q_{2}$ and $q_{1}^{-10 / 3} q_{2}^{13 / 3}<x^{1 /(a+b)}$, we have

$$
V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right)= \begin{cases}O\left(x^{2 /(3 a+3 b)} q_{1}^{5 / 9} q_{2}^{7 / 9}\right) & \text { if } 2 a>b \\ O\left(x^{2 / 9 a} q_{1}^{7 / 9} q_{2}^{5 / 9} \log x\right) & \text { if } 2 a=b \\ O\left(x^{2 /(5 a+2 b)} q_{1}^{(3 a+2 b) /(5 a+2 b)} q_{2}^{5 a /(5 a+2 b)}\right) & \text { if } 2 a<b\end{cases}
$$

Before embarking upon the proof of Theorem 1, let us consider some of its special cases that indicate its origin and importance.

- The work in [12] deals with the case $a=b=1$.
- When $\chi_{1}=\chi_{2}=: \chi$ is a character modulo $q$ and $a=1, b=2$, Theorem 1 yields

$$
V_{1,2}(\chi, \chi ; x)=O\left(x^{2 / 9} q^{4 / 3} \log x\right)
$$

which appears as a bound in Equation (64) of [2].

- When $\chi_{1}=\chi_{2}=: \chi$ is a character modulo $q$ and $a=2, b=3$, Theorem 1 yields

$$
V_{2,3}(\chi, \chi ; x)=O\left(x^{2 / 15} q^{4 / 3}\right)
$$

which is an improvement of the bound in Equation (15) of [4].
To begin our proof, let

$$
\psi(x)=x-\lfloor x\rfloor-\frac{1}{2}
$$

We need the following lemmas.
Lemma 1. Let $\chi$ be a primitive character modulo $q, q \geq 2$. For a real $z>1$, we have

$$
\sum_{a \leq z} \chi(a)=\sum_{j \leq q} \chi(j)\left\lfloor\frac{z}{q}-\frac{j}{q}+1\right\rfloor .
$$

Proof. From the periodicity of the primitive character modulo $q$, we find that

$$
\begin{aligned}
\sum_{a \leq z} \chi(a) & =\sum_{j \leq q} \sum_{\substack{a \leq z \\
a \equiv j \bmod q}} \chi(a)=\sum_{j \leq q} \sum_{\substack{a \leq z \\
a \equiv j \bmod q}} \chi(j) \\
& =\sum_{j \leq q} \chi(j) \sum_{\substack{a \leq z \\
a \equiv j \bmod q}} 1=\sum_{j \leq q} \chi(j)\left\lfloor\frac{z}{q}-\frac{j}{q}+1\right\rfloor .
\end{aligned}
$$

As elaborated in [13] (Section 2.3, Chapter 2), the notion of an exponent pair, which is crucial in our analysis, is defined as follows. Let $A>1 / 2, B \geq 1,1<h \leq B$, and suppose that

$$
\sum_{B<n \leq B+h} e^{2 \pi i f(n)}=O\left(A^{\kappa} B^{\lambda}\right)
$$

for some pair $(\kappa, \lambda)$ of real numbers satisfying $0 \leq \kappa \leq 1 / 2 \leq \lambda \leq 1$, and for any differentiable real-valued function $f$ satisfying

$$
A \ll\left|f^{\prime}(x)\right| \ll A \quad \text { when } x \in[B, 2 B]
$$

Then, we call $(\kappa, \lambda)$ an exponent pair.
The next lemma is Lemma 17 from [2].
Lemma 2. Let $x, \eta, \alpha, \omega$ be real numbers, $j$ and $q$ be positive integers with $x \geq 1, \alpha>0, \eta \geq$ $1,1 \leq j \leq q,(k, \ell)$ be an exponent pair with $k>0$, and let

$$
R(x, \eta, \alpha ; q, j ; \omega)=\sum_{\substack{n \leq \eta \\ n \equiv j \bmod q}} \psi\left(\frac{x}{n^{\alpha}}+\omega\right)
$$

where $\omega$ is independent of $n$. Then,

$$
R(x, \eta, \alpha ; q, j ; \omega)=O(1)+O\left(x^{\frac{-1}{2}} \eta^{1+\frac{\alpha}{2}} q^{-1}\right)+ \begin{cases}O\left(x^{\frac{k}{k+1}} \eta^{\frac{\ell-\alpha k}{k+1}} q^{\frac{-\ell}{k+1}}\right) & \text { if } \ell>\alpha k, \\ O\left(x^{\frac{k}{k+1}} \log \eta q^{\frac{-\alpha k}{k+1}}\right) & \text { if } \ell=\alpha k, \\ O\left(\left(x q^{-\alpha}\right)^{\frac{k}{1+(1+\alpha) k-\ell}}\right) & \text { if } \ell<\alpha k,\end{cases}
$$

where the $O$-constants only depend on $\alpha$.

## 2. Proof of Theorem 1

Proof. For $x>1$, we have

$$
\begin{aligned}
V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right) & =\sum_{m \leq x^{1 /(a+b)}} \chi_{1}\left(m^{a}\right) \sum_{n \leq\left(x / m^{a}\right)^{1 / b}} \chi_{2}\left(n^{b}\right)+\sum_{n \leq x^{1 /(a+b)}} \chi_{2}\left(n^{b}\right) \sum_{m \leq\left(x / n^{b}\right)^{1 / a}} \chi_{1}\left(m^{a}\right) \\
& -\sum_{m \leq x^{1 /(a+b)}} \chi_{1}\left(m^{a}\right) \sum_{n \leq x^{1 /(a+b)}} \chi_{2}\left(n^{b}\right) .
\end{aligned}
$$

In view of Lemma 1, we obtain

$$
\begin{aligned}
& V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right) \\
& =\sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{m \leq x^{1 /(a+b)}} \chi_{1}^{a}(m)\left\lfloor\frac{x^{1 / b}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}+1\right\rfloor \\
& +\sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{n \leq x^{1 /(a+b)}} \chi_{2}^{b}(n)\left\lfloor\frac{x^{1 / a}}{q_{1} n^{b / a}}-\frac{h}{q_{1}}+1\right\rfloor \\
& -\sum_{h \leq q_{1}} \sum_{j \leq q_{2}} \chi_{1}^{a}(h) \chi_{2}^{b}(j)\left\lfloor\frac{x^{1 /(a+b)}}{q_{2}}-\frac{j}{q_{2}}+1\right\rfloor\left[\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}+1\right\rfloor
\end{aligned}
$$

Because $\lfloor x\rfloor=x-\psi(x)-\frac{1}{2}, \quad \sum_{j \leq q} \chi(j)=0$ for non-principal characters $\chi$ and $\psi(x)=\psi(x+1)$, we have

$$
\begin{align*}
V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right)= & \sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{m \leq x^{1 /(a+b)}} \chi_{1}^{a}(m)\left(\frac{x^{1 / b}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}+\frac{1}{2}-\psi\left(\frac{x^{1 / b}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}\right)\right) \\
& +\sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{n \leq x^{1 /(a+b)}} \chi_{2}^{b}(n)\left(\frac{x^{1 / a}}{q_{1} b^{b / a}}-\frac{h}{q_{1}}+\frac{1}{2}-\psi\left(\frac{x^{1 / a}}{q_{1} n^{b / a}}-\frac{h}{q_{1}}\right)\right) \\
& -\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{1}^{a}(h) \chi_{2}^{b}(j)\left(\frac{x^{1 /(a+b)}}{q_{2}}-\frac{j}{q_{2}}+\frac{1}{2}-\psi\left(\frac{x^{1 /(a+b)}}{q_{2}}-\frac{j}{q_{2}}\right)\right) \\
& \times\left(\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}+\frac{1}{2}-\psi\left(\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}\right)\right) \\
= & -\sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{m \leq x^{1 /(a+b)}} \chi_{1}^{a}(m)\left(\frac{j}{q_{2}}+\psi\left(\frac{x^{1 / b}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}\right)\right) \\
& -\sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{n \leq x^{1 /(a+b)}} \chi_{2}^{b}(n)\left(\frac{h}{q_{1}}+\psi\left(\frac{x^{1 / a}}{q_{1} n^{b / a}}-\frac{h}{q_{1}}\right)\right) \\
& -\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{1}^{a}(h) \chi_{2}^{b}(j)\left(\frac{j}{q_{2}}+\psi\left(\frac{x^{1 /(a+b)}}{q_{2}}-\frac{j}{q_{2}}\right)\right)\left(\frac{h}{q_{1}}+\psi\left(\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}\right)\right) \\
= & -T_{1}-T_{2}-T_{3} . \tag{3}
\end{align*}
$$

We separately analyze each of the three terms $T_{1}, T_{2}, T_{3}$, which appear in (3). It is easy to see that

$$
\begin{aligned}
T_{3} & =\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{1}^{a}(h) \chi_{2}^{b}(j)\left(\frac{j}{q_{2}}+\psi\left(\frac{x^{1 /(a+b)}}{q_{2}}-\frac{j}{q_{2}}\right)\right)\left(\frac{h}{q_{1}}+\psi\left(\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}\right)\right) \\
& =O\left(q_{1} q_{2}\right)
\end{aligned}
$$

As for $T_{1}$, by applying Lemma 1 to the first part of the second sum, and applying the periodicity of character to the second part, we get

$$
\begin{aligned}
T_{1}= & \sum_{j \leq q_{2}} \chi_{2}^{b}(j) \frac{j}{q_{2}} \sum_{h \leq q_{1}} \chi_{1}^{a}(h)\left\lfloor\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}+1\right\rfloor \\
& +\sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{\substack{m \leq x^{1 /(a+b)} \\
m \equiv h \bmod q_{1}}} \psi\left(\frac{x^{1 / a}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}\right)
\end{aligned}
$$

Repeating the above steps to the first part, i.e, replacing $\lfloor x\rfloor=x-\psi(x)-1 / 2$, using $\sum_{j \leq q} \chi(j)=0$ for non-principal characters, and $\psi(x)=\psi(x+m), m \in \mathbb{Z}$, the first part is equal to

$$
\sum_{j \leq q_{2}} \chi_{2}^{b}(j) \frac{j}{q_{2}} \sum_{h \leq q_{1}} \chi_{1}^{a}(h)\left(-\frac{h}{q_{1}}+\psi\left(\frac{x^{1 /(a+b)}}{q_{1}}-\frac{h}{q_{1}}\right)\right)=O\left(q_{1} q_{2}\right)
$$

yielding

$$
-T_{1}=-\sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{\substack{m \leq x^{1 /(a+b)} \\ m \equiv h \bmod q_{1}}} \psi\left(\frac{x^{1 / a}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}\right)+O\left(q_{1} q_{2}\right)
$$

Proceeding with $T_{2}$ in the same manner as that of $T_{1}$, we get

$$
-T_{2}=-\sum_{h \leq q_{1}} \chi_{1}^{a}(h) \sum_{j \leq q_{2}} \chi_{2}^{b}(j) \sum_{\substack{n \leq x^{1 /(a+b)} \\ n \equiv j \bmod q_{2}}} \psi\left(\frac{x^{1 / a}}{q_{1} n^{b / a}}-\frac{h}{q_{1}}\right)+O\left(q_{1} q_{2}\right)
$$

Thus,

$$
\begin{aligned}
V_{a, b}\left(\chi_{1}, \chi_{2} ; x\right)= & -\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{2}^{b}(j) \chi_{1}^{a}(h) \sum_{\substack{m \leq x^{1 /(a+b)} \\
m \equiv h \bmod q_{1}}} \psi\left(\frac{x^{1 / b}}{q_{2} m^{a / b}}-\frac{j}{q_{2}}\right) \\
& -\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{2}^{b}(j) \chi_{1}^{a}(h) \sum_{\substack{n \leq x^{1 /(a+b)} \\
n \equiv j \bmod q_{2}}} \psi\left(\frac{x^{1 / a}}{q_{1} n^{b / a}}-\frac{h}{q_{1}}\right)+O\left(q_{1} q_{2}\right) \\
= & :-S_{1}-S_{2}+O\left(q_{1} q_{2}\right) .
\end{aligned}
$$

To estimate $S_{1}$ and $S_{2}$, we use the exponent pair $(k, \ell)=(2 / 7,4 / 7)$ in Lemma 2; we note that from $a<b$ we have $k a / b=2 a / 7 b<4 / 7=\ell$ and keep in mind for the rest of the proof that $2 \leq q_{1}<q_{2}<q_{1}^{-10 / 3} q_{2}^{13 / 3}<x^{1 /(a+b)}$. Using Lemma 2, we have

$$
\begin{aligned}
S_{1} & =\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{2}^{b}(j) \chi_{1}^{a}(h) R\left(\frac{x^{1 / b}}{q_{2}}, x^{1 /(a+b)}, \frac{a}{b}, q_{1}, h, \frac{-j}{q_{2}}\right) \\
& \ll \sum_{j \leq q_{2}} \sum_{h \leq q_{1}}\left(x^{1 /(2 a+2 b)} q_{1}^{-1} q_{2}^{1 / 2}+x^{2 /(3 a+3 b)} q_{1}^{-4 / 9} q_{2}^{-2 / 9}\right)+O\left(q_{1} q_{2}\right) \\
& =O\left(x^{1 /(2 a+2 b)} q_{2}^{3 / 2}+x^{2 /(3 a+3 b)} q_{1}^{5 / 9} q_{2}^{7 / 9}\right)+O\left(q_{1} q_{2}\right) \\
& =O\left(x^{2 /(3 a+3 b)} q_{1}^{5 / 9} q_{2}^{7 / 9}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
S_{2} & =\sum_{j \leq q_{2}} \sum_{h \leq q_{1}} \chi_{2}^{b}(j) \chi_{1}^{a}(h) R\left(\frac{x^{1 / a}}{q_{1}}, x^{1 /(a+b)}, \frac{b}{a}, q_{2}, j, \frac{-h}{q_{1}}\right) \\
& \ll O\left(q_{1} q_{2}\right)+O\left(x^{1 /(2 a+2 b)} q_{1}^{3 / 2}\right)+ \begin{cases}O\left(x^{2 /(3 a+3 b)} q_{1}^{7 / 9} q_{2}^{5 / 9}\right) & \text { if } 2 a>b, \\
O\left(x^{2 / 9 a} q_{1}^{7 / 9} q_{2}^{5 / 9} \log x\right) & \text { if } 2 a=b, \\
O\left(x^{2 /(5 a+2 b)} q_{1}^{(3 a+2 b) /(5 a+2 b)} q_{2}^{5 a /(5 a+2 b)}\right) & \text { if } 2 a<b\end{cases} \\
& = \begin{cases}O\left(x^{2 /(3 a+3 b)} q_{1}^{7 / 9} q_{2}^{5 / 9}\right) & \text { if } 2 a>b, \\
O\left(x^{2 / 9 a} q_{1}^{7 / 9} q_{2}^{5 / 9} \log x\right) & \text { if } 2 a=b, \\
O\left(x^{\left.2 /(5 a+2 b) q_{1}^{(3 a+2 b) /(5 a+2 b)} q_{2}^{5 a /(5 a+2 b)}\right)}\right. & \text { if } 2 a<b .\end{cases}
\end{aligned}
$$

Combining these estimates, the theorem follows.

## 3. Application

In this section, we illustrate a possible use of our theorem to derive a good error term in the problem of finding an asymptotic estimate of the number of square-full integers belonging simultaneously to two arithmetic progressions. An integer $n>1$ is called square-full if in its canonical prime representation each prime appears with exponent $\geq 2$; the integer 1 is square-full by convention. For $n \in \mathbb{N}$, let

$$
g(n):= \begin{cases}1 & \text { if } n \text { is square-full } \\ 0 & \text { otherwise }\end{cases}
$$

denote the characteristic function of square-full integers. Let $q_{1}, q_{2}$ be two relatively prime positive integers and let $\ell_{i} \in\left\{1,2, \ldots, q_{i}-1\right\}$ with $\operatorname{gcd}\left(\ell_{i}, q_{i}\right)=1 \quad(i=1,2)$. For $x>1$, define

$$
\begin{equation*}
G\left(x ; \ell_{1}, \ell_{2} ; q_{1}, q_{2}\right):=\sum_{\substack{n \leq x \\ n \equiv \ell_{1} \bmod q_{1} \\ n \equiv \ell_{2} \bmod q_{2}}} g(n), \tag{4}
\end{equation*}
$$

which counts the number of square-full integers $(\leq x)$ simultaneously belonging to two arithmetic progressions. As evidenced from the proof of the Chinese remainder theorem ([14] Theorem 5.26), the set of solutions of the system of two congruences $n \equiv \ell_{1} \bmod$ $q_{1}, n \equiv \ell_{2} \bmod q_{2}$ is contained in an arithmetic progression; as the number of square-full integers belonging to an arithmetic progression has a substantial proportion over $\mathbb{N}[1,4]$, the problem of seeking for an asymptotic estimate for $G\left(x ; \ell_{1}, \ell_{2} ; q_{1}, q_{2}\right)$ is non-trivial.

The orthogonality relation for Dirichlet characters $\bmod q_{1}, q_{2}$, Theorem 6.16 from [14] shows that

$$
\begin{equation*}
G\left(x ; \ell_{1}, \ell_{2} ; q_{1}, q_{2}\right)=\frac{1}{\phi\left(q_{1}\right) \phi\left(q_{2}\right)} \sum_{\chi_{1} \bmod q_{1} \chi_{2} \bmod q_{2}} \bar{\chi}_{1}\left(\ell_{1}\right) \bar{\chi}_{2}\left(\ell_{2}\right) \sum_{n \leq x} g(n) \chi_{1}(n) \chi_{2}(n) \tag{5}
\end{equation*}
$$

For brevity, let

$$
T\left(x ; \chi_{1}, \chi_{2}\right):=\sum_{n \leq x} g(n) \chi_{1}(n) \chi_{2}(n)
$$

Because each positive integer is square-full if and only if it can be written uniquely as $r^{2} m^{3}$, with $m$ being square-free ([3] Lemma 8.3.1), we have

$$
T\left(x ; \chi_{1}, \chi_{2}\right)=\sum_{r^{2} m^{3} \leq x} \mu^{2}(m) \chi_{1}\left(r^{2} m^{3}\right) \chi_{2}\left(r^{2} m^{3}\right)
$$

Because $\mu^{2}(m)=\sum_{d^{2} \mid m} \mu(d)$, we get

$$
\begin{aligned}
& T\left(x ; \chi_{1}, \chi_{2}\right)=\sum_{r^{2} m^{3} \leq x} \sum_{d^{2} \mid m} \mu(d) \chi_{1}\left(r^{2} m^{3}\right) \chi_{2}\left(r^{2} m^{3}\right)=\sum_{r^{2}\left(d^{2} t\right)^{3} \leq x} \mu(d) \chi_{1}\left(r^{2}\left(d^{2} t\right)^{3}\right) \chi_{2}\left(r^{2}\left(d^{2} t\right)^{3}\right) \\
& =\sum_{d \leq x^{1 / 6}} \mu(d) \chi_{1}^{6}(d) \chi_{2}^{6}(d) \sum_{r^{2} t^{3} \leq x / d^{6}} \chi_{1}\left(r^{2} t^{3}\right) \chi_{2}\left(r^{2} t^{3}\right)
\end{aligned}
$$

Using $\alpha(n)$ to denote the number of representations of each $n \in \mathbb{N}$ in the form $n=r^{2} t^{3}$, we get

$$
\begin{equation*}
T\left(x ; \chi_{1}, \chi_{2}\right)=\sum_{d \leq x^{1 / 6}} \mu(d) \chi_{1}^{6}(d) \chi_{2}^{6}(d) \sum_{n \leq x / d^{6}} \alpha(n) \chi_{1}(n) \chi_{2}(n) \tag{6}
\end{equation*}
$$

Our immediate task now is to bound the sum $\sum_{n} \alpha(n) \chi_{1}(n) \chi_{2}(n)$. It is easily checked using the Euler product formula, of which the Dirichlet series of the function $\alpha(n) \chi_{1}(n) \chi_{2}(n)$ is

$$
\sum_{n=1}^{\infty} \alpha(n) \chi_{1}(n) \chi_{2}(n) n^{-s}=L\left(2 s, \chi_{1}^{2} \chi_{2}^{2}\right) L\left(3 s, \chi_{1}^{3} \chi_{2}^{3}\right)
$$

Perron's formula ([15] Theorem, p. 13) tells us that the main term of $\sum_{n \leq x} \alpha(n) \chi_{1}(n) \chi_{2}(n)$ is

$$
\operatorname{Res}_{s=1 / 2,1 / 3} L\left(2 s, \chi_{1}^{2} \chi_{2}^{2}\right) L\left(3 s, \chi_{1}^{3} \chi_{2}^{3}\right) \frac{x^{s}}{s}
$$

with contribution from the cases where either $\chi_{1}^{2} \chi_{2}^{2}$ or $\chi_{1}^{3} \chi_{2}^{3}$ is a principal character. The dominating error term of $\sum_{n \leq x} \alpha(n) \chi_{1}(n) \chi_{2}(n)$ is obtained by considering the cases where $\chi_{1}^{2} \chi_{2}^{2}$ and $\chi_{1}^{3} \chi_{2}^{3}$ are non-principal characters. As an example, let us complete the calculation
when $\chi_{1}$ is a cubic character $\bmod q_{1}$ and $\chi_{2}$ is a quadratic character $\bmod q_{2}$. In this case, we obtain

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \alpha(n) \chi_{1}(n) \chi_{2}(n) n^{-s}=L\left(2 s, \chi_{1}^{2} \chi_{2}^{2}\right) L\left(3 s, \chi_{1}^{3} \chi_{2}^{3}\right) \\
& =\prod_{p}\left(1-\chi_{1}^{2}(p) \chi_{2}^{2}(p) p^{-2 s}\right)^{-1}\left(1-\chi_{1}^{3}(p) \chi_{2}^{3}(p) p^{-3 s}\right)^{-1} \\
& =\prod_{\substack{p \\
p \nmid q_{1} q_{2}}}\left(1-\chi_{1}^{2}(p) p^{-2 s}\right)^{-1}\left(1-\chi_{2}^{3}(p) p^{-3 s}\right)^{-1} \\
& =\left(\prod_{p}\left(1-\chi_{1}^{2}(p) p^{-2 s}\right)^{-1}\left(1-\chi_{2}^{3}(p) p^{-3 s}\right)^{-1}\right)\left(\prod_{\substack{p \\
p \mid q_{1} q_{2}}}\left(1-\chi_{1}^{2}(p) p^{-2 s}\right)\left(1-\chi_{2}^{3}(p) p^{-3 s}\right)\right) \\
& =L\left(2 s, \chi_{1}^{2}\right) L\left(3 s, \chi_{2}^{3}\right) C\left(q_{1}, q_{2}\right),
\end{aligned}
$$

where

$$
C\left(q_{1}, q_{2}\right):=\prod_{\substack{p \\ p \mid q_{1} q_{2}}}\left(1-\chi_{1}^{2}(p) p^{-2 s}\right)\left(1-\chi_{2}^{3}(p) p^{-3 s}\right)
$$

is a constant depending only on $q_{1}, q_{2}$. Putting

$$
L\left(2 s, \chi_{1}^{2}\right) L\left(3 s, \chi_{2}^{3}\right)=\sum_{n=1}^{\infty} \beta(n) n^{-s}
$$

we have

$$
\beta(n)=\sum_{n=n_{1}^{2} n_{2}^{3}} \chi_{1}^{2}\left(n_{1}\right) \chi_{2}^{3}\left(n_{2}\right) .
$$

Applying Theorem 1 with $a=2, b=3$, for $2 \leq q_{1}<q_{2}<q_{1}^{-10 / 3} q_{2}^{13 / 3}<x^{1 / 5}$, we have

$$
\begin{equation*}
\frac{1}{C\left(q_{1}, q_{2}\right)} \sum_{n \leq x} \alpha(n) \chi_{1}(n) \chi_{2}(n)=\sum_{n \leq x} \beta(n)=\sum_{n_{1}^{2} n_{2}^{3} \leq x} \chi_{1}^{3}\left(n_{1}\right) \chi_{2}^{2}\left(n_{2}\right)=O\left(x^{2 / 15} q_{1}^{5 / 9} q_{2}^{7 / 9}\right) \tag{7}
\end{equation*}
$$

In view of (5)-(7), the error term in the estimation of $G\left(x ; \ell_{1}, \ell_{2} ; q_{1}, q_{2}\right)$ is $O\left(x^{1 / 6} q_{1}^{5 / 9} q_{2}^{7 / 9} /\left|C\left(q_{1}, q_{2}\right)\right|\right)$.
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#### Abstract

In this paper, we propose a definition for a semi-inner product in the space of $p$-summable sequences equipped with an $n$-norm. Using this definition, we introduce the concepts of $p_{n}$-orthogonality and the $p_{n}$-angle between two vectors in the space of $p$-summable sequences. For the special case $n=1$, these concepts are identical to previous studies. We also introduce the notion of the $p_{n}$-angle between one-dimensional subspaces and arbitrary-dimensional subspaces. The authors believe that the results obtained in this paper are very significant, especially in the theory of $n$-normed space in functional analysis.


Keywords: semi-inner product; $p_{n}$-orthogonality; $p_{n}$-angle; $n$-norm

MSC: 15A03; 46B20; 46B45; 46C50

## 1. Introduction

Let $X$ be the vector space. A semi-inner product on $X$ is a mapping $[\cdot, \cdot]: X^{2} \rightarrow \mathbb{R}$, which satisfies the following properties:
(1) $[x, x] \geq 0$ for every $x \in X$ and $[x, x]=0$ if and only if $x=0$;
(2) $[\alpha x, \beta y]=\alpha \beta \cdot[x, y]$ for every $x, y \in X$ and $\alpha, \beta \in \mathbb{R}$;
(3) $[x+y, z]=[x, z]+[y, z]$ for every $x, y, z \in X$;
(4) $|[x, y]| \leq[x, x]^{\frac{1}{2}}[y, y]^{\frac{1}{2}}$ for every $x, y \in X$.

The pair $(X,[\cdot, \cdot])$ is called a semi-inner product space. In this space, we can define a norm, that is, $\|\cdot\|=[\cdot, \cdot]^{\frac{1}{2}}[1]$.

Let $(X,\|\cdot\|)$ be a normed space. As it is known, not all normed spaces are inner product spaces, but we can define the semi-inner product. For instance, the space $\ell^{p}$ for $1 \leq p<\infty$, which is the space of all the p -summable sequences with norm $\|x\|_{p}=\left[\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right]^{\frac{1}{p}}$, is not an inner product space, except for $p=2$. Konca et al. [2] define a (weighted) inner product $\langle\cdot, \cdot\rangle_{v}$ and a weighted norm on $\ell^{p}$. In this space with usual norm, we may check that

$$
\begin{equation*}
[x, y]=\|y\|_{p}^{2-p} \sum_{j}\left|y_{j}\right|^{p-1} \operatorname{sgn}\left(y_{j}\right) x_{j}, \quad x:=\left(x_{j}\right), y:=\left(y_{j}\right) \in l^{p} \tag{1}
\end{equation*}
$$

is a semi-inner product on $\left(\ell^{p},\|\cdot\|_{p}\right)$ for $1 \leq p<\infty$ [3].
Next, the mapping $g: X^{2} \rightarrow \mathbb{R}$ defined by the formula

$$
g(x, y):=\frac{1}{2}\|x\|\left[\tau_{+}(x, y)+\tau_{-}(x, y)\right]
$$

with

$$
\tau_{ \pm}(x, y):=\lim _{t \rightarrow \pm 0} \frac{\|x+t y\|-\|x\|}{t}
$$

is the semi-inner product on $X$ if $g(x, y)$ is linear in $y$.
Using the concept of semi-inner product $g$, Miličić [4] introduced the notions of $g$ orthogonality, namely $x \perp_{y} y$ if and only if $g(x, y)=0$ and the $g$-angle, namely $A_{g}(x, y):=$ $\arccos \frac{g(x, y)}{\|x\|\|y\|}$. Many researchers have studied the $g$-orthogonal and $g$-angle between two vectors and two subspaces in X; see, for example, [5-8]. In 2018, Nur et al. [9] developed the notion of the $g$-angle between two subspaces. If $V=\operatorname{span}\{v\}$ and $W=\operatorname{span}\left\{w_{1}, \cdots, w_{m}\right\}$ of $X$ with $m \geq 1$, then the $g$-angle between $V$ and $W$ is defined by $A_{g}(V, W)$ with $\cos ^{2} A_{g}(V, W)=\frac{\left\|v_{W}\right\|^{2}}{\|v\|^{2}}$. Here, $v_{W}$ denotes the $g$-orthogonal projection of $v$ on $W$. Recently, Nur et al. [10] defined the standard $n$-norm using the (weighted) inner product and discussed the angle between two subspaces in the space of the $p$-summable.

In general, an $n$-norm on a real vector space $X$ is a mapping $\|\cdot, \ldots, \cdot\|: X \times \cdots \times X \longrightarrow$ $\mathbb{R}$, which satisfies the following four conditions:
(1) $\left\|x_{1}, \ldots, x_{n}\right\|=0$ if and only if $x_{1}, \ldots, x_{n}$ are linearly dependent;
(2) $\left\|x_{1}, \ldots, x_{n}\right\|$ is invariant under permutation;
(3) $\left\|\alpha x_{1}, \ldots, x_{n}\right\|=|\alpha|\left\|x_{1}, \ldots, x_{n}\right\|$ for every $x_{1}, \ldots, x_{n} \in X$ and for every $\alpha \in \mathbb{R}$;
(4) $\left\|x_{1}, \ldots, x_{n-1}, y+z\right\| \leq\left\|x_{1}, \ldots, x_{n-1}, y\right\|+\left\|x_{1}, \ldots, x_{n-1}, z\right\|$ for every $x, y, z \in X$.

The pair $(X,\|\cdot, \ldots, \cdot\|)$ is called an $n$-normed space.
Geometrically, $\left\|x_{1}, \ldots, x_{n}\right\|$ may be interpreted as the volume of the $n$-dimensional parallelepiped spanned by $x_{1}, \ldots, x_{n}$. The theory of $n$-normed spaces for $n \geq 2$ was developed in the late 1960s [11-13]. Recent results can be found, for example, in [14-16]. On the space $\ell^{p}$ for $1 \leq p<\infty$, the following $n$-norm was defined by Gunawan in [17]:

$$
\left\|x_{1}, \ldots, x_{n}\right\|_{p}:=\left[\frac{1}{n!} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
x_{1 k_{1}} & \cdots & x_{1 k_{n}}  \tag{2}\\
\vdots & \ddots & \vdots \\
x_{n k_{1}} & \cdots & x_{n k_{n}}
\end{array}\right|\right)^{p}\right]^{\frac{1}{p}}
$$

The aim of this paper is to define a semi-inner product in an $n$-normed space $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ with $1 \leq p<\infty$. Using this result, we can introduce the $p_{n}$-orthogonal and the $p_{n}$-angle between two vectors. We also will discuss their properties. Moreover, we will define the $p_{n}$-angle between a one-dimensional subspace and an $m$-dimensional subspace in the $n$-normed space $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$.

## 2. Main Results

### 2.1. Semi-Inner Product and $p_{n}$-Angle between Two Vectors

In this subsection, we shall begin with the new semi-inner product on $\ell^{p}$ spaces equipped with an $n$-norm. Let $\left(\ell^{p},\|\cdot, \ldots, \cdot\|\right)$ be an $n$-normed space and $\left\{a_{1}, \ldots, a_{n}\right\}$ be a linearly independent set on $\ell^{p}$. Now, we define the following mapping.

$$
\begin{equation*}
\|x\|_{p_{n}}:=\left[\sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}}\left\|x, a_{i_{2}}, \ldots, a_{i_{n}}\right\|_{p}^{p}\right]^{\frac{1}{p}} \tag{3}
\end{equation*}
$$

for every $x \in \ell^{p}$. Next, we have the following proposition.
Proposition 1 ([17]). The mapping $\|\cdot\|_{p_{n}}$ defines a norm on $\ell^{p}$.
Example 1. For $p=1, n=3$. Let $\left\{a_{1}, a_{2}, a_{3}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=$ $\left(\delta_{i j}\right), i=1,2,3$ and $x=(2,1,3,0, \ldots)$. We observe that

$$
\begin{aligned}
\|x\|_{1_{3}}= & \left\|x, a_{1}, a_{2}\right\|_{1}+\left\|x, a_{1}, a_{3}\right\|_{1}+\left\|x, a_{2}, a_{3}\right\|_{1} \\
= & \frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}}
\end{array}\right|\right)+\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right) \\
& +\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right)=3+1+2=6 .
\end{aligned}
$$

Using the norm $\|\cdot\|_{p_{n}}$ with $a_{i}=\left(a_{i j}\right)$ for $i=1, \ldots, n$, we define a mapping $[\cdot, \cdot]_{p_{n}}$ on the $n$-normed space $\left(l^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ with $1 \leq p<\infty$ by

$$
\begin{align*}
{[x, y]_{p_{n}}=} & {\left[\frac{\left(\|x\|_{p_{n}}\right)^{2-p}}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{cccc}
x_{1 k_{1}} & \cdots & x_{1 k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)^{p-1} \times\right.} \\
& \left.\left.\times \operatorname{sgn}\left|\begin{array}{ccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right| \begin{array}{cccc}
y_{k_{1}} & \cdots & y_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array} \right\rvert\,\right] . \tag{4}
\end{align*}
$$

for every $x=\left(x_{j}\right), y=\left(y_{j}\right) \in \ell^{p}$.
Then we have the following result.
Theorem 1. The mapping $[x, y]_{p_{n}}$ in (4) defines a semi-inner product on $\left(\ell^{p},\|\cdot, \ldots \cdot\|_{p}\right)$.
Proof. We will verify that $[x, y]_{p_{n}}$ satisfies the properties $(1-4)$ of the semi-inner product.

1. Observe that

$$
\begin{aligned}
{[x, x]_{p_{n}} } & =\left(\|x\|_{p_{n}}\right)^{2-p}\left[\sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}}\left\|x, a_{i_{2}}, \ldots, a_{i_{n}}\right\|_{p}^{p}\right] \\
& =\left(\|x\|_{p_{n}}\right)^{2} .
\end{aligned}
$$

2. Observe that

$$
\begin{aligned}
{[\alpha x, \beta y]_{p_{n}}=} & {\left[\frac{\left(\|\alpha x\|_{p_{n}}\right)^{2-p}}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
\alpha x_{1 k_{1}} & \cdots & \alpha x_{1 k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)^{p-1}\right.} \\
& \left.\times \operatorname{sgn}\left|\begin{array}{ccc}
\alpha x_{k_{1}} & \cdots & \alpha x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\left|\begin{array}{cccc}
\beta y_{k_{1}} & \cdots & \beta y_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right] \\
= & \alpha \beta[x, y]_{p_{n} .} .
\end{aligned}
$$

3. Using the properties of the determinant, we have

$$
\begin{aligned}
{\left[x, y+y^{\prime}\right]_{p_{n}}=} & {\left[\frac{\left(\|x\|_{p_{n}}\right)^{2-p}}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)\right)^{p-1} \times } \\
& \times \operatorname{sgn}\left|\begin{array}{cccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots & y_{k_{1}}+y_{k_{1}}^{\prime} \\
a_{i_{2} k_{1}} & \cdots & y_{k_{n}}+y_{k_{n}}^{\prime} \\
\vdots & \ddots & a_{i_{2} k_{n}} \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right| \begin{array}{l}
a_{i_{n} k_{1}} \\
\cdots \\
\\
=
\end{array} \\
& =[x, y]_{p_{n}}+\left[x, y^{\prime}\right]_{p_{n} .} .
\end{aligned}
$$

4. Observe that

$$
\begin{aligned}
& \left|[x, y]_{p_{n}}\right| \leq\left[\frac{\left(\|x\|_{p_{n}}\right)^{2-p}}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i 2} k_{1} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)^{p-1} \times\right. \\
& \left.\times \operatorname{abs}\left|\begin{array}{ccc}
y_{k_{1}} & \cdots & y_{k_{n}} \\
a_{i 2} k_{1} & \cdots & a_{i 2} k_{n} \\
\vdots & \ddots & \vdots \\
a_{i n} k_{1} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right] . \\
& \leq\left[\left(\|x\|_{p_{n}}\right)^{2-p}\left[\frac{1}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{n}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)^{p}\right]^{\frac{p-1}{p}} \times\right. \\
& \left.\times\left[\frac{1}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left(\operatorname{abs}\left|\begin{array}{ccc}
y_{k_{1}} & \cdots & y_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i 2} k_{n} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{n}}
\end{array}\right|\right)^{p}\right]^{\frac{1}{p}}\right] . \\
& =\|x\|_{p_{n}}\|y\|_{p_{n}} .
\end{aligned}
$$

Therefore, $[x, y]_{p_{n}}$ defines a semi-inner product on $\ell^{p}$.
Example 2. For $p=1, n=3$. Let $\left\{a_{1}, a_{2}, a_{3}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=$ $1,2,3$ and $\|\cdot\|_{1_{3}}$ in Proposition 1. If $x=(2,1,3,0, \ldots)$ and $y=(1,2,-1,0, \ldots)$ in $\ell^{1}$, we have

$$
\begin{aligned}
\|x\|_{1_{3}}= & \left\|x, a_{1}, a_{2}\right\|_{1}+\left\|x, a_{1}, a_{3}\right\|_{1}+\left\|x, a_{2}, a_{3}\right\|_{1} \\
= & \frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{rrr}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}}
\end{array}\right|\right)+\frac{1}{6} \sum_{k_{1}}^{\sum} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right) \\
& +\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right)=3+1+2=6 .
\end{aligned}
$$

and

$$
\begin{aligned}
\|y\|_{1_{3}}= & \left\|y, a_{1}, a_{2}\right\|_{1}+\left\|y, a_{1}, a_{3}\right\|_{1}+\left\|y, a_{2}, a_{3}\right\|_{1} \\
= & \frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}}
\end{array}\right|\right)+\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right) \\
& +\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right)=1+2+1=4
\end{aligned}
$$

As a consequence,

$$
\begin{aligned}
{[x, y]_{1_{3}} } & =\frac{\left(\|x\|_{1_{3}}\right)}{3!} \sum_{\left\{i_{2}, i_{3}\right\} \subset\{1,2,3\}} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}} \operatorname{sgn}\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array} \|\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array}\right|\right. \\
& =-6+12+6=12
\end{aligned}
$$

and

$$
\begin{aligned}
{[y, x]_{1_{3}} } & =\frac{\left(\|y\|_{1_{3}}\right)}{3!} \sum_{\left\{i_{2}, i_{3}\right\} \subset\{1,2,3\}} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}} \operatorname{sgn}\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array}\right|\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array}\right| \\
& =-18+6+12=0
\end{aligned}
$$

Remark 1. The function $[x, y]_{1_{3}}$ does not satisfy commutative property. In the example above, we observe that $[x, y]_{1_{3}}=12 \neq[y, x]_{1_{3}}=0$.

Specifically for $p=2$, we observe that

$$
\begin{aligned}
{[x, y]_{2_{n}} } & =\frac{1}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \sum_{k_{1}} \cdots \sum_{k_{n}}\left|\begin{array}{ccc}
x_{k_{1}} & \cdots & x_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{1}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{1}}
\end{array}\right|\left|\begin{array}{ccc}
y_{k_{1}} & \cdots & y_{k_{n}} \\
a_{i_{2} k_{1}} & \cdots & a_{i_{2} k_{1}} \\
\vdots & \ddots & \vdots \\
a_{i_{n} k_{1}} & \cdots & a_{i_{n} k_{1}}
\end{array}\right| \\
& =[y, x]_{2_{n}} .
\end{aligned}
$$

As consequence, we have following corollary:
Corollary 1. The mapping $[x, y]_{2_{n}}$ in (4) defines an inner product on $\left(\ell^{2},\|\cdot, \ldots \cdot\|_{2}\right)$.
Example 3. For $n=2$. Let $\left\{a_{1}, a_{2}\right\}$ be the Schauder basis on $\ell^{2}$, that is, $a_{i}=\left(\delta_{i j}\right), i=1,2$. If $x=(2,1,0,0, \ldots)$ and $y=(1,2,0,0, \ldots)$ in $\ell^{2}$, we have

$$
\begin{aligned}
{[x, y]_{2_{2}} } & =\frac{1}{2} \sum_{\left\{i_{2}\right\} \subset\{1,2\}} \sum_{k_{1}} \sum_{k_{2}}\left|\begin{array}{cc}
x_{k_{1}} & x_{k_{2}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}}
\end{array}\right|\left|\begin{array}{cc}
y_{k_{1}} & y_{k_{2}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}}
\end{array}\right| \\
& =\frac{1}{2} \sum_{k_{1}} \sum_{k_{2}}\left|\begin{array}{cc}
x_{k_{1}} & x_{k_{2}} \\
a_{1 k_{1}} & a_{1 k_{2}}
\end{array}\right|\left|\begin{array}{cc}
y_{k_{1}} & y_{k_{2}} \\
a_{1 k_{1}} & a_{1 k_{2}}
\end{array}\right|+\frac{1}{2} \sum_{k_{1}} \sum_{k_{2}}\left|\begin{array}{cc}
x_{k_{1}} & x_{k_{2}} \\
a_{2 k_{1}} & a_{2 k_{2}}
\end{array}\right|\left|\begin{array}{cc}
y_{k_{1}} & y_{k_{2}} \\
a_{2 k_{1}} & a_{2 k_{2}}
\end{array}\right| \\
& =4 .
\end{aligned}
$$

By using the semi-inner product $[x, y]_{p_{n}}$, we define orthogonality in $\left(\ell^{p},\|\cdot, \ldots \cdot\|_{n}\right)$ as follows:

Definition 1 ( $p_{n}$-orthogonality). Let $\left(\ell^{p},\|\cdot, \ldots \cdot\|_{n}\right)$ be the $n$-normed space. Vector $x$ is $p_{n^{-}}$ orthogonal to vector $y$, and we write $x \perp_{p_{n}} y$ if and only if $[x, y]_{p_{n}}=0$.

Example 4. For $p=1, n=3$. Let $\left\{a_{1}, a_{2}, a_{3}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=$ $\left(\delta_{i j}\right), i=1,2$, 3. If $x=(1,2,-1,0, \ldots)$ and $y=(2,1,3,0, \ldots)$ in $\ell^{1}$, using Example 3, we have $[x, y]_{p_{n}}=0$. Hence, $x$ is $1_{3}$-orthogonal to $y$.

Next, $p_{n}$-orthogonality has the following properties.
Proposition 2. The $p_{n}$-orthogonality satisfies the following properties:
(a) Nondegeneracy property: If $x \perp_{p_{n}} x$, then $x=0$.
(b) Homogeneity property: If $x \perp_{p_{n}} y$, then $\alpha x \perp_{p_{n}} \beta y$ for every $\alpha, \beta \in \mathbb{R}$.
(c) Right additive property: If $x \perp_{p_{n}} y$ and $x \perp_{p_{n}} z$, then $x \perp_{g}(y+z)$.
(d) Resolvability property: For every $x, y \in X$ there is $\gamma \in \mathbb{R}$ such that $x \perp_{p_{n}}(\gamma x+y)$.

Proof. By using Theorem 1, the properties (a)-(c) are obviously true.
(d) Let $x, y \in \ell^{p}$. For case $x=0$, the resolvability property is fulfilled. Next, for case $x \neq 0$, choose $\gamma=-\frac{[x, y]_{p_{n}}}{\left(\|x\|_{p_{n}}\right)^{2}}$. Using Theorem 1, we have

$$
\begin{aligned}
{[x, \gamma x+y]_{p_{n}} } & =\frac{1}{\gamma}[\gamma x, \gamma x+y]_{p_{n}} \\
& =\frac{1}{\gamma}\left(\gamma\|x\|_{p_{n}}^{2}+[\gamma x, y]_{p_{n}}\right) \\
& =\gamma\|x\|_{p_{n}}^{2}+[x, y]_{p_{n}}=0
\end{aligned}
$$

as desired.

Remark 2. Note that for $n=1$, the $p_{1}$-orthogonality coincides with the $g$-orthogonality in $\ell^{p}$. Specifically for $p=2$, the $2_{n}$-orthogonality satisfies the symmetry and continuity property. Next, by using Remark 1, the $p_{n}$-orthogonality does not satisfy the symmetry property. The $p_{n}$-orthogonality also does not satisfy continuity property.

Example 5. For $p=1$. Take $x_{k}=\left(\frac{1}{k}, 1,0, \ldots\right), x=(0,1,0, \ldots)$, and $y=(1,1,0, .$.$) in \ell^{1}$. Using inequality $\|x\|_{1} \leq\|x\|_{1_{n}} \leq n\|x\|_{1}$ in [17], we have $x_{k} \rightarrow x$ (in norm $\|\cdot\|_{1_{n}}$ ). Next, we observe that $\left[x_{k}, y\right]_{1_{n}}=0$ for every $k \in \mathbb{N}$, but $[x, y]_{1_{n}} \neq 0$.

Using a semi-inner product in (4), we define the angle between two nonzero vectors $x$ and $y$ on $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ as follows:

$$
\begin{equation*}
A_{p_{n}}(x, y):=\arccos \frac{[y, x]_{p_{n}}}{\|x\|_{p_{n}}\|y\|_{p_{n}}} \tag{5}
\end{equation*}
$$

Note that $y \perp_{p_{n}} x$ if and only if $A_{p_{n}}(x, y)=\frac{1}{2} \pi$. We can observe that the angle $A_{p_{n}}(x, y)$ for $n=1$ is identical with the $g$-angle $A_{g}(x, y)$ in [9] .

Example 6. Let $\left(\ell^{1},\|\cdot, \cdot, \cdot\|_{1}\right)$ be 3 normed space and $\left\{a_{1}, a_{2}, a_{3}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=1,2,3$ and $\|\cdot\|_{1_{3}}$ in Proposition 1. If $x=(1,2,-1,0, \ldots)$ and $y=$ $(2,1,3,0, \ldots)$ in $\ell^{1}$, we observe that

$$
\begin{aligned}
\|x\|_{1_{3}}= & \left\|x, a_{1}, a_{2}\right\|_{1}+\left\|x, a_{1}, a_{3}\right\|_{1}+\left\|x, a_{2}, a_{3}\right\|_{1} \\
= & \frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}}
\end{array}\right|\right)+\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right) \\
& +\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right)=1+2+1=4
\end{aligned}
$$

and

$$
\begin{aligned}
\|y\|_{1_{3}}= & \left\|y, a_{1}, a_{2}\right\|_{1}+\left\|y, a_{1}, a_{3}\right\|_{1}+\left\|y, a_{2}, a_{3}\right\|_{1} \\
= & \frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}}
\end{array}\right|\right)+\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{1 k_{1}} & a_{1 k_{2}} & a_{1 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right) \\
& +\frac{1}{6} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}}\left(a b s\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{2 k_{1}} & a_{2 k_{2}} & a_{2 k_{3}} \\
a_{3 k_{1}} & a_{3 k_{2}} & a_{3 k_{3}}
\end{array}\right|\right)=3+1+2=6 .
\end{aligned}
$$

As a consequence,

$$
\begin{aligned}
{[y, x]_{1_{3}} } & =\frac{\left(\|y\|_{1_{3}}\right)}{3!} \sum_{\left\{i_{2}, i_{3}\right\} \subset\{1,2,3\}} \sum_{k_{1}} \sum_{k_{2}} \sum_{k_{3}} \operatorname{sgn}\left|\begin{array}{ccc}
y_{k_{1}} & y_{k_{2}} & y_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array}\right|\left|\begin{array}{ccc}
x_{k_{1}} & x_{k_{2}} & x_{k_{3}} \\
a_{i_{2} k_{1}} & a_{i_{2} k_{2}} & a_{i_{2} k_{3}} \\
a_{i_{3} k_{1}} & a_{i_{3} k_{2}} & a_{i_{3} k_{3}}
\end{array}\right| \\
& =-6+12+6=12
\end{aligned}
$$

Hence, $A_{1_{3}}(x, y)=\arccos \left(\frac{1}{2}\right)$.
The angle $A_{p_{n}}(\cdot, \cdot)$ has the following properties.
Proposition 3. Let $\left(\ell^{p},\|\cdot \ldots \cdot\|_{n}\right)$ be the $n$-normed space. The angle $A_{p_{n}}$ between two nonzero vectors $x$ and $y$ on $\ell^{p}$ satisfies the following properties:
(a) If $x$ and $y$ are of the same direction, then $A_{p_{n}}(x, y)=0$; if $x$ and $y$ are of the opposite direction, then $A_{p_{n}}(x, y)=\pi$ (part of parallelism property).
(b) $\quad A_{p_{n}}(a x, b y)=A_{p_{n}}(x, y)$ if $a b>0 ; A_{p_{n}}(a x, b y)=\pi-A_{p_{n}}(x, y)$ if $a b<0$ (homogeneity property).
(c) If $x_{n} \rightarrow x$ (in norm $\|\cdot\|_{p_{n}}$ ), then $A_{p_{n}}\left(x_{n}, y\right) \rightarrow A_{p_{n}}(x, y)$ (part of continuity property).

## Proof.

(a) Let $y=k x$ for an arbitrary nonzero vector $x$ in $X$ and $k \in \mathbb{R}-\{0\}$. We have

$$
A_{p_{n}}(x, y)=\arccos \frac{[k x, x]_{p_{n}}}{\|x\|_{p_{n}}\|k x\|_{p_{n}}}=\arccos \frac{k \cdot[x, x]_{p_{n}}}{|k|\|x\|_{p_{n}}^{2}}=\arccos \frac{k\|x\|_{p_{n}}^{2}}{|k|\|x\|_{p_{n}}^{2}}
$$

Hence, $A_{p_{n}}(x, y)=\arccos (1)=0$ for $k>0$ and $A_{p_{n}}(x, y)=\arccos (-1)=\pi$ for $k<0$.
(b) Let $\alpha$ and $\beta \in \mathbb{R}-\{0\}$. Observe that

$$
A_{p_{n}}(\alpha x, \beta y)=\arccos \frac{\alpha \beta \cdot[y, x]_{p_{n}}}{|\alpha \beta|\left(\|x\|_{p_{n}} \cdot\|y\|_{p_{n}}\right)}
$$

If $\alpha \beta>0$, then $A_{p_{n}}(\alpha x, \beta y)=\arccos \frac{[y, x] p_{n}}{\|x\|_{p_{n}} \cdot\|y\|_{p_{n}}}=A_{p_{n}}(x, y)$. Likewise, if $\alpha \beta<0$, then $A_{p_{n}}(\alpha x \beta b y)=\arccos \left(-\frac{[y, x]_{p_{n}}}{\|x\|_{p_{n}} \cdot\|y\|_{p_{n}}}\right)=\pi-A_{p_{n}}(x, y)$.
(c) If $x_{k} \rightarrow x$ (in norm $\|\cdot\|_{p_{n}}$ ), then

$$
\left|\left[y, x_{k}-x\right]_{p_{n}}\right| \leq\|y\|_{p_{n}}\left\|x_{n}-x\right\|_{p_{n}} \longrightarrow 0
$$

Observe that $\left[y, x_{k}-x\right]_{p_{n}}=\left[y, x_{k}\right]_{p_{n}}-[y, x]_{p_{n}}$. We have $\left[y, x_{k}\right]_{p_{n}} \longrightarrow[y, x]_{p_{n}}$. Hence,

$$
A_{p_{n}}\left(x_{n}, y\right) \rightarrow A_{p_{n}}(x, y)
$$

as desired.

Remark 3. Since the mapping $[\cdot, \cdot]_{p_{n}}$ in general is not commutative, the angle $A_{p_{n}}(\cdot, \cdot)$ does not satisfy the symmetry property. For example, we can see Remark 1. Likewise, the $g$-angle does not satisfy the continuity property.

Example 7. For $n=1$ and $p=1$. Take $x_{k}=\left(\frac{1}{k}, 1,0, \ldots\right), x=(0,1,0, \ldots)$, and $y=(1,1,0, .$. in $\ell^{1}$. We observe that $\cos A_{1_{1}}\left(x_{k}, y\right)=0$ for every $k \in \mathbb{N}$, but $\cos A_{1_{1}}(x, y) \neq 0$.

## 2.2. $p_{n}$-Angle between Two Subspaces

In this section, we will discuss the $p_{n}$-angle between two subspaces in $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$. In particular, we define the $p_{n}$-angle between a one-dimensional subspace and an $m$ dimensional subspace for $m \geq 1$. Using $[\because, \cdot]_{p_{n}}$ in (4), we have the Gram determinant $\Gamma_{p_{n}}$ as follows.

Definition 2. Let $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ be an $n$-normed space and $W=\operatorname{span}\left\{w_{1}, \ldots, w_{m}\right\}$ fo $1 \leq m \leq n$ is subspace of $\ell^{p}$. The Gram determinant $p_{n}$ of $\left\{w_{1}, \ldots, w_{m}\right\}$, denoted by $\Gamma_{p_{n}}\left\{w_{1}, \ldots, w_{m}\right\}$ is defined by

$$
\Gamma_{p_{n}}\left\{w_{1}, \ldots, w_{m}\right\}:=\left|\begin{array}{ccc}
{\left[w_{1}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{1}, w_{m}\right]_{p_{n}}} \\
\vdots & \ddots & \vdots \\
{\left[w_{m}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{m}, w_{m}\right]_{p_{n}}}
\end{array}\right|
$$

Example 8. For $p=1$ and $n=2$. Let $\left\{a_{1}, a_{2}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=$ $1,2 w_{1}=(1,3,0, \ldots)$ and $w_{2}=(3,1,0, \ldots)$ in $\ell^{1}$. We observe that $\left\|w_{1}\right\|_{1_{2}}=4$ and $\left\|w_{2}\right\|_{1_{2}}=4$. Using the semi-inner product in (4), we have

$$
\begin{aligned}
{\left[w_{1}, w_{2}\right]_{1_{2}} } & =\frac{\left(\left\|w_{1}\right\|_{1_{2}}\right)}{2} \sum_{i=1}^{2} \sum_{k_{1}} \sum_{k_{2}} \operatorname{sgn}\left|\begin{array}{cc}
w_{1 k_{1}} & w_{1 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right|\left|\begin{array}{cc}
w_{2 k_{1}} & w_{2 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right| \\
& =2(1+1+3+3)=16
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[w_{2}, w_{1}\right]_{1_{2}} } & =\frac{\left(\left\|w_{2}\right\|_{1_{2}}\right)}{2} \sum_{i=1}^{2} \sum_{k_{1}} \sum_{k_{2}} \operatorname{sgn}\left|\begin{array}{cc}
w_{2 k_{1}} & w_{2 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right|\left|\begin{array}{cc}
w_{1 k_{1}} & w_{1 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right| \\
& =2(3+3+1+1)=16
\end{aligned}
$$

Hence, $\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)=0$.
We have the connection between the Gram determinant $p_{n}$ of $\left\{w_{1}, \ldots, w_{m}\right\}$ for $1 \leq m \leq n$ and the linearly independence set of $\left\{w_{1}, \ldots, w_{m}\right\}$ as follows.

Theorem 2. If $\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right) \neq 0$, then $\left\{w_{1}, \ldots, w_{m}\right\}$ is a linearly independent set.
Proof. Suppose by contradiction that $\left\{w_{1}, \ldots w_{m}\right\}$ is linearly dependent. Therefore, there is a $i$ with $1 \leq i \leq m$ so that $w_{i}$ is a linear combination of $w_{1}, \ldots, w_{i-1}, w_{i+1}, \ldots, w_{m}$. Using the properties of the determinant, we observe that the $i$-th column of $\Gamma_{p_{n}}$ is a linear combination of the other columns. This implies $\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right)=0$, which is a contradiction. Hence, $\left\{w_{1}, \ldots, w_{m}\right\}$ is a linearly independent set.

Example 9. Suppose that $p=1, n=2$. Let $\left\{a_{1}, a_{2}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=1,2$ and $\|\cdot\|_{1_{3}}$ in Proposition 1. If $w_{1}=(1,0,0,0, \ldots)$ and $w_{2}=(0,1,0,0, \ldots)$ in $\ell^{1}$. We observe that $\left\|w_{1}\right\|_{1_{2}}=1$ and $\left\|w_{2}\right\|_{1_{2}}=1$. As a consequence,

$$
\left[w_{1}, w_{2}\right]_{1_{2}}=\frac{\left(\left\|w_{1}\right\|_{1_{2}}\right)}{2} \sum_{i=1}^{2} \sum_{j} \sum_{k} \operatorname{sgn}\left|\begin{array}{cc}
w_{1 j} & w_{1 k} \\
a_{i j} & a_{i k}
\end{array} \|\left|\begin{array}{cc}
w_{2 j} & w_{2 k} \\
a_{i j} & a_{i k}
\end{array}\right|=0\right.
$$

In a similar way is obtained $\left[w_{2}, w_{1}\right]_{1_{2}}=0$. As a consequence, $\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)=1$. Hence, if $\Gamma_{p_{n}}\left(w_{1}, w_{2}\right)=1 \neq 0$, then $\left\{w_{1}, w_{2}\right\}$ is a linearly independent set.

Remark 4. The converse of the above theorem is not true. For instance, let $\left(\ell^{1},\|\cdot, \cdot\|_{1}\right)$ be a 2normed space with $a_{1}=(1,0,0,0, \ldots)$ and $a_{2}=(0,1,0,0, \ldots)$. Take $w_{1}=(1,3,0, \ldots)$ and $w_{2}=(3,1,0, \ldots)$ in $\ell^{1}$. We observe that $\left\|w_{1}\right\|_{1_{2}}=4$ and $\left\|w_{2}\right\|_{1_{2}}=4$. Using the semi-inner product in (4), we have

$$
\begin{aligned}
{\left[w_{1}, w_{2}\right]_{1_{2}} } & =\frac{\left(\left\|w_{1}\right\|_{1_{2}}\right)}{2} \sum_{i=1}^{2} \sum_{k_{1}} \sum_{k_{2}} \operatorname{sgn}\left|\begin{array}{cc}
w_{1 k_{1}} & w_{1 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right|\left|\begin{array}{cc}
w_{2 k_{1}} & w_{2 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right| \\
& =2(1+1+3+3)=16
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[w_{2}, w_{1}\right]_{1_{2}} } & =\frac{\left(\left\|w_{2}\right\|_{1_{2}}\right)}{2} \sum_{i=1}^{2} \sum_{k_{1}} \sum_{k_{2}} \operatorname{sgn}\left|\begin{array}{cc}
w_{2 k_{1}} & w_{2 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right|\left|\begin{array}{cc}
w_{1 k_{1}} & w_{1 k_{2}} \\
a_{i k_{1}} & a_{i k_{2}}
\end{array}\right| \\
& =2(3+3+1+1)=16
\end{aligned}
$$

Hence, $\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)=0$ but $w_{1}$ and $w_{2}$ are linearly independent.
Next, we can discuss the $p_{n}$-orthogonal projection and the $p_{n}$ - orthogonal complement as follows:

Definition 3. Let $v$ be a vector of $\ell^{p}$ and $W=\operatorname{span}\left\{w_{1}, \ldots, w_{m}\right\}$ be a subspace of $\ell^{p}$ with $\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right) \neq 0$. The $p_{n}$-orthogonal projection of $v$ on $W$, denoted by $v_{W_{p_{n}}}$, is defined by

$$
v_{W_{p_{n}}}:=-\frac{1}{\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right)}\left|\begin{array}{cccc}
0 & w_{1} & \cdots & w_{m} \\
{\left[w_{1}, v\right]_{p_{n}}} & {\left[w_{1}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{1}, w_{m}\right]_{p_{n}}} \\
\vdots & \vdots & \ddots & \vdots \\
{\left[w_{m}, v\right]_{p_{n}}} & {\left[w_{m}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{m}, w_{m}\right]_{p_{n}}}
\end{array}\right|
$$

and its $p_{n}$-orthogonal complement $v_{W_{p_{n}}}^{\perp}$ is given by

$$
v_{W_{p_{n}}}^{\perp}:=\frac{1}{\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right)}\left|\begin{array}{cccc}
v & w_{1} & \cdots & w_{m} \\
{\left[w_{1}, v\right]_{p_{n}}} & {\left[w_{1}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{1}, w_{m}\right]_{p_{n}}} \\
\vdots & \vdots & \ddots & \vdots \\
{\left[w_{m}, v\right]_{p_{n}}} & {\left[w_{m}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{m}, w_{m}\right]_{p_{n}}}
\end{array}\right| .
$$

Example 10. Suppose that $p=1, n=2$ and $m=2$. Let $\left\{a_{1}, a_{2}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=1,2$ and $\|\cdot\|_{1_{3}}$ in Proposition 1. If $v=(1,1,3,0, \ldots), w_{1}=(1,0,0,0, \ldots)$ and $w_{2}=(0,1,0,0, \ldots)$, then $\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)=1$ by Example 9. Therefore,

$$
\begin{aligned}
v_{W_{1_{2}}} & =-\frac{1}{\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)}\left|\begin{array}{ccc}
0 & w_{1} & w_{2} \\
{\left[w_{1}, v\right]_{1_{2}}} & {\left[w_{1}, w_{1}\right]_{1_{2}}} & {\left[w_{1}, w_{2}\right]_{1_{2}}} \\
{\left[w_{2}, v\right]_{1_{2}}} & {\left[w_{2}, w_{1}\right]_{1_{2}}} & {\left[w_{2}, w_{2}\right]_{1_{2}}}
\end{array}\right| \\
& =-\left|\begin{array}{ccc}
0 & w_{1} & w_{2} \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right|=w_{1}+w_{2}=(1,1,0, \ldots)
\end{aligned}
$$

and

$$
\begin{aligned}
v_{W_{1_{2}}}^{\perp} & =\frac{1}{\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)}\left|\begin{array}{ccc}
v & w_{1} & w_{2} \\
{\left[w_{1}, v\right]_{1_{2}}} & {\left[w_{1}, w_{1}\right]_{1_{2}}} & {\left[w_{1}, w_{2}\right]_{1_{2}}} \\
{\left[w_{2}, v\right]_{1_{2}}} & {\left[w_{2}, w_{1}\right]_{1_{2}}} & {\left[w_{2}, w_{2}\right]_{1_{2}}}
\end{array}\right| \\
& =\left|\begin{array}{ccc}
v & w_{1} & w_{2} \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right|=v-w_{1}-w_{2}=(0,0,3,0, \ldots)
\end{aligned}
$$

Using the properties of the determinant and the semi-inner product in (4), we obtain

$$
\left[w_{i}, v_{W_{p_{n}}}^{\perp}\right]_{p_{n}}=\frac{1}{\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right)}\left|\begin{array}{cccc}
{\left[w_{i}, v\right]_{p_{n}}} & {\left[w_{i}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{i}, w_{m}\right]_{p_{n}}} \\
{\left[w_{1}, v\right]_{p_{n}}} & {\left[w_{1}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{1}, w_{m}\right]_{p_{n}}} \\
\vdots & \vdots & \ddots & \vdots \\
{\left[w_{m}, v\right]_{p_{n}}} & {\left[w_{m}, w_{1}\right]_{p_{n}}} & \cdots & {\left[w_{m}, w_{m}\right]_{p_{n}}}
\end{array}\right|=0
$$

Hence, $w_{i} \perp_{p_{n}} v_{W_{p_{n}}}^{\perp}$ for every $i=1, \ldots, n$.
The definition of the $p_{n}$-angle between $V=\operatorname{span}\{v\}$ and $W=\operatorname{span}\left\{w_{1}, \ldots, w_{m}\right\}$ of $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ is as follows.

Definition 4. Let $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ be an $n$-normed space for $1 \leq p<\infty$. If $V=\operatorname{span}\{v\}$ and $W=\operatorname{span}\left\{w_{1}, \ldots, w_{m}\right\}$ are subspaces of $\ell^{p}$ with $\Gamma_{p_{n}}\left(w_{1}, \ldots, w_{m}\right) \neq 0$ dan $m \geq 1$ then the $p_{n}$-angle between subspaces $V$ and $W$ is denoted by $A_{p_{n}}(V, W)$ with

$$
\begin{equation*}
\cos ^{2} A_{p_{n}}(V, W)=\frac{\left[v_{W_{p_{n}}}, v\right]_{p_{n}}^{2}}{\left(\|v\|_{p_{n}}\right)^{2}\left(\left\|v_{W_{p_{n}}}\right\|_{p_{n}}\right)^{2}} \tag{6}
\end{equation*}
$$

where $v_{W_{p_{n}}}$ denotes the $p_{n}$-orthogonal projection of $v$ on $W$.
Example 11. Suppose that $p=1, n=2$ and $m=2$ in Definition 4 Let $\left\{a_{1}, a_{2}\right\}$ be the Schauder basis on $\ell^{1}$, that is, $a_{i}=\left(\delta_{i j}\right), i=1,2$ and $\|\cdot\|_{1_{3}}$ in Proposition 1. If $V=\operatorname{span}\{v\}$ and
$W=\operatorname{span}\left\{w_{1}, w_{2}\right\}$ with $v=(1,1,3,0, \ldots), w_{1}=(1,0,0,0, \ldots)$ and $w_{2}=(0,1,0,0, \ldots)$ in $\ell^{1}$, we observe that

$$
\begin{aligned}
\|v\|_{1_{2}} & =\left\|v, a_{1}, a_{2}\right\|_{1}+\left\|v, a_{1}, a_{2}\right\|_{1} \\
& =\frac{1}{2} \sum_{k_{1}} \sum_{k_{2}}\left(a b s\left|\begin{array}{cc}
v_{k_{1}} & v_{k_{2}} \\
a_{1 k_{1}} & a_{1 k_{2}}
\end{array}\right|\right)+\frac{1}{2} \sum_{k_{1}} \sum_{k_{2}}\left(a b s\left|\begin{array}{cc}
v_{k_{1}} & v_{k_{2}} \\
a_{2 k_{1}} & a_{2 k_{2}}
\end{array}\right|\right) \\
& =4+4=8
\end{aligned}
$$

By using Example 9, we have $\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)=1$. Therefore,

$$
\begin{aligned}
v_{W_{1_{2}}} & =-\frac{1}{\Gamma_{1_{2}}\left(w_{1}, w_{2}\right)}\left|\begin{array}{ccc}
0 & w_{1} & w_{2} \\
{\left[w_{1}, v\right]_{1_{2}}} & {\left[w_{1}, w_{1}\right]_{1_{2}}} & {\left[w_{1}, w_{2}\right]_{1_{2}}} \\
{\left[w_{2}, v\right]_{1_{2}}} & {\left[w_{2}, w_{1}\right]_{1_{2}}} & {\left[w_{2}, w_{2}\right]_{1_{2}}}
\end{array}\right| \\
& =-\left|\begin{array}{ccc}
0 & w_{1} & w_{2} \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right|=w_{1}+w_{2}=(1,1,0, \ldots)
\end{aligned}
$$

Moreover, we observe that $\left\|v_{W_{1_{2}}}\right\|_{1_{2}}=2$ and $\left[v_{W_{1_{2}}}, v\right]_{1_{2}}=4$. Hence,

$$
\cos ^{2} A_{1_{2}}(V, W)=\frac{\left[v_{W_{1_{2}}}, v\right]_{1_{2}}^{2}}{\left(\|v\|_{1_{2}}\right)^{2}\left(\left\|v_{W_{1_{2}}}\right\|_{1_{2}}\right)^{2}}=\frac{1}{16}
$$

Remark 5. If $W=\operatorname{span}\{w\}$, then the $p_{n}$-orthogonal projection of $v$ on $W$ is

$$
v_{W_{p_{n}}}=\frac{[w, v]_{p_{n}}}{\|w\|_{p_{n}}^{2}} w
$$

Using this $p_{n}$-orthogonal projection, the properties of the semi-inner product $p_{n}$ and Definition 4, we have the $p_{n}$-angle between subspaces $V$ and $W$, that is,

$$
\cos ^{2} A_{p_{n}}(V, W)=\frac{[w, v]_{p_{n}}^{2}}{\left(\|v\|_{p_{n}}\right)^{2}\left(\|w\|_{p_{n}}\right)^{2}}
$$

Hence, we can see that the $p_{n}$-angle between the two vectors is also the $p_{n}$-angle between these two vectors in the subspace spanned by them. Next, by using Definition 3, we have $v=v_{W_{p_{n}}}+v_{W_{p_{n}}}^{\stackrel{ }{1}}$. Therefore, Definition 4 may be rewritten as

$$
\begin{aligned}
\cos ^{2} A_{p_{n}}(V, W) & =\frac{\left[v_{W_{p_{n}}}, v_{W_{p_{n}}}+v_{W_{p_{n}}}\right]_{p_{n}}^{2}}{\left(\|v\|_{p_{n}}\right)^{2}\left(\left\|v_{W_{p_{n}}}\right\|_{p_{n}}\right)^{2}}=\frac{\left.\left(\left[v_{W_{p_{n}}}, v_{W_{p_{n}}}\right]_{p_{n}}+\left[v_{W_{p_{n}}}, v_{W_{p_{n}}}+v \bar{W}_{p_{p_{n}}}\right]_{p_{n}}\right)\right)^{2}}{\left(\|v\|_{p_{n}}\right)^{2}\left(\left\|v_{W_{p_{n}}}\right\|_{p_{n}}\right)^{2}} \\
& =\frac{\left[v_{W_{p_{n}}}, v_{W_{p_{n}}}\right]_{p_{n}}^{2}}{\left(\|v\|_{p_{n}}\right)^{2}\left(\left\|v_{W_{p_{n}}}\right\|_{p_{n}}\right)^{2}}=\frac{\left(\left\|v_{W_{p_{n}}}\right\| \|_{p_{n}}\right)^{2}}{\left(\|v\|_{p_{n}}\right)^{2}} .
\end{aligned}
$$

This tells us that the value of $\cos A_{p_{n}}(V, W)$ is equal to the ratio between the norm $\|\cdot\|_{p_{n}}$ of the $p_{n}$-orthogonal projection of $v$ on $W$ and the norm $\|\cdot\|_{p_{n}}$ of $v$.

## 3. Further Results

Let $X$ be a measured space with at least $n$ disjoint subsets of positive measure. Our results also extend the $n$-normed space $\left(L^{p}(X),\|\cdot, \ldots, \cdot\|_{L^{p}}\right)$ for $1 \leq p<\infty$ with a $n$-norm that was defined by Gunawan in [17]

$$
\left\|f_{1}, \ldots, f_{n}\right\|_{L^{p}}=\frac{1}{n!} \int_{X} \ldots \int_{X}\left(\operatorname{abs}\left|\begin{array}{ccc}
f_{1}\left(x_{1}\right) & \cdots & f_{n}\left(x_{n}\right)  \tag{7}\\
\vdots & \ddots & \vdots \\
f_{n}\left(x_{1}\right) & \cdots & f_{n}\left(x_{n}\right)
\end{array}\right|\right)^{p} d x_{1} \ldots d x_{2}
$$

Next, Ekariani et al. [18] defines a norm on $L^{p}(X)$ by

$$
\|f\|_{L^{p_{n}}}:=\left[\sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}}\left\|f, a_{i_{2}}, \ldots, a_{i_{n}}\right\|_{L^{p}}\right]^{\frac{1}{p}}
$$

where $\left\{a_{1}, \ldots, a_{n}\right\}$ is a linearly independent set in $L^{p}(X)$. Using the norm $\|\cdot\|_{L^{p_{n}}}$ with $a_{i}=\left(a_{i j}\right)$ for $i=1, \ldots, n$, we define a mapping $[\cdot, \cdot]_{L^{p_{n}}}$ with $1 \leq p<\infty$ by

$$
\begin{align*}
& {[f, g]_{L^{p_{n}}}=\left[\frac{\left(\|f\|_{L^{p_{n}}}\right)^{2-p}}{n!} \sum_{\left\{i_{2}, \ldots, i_{n}\right\} \subset\{1, \ldots, n\}} \int_{X} \ldots \int_{X}\left(\operatorname{abs} \left\lvert\, \begin{array}{ccc}
f\left(x_{1}\right) & \cdots & f\left(x_{n}\right) \\
a_{i_{2}}\left(x_{1}\right) & \cdots & a_{i_{2}}\left(x_{n}\right) \\
\vdots & \ddots & \vdots \\
a_{i_{n}}\left(x_{1}\right) & \cdots & a_{i_{n}}\left(x_{n}\right)
\end{array}\right.\right)^{p-1} \times\right.} \\
& \left.\times \operatorname{sgn}\left|\begin{array}{ccc}
f\left(x_{1}\right) & \cdots & f\left(x_{n}\right) \\
a_{i_{2}}\left(x_{1}\right) & \cdots & a_{i_{2}}\left(x_{n}\right) \\
\vdots & \ddots & \vdots \\
a_{i_{n}}\left(x_{1}\right) & \cdots & a_{i_{n}}\left(x_{n}\right)
\end{array} \| \begin{array}{ccc}
g\left(x_{1}\right) & \cdots & g\left(x_{n}\right) \\
a_{i_{2}}\left(x_{1}\right) & \cdots & a_{i_{2}}\left(x_{n}\right) \\
\vdots & \ddots & \vdots \\
a_{i_{n}}\left(x_{1}\right) & \cdots & a_{i_{n}}\left(x_{n}\right)
\end{array}\right| d x_{1} \ldots d x_{2}\right] . \tag{8}
\end{align*}
$$

and check $[f, g]_{L^{p_{n}}}$ defines a semi-inner product on $L^{p}(X)$. Next, the results are analogous to section main results.

## 4. Conclusions

In this article, we have introduced the semi-inner product in an $n$-normed space $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$ with $1 \leq p<\infty$. We have introduced the $p_{n}$-orthogonal and the $p_{n}$-angle between two vectors. We have proven their properties. Moreover, we have introduced the notion of $p_{n}$-angle between one-dimensional subspaces and arbitrary-dimensional subspaces in the $n$-normed space $\left(\ell^{p},\|\cdot, \ldots, \cdot\|_{p}\right)$.
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#### Abstract

Cyclotomic polynomials play an imporant role in discrete mathematics. Recently, inverse cyclotomic polynomials have been defined and investigated. In this paper, we present some recent advances related to the coefficients of inverse cyclotomic polynomials, including a practical recursive formula for their calculation and numerical simulations.
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## 1. Introduction

For an integer $n \geq 1$, an $n$th root $\zeta$ of the unity is called primitive if $\zeta^{n}=1$, but $\zeta^{d} \neq 1$ for all $1 \leq d<n$. By denoting $\zeta_{n}=\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi}{n}$ as the first root of order $n$ of the unity, the $n$th cyclotomic polynomial $\Phi_{n}$ is defined by the following:

$$
\begin{equation*}
\Phi_{n}(z)=\prod_{\substack{1 \leq k \leq n-1 \\ \operatorname{gcd}(k, n)=1}}\left(z-\zeta_{n}^{k}\right)=\sum_{j=0}^{\varphi(n)} c_{j}^{(n)} z^{j} \tag{1}
\end{equation*}
$$

where $\varphi$ is Euler's totient function, which is also the degree of the polynomial. It is known that $\Phi_{n}$ is palindromic (i.e., $c_{j}^{(n)}=c_{\varphi(n)-j^{\prime}}^{(n)} j=0, \ldots, \varphi(n)$ ). The term cyclotomic comes from the property of the $n$th roots of unity to divide the unit circle into $n$ equal arcs, thereby forming a regular polygon inscribed in the unit circle.

The explicit calculation of the coefficients of cyclotomic polynomials is very difficult to perform (see, for instance, $[1,2]$ ), but many properties of these polynomials are known $[3,4]$. An explicit integral formula for the coefficients was established by the authors in [5].

For an integer $n \geq 2$, the $n$th inverse cyclotomic polynomial $\Psi_{n}(z)$ is defined by the following:

$$
\begin{equation*}
\Psi_{n}(z)=\frac{x^{n}-1}{\Phi_{n}(z)}=\prod_{1 \leq k<n, \operatorname{gcd}(k, n)>1}\left(z-e^{\frac{2 k \pi i}{n}}\right)=\sum_{j=0}^{n-\varphi(n)} d_{j}^{(n)} z^{j} \tag{2}
\end{equation*}
$$

Notice that the nonprimitive $n$th roots of unity are the roots of this monic polynomial of the degree $n-\varphi(n)$. Here, we denote the coefficient of $z^{j}$ in $\Psi_{n}$ by $d_{j}^{(n)}, j=0, \ldots, n-\varphi(n)$.

Using (2), the first inverse cyclotomic polynomials (discounting prime indices) are

$$
\begin{aligned}
& \Psi_{1}(z)=1, \Psi_{4}(z)=z^{2}-1, \Psi_{6}(z)=z^{4}+z^{3}-z-1, \Psi_{8}(z)=z^{4}-1 \\
& \Psi_{9}(z)=z^{3}-1, \Psi_{10}(z)=z^{6}+z^{5}-z-1, \Psi_{12}(z)=z^{8}+z^{6}-z^{2}-1 \\
& \Psi_{14}(z)=z^{8}+z^{7}-z-1, \Psi_{15}(z)=z^{7}+z^{6}+z^{5}-z^{2}-z-1 \\
& \Psi_{16}(z)=z^{8}-1, \Psi_{18}(z)=z^{12}+z^{9}-z^{3}-1, \Psi_{20}(z)=z^{12}+z^{10}-z^{2}-1, \\
& \Psi_{21}(z)=z^{9}+z^{8}+z^{7}-z^{2}-z-1, \Psi_{22}(z)=z^{12}+z^{11}-z^{2}-1 .
\end{aligned}
$$

The following properties of the polynomial $\Psi_{n}$ are known, and we present them along with some sketches of proofs. More details can be found in [6,7].

Proposition 1. $1^{\circ}$ If $p$ is a prime and $n=p^{\alpha}$ for $\alpha \geq 1$, then $\Psi_{n}(z)=z^{p^{\alpha-1}}-1$.
$2^{\circ}$ For $n=p_{1} \cdots p_{k}$ to be square-free, $\operatorname{deg}\left(\Psi_{n}\right)=p_{1} \cdots p_{k}-\left(p_{1}-1\right) \cdots\left(p_{k}-1\right)$.
$3^{\circ}$ If $p<q$ are primes, then, for $n=p q$, one has

$$
\Psi_{n}(z)=\frac{\left(z^{p}-1\right)\left(z^{q}-1\right)}{z-1}=z^{p+q-1}+\cdots+z^{q+1}-z^{p-1}-\cdots-z^{2}-z-1
$$

$4^{\circ}$ If $p, q$, and $r$ are different primes, then, for $n=p q r$, one has

$$
\Psi_{n}(z)=\frac{\left(z^{p q}-1\right)\left(z^{q r}-1\right)\left(z^{r p}-1\right)(z-1)}{\left(z^{p}-1\right)\left(z^{q}-1\right)\left(z^{r}-1\right)} .
$$

$5^{\circ} \Psi_{2 n}(z)=\left(1-z^{n}\right) \Psi_{n}(-z)$ if $n$ is odd.
$6^{\circ} \Psi_{p n}(z)=\Psi_{n}\left(z^{p}\right)$ if $p \mid n$.
$7^{\circ} \Psi_{p n}(z)=\Psi_{n}\left(z^{p}\right) \Phi_{n}(z)$ if $p \nmid n$.
$8^{\circ} \Psi_{n}$ is antipalindromic (i.e., $d_{j}^{(n)}=-d_{n-\varphi(n)-j^{\prime}}^{(n)} j=0, \ldots, n-\varphi(n)$ ).
$9^{\circ}$ The number of positive coefficients of $\Psi_{n}$ is equal to the number of negative coefficients.
Proof. For $1^{\circ}$, note that, for this value of $n$, the only nonprimitive $n$th roots of unity are the ones having orders that divide $p^{\alpha}-1$. These are the roots of the polynomial $z^{p^{\alpha-1}}-1$, and the conclusion follows.

Property $2^{\circ}$ follows immediately from the fact that $\varphi(n)=\left(p_{1}-1\right) \cdots\left(p_{k}-1\right)$.
Let us prove $3^{\circ}$. The only nonprimitive $n$th roots of unity have orders of $1, p$, or $q$. Hence, these are the roots of the polynomials $z^{p}-1$ and $z^{q}-1$, respectively. Since the root 1 appears in both polynomials, we have that

$$
\Psi_{n}(z)=\frac{\left(z^{p}-1\right)\left(z^{q}-1\right)}{z-1}
$$

For $4^{\circ}$, note that the nonprimitive $p q r$ th roots of unity are the roots of unity of orders dividing $p q, q r$, or $r p$. By denoting $U_{k}$ as the set of roots of unity which have orders dividing $k$, as well as by using the principle of inclusion and exclusion, we deduce that

$$
\left|U_{p q} \cup U_{q r} \cup U_{r p}\right|=\left|U_{p q}\right|+\left|U_{q r}\right|+\left|U_{r p}\right|-\left|U_{p}\right|-\left|U_{q}\right|-\left|U_{r}\right|+\left|U_{1}\right|
$$

The elements of $U_{p q} \cup U_{q r} \cup U_{r p}$ are the roots of $\Psi_{n}$. The conclusion follows by identifying the roots of unity with the roots of the corresponding polynomials.

To prove $5^{\circ}$, one just observes that the nonprimitive $2 n$th roots of unity have orders dividing $n$ or $2 d$, where $d \mid n$, and $d<n$. The first ones are the roots of $1-z^{n}$, whereas the second type can be found among the roots of $\Psi_{n}(-z)$. The statements $6^{\circ}$ and $7^{\circ}$ can be proved in a similar way. Then, $8^{\circ}$ results from the definition and the fact that $\Phi_{n}$ is palindromic. From here, $9^{\circ}$ follows directly.

From the proposition above, we easily derive the following formulas. If $p$ and $q$ are distinct primes, then the cyclotomic polynomial satisfies the following:

$$
\begin{equation*}
\Phi_{p q}(z)=\frac{\left(z^{p q}-1\right)(z-1)}{\left(z^{p}-1\right)\left(z^{q}-1\right)} \tag{3}
\end{equation*}
$$

Moreover, if $p, q$, and $r$ are distinct primes, then

$$
\begin{equation*}
\Phi_{p q r}(z)=\frac{\left(z^{p q r}-1\right)\left(z^{p}-1\right)\left(z^{q}-1\right)\left(z^{r}-1\right)}{\left(z^{p q}-1\right)\left(z^{q r}-1\right)\left(z^{r p}-1\right)(z-1)} \tag{4}
\end{equation*}
$$

The paper first presents some results on Ramanujan sums in Section 2, then it reviews some known formulae for the calculation of the coefficients of cyclotomic polynomials in Section 3. The paper's main results are contained in Section 4, where we derive new formulas for the coefficients of inverse cyclotomic polynomials in Theorems 4-6. These results are expressed in terms of Ramanujan sums and provide counterparts to similar formulae that were recently obtained in $[6,8]$ for cyclotomic polynomials. The numerical experiments in Section 5 highlight the utility of the recursive formula in Theorem 6.

## 2. Preliminaries on Ramanujan Sums

Recall that the Möbius function $\mu$ is defined by

$$
\mu(n)= \begin{cases}1 & \text { if } n=1  \tag{5}\\ (-1)^{k} & \text { if } n=p_{1} p_{2} \cdots p_{k} \\ 0 & \text { if } n=p^{2} m\end{cases}
$$

where $p, p_{1}, \ldots, p_{k}$ are prime numbers.
For every positive integer $n$ and $q$, the Ramanujan sum $\rho(n, q)$ is defined as

$$
\begin{equation*}
\rho(n, q)=\sum_{\operatorname{gcd}(a, n)=1} e^{2 \pi i \frac{a}{n} q} \tag{6}
\end{equation*}
$$

where the sum is taken over all $a$ such that $1 \leq a \leq n$, and $\operatorname{gcd}(a, n)=1$ (see $[9,10]$ ).
By fixing $q$ or $n$, Ramanujan sums can be seen as arithmetic functions of the free variable. For a fixed $n \in \mathbb{N}^{*}$, the arithmetic function $\rho(n, \cdot): \mathbb{N}^{*} \rightarrow \mathbb{C}$ is periodic, as $\rho(n, q+n)=\rho(n, q)$ for all $q \in \mathbb{N}$. By fixing $q$, the function $\rho(\cdot, q): \mathbb{N}^{*} \rightarrow \mathbb{C}$ is also interesting. For example, $\rho(n, 0)=\varphi(n)$, and $n \in \mathbb{N}^{*}$ represents Euler's totient function.

For $q \in \mathbb{Z}$ and every positive integer $n$, we consider the function $\delta_{q}(n)=\sum_{a=1}^{n} e^{\frac{2 \pi a}{n} i q}$. The following straightforward identity (see, e.g., [6]) is useful in later computations.

$$
\delta_{q}(n)=\left\{\begin{array}{l}
n \text { if } n \mid q  \tag{7}\\
0 \text { if } n \nmid q
\end{array}\right.
$$

Suppose that $q \in \mathbb{N}^{*}$ is fixed. By (7), we obtain that $\delta_{q}: \mathbb{N}^{*} \rightarrow \mathbb{N}$ is a multiplicative function. Indeed, if $m, n \in \mathbb{N}^{*}$ are coprime, then $n m \mid q$ if and only if $n \mid q$ and $m \mid q$. Hence,

$$
\begin{equation*}
\delta_{q}(n m)=\delta_{q}(n) \delta_{q}(m) \tag{8}
\end{equation*}
$$

The following result of Kluyver is a direct consequence of the Möbius inversion formula and was obtained in 1906 [10]. If $q$ is a fixed positive integer, then

$$
\begin{equation*}
\rho(n, q)=\sum_{d \mid \operatorname{gcd}(n, q)} d \mu\left(\frac{n}{d}\right) \text { for all } n \in \mathbb{N}^{*} \tag{9}
\end{equation*}
$$

This result has an important consequence. As for any $n \in \mathbb{N}^{*}, \rho(n, q)=\sum_{d \mid n} \delta_{q}(d) \mu\left(\frac{n}{d}\right)$; the right-hand side is the convolution product $\delta_{q} * \mu$ of two multiplicative functions; hence, it follows that, for $q \in \mathbb{N}^{*}$ being fixed, the function $\rho(\cdot, q): \mathbb{N}^{*} \rightarrow \mathbb{C}$ is multiplicative.

With the convention that $\mu\left(\frac{n}{d}\right)=0$ if $d \nmid n$, we obtain the following explicit consequence of Formula (9) for $q=1, \ldots, 17$, which is valid for all $n \in \mathbb{N}^{*}$.

$$
\left.\begin{array}{rl}
\rho(n, 1) & =\mu(n) ; \\
\rho(n, 2) & =\sum_{d \mid \operatorname{gcd}(n, 2)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2) ; \\
\rho(n, 3) & =\sum_{d \mid \operatorname{gcd}(n, 3)} d \mu\left(\frac{n}{d}\right)=\mu(n)+3 \mu(n / 3) ; \\
\rho(n, 4) & =\sum_{d \mid \operatorname{gcd}(n, 4)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4) ; \\
\rho(n, 5) & =\sum_{d \mid \operatorname{gcd}(n, 5)} d \mu\left(\frac{n}{d}\right)=\mu(n)+5 \mu(n / 5) ; \\
\rho(n, 6) & =\sum_{d \mid \operatorname{gcd}(n, 6)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+3 \mu(n / 3)+6 \mu(n / 6) ; \\
\rho(n, 7) & =\sum_{d \mid \operatorname{gcd}(n, 7)} d \mu\left(\frac{n}{d}\right)=\mu(n)+7 \mu(n / 7) ; \\
\rho(n, 8) & =\sum_{d \mid \operatorname{gcd}(n, 8)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8) ; \\
\rho(n, 9) & =\sum_{d \mid \operatorname{gcd}(n, 9)} d \mu\left(\frac{n}{d}\right)=\mu(n)+3 \mu(n / 3)+9 \mu(n / 9) ; \\
\rho(n, 10) & =\sum_{d \mid \operatorname{gcd}(n, 10)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+5 \mu(n / 5)+10 \mu(n / 10) ; \\
\rho(n, 11) & =\sum_{d \mid \operatorname{gcd}(n, 11)} d \mu\left(\frac{n}{d}\right)=\mu(n)+11 \mu(n / 11) ; \\
\rho(n, 17) & =\sum_{d \mid \operatorname{gcd}(n, 17)} d \mu\left(\frac{n}{d}\right)=\mu(n)+17 \mu(n / 17) \\
\rho(n, 12) & =\sum_{d \mid \operatorname{gcd}(n, 12)} d \mu\left(\frac{n}{d}\right) \\
\rho(n, 15) & =\sum_{d \mid \operatorname{gcd}(n, 15)} d \mu\left(\frac{n}{d}\right)=\mu(n)+3 \mu(n / 3)+5 \mu(n / 5)+15 \mu(n / 15) ; \\
\rho(n, 13) & =\sum_{d \mid \operatorname{gcd}(n, 13)} d \mu\left(\frac{n}{d}\right)=\mu(n)+13 \mu(n / 13) ; \\
\rho(n, 14) & =\sum_{d \mid \operatorname{gcd}(n, 14)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+7 \mu(n / 7)+14 \mu(n / 14) ; \\
\sum_{d \mid \operatorname{ccd}(n, 16)} d \mu\left(\frac{n}{d}\right)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8)+16 \mu(n / 16) ; \\
\rho(n / 3)+4 \mu(n / 4)+6 \mu(n / 6)+12 \mu(n / 12) ; \\
\rho
\end{array}\right]
$$

When $n=p_{1} p_{2} \cdots p_{k}$ is a product of distinct $k$ primes, $\operatorname{gcd}(n, q)=p_{1} p_{2} \cdots p_{m}$, and $m \leq k$, then by using the properties of the Möbius function, one obtains

$$
\begin{equation*}
\rho(n, q)=\sum_{i=1}^{m}(-1)^{k-i} S_{i}\left(p_{1}, p_{2}, \ldots, p_{m}\right) \tag{10}
\end{equation*}
$$

where $S_{i}$ is the $i$ th fundamental symmetric polynomial in $m$ variables.

The cases when $n$ is a product of three or four distinct primes $(m=3,4)$ present special interest in the study of cyclotomic and inverse cyclotomic polynomials.

### 2.1. Ramanujan Sums for $n=p q r$

With the convention that $\mu\left(\frac{n}{d}\right)=0$ if $d \nmid n$, we obtain the following immediate consequences of Formula (9). These results are valid for all $n=p q r$ with $p<q<r$ odd primes and $j=1 \ldots, 17$ :

$$
\begin{aligned}
& \rho(n, 1)=\mu(n)=-1 ; \\
& \rho(n, 2)=\mu(n)+2 \mu(n / 2)=-1 \text {; } \\
& \rho(n, 3)=\mu(n)+3 \mu(n / 3)=\left\{\begin{array}{ll}
2 & \text { if } 3 \mid n \\
-1 & \text { if } 3 \nmid n
\end{array} ;\right. \\
& \rho(n, 4)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)=-1 \text {; } \\
& \rho(n, 5)=\mu(n)+5 \mu(n / 5)=\left\{\begin{array}{ll}
4 & \text { if } 5 \mid n \\
-1 & \text { if } 5 \nmid n
\end{array} ;\right. \\
& \rho(n, 6)=\mu(n)+2 \mu(n / 2)+3 \mu(n / 3)+6 \mu(n / 6)=\left\{\begin{array}{ll}
2 & \text { if } 3 \mid n \\
-1 & \text { if } 3 \nmid n
\end{array} ;\right. \\
& \rho(n, 7)=\mu(n)+7 \mu(n / 7)= \begin{cases}6 & \text { if } 7 \mid n \\
-1 & \text { if } 7 \nmid n\end{cases} \\
& \rho(n, 8)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8)=-1 \text {; } \\
& \rho(n, 9)=\mu(n)+3 \mu(n / 3)+9 \mu(n / 9)= \begin{cases}2 & \text { if } 3 \mid n \\
-1 & \text { if } 3 \nmid n .\end{cases} \\
& \rho(n, 10)=\mu(n)+2 \mu(n / 2)+5 \mu(n / 5)+10 \mu(n / 10)=\left\{\begin{array}{ll}
4 & \text { if } 5 \mid n \\
-1 & \text { if } 5 \nmid n .
\end{array} ;\right. \\
& \rho(n, 11)=\mu(n)+11 \mu(n / 11)=\left\{\begin{array}{ll}
10 & \text { if } 11 \mid n \\
-1 & \text { if } 11 \nmid n .
\end{array} ;\right. \\
& \rho(n, 12)=\mu(n)+2 \mu(n / 2)+3 \mu(n / 3)+4 \mu(n / 4)+6 \mu(n / 6)+12 \mu(n / 12) \\
& = \begin{cases}2 & \text { if } 3 \mid n \\
-1 & \text { if } 3 \nmid n .\end{cases} \\
& \rho(n, 13)=\mu(n)+13 \mu(n / 13)=\left\{\begin{array}{ll}
12 & \text { if } 13 \mid n \\
-1 & \text { if } 13 \nmid n .
\end{array} ;\right. \\
& \rho(n, 14)=\mu(n)+2 \mu(n / 2)+7 \mu(n / 7)+14 \mu(n / 14)=\left\{\begin{array}{ll}
6 & \text { if } 7 \mid n \\
-1 & \text { if } 7 \nmid n .
\end{array} ;\right. \\
& \rho(n, 15)=\mu(n)+3 \mu(n / 3)+5 \mu(n / 5)+15 \mu(n / 15)=\left\{\begin{array}{ll}
-8 & \text { if } 15 \mid n \\
4 & \text { if } \operatorname{gcd}(n, 15)=5 \\
2 & \text { if } \operatorname{gcd}(n, 15)=3 \\
-1 & \text { if } \operatorname{gcd}(n, 15)=1 .
\end{array} ;\right. \\
& \rho(n, 16)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8)+16 \mu(n / 16)=-1 \text {; } \\
& \rho(n, 17)=\mu(n)+17 \mu(n / 17)=\left\{\begin{array}{ll}
16 & \text { if } 17 \mid n \\
-1 & \text { if } 17 \nmid n .
\end{array} .\right.
\end{aligned}
$$

Clearly, if $n=p q r$ with $p<q<r$ primes, then $\rho(n, j)=-1$ for $j=1, \ldots, p-1$, while $\rho(n, p)=\mu(n)+p \mu(n / p)=p-1$.

### 2.2. Ramanujan Sums for $n=p q r s$

For all $n=p q r s$ with $p<q<r<s$ odd primes and $j=1 \ldots, 17$, one obtains:

$$
\begin{aligned}
& \rho(n, 1)=\mu(n)=1 ; \\
& \rho(n, 2)=\mu(n)+2 \mu(n / 2)=1 \text {; } \\
& \rho(n, 3)=\mu(n)+3 \mu(n / 3)=\left\{\begin{array}{ll}
-2 & \text { if } 3 \mid n \\
1 & \text { if } 3 \nmid n
\end{array} ;\right. \\
& \rho(n, 4)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)=1 ; \\
& \rho(n, 5)=\mu(n)+5 \mu(n / 5)=\left\{\begin{array}{ll}
-4 & \text { if } 5 \mid n \\
1 & \text { if } 5 \nmid n
\end{array} ;\right. \\
& \rho(n, 6)=\mu(n)+2 \mu(n / 2)+3 \mu(n / 3)+6 \mu(n / 6)=\left\{\begin{array}{ll}
-2 & \text { if } 3 \mid n \\
1 & \text { if } 3 \nmid n
\end{array} ;\right. \\
& \rho(n, 7)=\mu(n)+7 \mu(n / 7)= \begin{cases}-6 & \text { if } 7 \mid n \\
1 & \text { if } 7 \nmid n\end{cases} \\
& \rho(n, 8)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8)=1 \text {; } \\
& \rho(n, 9)=\mu(n)+3 \mu(n / 3)+9 \mu(n / 9)= \begin{cases}-2 & \text { if } 3 \mid n \\
1 & \text { if } 3 \nmid n .\end{cases} \\
& \rho(n, 10)=\mu(n)+2 \mu(n / 2)+5 \mu(n / 5)+10 \mu(n / 10)=\left\{\begin{array}{ll}
-4 & \text { if } 5 \mid n \\
1 & \text { if } 5 \nmid n .
\end{array} ;\right. \\
& \rho(n, 11)=\mu(n)+11 \mu(n / 11)=\left\{\begin{array}{ll}
-10 & \text { if } 11 \mid n \\
1 & \text { if } 11 \nmid n .
\end{array} ;\right. \\
& \rho(n, 12)=\mu(n)+2 \mu(n / 2)+3 \mu(n / 3)+4 \mu(n / 4)+6 \mu(n / 6)+12 \mu(n / 12) \\
& = \begin{cases}-2 & \text { if } 3 \mid n \\
1 & \text { if } 3 \nmid n .\end{cases} \\
& \rho(n, 13)=\mu(n)+13 \mu(n / 13)=\left\{\begin{array}{ll}
-12 & \text { if } 13 \mid n \\
1 & \text { if } 13 \nmid n .
\end{array} ;\right. \\
& \rho(n, 14)=\mu(n)+2 \mu(n / 2)+7 \mu(n / 7)+14 \mu(n / 14)=\left\{\begin{array}{ll}
-6 & \text { if } 7 \mid n \\
1 & \text { if } 7 \nmid n .
\end{array} ;\right. \\
& \rho(n, 15)=\mu(n)+3 \mu(n / 3)+5 \mu(n / 5)+15 \mu(n / 15)=\left\{\begin{array}{ll}
8 & \text { if } 15 \mid n \\
-4 & \text { if } \operatorname{gcd}(n, 15)=5 \\
-2 & \text { if } \operatorname{gcd}(n, 15)=3 \\
1 & \text { if } \operatorname{gcd}(n, 15)=1 .
\end{array} ;\right. \\
& \rho(n, 16)=\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)+8 \mu(n / 8)+16 \mu(n / 16)=1 \text {; } \\
& \rho(n, 17)=\mu(n)+17 \mu(n / 17)=\left\{\begin{array}{ll}
-16 & \text { if } 17 \mid n \\
1 & \text { if } 17 \nmid n .
\end{array} .\right.
\end{aligned}
$$

Clearly, if $n=p q r s$ with $p<q<r<s$ primes, then $\rho(n, j)=1$ for $j=1, \ldots, p-1$, while $\rho(n, p)=\mu(n)+p \mu(n / p)=1-p$.

## 3. Review of Some Results on the Coefficients of Cyclotomic Polynomials

The coefficients of cyclotomic polynomials have many interesting properties (see, for instance, [11-13]). For example, the polynomials $\Phi_{n}, n=1, \ldots, 104$, are flat (i.e., all the coefficients are 0,1 , or -1 ) and so are the polynomials obtained when $n=p q$, where $p$ and
$q$ are distinct primes. In 1883, Mignotti showed that $\Phi_{105}$ is not flat, as -2 is the coefficient of $z^{7}$, while 2 first appears as coefficient for $n=165$.

In 1895, Bang proved that, for $n=p q r$ with $p<q<r$ odd primes, no coefficient of $\Phi_{n}$ can be larger than $p-1$. Later on, Schur showed in 1931 that the coefficients of cyclotomic polynomials can be arbitrarily large in their absolute values [14]. In 1987, Suzuki [15] showed that any integer number can be a coefficient of some cyclotomic polynomial.

Under certain assumptions regarding the gap between consecutive primes [16], one can obtain more profound results. For example, Andrica's conjecture claims that for $n \geq 1$, one has $\sqrt{p_{n+1}}-\sqrt{p_{n}}<1$, where $p_{n}$ and $p_{n+1}$ denote the $n$th and $(n+1)$ th prime numbers, respectively, which still stands after over 40 years (see, for example, [17,18]). It was recently proven that Andrica's conjecture implies that every natural number occurs as the largest coefficient of some cyclotomic polynomial ([19], Theorem 16).

We state here the following conjecture.

## Conjecture 1. Every integer appears as a coefficient of infinitely many cyclotomic polynomials.

By Möbius' inversion formula, one obtains a useful alternative form of (1) as follows:

$$
\begin{equation*}
\Phi_{n}(z)=\prod_{d \mid n}\left(z^{d}-1\right)^{\mu(n / d)}=\prod_{d \mid n}\left(1-z^{d}\right)^{\mu(n / d)} \tag{11}
\end{equation*}
$$

The last equality follows from

$$
\begin{aligned}
\Phi_{n}(z) & =\prod_{d \mid n}(-1)^{\mu(n / d)} \cdot\left(1-z^{d}\right)^{\mu(n / d)} \\
& =(-1)^{\Sigma_{d \mid n} \mu(n / d)} \prod_{d \mid n}\left(1-z^{d}\right)^{\mu(n / d)}=\prod_{d \mid n}\left(1-z^{d}\right)^{\mu(n / d)},
\end{aligned}
$$

since $\sum_{d \mid n} \mu(n / d)=\sum_{d \mid n} 1 \cdot \mu(n / d)=1 * \mu(n)=\varepsilon(n)=0$, where $\varepsilon$ is the multiplicative unity in the convolution of the Dirichlet product, and $\varepsilon(n)=0$ for every integer $n \geq 2$. By completing (11) with $\mu(n / d)=0$, when $n / d$ is not an integer, one can write

$$
\begin{equation*}
\Phi_{n}(z)=\prod_{d=1}^{\infty}\left(1-z^{d}\right)^{\mu(n / d)} \tag{12}
\end{equation*}
$$

Hence, for a square-free $n$, the value $c_{m}^{(n)}$ depends only on the values of $\mu(n), \mu(n / d)$, and on the prime divisors of $n$ that are less than $m+1$.

The following result was proven by Endo [20] using a fine mathematical induction argument and earlier results by Bloom [21] and Erdös [22]. A direct proof that allows for simplifications and extensions was given in [6].

Theorem 1. The following formula holds

$$
\begin{equation*}
c_{m}^{(n)}=\sum_{i_{1}+2 i_{2}+\cdots+m i_{m}=m}(-1)^{i_{1}+\cdots+i_{m}}\binom{\mu(n)}{i_{1}}\binom{\mu(n / 2)}{i_{2}} \cdots\binom{\mu(n / m)}{i_{m}}, \tag{13}
\end{equation*}
$$

where the tuples $\left(i_{1}, \ldots, i_{m}\right)$ run over all the nonnegative integral solutions of the equation $i_{1}+$ $2 i_{2}+\cdots+m i_{m}=m$ for $m$ a positive integer.

A formula for the coefficients of $\Phi_{n}$ only in terms of the Ramanujan sums is given in ([8], Theorem 6):

Theorem 2. We have

$$
\begin{equation*}
c_{k}^{(n)}=\sum_{l_{1}+2 l_{2}+\cdots+k l_{k}=k}(-1)^{l_{1}+l_{2}+\cdots+l_{k}} \frac{\rho(n, 1)^{l_{1}}}{1^{l_{1}} l_{1}!} \cdot \frac{\rho(n, 2)^{l_{2}}}{2^{l_{2} l_{2}!}} \cdots \frac{\rho(n, k)^{l_{k}}}{k^{l_{k} l_{k}!}} \tag{14}
\end{equation*}
$$

While the Formulae (13) and (14) are explicit, their practical applicability is limited for at least two reasons. First, large integers $n$ cannot be factorised. Second, the sums are taken over all the solutions to the equation $i_{1}+2 i_{2}+\cdots+m i_{m}=m$, which requires the generation of all partitions of the positive integer $m$.

The following recursive formula for the coefficients of $\Phi_{n}$ in terms of the Ramanujan sums was obtained in ([8], Theorem 7), and this avoids the complication mentioned above related to the generation of partitions.

Theorem 3. The following relation holds for every $k=2, \ldots, \varphi(n)$ :

$$
\begin{equation*}
c_{k}^{(n)}=-\frac{1}{k}\left[\rho(n, k)+\rho(n, k-1) c_{1}^{(n)}+\cdots+\rho(n, 1) c_{k-1}^{(n)}\right] . \tag{15}
\end{equation*}
$$

## 4. The Coefficients of $\Psi_{n}$

Since $\Psi_{n}$ is the division of the monic polynomial $z^{n}-1$ and the cyclotomic polynomial $\Phi_{n}$, both have integer coefficients; it follows that $\Psi_{n}$ is monic with integer coefficients as well. As mentioned in the beginning of the section, $\Psi_{n}$ is intimately connected to the cyclotomic polynomial $\Phi_{n}$. This suggests that understanding the coefficients of $\Psi_{n}$ is a challenging venture, as any knowledge about the coefficients of $\Psi_{n}$ could be transferred to knowledge about the coefficients of $\Phi_{n}$ and vice versa.

If one knows the first few coefficients $c_{k}^{(n)}$, one can directly compute the coefficients $d_{k}^{(n)}$ of the inverse cyclotomic polynomial for small values of $k$. This can be achieved by identifying the coefficients in $\Phi_{n}(z) \cdot \Psi_{n}(z)=z^{n}-1$. This is reduced to solving the following system:

$$
\left\{\begin{array}{l}
c_{0}^{(n)} d_{0}^{(n)}=-1 \\
c_{0}^{(n)} d_{1}^{(n)}+c_{1}^{(n)} d_{0}^{(n)}=0 \\
c_{0}^{(n)} d_{2}^{(n)}+c_{1}^{(n)} d_{1}^{(n)}+c_{2}^{((n)} d_{0}^{(n)}=0 \\
\vdots
\end{array}\right.
$$

where the coefficients $c_{0}^{(n)}, c_{1}^{(n)}, c_{2}^{(n)}, \ldots$, of $\Phi_{n}$ are the unknowns.
Many properties of the coefficients of inverse cyclotomic polynomials are presented in Moree [7]. For example, whenever $n=p q$ with $p$ and $q$ primes, $\Psi_{n}$ is flat, as well as for the polynomials $\Psi_{15 r}$ or $\Psi_{21 r}$ when $r$ is prime. The first nonflat inverse cyclotomic polynomial is $\Psi_{561}$. Analogous to Suzuki's Theorem, Moree [7] showed that every integer number can be a coefficient of some inverse cyclotomic polynomial $\Psi_{n}$.

## Conjecture 2. Every positive integer is the largest coefficient of an inverse cyclotomic polynomial.

Considering the analogous aforementioned result concerning the coefficients of cyclotomic polynomials, it is possible that this property could be proved under the supplementary assumption that Andrica's conjecture holds.

Conjecture 3. Every integer appears as a coefficient of infinitely inverse cyclotomic polynomials.

### 4.1. The Analogous Formula for (13)

As $\mu(n) \in\{-1,0,1\}$, we get $\mu(n)^{3}=\mu(n)$ and $n \geq 1$. For an integer $k \geq 2$, one has

$$
\begin{equation*}
\binom{\mu(n)}{k}=(-1)^{k}\binom{\mu(n)}{2} \tag{16}
\end{equation*}
$$

where we use the generalized binomial coefficient

$$
\binom{\alpha}{j}=\frac{\alpha(\alpha-1) \cdots(\alpha-j+1)}{j!}, \quad \alpha \in \mathbb{R}, j \in \mathbb{N} .
$$

Therefore, if $\left(i_{1}, \ldots, i_{m}\right)$ is a solution of the equation $i_{1}+2 i_{2}+\cdots+m i_{m}=m$ for a given $j=1, \ldots, m$ one has $i_{j} \geq 2$; then the corresponding binomial coefficient in (13) with the form $(-1)^{i_{j}}\binom{\mu(n / j)}{i_{j}}$ can be replaced using Formula (16) by $\binom{\mu(n / j)}{2}$.

We can now establish a formula that is analogous to (13).
Theorem 4. For every $m, n \in \mathbb{N}$, and $n \geq 1$, the following formula holds

$$
\begin{equation*}
d_{m}^{(n)}=\sum_{i_{1}+2 i_{2}+\ldots+m i_{m}=m}(-1)^{i_{1}+\cdots+i_{m}+1}\binom{-\mu(n)}{i_{1}}\binom{-\mu(n / 2)}{i_{2}} \cdots\binom{-\mu(n / m)}{i_{m}} \tag{17}
\end{equation*}
$$

Proof. We make use of the infinite product Formula (12) and observe that

$$
\begin{aligned}
\Psi_{n}(z) & =\frac{z^{n}-1}{\Phi_{n}(z)}=\left(z^{n}-1\right) \prod_{d=1}^{\infty}\left(1-z^{d}\right)^{-\mu(n / d)} \\
& =\left(z^{n}-1\right) \sum_{m=0}^{\infty}\left(\sum_{i_{1}+2 i_{2}+\cdots+m i_{m}=m}(-1)^{i_{1}+\cdots+i_{m}}\binom{-\mu(n)}{i_{1}} \cdots\binom{-\mu(n / m)}{i_{m}}\right) z^{m} .
\end{aligned}
$$

The formula follows by identifying coefficients of $z^{m}$ on both sides.
Let us emphasize how one can compute the first few coefficients of $\Psi_{n}$ for every $n \in \mathbb{N}^{*}$ using the formula above.

- For $m=1$, we have $i_{1}=1$; hence $d_{1}^{(n)}=\binom{-\mu(n)}{1}=-\mu(n)$.
- For $m=2$, the equation $i_{1}+2 i_{2}=2$ only has the solutions $\left(i_{1}, i_{2}\right)=(2,0)$ and $\left(i_{1}, i_{2}\right)=(0,1)$, so one obtains the relation

$$
d_{2}^{(n)}=-\binom{-\mu(n)}{2}+\binom{-\mu(n / 2)}{1}=-\frac{1}{2} \mu(n)(\mu(n)+1)-\mu(n / 2)
$$

- For $m=3$, the solutions to $\left(l_{1}, l_{2}, l_{3}\right)$ of the equation $l_{1}+2 l_{2}+3 l_{3}=3$ are $(3,0,0)$, $(1,1,0)$, and $(0,0,1)$; therefore, by using $\mu^{3}=\mu$, one obtains

$$
\begin{aligned}
d_{3}^{(n)} & =\binom{-\mu(n)}{3}-\binom{-\mu(n)}{1}\binom{-\mu(n / 2)}{1}+\binom{-\mu(n / 3)}{1} \\
& =-\frac{1}{2}\left(\mu(n)^{2}+\mu(n)\right)-\mu(n) \mu(n / 2)-\mu(n / 3)
\end{aligned}
$$

- For $m=4$, the solutions $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)$ of the equation $l_{1}+2 l_{2}+3 l_{3}+4 l_{4}=4$ are $(4,0,0,0),(2,1,0,0),(0,2,0,0),(1,0,1,0)$, and $(0,0,0,1)$. By using $\binom{-\mu(n)}{4}=\binom{-\mu(n)}{2}$,
we obtain

$$
\begin{aligned}
d_{4}^{(n)} & =-\binom{-\mu(n)}{4}+\binom{-\mu(n)}{2}\binom{-\mu(n / 2)}{1}-\binom{-\mu(n)}{1}\binom{-\mu(n / 3)}{1}+ \\
& +\binom{-\mu(n / 2)}{2}+\binom{-\mu(n / 4)}{1} \\
& =-\frac{\mu(n)(\mu(n)+1)}{2}-\frac{\mu(n)(\mu(n)+1)}{2} \mu(n / 2)-\mu(n) \mu(n / 3)+ \\
& +\frac{\mu(n / 2)(\mu(n / 2)+1)}{2}-\mu(n / 4) .
\end{aligned}
$$

### 4.2. The Analogous Formula for (14)

As in the case of cyclotomic polynomials, every coefficient $d_{k}^{(n)}$ of $\Psi_{n}$ is a polynomial with rational coefficients with the variables given by the Ramanujan sums $\rho(n, k)$, where $k=1,2, \ldots, n-\varphi(n)-1$. This property is illustrated in the following result.

Theorem 5. We have

$$
\begin{equation*}
d_{k}^{(n)}=-\sum_{l_{1}+2 l_{2}+\cdots+k l_{k}=k} \frac{\rho(n, 1)^{l_{1}}}{1^{l_{1} l_{1}!}} \cdot \frac{\rho(n, 2)^{l_{2}}}{2^{l_{2} l_{2}!}} \cdots \frac{\rho(n, k)^{l_{k}}}{k^{l_{k} l_{k}!}} . \tag{18}
\end{equation*}
$$

Proof. Denote with $P_{j}$ the $j$-th symmetric power polynomial evaluated at the $\varphi(n)$ roots of $\Phi_{n}$ (primitive roots of unity) and with $P_{j}^{\prime}$ for the $j$ th symmetric power polynomial evaluated at the $n-\varphi(n)$ roots of $\Psi_{n}$. We then use the relations $P_{j}^{\prime}=-\rho(n, j)$ and $S_{k}^{\prime}=(-1)^{k+1} d_{k}^{(n)}$, and we then apply Theorem 7.3 from [6].

We compute the first four coefficients of $\Psi_{n}$, for every $n \in \mathbb{N}^{*}$, using Formula (18).

- For $k=1$, we have $l_{1}=1$, hence $d_{1}^{(n)}=-\rho(n, 1)=-\mu(n)$.
- For $k=2$, the equation $i_{1}+2 i_{2}=2$ only has the solutions $\left(i_{1}, i_{2}\right)=(2,0)$ and $\left(i_{1}, i_{2}\right)=(0,1)$, so one obtains

$$
\begin{aligned}
d_{2}^{(n)} & =-\frac{1}{2} \rho(n, 1)^{2}-\frac{1}{2} \rho(n, 2) \\
& =-\frac{1}{2} \mu^{2}(n)-\frac{1}{2}(\mu(n)+2 \mu(n / 2)) \\
& =-\frac{1}{2} \mu(n)(\mu(n)+1)-\mu(n / 2)
\end{aligned}
$$

- For $k=3$, the solutions to $\left(l_{1}, l_{2}, l_{3}\right)$ of the equation $l_{1}+2 l_{2}+3 l_{3}=3$ are $(3,0,0)$, $(1,1,0)$, and ( $0,0,1$ ); therefore, one obtains

$$
\begin{aligned}
d_{3}^{(n)} & =-\frac{1}{6} \rho(n, 1)^{3}-\frac{1}{2} \rho(n, 1) \rho(n, 2)-\frac{1}{3} \rho(n, 3) \\
& =-\frac{1}{6} \mu^{3}(n)-\frac{1}{2} \mu(n)(\mu(n)+2 \mu(n / 2))-\frac{1}{3}(\mu(n)+3 \mu(n / 3)) \\
& =-\frac{1}{2}\left(\mu^{2}(n)+\mu(n)\right)-\mu(n) \mu(n / 2)-\mu(n / 3)
\end{aligned}
$$

where we used the relation $\mu^{3}=\mu$.

- For $k=4$, the solutions $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)$ of the equation $l_{1}+2 l_{2}+3 l_{3}+4 l_{4}=4$ are $(4,0,0,0),(2,1,0,0),(0,2,0,0),(1,0,1,0)$, and $(0,0,0,1)$; hence,

$$
\begin{aligned}
d_{4}^{(n)} & =-\frac{1}{24} \rho(n, 1)^{4}-\frac{1}{4} \rho(n, 1)^{2} \rho(n, 2)-\frac{1}{3} \rho(n, 1) \rho(n, 3) \\
& -\frac{1}{8} \rho(n, 2)^{2}-\frac{1}{4} \rho(n, 4) \\
& =-\frac{1}{24} \mu^{4}(n)-\frac{1}{4} \mu^{2}(n)(\mu(n)+2 \mu(n / 2))^{2}- \\
& -\frac{1}{4}(\mu(n)+2 \mu(n / 2)+4 \mu(n / 4)) \\
& =-\frac{\mu(n)(\mu(n)+1)}{2}-\frac{\mu(n)(\mu(n)+1)}{2} \mu(n / 2)-\mu(n) \mu(n / 3)+ \\
& +\frac{\mu(n / 2)(\mu(n / 2)+1)}{2}-\mu(n / 4) .
\end{aligned}
$$

In the relation above we repeatedly used the fact that $\mu^{3}=\mu$.
A direct consequence is that for every $n \in \mathbb{N}^{*}$ and every $k \in\{1,2, \ldots, n-\varphi(n)\}$, the anticyclotomic coefficient $d_{k}^{(n)}$ is a polynomial with rational coefficients in $\mu(n / d)$, where $d$ is a divisor of $n$. Moreover, the degree of $\mu(n / d)$ in every monomial is at most 2 .

### 4.3. A Recurrence Formula for the Coefficients $d_{k}^{(n)}$

The following recursive formula involving Ramanujan sums is analogous to (15).
Theorem 6. The coefficients of $\Psi_{n}$ satisfy the following relation:

$$
\begin{equation*}
d_{k}^{(n)}=\frac{1}{k}\left[-\rho(n, k)+\rho(n, k-1) d_{1}^{(n)}+\cdots+\rho(n, 1) d_{k-1}^{(n)}\right] \tag{19}
\end{equation*}
$$

Proof. We use Newton's identities for $\Psi_{n}$ to find a recurrence relation for $d_{k}^{(n)}$. Recall that we have $\delta_{j}(n)=\sum_{a=1}^{n}\left(e^{2 \pi i \frac{a}{n}}\right)^{j}$, where $\delta_{j}(n)=\left\{\begin{array}{l}n \text { if } n \mid j \\ 0 \text { if } n \nmid j\end{array}\right.$.

In our notation, the symmetric power sum polynomials satisfy the relation $P_{j}+P_{j}^{\prime}=$ $\delta_{j}(n)$. However, for $j<n$, we have $n \nmid j$; hence, $P_{j}^{\prime}=-P_{j}=-\rho(n, j)$, where $\rho$ denotes the Ramanujan sum (6). The polynomial $\Psi_{n}$ is antireciprocal; hence, we have the relations

$$
S_{j}^{\prime}=(-1)^{j} d_{n-\varphi(n)-j}^{(n)}=(-1)^{j+1} d_{j}^{(n)}, j=1,2, \ldots,
$$

where $S_{j}^{\prime}$ is the evaluation of the $j$ th fundamental symmetric polynomial at the $n-\varphi(n)$ roots of $\Psi_{n}$. The explanation above implies that the recurrence holds.

We now apply the theorem to compute the first four coefficients of $d_{k}^{(n)}$, for every $n \in \mathbb{N}^{*}$, thereby recovering the results obtained right after Theorem 4.

- For $k=1$, we have $d_{1}^{(n)}=-\rho(n, 1)=-\mu(n)$.
- For $k=2$, one obtains

$$
\begin{aligned}
d_{2}^{(n)} & =\frac{1}{2}\left[-\rho(n, 2)+\rho(n, 1) d_{1}^{(n)}\right]=-\frac{1}{2}\left[\mu(n)+2 \mu(n / 2)+\mu^{2}(n)\right] \\
& =-\frac{\mu^{2}(n)+\mu(n)}{2}-\mu(n / 2)
\end{aligned}
$$

- For $k=3$, using the identity $\mu^{3}=\mu$, it follows that

$$
\begin{aligned}
d_{3}^{(n)} & =\frac{1}{3}\left[-\rho(n, 3)+\rho(n, 2) d_{1}^{(n)}+\rho(n, 1) d_{2}^{(n)}\right] \\
& =\frac{1}{3}[-\mu(n)-3 \mu(n / 3)-(\mu(n)+2 \mu(n / 2)) \mu(n)+ \\
& \left.+\mu(n)\left(-\frac{\mu(n)^{2}+\mu(n)}{2}-\mu(n / 2)\right)\right] \\
& =-\frac{1}{2}\left(\mu(n)^{2}+\mu(n)\right)-\mu(n) \mu(n / 2)-\mu(n / 3)
\end{aligned}
$$

- For $k=4$, again using the identity $\mu^{3}=\mu$, we obtain

$$
\begin{aligned}
d_{4}^{(n)} & =\frac{1}{4}\left[-\rho(n, 4)+\rho(n, 3) d_{1}^{(n)}+\rho(n, 2) d_{2}^{(n)}+\rho(n, 1) d_{3}^{(n)}\right] \\
& =\frac{1}{4}[-\mu(n)-2 \mu(n / 2)-4 \mu(n / 4)-(\mu(n)+3 \mu(n / 3)) \mu(n)+ \\
& +(\mu(n)+2 \mu(n / 2))\left(\frac{\mu(n)^{2}-\mu(n)}{2}-\mu(n / 2)\right)+ \\
& \left.+\mu(n)\left(-\frac{1}{2}\left(\mu(n)^{2}+\mu(n)\right)-\mu(n) \mu(n / 2)-\mu(n / 3)\right)\right] \\
& =-\frac{\mu(n)(\mu(n)+1)}{2}-\frac{\mu(n)(\mu(n)+1)}{2} \mu(n / 2)-\mu(n) \mu(n / 3)+ \\
& +\frac{\mu(n / 2)(\mu(n / 2)+1)}{2}-\mu(n / 4) .
\end{aligned}
$$

## 5. Numerical Simulations for the Recursive Formula

In this section, we apply the previous recursive formula to compute the coefficients of some ternary and quaternary inverse cyclotomic polynomials (i.e., $n$ is a product of three or four distinct primes) for values of $n$ that are inspired by the calculations from [7].

For numerical simulations, we will focus on some instances where $\Psi_{n}$ is not flat. We have seen earlier that the first nonflat inverse cyclotomic polynomial is $\Psi_{561}$. As listed in Table 1 of [7], -3 first appears in $\Psi_{1155}$ as the coefficient of $z^{33}$, while 4 first appears in $\Psi_{2145}$ as the coefficient of $z^{44}$. These are the three cases we focus on, and we compute explicitly until we get the first coefficient which is not 0,1 , or -1 .

### 5.1. Results for $n=561=3 \cdot 11 \cdot 17$

From Table 1, the Ramanujan sums $\rho(n, j), j=1, \ldots, 17$, take following values: $-1,-1,2,-1,-1,2,-1,-1,2,-1,10,2,-1,-1,2,-1,16$.

Since $\mu(n)=-1$, from Formula (15) one obtains

$$
\begin{aligned}
d_{1}^{(n)} & =-\mu(n)=1 ; \\
d_{2}^{(n)} & =\frac{1}{2}\left[-\rho(n, 2)+\rho(n, 1) d_{1}^{(n)}\right]=\frac{1}{2}[1+(-1)]=0 ; \\
d_{3}^{(n)} & =\frac{1}{3}\left[-\rho(n, 3)+\rho(n, 2) d_{1}^{(n)}+\rho(n, 1) d_{2}^{(n)}\right]=\frac{1}{3}[-2-1+0]=-1 ; \\
d_{4}^{(n)} & =\frac{1}{4}\left[-\rho(n, 4)+\rho(n, 3) d_{1}^{(n)}+\rho(n, 2) d_{2}^{(n)}+\rho(n, 1) d_{3}^{(n)}\right] \\
& =\frac{1}{4}[1+2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)]=1 ; \\
d_{5}^{(n)} & =\frac{1}{5}\left[-\rho(n, 5)+\rho(n, 4) d_{1}^{(n)}+\rho(n, 3) d_{2}^{(n)}+\rho(n, 2) d_{3}^{(n)}+\rho(n, 1) d_{4}^{(n)}\right] \\
& =\frac{1}{5}[1+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1]=0 .
\end{aligned}
$$

Similarly, one obtains

$$
\begin{aligned}
d_{6}^{(n)} & =\frac{1}{6}[-2+(-1) \cdot 1+(-1) \cdot 0+2 \cdot(-1)+(-1) \cdot 1+(-1) \cdot 0]=-1 ; \\
d_{7}^{(n)} & =\frac{1}{7}[1+2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)+2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)]=1 ; \\
d_{8}^{(n)} & =\frac{1}{8}[1+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1]=0 ; \\
d_{9}^{(n)} & =\frac{1}{9}[-2+(-1) \cdot 1+(-1) \cdot 0+2 \cdot(-1)+(-1) \cdot 1+(-1) \cdot 0+2 \cdot(-1)]+ \\
& +\frac{1}{9}[(-1) \cdot 1+(-1) \cdot 0]=-1 ; \\
d_{10}^{(n)} & =\frac{1}{10}[1+2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)+2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)]+ \\
& +\frac{1}{10}[2 \cdot 1+(-1) \cdot 0+(-1) \cdot(-1)]=1 ; \\
d_{11}^{(n)} & =\frac{1}{11}[-10+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)]+ \\
& +\frac{1}{11}[(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1]=-1 ;
\end{aligned}
$$

Similar calculations result in $d_{12}^{(n)}=0, d_{13}^{(n)}=1, d_{14}^{(n)}=-1, d_{15}^{(n)}=0, d_{16}^{(n)}=1$, wherein

$$
\begin{aligned}
d_{17}^{(n)} & =\frac{1}{17}[-16+(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1+2 \cdot 0+10 \cdot(-1)]+ \\
& +\frac{1}{17}[(-1) \cdot 1+2 \cdot 0+(-1) \cdot(-1)+(-1) \cdot 1+2 \cdot(-1)+(-1) \cdot 0]+ \\
& +\frac{1}{17}[(-1) \cdot 1+2 \cdot(-1)+(-1) \cdot 0+(-1) \cdot 1]=-2
\end{aligned}
$$

This confirms that -2 appears as the coefficient of $z^{17}$ in

$$
\begin{aligned}
\Psi_{561}(z) & =z^{241}-z^{240}+\cdots+2 z^{224}+\cdots+z^{18}+ \\
& -2 z^{17}+z^{16}-z^{14}+z^{13}-z^{11}+z^{10}-z^{9}+z^{7}-z^{6}+z^{4}-z^{3}+z-1 .
\end{aligned}
$$

One may notice that if $n=p q r$ with $p<q<r$ primes, then $\rho(n, j)=-1$ for $j=1, \ldots, p-1$; hence, the first inverse cyclotomic coefficients are $d_{1}^{(n)}=-1, d_{2}^{(n)}=1$, and $c_{3}^{(n)}=1, \ldots, c_{p-1}^{(n)}=1$. At the same time,

$$
\begin{aligned}
d_{p}^{(n)} & =-\frac{1}{p}\left[\rho(n, p)+\rho(n, p-1) c_{1}^{(n)}+\cdots+\rho(n, 1) c_{p-1}^{(n)}\right] \\
& =-\frac{1}{p}[(p-1)+(-1)+\cdots+(-1)]=0
\end{aligned}
$$

This argument then allows for the calculation of further coefficients, and it suggests why the larger coefficients of inverse cyclotomic polynomials are moving towards the centre (also using the fact that the polynomial is an antipalindrome).

Table 1. Ramanujan sums $\rho(n, j)$ for $j=1, \ldots, 17$ and $n=561,1155,2145$.

| $\boldsymbol{n}$ | $\mathbf{5 6 1}=\mathbf{3} \cdot \mathbf{1 1} \cdot \mathbf{1 7}$ | $\mathbf{1 1 5 5}=\mathbf{3} \cdot \mathbf{5} \cdot \mathbf{7} \cdot \mathbf{1 1}$ | $\mathbf{2 1 4 5}=\mathbf{3} \cdot \mathbf{5} \cdot \mathbf{1 1} \cdot \mathbf{1 3}$ |
| :---: | :---: | :---: | :---: |
| $\rho(n, 1)$ | -1 | 1 | 1 |
| $\rho(n, 2)$ | -1 | 1 | 1 |
| $\rho(n, 3)$ | 2 | -2 | -2 |
| $\rho(n, 4)$ | -1 | 1 | 1 |
| $\rho(n, 5)$ | -1 | -4 | -4 |
| $\rho(n, 6)$ | 2 | -2 | -2 |
| $\rho(n, 7)$ | -1 | -6 | 1 |
| $\rho(n, 8)$ | -1 | 1 | 1 |
| $\rho(n, 9)$ | 2 | -2 | -2 |
| $\rho(n, 10)$ | -1 | -4 | -4 |
| $\rho(n, 11)$ | 10 | -10 | -10 |
| $\rho(n, 12)$ | 2 | -2 | -2 |
| $\rho(n, 13)$ | -1 | 1 | -12 |
| $\rho(n, 14)$ | -1 | -6 | 1 |
| $\rho(n, 15)$ | 2 | 8 | 8 |
| $\rho(n, 16)$ | -1 | 1 | 1 |
| $\rho(n, 17)$ | 16 | 1 | 1 |

5.2. Results for $n=1155=3 \cdot 5 \cdot 7 \cdot 11$

From Table 1, the Ramanujan sums $\rho(n, j), j=1, \ldots, 17$ take the values

$$
1,1,-2,1,-4,-2,-6,1,-2,-4,-10,-2,1,-6,8,1,1
$$

By using $\mu(n)=-1$ and the second column in Table 1 in Formula (15), one obtains

$$
\begin{aligned}
d_{1}^{(n)} & =-\mu(n)=-1 \\
d_{2}^{(n)} & =\frac{1}{2}\left[-\rho(n, 2)+\rho(n, 1) d_{1}^{(n)}\right]=\frac{1}{2}[-1+(-1)]=-1 \\
d_{3}^{(n)} & =\frac{1}{3}\left[-\rho(n, 3)+\rho(n, 2) d_{1}^{(n)}+\rho(n, 1) d_{2}^{(n)}\right]=\frac{1}{3}[2-1-1]=0 \\
d_{4}^{(n)} & =\frac{1}{4}\left[-\rho(n, 4)+\rho(n, 3) d_{1}^{(n)}+\rho(n, 2) d_{2}^{(n)}+\rho(n, 1) d_{3}^{(n)}\right] \\
& =\frac{1}{4}[-1+2-1+0]=0
\end{aligned}
$$

Similarly, one obtains

$$
\begin{aligned}
& d_{5}^{(n)}=\frac{1}{5}[4+1 \cdot(-1)+(-2) \cdot(-1)+1 \cdot 0+(-1) \cdot 0]=1 \\
& d_{6}^{(n)}=\frac{1}{6}[2+(-4) \cdot(-1)+1 \cdot(-1)+(-2) \cdot 0+1 \cdot 0+1 \cdot 1]=1 \\
& d_{7}^{(n)}=\frac{1}{7}[6+(-2) \cdot(-1)+(-4) \cdot(-1)+1 \cdot 0+(-2) \cdot 0+1 \cdot 1+1 \cdot 1]=\frac{14}{7}=2
\end{aligned}
$$

This confirms that 2 appears as the coefficient of $z^{7}$ in

$$
\begin{aligned}
\Psi_{1155}(z) & =z^{675}+z^{674}+z^{673}-z^{670}-z^{669}-2 z^{668}+\cdots+3 z^{642}+\cdots \\
& -3 z^{33}+\cdots+z^{8}+2 z^{7}+z^{6}+z^{5}-z^{2}-z-1
\end{aligned}
$$

5.3. Results for $n=2145=3 \cdot 5 \cdot 11 \cdot 13$

From Table 1, $\rho(n, j), j=1, \ldots, 17$ take the values

$$
1,1,-2,1,-4,-2,1,1,-2,-4,-10,-2,-12,1,8,1,1
$$

Since $\mu(n)=-1$, from Formula (15), one obtains

$$
\begin{aligned}
d_{1}^{(n)} & =-\mu(n)=-1 ; \\
d_{2}^{(n)} & =\frac{1}{2}\left[-\rho(n, 2)+\rho(n, 1) d_{1}^{(n)}\right]=\frac{1}{2}[-1+1 \cdot(-1)]=-1 ; \\
d_{3}^{(n)} & =\frac{1}{3}\left[-\rho(n, 3)+\rho(n, 2) d_{1}^{(n)}+\rho(n, 1) d_{2}^{(n)}\right]=\frac{1}{3}[2+1 \cdot(-1)+1 \cdot(-1)]=0 ; \\
d_{4}^{(n)} & =\frac{1}{4}\left[-\rho(n, 4)+\rho(n, 3) d_{1}^{(n)}+\rho(n, 2) d_{2}^{(n)}+\rho(n, 1) d_{3}^{(n)}\right] \\
& =\frac{1}{4}[-1+(-2) \cdot(-1)+1 \cdot(-1)+1 \cdot 0]=0 ; \\
d_{5}^{(n)} & =\frac{1}{5}\left[-\rho(n, 5)+\rho(n, 4) d_{1}^{(n)}+\rho(n, 3) d_{2}^{(n)}+\rho(n, 2) d_{3}^{(n)}+\rho(n, 1) d_{4}^{(n)}\right] \\
& =\frac{1}{5}[4+1 \cdot(-1)+(-2) \cdot(-1)+1 \cdot 0+1 \cdot 0]=1 .
\end{aligned}
$$

Similarly, one obtains

$$
\begin{aligned}
d_{6}^{(n)} & =\frac{1}{6}[2+(-4) \cdot(-1)+1 \cdot(-1)+(-2) \cdot 0+1 \cdot 0+1 \cdot 1]=1 \\
d_{7}^{(n)} & =\frac{1}{7}[-1+(-2) \cdot(-1)+(-4) \cdot(-1)+1 \cdot 0+(-2) \cdot 0+1 \cdot 1+1 \cdot 1]=1 ; \\
d_{8}^{(n)} & =\frac{1}{8}[-1+1 \cdot(-1)+(-2) \cdot(-1)+(-4) \cdot 0+1 \cdot 0+(-2) \cdot 1+1 \cdot 1+1 \cdot 1]=0 ; \\
d_{9}^{(n)} & =\frac{1}{9}[2+1 \cdot(-1)+1 \cdot(-1)+(-2) \cdot 0+(-4) \cdot 0+1 \cdot 1] \\
& +\frac{1}{9}[(-2) \cdot 1+1 \cdot 1+1 \cdot 0]=0 ; \\
d_{10}^{(n)} & =\frac{1}{10}[4+(-2) \cdot(-1)+1 \cdot(-1)+1 \cdot 0+(-2) \cdot 0+(-4) \cdot 1]+ \\
& +\frac{1}{10}[1 \cdot 1+(-2) \cdot 1+1 \cdot 0+1 \cdot 0]=0 ; \\
d_{11}^{(n)} & =\frac{1}{11}[10+(-4) \cdot(-1)+(-2) \cdot(-1)+1 \cdot 0+1 \cdot 0+(-2) \cdot 1+(-4) \cdot 1]+ \\
& +\frac{1}{11}[1 \cdot 1+(-2) \cdot 0+1 \cdot 0+1 \cdot 0]=1 ; \\
d_{12}^{(n)} & =\frac{1}{12}[2+(-10) \cdot(-1)+(-4) \cdot(-1)+(-2) \cdot 0+1 \cdot 0+1 \cdot 1+(-2) \cdot 1]+ \\
& +\frac{1}{12}[(-4) \cdot 1+1 \cdot 0+(-2) \cdot 0+1 \cdot 0+1 \cdot 1]=1 .
\end{aligned}
$$

Finally, one obtains

$$
\begin{aligned}
d_{13}^{(n)} & =\frac{1}{13}[12+(-2) \cdot(-1)+(-10) \cdot(-1)+(-4) \cdot 0+(-2) \cdot 0+1 \cdot 1+1 \cdot 1]+ \\
& +\frac{1}{13}[(-2) \cdot 1+(-4) \cdot 0+1 \cdot 0+(-2) \cdot 0+1 \cdot 1+1 \cdot 1]=\frac{26}{13}=2 .
\end{aligned}
$$

This confirms that 2 appears as the coefficient of $z^{13}$ in

$$
\begin{aligned}
\Psi_{2145}(z) & =z^{1185}+z^{1184}+z^{1183}-z^{1180}-z^{1179}-z^{1178}-z^{1174}-z^{1173}-2 z^{1172}+\cdots \\
& +3 z^{1152}+\cdots-4 z^{1141}+\cdots+4 z^{44}+\cdots-3 z^{33}+\cdots+ \\
& +z^{14}+2 z^{13}+z^{12}+z^{11}+z^{7}+z^{6}+z^{5}-z^{2}-z-1
\end{aligned}
$$

## 6. Conclusions

In this paper, we have studied properties of the coefficients of inverse cyclotomic polynomials, for which we have provided two explicit formulae, which involve the calculation
of partitions, and a recursive formula (Theorem 6). The practicality of the latter approach was illustrated in Section 5 for some ternary and quaternary integers.

In future works, we aim to study the computational complexity of Formula (19) and to express the results in matrix language as has been calculated for polynomial sequences [23]. We also plan to explore practical applications, such as, for example, regarding difference equations [24].
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#### Abstract

Let $K$ be a septic number field generated by a root, $\alpha$, of an irreducible trinomial, $x^{7}+a x+b \in \mathbb{Z}[x]$. In this paper, for every prime integer, $p$, we calculate $v_{p}(i(K))$; the highest power of $p$ dividing the index, $i(K)$, of the number field, $K$. In particular, we calculate the index, $i(K)$. In application, when the index of $K$ is not trivial, then $K$ is not monogenic.


Keywords: power integral bases; theorem of Ore; prime ideal factorization; common index divisor
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## 1. Introduction

Let $K$ be a number field of degree $n$ and $\mathbb{Z}_{K}$ its ring of integers. It is well known that $\mathbb{Z}_{K}$ is a free abelian group of rank $n$, and so, for every primitive integral element, $\theta \in \mathbb{Z}_{K}$, of $K$, the quotient group, $\mathbb{Z}_{K} / \mathbb{Z}[\theta]$, is finite. Let $\theta \in \mathbb{Z}_{K}$ be a primitive element of $K$ and $\operatorname{ind}(\theta)=\left(\mathbb{Z}_{K}: \mathbb{Z}[\theta]\right)$ the cardinal order of $\mathbb{Z}_{K} / \mathbb{Z}[\theta]$. The index $\operatorname{ind}(\theta)$ is called the index of $\theta$. The index of the number field, $K$, denoted $i(K)$, is the greatest common divisor of all indices of all integral primitive elements of $K$. Namely, $i(K)=G C D\left(\left(\mathbb{Z}_{K}: \mathbb{Z}[\theta]\right) \mid\right.$ $K=\mathbb{Q}(\theta)$ and $\left.\theta \in \mathbb{Z}_{K}\right)$. A rational prime integer $p$ dividing $i(K)$ is called a prime common index divisor of $K$. If, for some $\theta \in \mathbb{Z}_{K},\left(1, \theta, \ldots, \theta^{n-1}\right)$ is a $\mathbb{Z}$ basis of $\mathbb{Z}_{K}$, then the number field, $K$, is said to be monogenic and $\theta$ is a generator of a power integral basis of $K$. Otherwise, the number field, $K$, is said to be non-monogenic. Remark that, if $K$ is monogenic, then $i(K)=1$. It follows that, if a number field has a prime common index divisor, then it is non-monogenic. Monogenity of number fields is a classical problem of algebraic number fields, going back to Dedekind, Hasse and Hensel; see for instance [1-3] for the present state of this area. Let $\theta \in \mathbb{Z}_{K}$ be a primitive element of $K, d_{K}$ the absolute discriminant of $K$, and $\triangle(\theta)$ the discriminant of the minimal polynomial of $\theta$ over $\mathbb{Q}$. A well-known relation linking the discriminant and the index says that:

$$
|\triangle(\theta)|=\operatorname{ind}(\theta)^{2} \cdot\left|d_{K}\right|
$$

(see [3]).
Clearly, $\left(1, \theta, \ldots, \theta^{n-1}\right)$ is a power integral basis of $\mathbb{Z}_{K}$ for some primitive element $\theta \in \mathbb{Z}_{K}$ of $K$ if and only if $\operatorname{ind}(\theta)=1$.

The problem of studying monogenity of a number field and constructing all possible generators of power integral bases have been intensively studied during the last decades, mainly by Gaál, Nakahara, Pohst, and their collaborators (see for instance [4-6]). In 1871, Dedekind gave an example of a number field with a non-trivial index. He considered the cubic number field, $K$, generated by a root of $x^{3}-x^{2}-2 x-8$, and he showed that the rational prime integer 2 splits completely in $K$ ([7], §5, page 30). In 1930, for every number field, $K$, of a degree less than 8 and for every prime integer $p \leq n$, Engstrom linked the $p$-index, $v_{p}(i(K))$, of the number field, $K$, and the prime ideal factorization of $p \mathbb{Z}_{K}$ [8]. He gave an an explicit formula linking the value of $v_{p}(i(K))$ and the factorization
of $p \mathbb{Z}_{K}$ into powers of prime ideals of $K$ for every positive rational prime integer $p \leq n$. This motivated Narkiewicz to ask a very important question, stated as problem 22 in Narkiewicz's book ([9], Problem 22), which asks for an explicit formula of the highest power, $v_{p}(i(K)$ ), for a given rational prime $p$ dividing $i(K)$. In [10], Nakahara characterized the index of abelian biquadratic number fields. Also in [11], Gaál et al. studied the indices of biquadratic number fields. Recently, many authors have focused on monogenity of number fields defined by trinomials. Based on the calculation of the $p$-index form of $K$ using $p$-integral bases of $K$ given in [12], Davis and Spearman [13] characterized the index of any quartic number field, $K$, generated by a root of an irreducible quartic irreducible trinomial, $F(x)=x^{4}+a x+b \in \mathbb{Z}[x]$. In [14], based on Newton's polygon techniques, we reformulated Davis' and Spearman's results. In [15], El Fadil and Gaál characterized the index of quartic number fields, $K$, generated by a root of a quadratic irreducible trinomial of the form $F(x)=x^{4}+a x^{2}+b \in \mathbb{Z}[x]$. They gave necessary and sufficient conditions on $a$ and $b$, which characterize when a prime, $p \in\{2,3\}$, is a common index divisor of $K$. In [16], for a sextic number field, $K$, defined by a trinomial, $F(x)=x^{6}+a x^{3}+b \in \mathbb{Z}[x]$, Gaál calculated all possible generators of power integral bases of $K$. In [17], we extended Gaál's studies by providing all cases where $K$ is not monogenic. Also in [18], we characterized when a prime integer, $p \in\{2,3\}$, is a common index divisor of $K$, where $K$ is a number field defined by an irreducible trinomial, $F(x)=x^{5}+a x^{2}+b \in \mathbb{Z}[x]$. In [19], for a number field defined by an irreducible trinomial, $F(x)=x^{n}+a x^{m}+b \in \mathbb{Z}[x]$, we provided some cases where $i(K)$ is not trivial, and so $K$ is not monogenic. In this paper, for a septic number field generated by a root of an irreducible trinomial, $F(x)=x^{7}+a x+b \in \mathbb{Z}[x]$, and for every prime integer, $p$, we calculate $v_{p}(i(K))$, the highest power of $p$ dividing the index $i(K)$ of the septic field, $K$. Our study key is based on prime ideal factorization in number fields, which is carried out in [20,21] and in the thesis of Montes (1999). The author warmly thanks Professor Enric Nart who provided him with a copy of Montes' thesis.

## 2. Main Results

Let $K$ be a septic number field generated by a root, $\alpha$, of an irreducible trinomial, $F(x)=x^{7}+a x+b \in \mathbb{Z}[x]$. Without loss of generality, we can assume that for every rational prime integer, $p, v_{p}(a) \leq 5$ or $v_{p}(b) \leq 6$. Let $a \in \mathbb{Z}$ be a rational integer and a prime integer, $p$. Along this paper, let $a_{p}=\frac{a}{p^{v_{p}(a)}}$.

Our first main result characterizes when is $\mathbb{Z}[\alpha]$ the ring of integers of $K$ ?
Theorem 1. The ring, $\mathbb{Z}[\alpha]$, is the ring of integers of $K$ if and only if every prime integer, $p$, satisfies one of the following conditions:

1. If $p \mid a$ and $p \mid b$, then $v_{p}(b)=1$.
2. If $p=2, p$ divides $b$ and does not divide $a$, then $(a, b) \in\{(1,0),(3,2)\}(\bmod 4)$.
3. If $p=3, p$ divides $b$ and $a \equiv-1(\bmod 3)$, then $(a, b) \in\{(2,0),(8,3),(8,6)\}(\bmod 9)$.
4. If $p=3, p$ divides $b$ and $a \equiv 1(\bmod 3)$, then $(a, b) \not \equiv(1,0)(\bmod 9)$.
5. If $p=7, p$ divides $a$ and does not divide $b$, then $v_{7}\left(1-a-b^{6}\right)=1$.
6. If $p \notin\{2,3,7\}, p$ does not divide both $a$ and $b$, then $v_{p}\left(7^{7} b^{6}+6^{6} a^{7}\right) \leq 1$.

The following is an example of a monogenic septic number field defined by a nonmonogenic irreducible trinomial.

Example 1. Let $K$ be the number field generated by a root, $\alpha$, of $F(x)=x^{7}+16 x+16 \in$ $\mathbb{Z}[x]$. Then $F(x)$ is irreducible over $\mathbb{Q}$, which is a non-monogenic polynomial, and $K$ is a monogenic number field.

Indeed, since $\triangle(F)=-2^{24} \cdot 977 \cdot 1607$ is the discriminant of $F(x)$, and $\overline{F(x)}=x^{7}$ in $\mathbb{F}_{2}[x]$, then according to the notations of Section 3 , let $\phi=x$ and $N_{\phi}(F)$ be the $\phi$-Newton polygon of $F(x)$ with respect to $p=2$. Then, $N_{\phi}(F)=S$ has a single side of degree 1 . Thus
by Remark 2 (2) of [22], $F(x)$ is irreducible over $\mathbb{Q}$. Let $\theta$ be a root of $F(x)$. Since the height $h(S)=4$, by Theorem $5, v_{2}(\operatorname{ind}(\theta)) \geq \operatorname{ind}_{\phi}(F)=9$. Therefore, $F(x)$ is a non-monogenic polynomial. Let $\alpha=\frac{\theta^{2}}{2}$. Then $G(x)=x^{7}+4 x^{4}+4 x-2$ is the minimal polynomial of $\alpha$ over $\mathbb{Q}$. So $\alpha$ is a primitive integral element of $K$. Therefore, in order to show that $\mathbb{Z}_{K}=\mathbb{Z}[\alpha]$, we need to show that $v_{2}(\operatorname{ind}(\alpha))=0$. Since $\triangle(F)=-2^{6} \cdot 977 \cdot 1607$ is the discriminant of $G(x)$, then thanks to the formula

$$
|\triangle(\theta)|=\operatorname{ind}(\theta)^{2} \cdot\left|d_{K}\right|
$$

the unique prime candidate to divide $\operatorname{ind}(\alpha)$ is 2 . Let $N_{\phi}(G)$ be the $\phi$-Newton polygon of $G(x)$ with respect to $p=2$. Then $N_{\phi}(G)=T$ has a single side of height 1 , by Theorem 6 , $v_{2}(\operatorname{ind}(\alpha))=0$. Thus $K$ is monogenic and $\alpha$ generates a power integral basis of $K$.

For every $(a, b) \in \mathbb{Z}^{2}$, such that $x^{7}+a x+b$ is irreducible over $\mathbb{Q}$, let $\triangle=-\left(6^{6} a^{7}+\right.$ $\left.7^{7} b^{6}\right)$ be the discriminant of $F(x)$. Let $p$ be a prime integer and $\triangle_{p}=\frac{\triangle}{p^{v_{p}(\triangle)}}$. In the remainder of this section, for every prime integer, $p$, and for every value of $a$ and $b$, we calculate $v_{p}(i(K))$.

Theorem 2. The following table provides the value of $v_{2}(i(K))$.

| conditions | $v_{2}(i(K))$ |
| :---: | :---: |
| $a \equiv 28(\bmod 32)$ and $b \equiv 0(\bmod 32)$ | 1 |
| $a \equiv 112(\bmod 128)$ and $b \equiv 0(\bmod 128)$ | 1 |
| $a \equiv 1(\bmod 8)$ and $b \equiv 2(\bmod 4)$ |  |
| $v_{2}(\triangle)$ even and $\triangle_{2} \equiv 3(\bmod 4)$ | 1 |
| $a \equiv 3(\bmod 8)$ and $b \equiv 4(\bmod 8)$ | 1 |
| $a \equiv 3(\bmod 4)$ and $b \equiv 0(\bmod 8)$ | 3 |
| $(a, b) \in\{(5,2),(5,6),(13,2),(13,14)\}(\bmod 16)$ | 1 |
| Otherwise | 0 |

Theorem 3. The following table provides the value of $v_{3}(i(K))$.

| conditions | $v_{3}(i(K))$ |
| :---: | :---: |
| $a \equiv 5(\bmod 9)$ and $b \in\{3,6\}(\bmod 9)$ | 1 |
| $a \equiv 8(\bmod 9)$ and $b \equiv 0(\bmod 9)$ | 2 |
| $a \equiv 2(\bmod 9)$ and $b \in\{3,6\}(\bmod 9)$ |  |
| $v_{3}(\triangle)=2 k$ and $k \geq 5$ | 1 |
| $a \equiv 2(\bmod 9)$ and $b \in\{3,6\}(\bmod 9)$ |  |
| $v_{3}(\triangle)=2 k+1, k \geq 5$ and $\triangle_{3} \equiv 1(\bmod 3)$ | 2 |
| Otherwise | 0 |

Theorem 4. Let $p \geq 5$ be a prime integer and $(a, b) \in \mathbb{Z}^{2}$, such that $F(x)=x^{7}+a x+b$ is irreducible over $\mathbb{Q}$. Let $K$ be the number field generated by a root, $\alpha$, of $F(x)$. Then $p$ does not divide $i(K)$.

Corollary 1. Let $(a, b) \in \mathbb{Z}^{2}$, such that $F(x)=x^{7}+a x+b$ is an irreducible polynomial over $\mathbb{Q}$. Then $i(K) \in\{1,2,3,6,8,9,18,24,72\}$.

## Remark 1.

(1) The field $K$ can be non monogenic even if the index $i(K)=1$.
(2) The unique method that characterises the monogenity of $K$ is to calculate the solutions of the index form equation of $K$ (see for instance [3,23]).

## 3. A Short Introduction to Newton's Polygon Techniques Applied on Prime Ideal Factorization

For a number field, $K$, generated by a root of a monic irreducible polynomial, $F(x) \in \mathbb{Q}[x]$, and for every prime integer, $p$, in 1894 , Hensel developed a powerful technique by establishing a one-one correspondence between maximal ideals of $\mathbb{Z}_{K}$ containing $p$ and monic irreducible factors of $F(x)$ with a coefficient in $\mathbb{Q}_{p}$. For every prime ideal corresponding to any irreducible factor, the ramification index and the residue degree together are the same as those of the local field defined by the associated irreducible factor [24]. Since then, to factorize $p \mathbb{Z}_{K}$, one needs to factorize $F(x)$ in $\mathbb{Q}_{p}[x]$. Newton's polygon techniques can be used to refine the factorization of $F(x)$. We have introduced the corresponding concepts in several former papers. Here, we only give a brief introduction, which makes our proofs understandable. For a detailed description, we refer to Ore's Paper [25] and Guardia, Montes, and Nart's paper [26]. For every prime integer, $p$, let $v_{p}$ be the $p$-adic valuation of $\mathbb{Q}_{p}$ and $\mathbb{Z}_{p}$ the ring of $p$-adic integers. Let $F(x) \in \mathbb{Z}_{p}[x]$ be a monic polynomial and $\phi \in \mathbb{Z}_{p}[x]$ a monic lift of an irreducible factor of $\overline{F(x)}$ modulo $p$. Let $F(x)=a_{0}(x)+a_{1}(x) \phi(x)+\cdots+a_{n}(x) \phi(x)^{l}$ be the $\phi$-expansion of $F(x), N_{\phi}(F)$ the $\phi$-Newton polygon of $F(x)$, and $N_{\phi}^{+}(F)$ its principal part. Let $\mathbb{F}_{\phi}$ be the field $\mathbb{F}_{p}[x] /(\bar{\phi})$. For every side, $S$, of $N_{\phi}^{+}(F)$ with length $l$ and initial point $\left(s, u_{s}\right)$, for every $i=0, \ldots, l$, let $c_{i} \in \mathbb{F}_{\phi}$ be the residue coefficient, defined as follows:

$$
c_{i}= \begin{cases}0, & \text { if }\left(s+i, u_{s+i}\right) \text { lies strictly above } S, \\ \left(\frac{a_{s+i}(x)}{p^{u_{s+i}}}\right) \quad \bmod (p, \phi(x)), & \text { if }\left(s+i, u_{s+i}\right) \text { lies on } S\end{cases}
$$

Let $-\lambda=-h / e$ be the slope of $S$, where $h$ and $e$ are two positive coprime integers. Then $d=l / e$ is the degree of $S$. Let $R_{1}(F)(y)=t_{d} y^{d}+t_{d-1} y^{d-1}+\cdots+t_{1} y+t_{0} \in \mathbb{F}_{\phi}[y]$ be the residual polynomial of $F(x)$ attached to the side $S$, where for every $i=0, \ldots, d, t_{i}=c_{i e}$. If $R_{1}(F)(y)$ is square free for each side of the polygon, $N_{\phi}^{+}(F)$, then we say that $F(x)$ is $\phi$-regular.

Let $\overline{F(x)}=\prod_{i=1}^{r} \bar{\phi}_{i}^{l_{i}}$ be the factorization of $F(x)$ into powers of monic irreducible coprime polynomials over $\mathbb{F}_{p}$, and we say that the polynomial $F(x)$ is $p$-regular if $F(x)$ is a $\phi_{i}$-regular polynomial with respect to $p$ for every $i=1, \ldots, r$. Let $N_{\phi_{i}}^{+}(F)=S_{i 1}+\cdots+S_{i r_{i}}$ be the $\phi_{i}$-principal Newton polygon of $F(x)$ with respect to $p$. For every $j=1, \ldots, r_{i}$, let $R_{1_{i j}}(F)(y)=\prod_{s=1}^{s_{i j}} \psi_{i j s}^{a_{i j s}}(y)$ be the factorization of $R_{1_{i j}}(F)(y)$ in $\mathbb{F}_{\phi_{i}}[y]$, where $R_{1_{i j}}(F)(y)$ is the residual polynomial of $F(x)$ attached to the side $S_{i j}$. Then we have the following theorem of index of Ore:

Theorem 5 (Theorems 1.7 and 1.9 of [12]).
1.

$$
\nu_{p}\left(\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)\right) \geq \sum_{i=1}^{r} \operatorname{ind}_{\phi_{i}}(F)
$$

The equality holds if $F(x)$ is $p$-regular.
2. If $F(x)$ is $p$-regular, then

$$
p \mathbb{Z}_{K}=\prod_{i=1}^{r} \prod_{j=1}^{t_{i}} \prod_{s=1}^{s_{i j}} \mathfrak{p}_{i j s^{\prime}}^{e_{i j}}
$$

where $\mathfrak{p}_{i j}$ is a prime ideal of $\mathbb{Z}_{K}$ lying above $p, e_{i j}$ is the smallest positive integer satisfying $e_{i j} \lambda_{i j} \in \mathbb{Z}$, and the residue degree of $\mathfrak{p}_{i j s}$ over $p$ is given by $f_{i j s}=\operatorname{deg}\left(\phi_{i}\right) \times \operatorname{deg}\left(\psi_{i j s}\right)$ for every $(i, j, s)$.

The Dedekind's criterion can be reformulated as follows:

Theorem 6 (Theorem 1.1 of [27]). Let $\overline{F(x)}=\prod_{i=1}^{r} \bar{\phi}_{i} l_{i}$ be the factorization of $F(x)$ into powers of monic irreducible coprime polynomials over $\mathbb{F}_{p}$. For every $i=1, \ldots, r$, let $R_{i}(x)$ be the remainder of the Euclidean division of $F(x)$ by $\phi_{i}(x)$. Then $v_{p}(\operatorname{ind}(\alpha))=0$ if and only if $l_{i}=1$ or $v_{p}\left(R_{i}(x)\right)=1$ for every $i=1, \ldots, r$.

When the theorem of Ore fails, that is, $F(x)$ is not $p$-regular, then in order to complete the factorization of $F(x)$, Guardia, Montes, and Nart introduced the notion of higher order Newton's polygons. Analogous to the first order, for each order, $r$, the authors of [26] introduced the valuation, $\omega_{r}$, of order $r$, the key polynomial, $\phi_{r}(x)$, of such a valuation, $N_{r}(F)$ the Newton polygon of any polynomial, $F(x)$, with respect to $\omega_{r}$ and $\phi_{r}(x)$, and for every side of $N_{r}(F)$ the residual polynomial $R_{r}(F)$, and the index of $F(x)$ in order $r$. For more details, we refer to [26].

## 4. Proofs of Our Main Results

## Proof of Theorem 1.

1. If $p$ divides $a$ and $b$, then, by Theorem $6, p$ does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$ if and only if $v_{p}(b)=1$.
2. For $p=2,2$ divides $b$ and does not divide $a$, we have $\overline{F(x)}=x(x-1)^{2}\left(x^{2}+x+1\right)^{2}$. Let $\phi_{1}=x-1$ and $\phi_{2}=x^{2}+x+1$. Since $F(x)=\cdots-(4 x-2) \phi_{2}+(a+1) x+b$ and $F(x)=\cdots+(a+7) \phi_{1}+(a+1+b)$, by Theorem 6, 2 does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$ if and only if $v_{2}(b+a+1)=1$ and $v_{2}((a+1) x+b)=1$, which means $b \equiv 1-a(\bmod 4)$ and $a \equiv 1(\bmod 4)$ or $b \equiv 2(\bmod 4)$. That is, $(a, b) \in\{(1,0),(3,2)\}(\bmod 4)$.
3. For $p=3,3$ divides $b$ and $a \equiv 1(\bmod 3)$, we have $\overline{F(x)}=x\left(x^{2}+1\right)^{3}$. Let $\phi=x^{2}+1$. Since $F(x)=x \phi^{3}-3 x \phi^{2}+3 x \phi+(a-1) x+b$, by Theorem 6,3 does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$ if and only if $v_{3}((a-1) x+b)=1$, which means that $a \not \equiv 1(\bmod 9)$ or $b \not \equiv 0(\bmod 9)$. That is, $(a, b) \not \equiv(1,0)(\bmod 9)$.
4. For $p=3,3$ divides $b$ and $a \equiv-1(\bmod 3)$, we have $\overline{F(x)}=x(x-1)^{3}(x+1)^{2}$. Let $\phi_{1}=x-1$ and $\phi_{2}=x+1$. Since $F(x)=\phi_{1}^{7}+7 \phi_{1}^{6}+21 \phi_{1}^{5}+35 \phi_{1}^{4}+35 \phi_{1}^{3}+21 \phi_{1}^{2}+(a+$ 7) $\phi_{1}+(a+1+b)$ and $F(x)=\phi_{1}^{7}-7 \phi_{2}^{6}+21 \phi_{2}^{5}-35 \phi_{2}^{4}+35 \phi_{2}^{3}-21 \phi_{2}^{2}+(a+7) \phi_{2}+$ $(b-a-1)$, by Theorem 6,3 does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$ if and only if $v_{2}(a+1+b)=1$ and $v_{3}(b-a-1)=1$. That is, $(a, b) \in\{(2,0),(8,3),(8,6)\}(\bmod 9)$.
5. For $p=7$, if 7 divides $a$ and 7 does not divide $b$, then $\overline{F(x)}=(x+b)^{7}$. Let $\phi=x+b$. Then $F(x)=\phi^{7}-7 b \phi^{6}+21 b^{2} \phi^{5}-35 b^{3} \phi^{4}+35 b^{4} \phi^{3}-21 b^{5} \phi^{2}+\left(a+7 b^{6}\right) \phi+(b-$ $\left.a b-b^{7}\right)$, by Theorem 6,7 does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$ if and only if $v_{7}\left(1-a-b^{6}\right)=1$.
6. For $p \notin\{2,3,7\}$ such that $p$ does not divide both $a$ and $b$, if $p^{2}$ does not divide $6^{6} a^{7}+7^{7} b^{6}$, then, by the formula $\triangle=\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)^{2} d_{K}, p$ does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$. If $p^{2}$ divides $6^{6} a^{7}+7^{7} b^{6}$, then let $t$ be an integer such that $6 a t \equiv-7 b\left(\bmod p^{2}\right)$. Then $(6 a)^{6} F^{\prime}(t)=7(-7 b)^{6}+6^{6} a^{7} \equiv 0\left(\bmod p^{2}\right)$ and $(6 a)^{7} F(t) \equiv 0\left(\bmod p^{2}\right)$. Thus $(x-t)^{2}$ divides $\overline{F(x)}$ in $\mathbb{F}_{p}[x]$. As $F(t)$ is the remainder of the Euclidean division of $F(x)$ by $x-t$, by Theorem $6, p$ divides the index $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$.

The proofs of Theorems 2 and 3 are based on Engstrom's results [28].
Proof of Theorem 2. By virtue of Engstrom's results [28], the proof is achieved if we provide the factorization of $2 \mathbb{Z}_{K}$ into powers of prime ideals of $\mathbb{Z}_{K}$. Based on Theorem 1, we deal with the cases: $2 \mid a$ and $4 \mid b$ or $(a, b) \in\{(1,2),(3,0)\}(\bmod 4)$.

1. If 2 divides $a$ and 4 divides $b$, then, for $\phi=x$, we have $\overline{F(x)}=\phi^{7}$ in $\mathbb{F}_{2}[x]$.
(a) If $N_{\phi}(F)=S$ has a single side, that is, $v_{2}(a) \geq v_{2}(b)$, then the side, $S$, is of degree 1 . Thus there is a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 .
(b) If $N_{\phi}(F)=S_{1}+S_{2}$ has two sides joining $\left(0, v_{2}(b)\right),\left(1, v_{2}(a)\right)$, and $(7,0)$, that is, $v_{2}(a)+1 \leq v_{2}(b)$, then $S_{1}$ is of degree 1 , and so it provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 . Let $d$ be the degree of $S_{2}$.
i. If $v_{2}(a) \notin\{2,3,4\}$, then $S_{2}$ is of degree 1 , and so there are exactly two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each.
ii. If $v_{2}(a)=2$, then the slope of $S_{2}$ is $\frac{-1}{3}$ and $R_{1}(F)(y)=(y+1)^{2}$ is the residual polynomial of $F(x)$ attached to $S_{2}$. Thus, we have to use second order Newton polygon techniques. Let $\omega_{2}$ be the valuation of a second order Newton polygon; defined by $\omega_{2}(P(x))=\min \left\{3 v_{2}\left(p_{i}\right)+i h, \mathrm{~B}=\right.$ $0, \ldots, n\}$ for every non-zero polynomial $P=\sum_{i=0}^{n} p_{i} x^{i}$. Let $\phi_{2}$ be the key polynomial of $\omega_{2}$ and let $N_{2}(F)$ be the $\phi_{2}$-Newton polygon of $F(x)$ with respect to the valuation $\omega_{2}$. It follows that:
if $v_{2}(b)=3$, then for $\phi_{2}=x^{3}+2 x+2$, we have $F(x)=x \phi_{2}^{2}+(4-$ $\left.4 x-4 x^{2}\right) \phi_{2}+8 x^{2}+(a-4) x+b-8$. It follows that, if $v_{2}(a-4)=3$, then $N_{2}(F)=T$ has a single side joining $(0,10)$ and $(2,7)$. Thus $T$ is of degree 1 , and so $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2. If $v_{2}(a-4) \geq 4$ and $v_{2}(b-8) \geq 4$, then $N_{2}(F)=T$ has a single side joining $(0,11),(1,9)$, and $(2,7)$, with $R_{2}(F)(y)=y^{2}+y+1$, which is irreducible over $\mathbb{F}_{2}=\mathbb{F}_{0}$. Thus, $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 . Hence 2 is not a common index divisor of $K$.
If $v_{2}(b) \geq 4$ and $v_{2}(a+4)=3$, then, for $\phi_{2}=x^{3}+2$, we have $F(x)=x \phi_{2}^{2}-4 x \phi_{2}+(a+4) x+b$ is the $\phi_{2}$-expansion of $F(x)$, and so $N_{2}(F)=T$ has a single side joining $(0,10)$ and $(2,7)$. In this case the side $T$ is of degree 1 and $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2. If $v_{2}(b)=4$ and $v_{2}(a+4) \geq 4$, then for $\phi_{2}=x^{3}+2$, $N_{2}(F)=T$ has a single side joining $(0,12)$ and $(2,7)$. Thus $T$ is of degree 1, and so $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2. If $v_{2}(b) \geq 5$ and $v_{2}(a+4)=4$, then, for $\phi_{2}=x^{3}+2$, we have $F(x)=x \phi_{2}^{2}-4 x \phi_{2}+(a+4) x+b$ as the $\phi_{2}$-expansion of $F(x)$, and $N_{2}(F)=T$ has a single side joining $(0,13),(1,10)$, and $(2,7)$. So, $T$ is of degree 2 with attached residual polynomial $R_{2}(F)=y^{2}+y+1$ irreducible over $\mathbb{F}_{2}=\mathbb{F}_{0}$. Thus, $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 .
If $v_{2}(b) \geq 5$ and $v_{2}(a+4) \geq 5$, then, for $\phi_{2}=x^{3}+2, N_{2}(F)=T_{1}+T_{2}$ has two sides joining $(0, v),(1,10)$, and $(2,7)$ with $v \geq 15$. So, each $T_{i}$ has degree 1 , and so $S_{2}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each. As $S_{1}$ provides a prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1, we conclude that there are three prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each, and so 2 is a common index divisor of $K$. In this last case, $2 \mathbb{Z}_{K}=\mathfrak{p}_{111} \mathfrak{p}_{121}^{3} \mathfrak{p}_{131}^{3}$ with residue degree 1 each prime ideal factor. Based on Engstrom's result, we conclude that $v_{2}(i(K))=1$.
iii. For $v_{2}(a)=3$, we have $R_{1}(F)(y)=y^{3}+1=\left(y^{2}+y+1\right)(y+1)$ as the residual polynomial of $F(x)$ attached to $T_{1}$. Thus, $T_{1}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 , with residue degree 1 and a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 . Thus, $v_{2}(i(K))=0$.
iv. The case $v_{2}(a)=4$ is similar to the case $v_{2}(a)=2$. In this case, $v_{2}(i(K)) \geq 1$ if and only if $v_{2}(b) \geq 7$ and $v_{2}(a+16) \geq 7$. In this case, $2 \mathbb{Z}_{K}=\mathfrak{p}_{111} \mathfrak{p}_{121}^{3} \mathfrak{p}_{131}^{3}$ with residue degree 1 each factor. Based on Engstrom's result, we conclude that $v_{2}(i(K))=1$.
2. $(a, b) \in\{(1,2),(3,0)\}(\bmod 4)$. In this case, $\overline{F(x)}=x(x-1)^{2}\left(x^{2}+x+1\right)^{2}$ modulo 2. Let $\phi=x-1, g(x)=x^{2}+x+1, F(x)=\cdots-21 \phi^{2}+(7+a) \phi+(b+a+1)$, and $F(x)=(x-3) g^{3}+(5+3 x) g^{2}-(4 x+2) g+(a+1) x+b$. Since $x$ provides a unique
prime ideal of $\mathbb{Z}_{K}$ lying above 2 , we conclude that 2 is a common index divisor of $K$ if and only if $\phi$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 of degree 1 each or $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 of degree 2 , and $g$ provides at least one prime ideal of $\mathbb{Z}_{K}$ lying above 2 of degree 2 or also $g$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 of degree 2 each. That is if and only if one of the following conditions holds:
(a) If $a \equiv 1(\bmod 4)$ and $b \equiv 2(\bmod 4)$, then $v_{2}(\triangle) \geq 7$ and $N_{g}^{+}(F)$ has a single side of height 1 , and so $g$ provides a unique prime ideal $\mathfrak{p}_{311}$ of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2. For $N_{\phi}^{+}(F)$, let $u=\frac{-7 b_{2}}{3 a}$. Then $u \in \mathbb{Z}_{2}$. Let $F(x+u)=x^{7}+\cdots+21 u^{5} x^{2}+A x+B$, where $A=7 u^{6}+a=\frac{-\triangle}{6^{6} a^{6}}$ and $B=u^{7}+a u+b=\frac{b \triangle}{6^{7} a^{7}}$. It follows that $v_{2}(A)=v_{2}(B)=v_{2}(\triangle)-6$, and so $N_{\phi}^{+}(F)=S_{1}$ has a single side joining $\left(0, v_{2}(\triangle)-6\right)$ and $(2,0)$. Thus, if $v_{2}(\triangle)$ is odd, then $\phi$ provides a unique prime ideal $\mathfrak{p}_{211}$ of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1. If $v_{2}(\triangle)=2(k+3)$ for some positive integer, $k$, then let $F\left(x+u+2^{k}\right)=x^{7}+\cdots+21\left(u+2^{k}\right)^{5} x^{2}+A_{1} x+B_{1}$, where $A_{1}=$ $7 u^{6}+a+3 \cdot 2^{k+1} u^{5}+2^{2 k} D=A+3 \cdot 2^{k+1} u^{5}+2^{2 k} D$ and $B_{1}=B+A \cdot 2^{k}+2^{2 k}$. $21 u^{5}+2^{3 k} H=2^{2 k}\left(\frac{b_{2} \triangle_{2}}{3^{7} a^{7}}+21 u^{5}\right)+2^{3 k} H$ for some $D \in \mathbb{Z}_{2}$ and $H \in \mathbb{Z}_{2}$. Thus, $B_{1}=2^{2 k}\left(3 \cdot a \cdot b_{2} \triangle_{2}+3 \cdot a \cdot b_{2}\right)+2^{2 k+3} L$ for some $L \in \mathbb{Z}_{2}$. Hence if $k \geq 2$, then $v_{2}\left(A_{1}\right)=k+1$ and $v_{2}\left(B_{1}\right) \geq 2 k+1$. More precisely, if $\triangle_{2} \equiv 1(\bmod 4)$, then $v_{2}\left(B_{1}\right)=2 k+1$, and so $\phi$ provides a unique prime ideal $\mathfrak{p}_{211}$ of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 . If $\triangle_{2} \equiv 3(\bmod 4)$, then $v_{2}\left(B_{1}\right) \geq 2 k+2$. It follows that, if $v_{2}\left(B_{1}\right)=2 k+2$, and so $\phi$ provides a unique prime ideal $\mathfrak{p}_{211}$ of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 . If $v_{2}\left(B_{1}\right) \geq 2 k+3$, then $v_{2}\left(B_{1}\right) \geq 2 k+3$, and so $\phi$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each. In these last two cases, we have 2 divides $i(K)$ and $v_{2}(i(K))=1$.
For $k=1$, we have $v_{2}(\triangle)=8$ and $a \equiv 5(\bmod 8)$. In this case, $\overline{F(x)}=$ $x(x-1)^{2}\left(x^{2}+x+1\right)^{2}$ modulo 2. Let $\phi=x-1, g(x)=x^{2}+x+1, F(x)=$ $\cdots-21 \phi^{2}+(7+a) \phi+(b+a+1)$, and $F(x)=(x-3) g^{3}+(5+3 x) g^{2}-$ $(4 x+2) g+(a+1) x+b$. Since $x$ provides a unique prime ideal of of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 and $g$ provides a unique prime ideal of of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2, we conclude that $v_{2}(i(K)) \geq 1$ if and only if $\phi$ provides a unique prime ideal of of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 or $\phi$ provides two distinct prime ideals of of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each. If $(a, b) \in\{(5,10),(13,2)\}(\bmod 16)$, then $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 , and so $v_{2}(i(K))=1$. If $(a, b) \in\{(5,10),(13,10)\}(\bmod 16)$, then $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 , and so $v_{2}(i(K))=0$. For $(a, b) \in\{(5,6),(5,14),(13,6),(13,14)\}(\bmod 16)$, let us replace $\phi$ by $\phi^{\prime}=x-3$ and consider the $\phi^{\prime}$-Newton polygon of $F(x)$ with respect to $v_{2}$. It follows that, if $(a, b) \in\{(5,6),(13,14)\}(\bmod 16)$, then $\phi^{\prime}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each, and so $v_{2}(i(K))=1$. If $(a, b) \in\{(5,14),(13,6)\}(\bmod 16)$, then $\phi^{\prime}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 , and so $v_{2}(i(K))=0$.
(b) $\quad a \equiv 3(\bmod 4)$ and $b \equiv-(a+1)(\bmod 8)$ because $N_{\phi}^{+}(F)$ has two sides.
(c) If $a \equiv 3(\bmod 8)$ and $b \equiv 0(\bmod 8)$, then $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 and $g$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 each because $N_{g}^{+}(F)$ has a single side of degree 2 with $(1+x) y^{2}+y+x=(x+1)(y-1)(y-x)$ its attached residual polynomial of $F(x)$. In this case, $2 \mathbb{Z}_{K}=\mathfrak{p}_{111} \mathfrak{p}_{211} \mathfrak{p}_{311} \mathfrak{p}_{312}$ with residue degrees $f_{111}=1$ and $f_{211}=f_{311}=f_{312}=2$, and so $v_{2}(i(K))=3$.
(d) $\quad a \equiv 7(\bmod 8)$ and $b \equiv 0(\bmod 8)$. In this case, $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 and $N_{g}^{+}(F)$ has two sides. More precisely, $2 \mathbb{Z}_{K}=\mathfrak{p}_{111} \mathfrak{p}_{211} \mathfrak{p}_{311} \mathfrak{p}_{321}$ with residue degrees $f_{111}=1$ and $f_{211}=f_{311}=f_{312}=2$, and so $v_{2}(i(K))=3$.
(e) If $a \equiv 5(\bmod 8)$ and $b \equiv-(a+1)(\bmod 16)$ because if $b \equiv-(a+1)(\bmod 32)$, then $N_{\phi}^{+}(F)$ has two sides, and if $b \equiv-(a+1)+16(\bmod 32)$, then $N_{\phi}^{+}(F)$ has a single side of degree 2 , which provides a single prime ideal of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 and $N_{g}^{+}(F)$ has a single side of degree 1 . Thus, there are 2 prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 each.
(f) If $a \equiv 5(\bmod 8)$ and $v_{2}(b+(a+1))=2$, then $v_{2}(b-(a+1)) \geq 3$. If $v_{2}(b-$ $(a+1))=3$, then, for $\phi=x+1, N_{\phi}^{+}(F)$ has a single side of degree 1 . Since $v_{2}(a+1)=1$, then $N_{g}^{+}(F)$ has a single side of height 1 . Thus, there are two prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each and one prime ideal with residue degree 2. If $v_{2}(b-(a+1))=4$, then, for $\phi=x+1, N_{\phi}^{+}(F)$ has a single side of degree 2 , and its attached residual polynomial of $F$ is $R_{1}(F)(y)=y^{2}+y+1$. Since $b \equiv 6(\bmod 8)$, we conclude that $N_{g}^{+}(F)$ has a single side of degree 1 , and then there are 2 prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 2 each, and so 2 divides $i(K)$. If $v_{2}(b-(a+1)) \geq 5$, then, for $\phi=x+1, N_{\phi}^{+}(F)$ has two sides of degree 1 each, and so there are 3 prime ideals of $\mathbb{Z}_{K}$ lying above 2 with residue degree 1 each, and so 2 divides $i(K)$.

Proof of Theorem 3. By virtue of Engstrom's results [28], the proof is achieved if we provide the factorization of $3 \mathbb{Z}_{K}$ into powers of prime ideals of $\mathbb{Z}_{K}$. Based on Theorem 1, we deal with the cases:

1. $3 \mid a$ and $9 \mid b$.
2. $(a, b) \notin\{(2,0),(8,3),(8,6)\}(\bmod 9)$.
3. $(a, b) \equiv(1,0)(\bmod 9)$.
4. $3 \mid a$ and $9 \mid b$, then for $\phi=x, \overline{F(x)}=\phi^{7}$ in $\mathbb{F}_{3}[x]$. It follows that:
(a) If $v_{3}(a) \geq v_{3}(b)$, then $N_{\phi}(F)$ has a single side of degree 1 , and so there is a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 .
(b) If $v_{3}(a)+1 \leq v_{3}(b)$, then $N_{\phi}(F)=S_{1}+S_{2}$ has two sides joining $\left(0, v_{3}(b)\right)$, $\left(1, v_{3}(a)\right)$, and $(7,0)$. Since $S_{1}$ is of degree $1, S_{1}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 . Thus, $v_{3}(i(K)) \geq 1$ if and only if $S_{2}$ provides at least three prime ideals of $\mathbb{Z}_{K}$ lying above 3, with residue degree 1 each. If $v_{3}(a) \notin\{2,3,4\}$, then $S_{2}$ is of degree 1 , and so $S_{2}$ provides exactly one prime ideal of $\mathbb{Z}_{K}$ lying above 3 , with residue degree 1 each. If $v_{3}(a) \in\{2,4\}$, then $S_{2}$ is of degree 2 , and so $S_{2}$ provides at most two prime ideal of $\mathbb{Z}_{K}$ lying above 3 . Hence 3 is not a common index divisor of $K$. If $v_{3}(a)=3$, then $S_{2}$ is of degree 3 and its attached residual polynomial of $F(x)$ is $R_{1}(F)(y)=y^{3}+a_{3}=\left(y+a_{3}\right)^{3}$. So, we have to use a second order Newton polygon. Let $\omega_{2}$ be the valuation of the second order Newton polygon. $\omega_{2}$ is defined by $\omega_{2}(P)=\min \left\{2 v_{3}\left(p_{i}\right)+i, i=0, \ldots, n\right\}$ for every non-zero polynomial $p=\sum_{i=0}^{n} p_{i} x^{i}$ of $\mathbb{Q}_{3}[x]$. Let $\phi_{2}=x^{2}+3 a_{3}$ be a key polynomial of $\omega_{2}$ and $N_{2}(F)$ the $\phi_{2}$-Newton polygon of $F(x)$ with respect to $\omega_{2}$. It follows that: if $a_{3} \equiv 1(\bmod 3)$, then, for $\phi_{2}=x^{2}+3$, we have $F(x)=x \phi_{2}^{3}-9 x \phi_{2}^{2}+27 x \phi_{2}+$ $(a-27) x+b$ as the $\phi_{2}$-expansion of $F(x)$. We have the following cases:
i. If $v_{3}(b)=4$, then $N_{2}(F)=T$ has a single side joining $(0,8)$ and $(3,7)$. Thus, $T$ is of degree 1 and $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 .
ii. If $v_{3}(b) \geq 5$ and $v_{3}(a-27)=4$, then $N_{2}(F)=T$ has a single side joining $(0,9)$ and $(3,7)$. Thus, $T$ is of degree 1 and $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 .
iii. If $v_{3}(b)=5$ and $v_{3}(a-27) \geq 5$, then $N_{2}(F)=T$ has a single side joining $(0,10)$ and $(3,7)$ and its attached residual polynomial of $F$ is $R_{2}(F)(y)=x y^{3}+x y+b_{3}$, which is irreducible over $\mathbb{F}_{2}=\mathbb{F}_{\phi}$ because $\phi$ is of degree 1 . Thus, $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 3 .
iv. If $v_{3}(b) \geq 6$ and $v_{3}(a-27) \geq 5$, then $N_{2}(F)=T_{1}+T_{2}$ has two sides joining $(0, v),(2,9)$, and $(3,7)$ with $v \geq 11$. Thus, $T_{1}$ is of degree $1, T_{2}$ of degree 2 , and $R_{2}(F)(y)=x y^{2}+x$ is its attached residual polynomial of $F(x)$, which is irreducible over $\mathbb{F}_{2}=\mathbb{F}_{\phi}$. Thus, $S_{2}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 , with residue degree 1 and a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 2 .
Similarly, for $a_{3} \equiv-1(\bmod 3)$, let $\phi_{2}=x^{2}-3$. Then, $F(x)=x \phi_{2}^{3}+9 x \phi_{2}^{2}+$ $27 x \phi_{2}+(a+27) x+b$ is the $\phi_{2}$-expansion of $F(x)$. Analogous to the case $a_{3} \equiv 1(\bmod 3)$, in every case 3 does not divide $i(K)$. If $a \equiv 1(\bmod 3)$, then $\overline{F(x)}=x\left(x^{2}+1\right)^{3}$ in $\mathbb{F}_{3}[x]$. So, there is exactly a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 , and the other prime ideals of $\mathbb{Z}_{K}$ lying above 3 are of residue degrees at least 2 each prime ideal factor. Hence, $v_{3}(i(K))=0$. If $a \equiv-1(\bmod 3)$, then $\overline{F(x)}=x(x-1)^{3}(x+1)^{3}$ in $\mathbb{F}_{3}[x]$. Let $\phi_{1}=x-1, \phi_{2}=$ $x+1, F(x)=\phi_{1}^{7}+7 \phi_{1}^{6}+21 \phi_{1}^{5}+35 \phi_{1}^{4}+35 \phi_{1}^{3}+21 \phi_{1}^{2}+(7+a) \phi_{1}+(b+a+1)$, and $F(x)=\phi_{2}^{7}-7 \phi_{2}^{6}+21 \phi_{2}^{5}-35 \phi_{2}^{4}+35 \phi_{2}^{3}-21 \phi_{2}^{2}+(7+a) \phi_{2}+(b-(a+1))$. It follows that:
i. If $a \equiv 8(\bmod 9)$ and $b \equiv 0(\bmod 9)$, then $v_{3}(b+(1+a)) \geq 2$ and $v_{3}(b-(1+a)) \geq 2$. Thus, $x$ a provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 , and each $\phi_{i}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each prime ideal factor. In these two cases, $v_{3}(i(K))=2$.
ii. If $a \equiv 5(\bmod 9)$ and $b \equiv 3(\bmod 9)$, then $v_{3}(b+(1+a)) \geq 2$ and $v_{3}(b-(1+a))=1$. Thus, $x$ and $\phi_{2}$ each provide a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 , and $\phi_{1}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each. Similarly, if $a \equiv 5(\bmod 9)$ and $b \equiv 6(\bmod 9)$, then $v_{3}(b-(1+a)) \geq 2$ and $v_{3}(b+(1+a))=1$. Thus, $x$ and $\phi_{1}$ each provide a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 , and $\phi_{2}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each. In these two cases, $\nu_{3}(i(K))=1$.
iii. If $a \equiv 2(\bmod 9)$ and $b \equiv(1+a) \pm 9(\bmod 27)$, then $N_{\phi_{2}}^{+}(F)$ has a single side joining $(0,2)$ and $(3,0)$, and $N_{\phi_{1}}^{+}(F)$ has a single side joining $(0,1)$ and $(3,0)$. Thus, there are 3 prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each, and so $v_{3}(i(K))=0$.
iv. Similarly, if $a \equiv 2(\bmod 9)$ and $b \equiv-(1+a) \pm 9(\bmod 27)$, then there are 3 prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each, and so $v_{3}(i(K))=0$.
v. If $a \equiv 2(\bmod 9)$ and $v_{3}(b)=1$, then $v_{3}(\triangle) \geq 8$. Let $u=\frac{-7 b_{3}}{2 a}$. Then $u \in \mathbb{Z}_{3}$. Let $\phi=x-u$ and $F(x+u)=x^{7}+\cdots+35 u^{4} x^{3}+21 u^{5} x^{2}+$ $A x+B$, where $A=7 u^{6}+a=\frac{-\triangle}{6^{6} a^{6}}$ and $B=u^{7}+a u+b=\frac{b \triangle}{6^{7} a^{7}}$. It follows that $v_{3}(A)=v_{3}(B)=v_{3}(\triangle)-6$, and so $N_{\phi}^{+}(F)=S_{1}$ has a single side joining $\left(0, v_{3}(\triangle)-6\right)$ and $(3,0)$. Remark that, since $v_{3}(b)=$ 1 and $v_{3}(B) \geq 2, v_{3}\left(-u^{7}-a u+b\right)=1$, and so $(x+u)$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 . Thus,
$v_{3}(i(K)) \geq 1$ if and only if $\phi$ provides at least two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each prime ideal factor.
A. If $v_{3}(\triangle)=8$, then $N_{\phi}^{+}(F)$ has a single side of degree 1 , and so $\phi$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1.
B. If $v_{3}(\triangle)=9$, then $N_{\phi}^{+}(F)=S$ has a single side joining $(0,3)$ and $(3,0)$, with $R_{1}(F)(y)=-u^{4} y^{3}+u^{5} y^{2}+B_{3}$ its attached residual polynomial of $F(x)$. Since $a \equiv-1(\bmod 3)$ and $B=\frac{b \triangle}{6^{7} a^{7}}$, we have $u \equiv-b_{3}(\bmod 3)$ and $B_{3} \equiv b_{3} \triangle_{3}(\bmod 3)$. Thus, $R_{1}(F)(y)=-y^{3}-b_{3} y^{2}+b_{3} \triangle_{3}$. Since $R_{1}(F)(y)$ is square free and $R_{1}(F)(0) \neq 0$, then $R_{1}(F)(y)$ has at most one root in $\mathbb{F}_{\phi}$. Thus, $S$ provides at most a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 . Therefore, $v_{3}(i(K))=0$.
C. If $v_{3}(\triangle) \geq 10$, then $N_{\phi}^{+}(F)=S_{1}+S_{2}$ has two sides joining $(0, v-6)$ and $(3,1)$. It follows that, since $S_{2}$ is of degree 1, it provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 . Moreover, if $v_{3}(\triangle)$ is even, then $S_{1}$ is of degree 1 , and so $\phi$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each. In this case, $v_{3}(i(K))=1$. If $v_{3}(\triangle)=2(k+3)+1$, then $S_{1}$ is of degree 2 , with residual polynomial $R_{1}(F)(y)=$ $u y^{2}+b_{3} \triangle_{3}$. Since $a \equiv-1(\bmod 3)$, we have $2 a \equiv 1(\bmod 3)$ and $u \equiv-b_{3}(\bmod 3)$. Thus, $R_{1}(F)(y)=-b_{3}\left(y^{2}-\triangle_{3}\right)$. It follows that, if $\left(\frac{\triangle_{3}}{3}\right)=1$, then $R_{1}(F)(y)$ has two different factors of degree 1 each, and so $S_{1}$ provides two prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each. In this case, there are exactly five prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each and, according to Engstrom's results, $v_{3}(i(K))=2$. But, if $\left(\frac{\triangle_{3}}{3}\right)=-1$, then $R_{1}(F)(y)$ is irreducible over $\mathbb{F}_{\phi}=\mathbb{F}_{3}$, and so $S_{1}$ provides a unique prime ideal of $\mathbb{Z}_{K}$ lying above 3 with residue degree 2 . In this last case, there are exactly three prime ideals of $\mathbb{Z}_{K}$ lying above 3 with residue degree 1 each, and so $v_{3}(i(K))=0$.

Proof of Theorem 4. We start by showing that 5 does not divide $i(K)$ for every integer of $a$ and $b$, such that $x^{7}+a x+b$ is irreducible. By virtue of Engstrom's results [28], the proof is achieved if we provide the factorization of $5 \mathbb{Z}_{K}$ into powers of prime ideals of $\mathbb{Z}_{K}$. Using the index formula $\triangle=\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)^{2} d_{K}$, if $5^{2}$ does not divide $\triangle$, then $v_{5}(i(K))=0$. So, we assume that $5^{2}$ divides $\triangle$.

1. So, $6^{6} a^{7}+7^{7} b^{6} \equiv 0(\bmod 5)$. Since $a^{5} \equiv a(\bmod 5)$ and $b^{5} \equiv b(\bmod 5)$, then $a^{3} \equiv$ $2 b^{2}(\bmod 5)$, which means $(a, b) \in\{(0,0),(3,1),(2,2),(2,3),(3,4)\}(\bmod 5)$. In order to show that $v_{5}(i(K))=0$, it suffices to show that for every value $(a, b) \in \mathbb{Z}^{2}$, such that $x^{7}+a x+b$ is irreducible and $(a, b) \in\{(0,0),(2,1),(3,2),(3,3),(2,34\}(\bmod 5)$, there are at most four prime ideals of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 , where $K$ is the number field generated by a complex root of $x^{7}+a x+b$.
(a) For $(a, b) \equiv(0,0)(\bmod 5)$, if $v_{5}(a) \geq v_{5}(b)$, then $N_{\phi}(F)=S$ has a single side and it is of degree 1 . Thus, there is a unique prime ideal, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 . More precisely, $5 \mathbb{Z}_{K}=\mathfrak{p}^{7}$.
If $v_{5}(a)+1 \leq v_{5}(b)$, then $N_{\phi}(F)=S_{1}+S_{2}$ has two sides. More precisely, $S_{1}$ is of degree 1 . Let $d$ be degree of $S_{2}$. Since 6 is the length of $S_{2}$, then $d \in\{1,2,3\}$. Thus, $S_{1}$ provides a unique prime ideal, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue
degree 1 and $S_{2}$ provides at most three prime ideals, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 each.
(b) $\quad$ For $(a, b) \equiv(3,1)(\bmod 5)$, since $\overline{F(x)}=(x+4)^{2}(x+3)\left(x^{4}+4 x^{3}+x^{2}+x+2\right)$ in $\mathbb{F}_{5}[x]$, there are at most three prime ideals, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 each.
(c) For $(a, b) \equiv(2,2)(\bmod 5)$, since $\overline{F(x)}=\left(x^{4}+2 x^{3}+4 x^{2}+2 x+2\right)(x+4)(x+$ $2)^{2}$ in $\mathbb{F}_{5}[x]$, there are at most three prime ideals, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 each.
(d) $\quad$ For $(a, b) \equiv(2,3)(\bmod 5)$, since $\overline{F(x)}=(x+1)(x+3)^{2}\left(x^{4}+3 x^{3}+4 x^{2}+3 x+\right.$ 2) in $\mathbb{F}_{5}[x]$, there are at most three prime ideals $\mathfrak{p}$ of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 each.
(e) $\quad$ For $(a, b) \equiv(3,4)(\bmod 5)$, since $\overline{F(x)}=\left(x^{4}+x^{3}+x^{2}+4 x+2\right)(x+1)^{2}(x+2)$ in $\mathbb{F}_{5}[x]$, there are at most three prime ideals, $\mathfrak{p}$, of $\mathbb{Z}_{K}$ lying above 5 with residue degree 1 each.
We conclude that in all cases $v_{5}(i(K))=0$.
For $p \geq 7$, since the field $K$ is of degree 7 , there are at most 7 prime ideals of $\mathbb{Z}_{K}$ lying above $p$. The fact that there at least $p \geq 7$ monic irreducible polynomials of degree $f$ in $\mathbb{F}_{p}[x]$ for every positive integer $f \in\{1,2,3\}$, we conclude that $p$ does not divide $i(K)$.

## 5. Examples

Let $F=x^{7}+a x+b \in \mathbb{Z}[x]$ be a monic irreducible polynomial and $K$ a number field generated by a root, $\alpha$, of $F(x)$. In the following examples, we calculate the index of the field $K$. First based on Theorem $4, v_{p}(i(K))=0$ for every prime integer $p \geq 5$. Thus, we need only to calculate $v_{p}(i(K))$ for $p=2,3$.

1. For $a=6$ and $b=6$, since $F(x)$ is $p$-Eisenstein for every $p=2,3$, we conclude that $F(x)$ is irreducible over $\mathbb{Q}$, and 2 (resp. 3) does not divide $\left(\mathbb{Z}_{K}: \mathbb{Z}[\alpha]\right)$. Thus, 2 (resp. 3) does not divide $i(K)$ ), and so $i(K)=1$.
2. For $a=28$ and $b=32$, since $\overline{F(x)}$ is irreducible over $\mathbb{F}_{5}, F(x)$ is irreducible over $\mathbb{Q}$. By the first item of Theorem 2, we have $v_{2}(i(K))=1$. By Theorem $3, v_{3}(i(K))=0$. Thus, $i(K)=2$.
3. For $a=3$ and $b=8$, since $\overline{F(x)}$ is irreducible over $\mathbb{F}_{5}, F(x)$ is irreducible over $\mathbb{Q}$. Again, since $a \equiv 3(\bmod 4)$ and $b \equiv 0(\bmod 8)$, by Theorem $2, v_{2}(i(K))=3$. By Theorem 3, $v_{3}(i(K))=0$. Thus, $i(K)=8$.
4. For $a=-1$ and $b=9$, since $\overline{F(x)}$ is irreducible over $\mathbb{F}_{2}, F(x)$ is irreducible over $\mathbb{Q}$. Since $2 \mathbb{Z}_{K}$ is a prime ideal of $\mathbb{Z}_{K}, v_{2}(i(K))=0$. Also, since $a \equiv 8(\bmod 9)$ and $b \equiv 0(\bmod 9)$, by Theorem $3, v_{3}(i(K))=2$. Thus, $i(K)=9$.
5. For $a=803$ and $b=2112$, since $\overline{F(x)}$ is irreducible over $\mathbb{F}_{5}, F(x)$ is irreducible over $\mathbb{Q}$. Since $a \equiv 3(\bmod 4)$ and $b \equiv 0(\bmod 8)$, by Theorem $2, v_{2}(i(K))=3$. Similarly, since $a \equiv 5(\bmod 9)$ and $b \equiv 6(\bmod 9)$, by Theorem $3, v_{3}(i(K))=1$. Thus, $i(K)=24$.
6. For $a=35$ and $b=72$, since $\overline{F(x)}$ is irreducible over $\mathbb{F}_{11}, F(x)$ is irreducible over $\mathbb{Q}$. Since $a \equiv 3(\bmod 4)$ and $b \equiv 0(\bmod 8)$, by Theorem $2, v_{2}(i(K))=3$. Similarly, since $a \equiv 8(\bmod 9)$ and $b \equiv 0(\bmod 9)$, by Theorem $3, v_{3}(i(K))=2$. Thus, $i(K)=72$.
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#### Abstract

The Fibonacci sequence is a well-known sequence of numbers with numerous applications in mathematics, computer science, and other fields. In recent years, there has been growing interest in studying Fibonacci-like sequences on elliptic curves. These sequences have a number of exciting properties and can be used to build new encryption systems. This paper presents a further generalization of the Fibonacci sequence defined on elliptic curves. We also describe an encryption system using this sequence which is based on the discrete logarithm problem on elliptic curves.
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## 1. Introduction

The Fibonacci sequence, represented by the $\left\{F_{n}\right\}$ sequence, is a well-known and widely studied number series in mathematics. With applications in a variety of fields, it has fascinated researchers for centuries. Recently, interest in exploring Fibonacci-type sequences on elliptic curves has grown, leading to the discovery of exciting properties and new possibilities in cryptography. This article discusses the concept of the modified Multinacci sequence on an elliptic curve, a generalization of the classical Fibonacci sequence, and presents a new encryption system based on the discrete logarithm problem on elliptic curves. The classical Fibonacci sequence is defined by the recurrence relation

$$
F_{n}=F_{n-1}+F_{n-2} \text { for } n \geq 2
$$

with initial values $F_{0}=0$ and $F_{1}=1$. Various generalizations and extensions of this sequence have been proposed and studied by different authors over the years. Falcon and Plaza [1] introduced the $k$-Fibonacci sequence, while Edson and Yayenie [2] generalized the Fibonacci sequence and explored related identities.

The study of repeating sequences in algebraic structures began with the early work of Wall, who studied regular Fibonacci sequences in cyclic groups. Several authors followed his example and extended the theory to specific linear repeating sequences, see, for example, refs. [3-9]. These include the extensions by Deveci and Shannon [10,11], who studied quaternions and introduced the complex Fibonacci sequence with various applications.

In this article, we want to take the study a step further and explore the concept of Fibonacci sequences for groups generated by points on an elliptic curve. We present a modified Fibonacci sequence operating on an elliptic curve that extends the theory beyond traditional algebraic structures. On the other hand, elliptic curve cryptography (ECC) is an approach to public key cryptography based on the algebraic properties of elliptic curves over finite fields. Here, we present an innovative approach that combines ECC
with the Fibonacci sequence. The resulting secure protocol is based on the elliptic curve discrete logarithm problem (ECDLP), which plays a crucial role in elliptic curve coding and adaptive coding. The proposed new encryption system uses the modified Fibonacci sequence on an elliptic curve as its basis. By exploiting the complexity of the discrete logarithm problem on elliptic curves, we believe this scheme offers greater security and represents a promising avenue in the field of cryptography. The theoretical properties of numbers obtained from homogeneous linear repetition relations relevant to our research context have been extensively studied by various authors, see, for example, refs. [12-22]. Their work has shed light on key aspects of this topic and provided valuable insights into the properties of Fibonacci-type sequences on elliptic curves.

## 2. The Modified Fibonacci Sequence

In this section, we will define the generalized Fibonacci sequence over elliptic curves.
Definition 1 (The generalized Fibonacci sequence [2]). For $n \in \mathbb{N}$ such that $n \geq 2$, the generalized Fibonacci sequence $\left\{G_{k}\right\}_{k} \geq 0$ of order $n$ is given by

$$
G_{k+n}=G_{k}+G_{k+1}+G_{k+2}+\ldots+G_{k+n-1}
$$

where $G_{0}=G_{1}=\ldots=G_{n-2}=0$ and $G_{n-1}=1$. The generalized Fibonacei sequence $\left\{G_{k}\right\}_{k \geq 0}$ is called the multinacci sequence.

In the following definition, we generalize our previous results on Fibonacci-like sequences on elliptic curves [23]. We introduce a modified multinacci sequence defined on an elliptic curve.

Definition 2. Let $\mathbb{F}_{q}$ be a finite field and $E / \mathbb{F}_{q}$ an elliptic curve, take a point of order $g, \phi$ over $E$ and $G=<\phi>$. So, for $k, n \in \mathbb{N}$ and $\chi_{0}, \chi_{1}, \ldots, \chi_{n-1} \in G$, the elliptic multinacci sequence $\left\{N_{k, n}\right\}$ is defined by the recurrence relation

$$
N_{k+n}=N_{k}+N_{k+1}+\ldots+N_{k+n-1} \text { for } n \geq 2
$$

with $N_{k}=\chi_{0}, N_{k+1}=\chi_{1}, \ldots, N_{k+n-1}=\chi_{n-1}$.
The first few elliptic multinacci points are

$$
\begin{aligned}
& N_{n}=\chi_{0}+\chi_{1}+\ldots+\chi_{n-1} \\
& N_{n+1}=\chi_{0}+2 \chi_{1}+2 \chi_{2}+\ldots+2 \chi_{n-1} \\
& N_{n+2}=2 \chi_{0}+3 \chi_{1}+4 \chi_{2}+4 \chi_{3} \ldots+4 \chi_{n-1}
\end{aligned}
$$

For choosing the points $\chi_{0}, \chi_{1}, \ldots, \chi_{n-1}$ on a well-defined elliptic curve. We will use a private key exchange protocol to generate a sequence of points on an elliptic curve.

### 2.1. Sequence of Private Points

In this section, we study the problem of choosing points on an elliptic curve. We generalize our previous results on the elliptic matrix [24] to an elliptic matrix of order $n$. We also use a generalized approach that we used in our previous work [24]. The problem of choosing points on an elliptic curve is important in cryptography applications. In our previous work [23], we showed that the elliptic matrix can be used to generate a sequence of points on an elliptic curve. In this section, we generalize this result to an elliptic matrix of order $n$. We also show that our generalized approach is more efficient than the previous one.

Let $\mathbb{F}_{q}$ be a finite field and $E / \mathbb{F}_{q}$ an elliptic curve, take a point of order $g, \phi$ over $E$ and $G=\langle\phi\rangle$. In this part, we present the theoretical concept for our encryption scheme by using the matrix-ring $\aleph$, with the following form,

$$
\aleph=\left\{\left.\left(\begin{array}{cccc}
a_{1} & P_{1,2} & \cdots & P_{1, n} \\
Q_{2,1} & a_{2} & \cdots & P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}
\end{array}\right) \right\rvert\, a_{i} \in \mathbb{Z} / g \mathbb{Z}, P_{i, j}, Q_{i, j} \in G, i, j \in\{1,2, \cdots, n\}\right\}
$$

2.2. The Ring $\aleph$

$$
\text { Let } X=\left(\begin{array}{cccc}
a_{1} & P_{1,2} & \cdots & P_{1, n} \\
Q_{2,1} & a_{2} & \cdots & P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}
\end{array}\right) \text { and } Y=\left(\begin{array}{cccc}
b_{1} & P_{1,2}^{\prime} & \cdots & P_{1, n}^{\prime} \\
Q_{2,1}^{\prime} & b_{2} & \cdots & P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1}^{\prime} & Q_{n, 2}^{\prime} & \cdots & b_{n}
\end{array}\right) \text { be two }
$$ elements in $\aleph$. So,

$$
\begin{aligned}
& X+Y=\left(\begin{array}{cccc}
a_{1}+b_{1} & P_{1,2}+P_{1,2}^{\prime} & \cdots & P_{1, n}+P_{1, n}^{\prime} \\
Q_{2,1}+Q_{2,1}^{\prime} & a_{2}+b_{2} & \cdots & P_{2, n}+P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1}+Q_{n, 1}^{\prime} & Q_{n, 2}+Q_{n, 2}^{\prime} & \cdots & a_{n}+b_{n}
\end{array}\right), \\
& X \star Y=\left(\begin{array}{cccc}
a_{1} b_{1} & b_{2} P_{1,2}+a_{1} P_{1,2}^{\prime} & \cdots & b_{n} P_{1, n}+a_{1} P_{1, n}^{\prime} \\
b_{1} Q_{2,1}+a_{2} Q_{2,1}^{\prime} & a_{2} b_{2} & \cdots & b_{n} P_{2, n}+a_{2} P_{2, n}^{\prime \prime} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} Q_{n, 1}+a_{n} Q_{n, 1}^{\prime} & b_{2} Q_{n, 2}+a_{n} Q_{n, 2}^{\prime} & \cdots & a_{n} b_{n}
\end{array}\right) .
\end{aligned}
$$

Lemma 1. $(\aleph,+, \star)$ is a unitary non-commutative ring with identities,

$$
1_{\aleph}=\left(\begin{array}{cccc}
1 & (0: 1: 0) & \cdots & (0: 1: 0) \\
(0: 1: 0) & 1 & \cdots & (0: 1: 0) \\
\vdots & \vdots & \ddots & \vdots \\
(0: 1: 0) & (0: 1: 0) & \cdots & 1
\end{array}\right)
$$

and

$$
0_{\aleph}=\left(\begin{array}{cccc}
0 & (0: 1: 0) & \cdots & (0: 1: 0) \\
(0: 1: 0) & 0 & \cdots & (0: 1: 0) \\
\vdots & \vdots & \ddots & \vdots \\
(0: 1: 0) & (0: 1: 0) & \cdots & 0
\end{array}\right)
$$

where $(0: 1: 0)$ is the point of the elliptic at infinity.
Proof. Let

$$
X=\left(\begin{array}{cccc}
a_{1} & P_{1,2} & \cdots & P_{1, n} \\
Q_{2,1} & a_{2} & \cdots & P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}
\end{array}\right), Y=\left(\begin{array}{cccc}
b_{1} & P_{1,2}^{\prime} & \cdots & P_{1, n}^{\prime} \\
Q_{2,1}^{\prime} & b_{2} & \cdots & P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1}^{\prime} & Q_{n, 2}^{\prime} & \cdots & b_{n}
\end{array}\right)
$$

and

$$
Z=\left(\begin{array}{cccc}
c_{1} & P^{\prime \prime}{ }_{1,2} & \cdots & P^{\prime \prime}{ }_{1, n} \\
Q^{\prime \prime}{ }_{2,1} & c_{2} & \cdots & P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q^{\prime \prime}{ }_{n, 1} & Q^{\prime \prime}{ }_{n, 2} & \cdots & c_{n}
\end{array}\right)
$$

be elements in $\aleph$, then

- Associative laws,

We start with the product law " $\star$ ",

$$
\begin{gathered}
=\left(\begin{array}{cccc}
a_{1} b_{1} & b_{2} P_{1,2}+a_{1} P_{1,2}^{\prime} & \cdots & b_{n} P_{1, n}+a_{1} P_{1, n}^{\prime} \\
b_{1} Q_{2,1}+a_{2} Q_{2,1}^{\prime} & a_{2} b_{2} & \cdots & b_{n} P_{2, n}+a_{2} P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} Q_{n, 1}+a_{n} Q_{n, 1}^{\prime} & b_{2} Q_{n, 2}+a_{n} Q_{n, 2}^{\prime} & \cdots & a_{n} b_{n}
\end{array}\right) \star\left(\begin{array}{cccc}
c_{1} & P^{\prime \prime}{ }_{1,2} & \cdots & P^{\prime \prime} 1, n \\
Q^{\prime \prime}{ }_{2,1} & c_{2} & \cdots & P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q^{\prime \prime \prime}{ }_{n, 1} & Q^{\prime \prime}{ }_{n, 2} & \cdots & c_{n}
\end{array}\right) \\
=\left(\begin{array}{ccccc}
a_{1} b_{1} c_{1} & b_{2} c_{2} P_{1,2}+a_{1} c_{2} P_{1,2}^{\prime}+a_{1} b_{1} P^{\prime \prime}{ }_{1,2} & \cdots & b_{n} c_{n} P_{1, n}+a_{1} c_{n} P_{1, n}^{\prime}+a_{1} b_{1} P^{\prime \prime \prime} \\
b_{1} c_{1} Q_{2,1}+a_{2} c_{1} Q_{2,1}^{\prime}+a_{2} b_{2} Q^{\prime \prime}{ }_{2,1} & & a_{2} b_{2} c_{2} & \cdots & b_{n} c_{n} P_{2, n}+a_{2} c_{n} P_{2, n}^{\prime}+a_{2} b_{2} P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} c_{1} Q_{n, 1}+a_{n} c_{1} Q_{n, 1}^{\prime}+a_{n} b_{n} Q^{\prime \prime}{ }_{n, 1} b_{2} c_{2} Q_{n, 2}+a_{n} c_{2} Q_{n, 2}^{\prime}+a_{n} b_{n} Q^{\prime \prime}{ }_{n, 2} & \cdots & a_{n} b_{n} c_{n}
\end{array}\right) \\
\text { and, }
\end{gathered}
$$

$$
\begin{aligned}
& =\left(\begin{array}{cccc}
a_{1} & P_{1,2} & \cdots & P_{1, n} \\
Q_{2,1} & a_{2} & \cdots & P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}
\end{array}\right) \star\left(\begin{array}{ccc}
b_{1} c_{1} & c_{2} P_{1,2}^{\prime}+b_{1} P^{\prime \prime}{ }_{1,2} & \cdots \\
c_{n} P_{1, n}^{\prime}+b_{1} P^{\prime \prime}{ }_{1, n} \\
c_{1} Q_{2,1}^{\prime}+b_{2} Q^{\prime \prime}{ }_{2,1} & b_{2} c_{2} & \cdots \\
\vdots & c_{n} P_{2, n}^{\prime}+b_{2} P^{\prime \prime}{ }_{2, n} \\
c_{1} Q_{n, 1}^{\prime}+b_{n} Q^{\prime \prime}{ }_{n, 1} & c_{2} Q_{n, 2}^{\prime}+b_{n} Q^{\prime \prime}{ }_{n, 2} & \cdots
\end{array}\right. \\
& =\left(\begin{array}{cccc}
a_{1} b_{1} c_{1} & b_{2} c_{2} P_{1,2}+a_{1} c_{2} P_{1,2}^{\prime}+a_{1} b_{1} P^{\prime \prime}{ }_{1,2} & \cdots & b_{n} c_{n} P_{1, n}+a_{1} c_{n} P_{1, n}^{\prime}+a_{1} b_{1} P^{\prime \prime}{ }_{1, n} \\
b_{1} c_{1} Q_{2,1}+a_{2} c_{1} Q_{2,1}^{\prime}+a_{2} b_{2} Q^{\prime \prime}{ }_{2,1} & a_{2} b_{2} c_{2} & \cdots & b_{n} c_{n} P_{2, n}+a_{2} c_{n} P_{2, n}^{\prime}+a_{2} b_{2} P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} c_{1} Q_{n, 1}+a_{n} c_{1} \dot{Q}_{n, 1}^{\prime}+a_{n} b_{n} Q^{\prime \prime}{ }_{n, 1} b_{2} c_{2} Q_{n, 2}+a_{n} c_{2} \dot{Q}_{n, 2}^{\prime}+a_{n} b_{n} Q^{\prime \prime}{ }_{n, 2} & \cdots & a_{n} b_{n} c_{n}
\end{array}\right)
\end{aligned}
$$

Hence, $(X \star Y) \star Z=X \star(Y \star Z)$.
On the other hand, in the same way, we find that $(X+Y)+Z=X+(Y+Z)$.

- Distributive laws, we shall prove that $(X+Y) \star Z=X \star Z+Y \star Z$ and $\star Z \star(X+Y)=Z \star X+Z \star Y$.
So, for the first equality $(X+Y) \star Z=X \star Z+Y \star Z$, we have

$$
\begin{gathered}
(X+Y) \star Z=\left(\begin{array}{cccc}
a_{1}+b_{1} & P_{1,2}+P_{1,2}^{\prime} & \cdots & P_{1, n}+P_{1, n}^{\prime} \\
Q_{2,1}+Q_{2,1}^{\prime} & a_{2}+b_{2} & \cdots & P_{2, n}+P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1}+Q_{n, 1}^{\prime} & Q_{n, 2}+Q_{n, 2}^{\prime} & \cdots & a_{n}+b_{n}
\end{array}\right) \star\left(\begin{array}{cccc}
c_{1} & P^{\prime \prime}{ }_{1,2} & \cdots & P^{\prime \prime}{ }_{1, n} \\
Q^{\prime \prime}{ }_{2,1} & c_{2} & \cdots & P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q^{\prime \prime}{ }_{n, 1} & Q^{\prime \prime}{ }_{n, 2} & \cdots & c_{n}
\end{array}\right) \\
=\left(\begin{array}{ccccc}
c_{1}\left(Q_{2,1}+Q_{2,1}^{\prime}\right)+\left(a_{2}+b_{2}\right) Q^{\prime \prime}{ }_{2,1} & c_{2}\left(P_{1,2}+P_{1,2}^{\prime}\right)+\left(a_{1}+b_{1}\right) P^{\prime \prime}{ }_{1,2} & \cdots & c_{n}\left(P_{1, n}+P_{1, n}^{\prime}\right)+\left(a_{1}+b_{1}\right) P^{\prime \prime \prime}{ }_{1, n} \\
\vdots & \left(a_{2}+b_{2}\right) c_{2} & \cdots & c_{n}\left(P_{2, n}+P_{2, n}^{\prime}\right)+\left(a_{2}+b_{2}\right) P^{\prime \prime}{ }_{2, n} \\
c_{1}\left(Q_{n, 1}+Q_{n, 1}^{\prime}\right)+\left(a_{n}+b_{n}\right) Q^{\prime \prime \prime}{ }_{n, 1} c_{2}\left(Q_{n, 2}+Q_{n, 2}^{\prime}\right)+\left(a_{n}+b_{n}\right) Q^{\prime \prime}{ }_{n, 2} & \cdots & \vdots & \left(a_{n}+b_{n}\right) c_{n}
\end{array}\right),
\end{gathered}
$$

and,

$$
X \star Z+Y \star Z=\left(\begin{array}{cccc}
a_{1} c_{1}+b_{1} c_{1} & c_{2} P_{1,2}+c_{2} P_{1,2}^{\prime}+\left(a_{1}+b_{1}\right) P^{\prime \prime}{ }_{1,2} & \cdots & c_{n} P_{1, n}+c_{n} P_{1, n}^{\prime}+\left(a_{1}+b_{1}\right) P^{\prime \prime}{ }_{1, n} \\
c_{1} Q_{2,1}+c_{1} Q_{2,1}^{\prime}+\left(a_{2}+b_{2}\right) Q^{\prime \prime}{ }_{2,1} & a_{2} c_{2}+b_{2} c_{2} & \cdots & c_{n} P_{2, n}+c_{n} P_{2, n}^{\prime}+\left(a_{2}+b_{2}\right) P^{\prime \prime}{ }_{2, n} \\
\vdots & \vdots & & \ddots
\end{array}\right.
$$

Hence, $(X+Y) \star Z=X \star Z+Y \star Z$.
Similarly for the second equality.

- Additive inverses, for all $X=\left(\begin{array}{cccc}a_{1} & P_{1,2} & \cdots & P_{1, n} \\ Q_{2,1} & a_{2} & \cdots & P_{2, n} \\ \vdots & \vdots & \ddots & \vdots \\ Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}\end{array}\right) \in \aleph$, we have $X+(-X)=0_{\aleph}$, with $(-X)=\left(\begin{array}{cccc}-a_{1} & -P_{1,2} & \cdots & -P_{1, n} \\ -Q_{2,1} & -a_{2} & \cdots & -P_{2, n} \\ \vdots & \vdots & \ddots & \vdots \\ -Q_{n, 1} & -Q_{n, 2} & \cdots & -a_{n}\end{array}\right)$ is called the additive inverse of $X$.

The following proposition describes the collection of invertible elements within $\aleph$.
Proposition 1. Let $X=\left(\begin{array}{cccc}a_{1} & P_{1,2} & \cdots & P_{1, n} \\ Q_{2,1} & a_{2} & \cdots & P_{2, n} \\ \vdots & \vdots & \ddots & \vdots \\ Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}\end{array}\right) \in \aleph, X$ is invertible if only if $\operatorname{gcd}\left(g, a_{i}\right)=1$ for all $i \in\{1,2, \ldots, n\}$, in this case we have,

$$
X^{\star(-1)}=\left(\begin{array}{cccc}
a_{1}^{-1} & -a_{1}^{-1} a_{2}^{-1} P_{1,2} & \cdots & -a_{1}^{-1} a_{n}^{-1} P_{1, n} \\
-a_{1}^{-1} a_{2}^{-1} Q_{2,1} & a_{2}^{-1} & \cdots & -a_{2}^{-1} a_{n}^{-1} P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{1}^{-1} a_{n}^{-1} Q_{n, 1} & -a_{2}^{-1} a_{n}^{-1} Q_{n, 2} & \cdots & a_{n}^{-1}
\end{array}\right) \in \aleph .
$$

Proof. Let $Y=\left(\begin{array}{cccc}b_{1} & P_{1,2}^{\prime} & \cdots & P_{1, n}^{\prime} \\ Q_{2,1}^{\prime} & b_{2} & \cdots & P_{2, n}^{\prime} \\ \vdots & \vdots & \ddots & \vdots \\ Q_{n, 1}^{\prime} & Q_{n, 2}^{\prime} & \cdots & b_{n}\end{array}\right)$ the inverse of $X$, we have:

$$
X \star Y=Y \star X=1_{\aleph}
$$

So, $X \star Y=\left(\begin{array}{cccc}a_{1} b_{1} & b_{2} P_{1,2}+a_{1} P_{1,2}^{\prime} & \cdots & b_{n} P_{1, n}+a_{1} P_{1, n}^{\prime} \\ b_{1} Q_{2,1}+a_{2} Q_{2,1}^{\prime} & a_{2} b_{2} & \cdots & b_{n} P_{2, n}+a_{2} P_{2, n}^{\prime} \\ \vdots & \vdots & \ddots & \vdots \\ b_{1} Q_{n, 1}+a_{n} Q_{n, 1}^{\prime} & b_{2} Q_{n, 2}+a_{n} Q_{n, 2}^{\prime} & \cdots & a_{n} b_{n}\end{array}\right)$

$$
=\left(\begin{array}{cccc}
1 & (0: 1: 0) & \cdots & (0: 1: 0) \\
(0: 1: 0) & 1 & \cdots & (0: 1: 0) \\
\vdots & \vdots & \ddots & \vdots \\
(0: 1: 0) & (0: 1: 0) & \cdots & 1
\end{array}\right)
$$

and

$$
\begin{gathered}
Y \star X=\left(\begin{array}{cccc}
a_{1} b_{1} & b_{1} P_{1,2}+a_{2} P_{1,2}^{\prime} & \cdots & b_{1} P_{1, n}+a_{n} P_{1, n}^{\prime} \\
b_{2} Q_{2,1}+a_{1} Q_{2,1}^{\prime} & a_{2} b_{2} & \cdots & b_{2} P_{2, n}+a_{n} P_{2, n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n} Q_{n, 1}+a_{1} Q_{n, 1}^{\prime} & b_{n} Q_{n, 2}+a_{2} Q_{n, 2}^{\prime} & \cdots & a_{n} b_{n}
\end{array}\right) \\
=\left(\begin{array}{cccc}
1 & (0: 1: 0) & \cdots & (0: 1: 0) \\
(0: 1: 0) & 1 & \cdots & (0: 1: 0) \\
\vdots & \vdots & \ddots & \vdots \\
(0: 1: 0) & (0: 1: 0) & \cdots & 1
\end{array}\right)
\end{gathered}
$$

it follows that, for all $i, j \in\{1,2, \ldots, n\}$ we have $a_{i} b_{i} \equiv 1(\bmod g)$ and

$$
\begin{aligned}
b_{i} P_{j, i}+a_{j} P_{j, i}^{\prime} & =(0: 1: 0), i \neq j \\
b_{j} Q_{i, j}+a_{i} Q_{i, j}^{\prime} & =(0: 1: 0), i \neq j
\end{aligned}
$$

Therefore, $X$ is invertible if only if $\operatorname{gcd}\left(g, a_{i}\right)=1$ for all $i \in\{1,2, \ldots, n\}$, in this case we have, $b_{i}=a_{i}^{-1}$ for all $i \in\{1,2, \ldots, n\}$ and

$$
\begin{aligned}
P_{i, j}^{\prime} & =-a_{i}^{-1} a_{j}^{-1} P_{i, j}, i \neq j \\
Q_{i, j}^{\prime} & =-a_{i}^{-1} a_{j}^{-1} Q_{i, j}, i \neq j
\end{aligned}
$$

So,

$$
X^{\star(-1)}=\left(\begin{array}{cccc}
a_{1}^{-1} & -a_{1}^{-1} a_{2}^{-1} P_{1,2} & \cdots & -a_{1}^{-1} a_{n}^{-1} P_{1, n} \\
-a_{1}^{-1} a_{2}^{-1} Q_{2,1} & a_{2}^{-1} & \cdots & -a_{2}^{-1} a_{n}^{-1} P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{1}^{-1} a_{n}^{-1} Q_{n, 1} & -a_{2}^{-1} a_{n}^{-1} Q_{n, 2} & \cdots & a_{n}^{-1}
\end{array}\right) \in \aleph .
$$

Lemma 2. Let $k \in \mathbb{N}$. Then the $k$-power of $X=\left(\begin{array}{cccc}a_{1} & P_{1,2} & \cdots & P_{1, n} \\ Q_{2,1} & a_{2} & \cdots & P_{2, n} \\ \vdots & \vdots & \ddots & \vdots \\ Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}\end{array}\right) \in \aleph$, is given by

$$
X^{\star k}=\left(\begin{array}{cccc}
a_{1}^{k} & \lambda_{1,2}^{k} P_{1,2} & \cdots & \lambda_{1, n}^{k} P_{1, n} \\
\lambda_{1,2}^{k} Q_{2,1} & a_{2}^{k} & \cdots & \lambda_{2, n}^{k} P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{1, n}^{k} Q_{n, 1} & \lambda_{2, n}^{k} Q_{n, 2} & \cdots & a_{n}^{k}
\end{array}\right)
$$

where

$$
\lambda_{e, f}^{k}=\sum_{i+j=k-1} a_{e}^{i} a_{f}^{j}, \text { for } e \in\{1, \ldots, n-1\} \text { and } f \in\{2, \ldots, n\}
$$

Proof. For $k=1$, we have $\lambda_{e, f}^{1}=1$ for all $e \in\{1, \ldots, n-1\}$ and $f \in\{2, \ldots, n\}$, then $X^{\star 1}=X$.

Let $k \geq 1$. Assuming that $\lambda_{e, f}^{k}=\sum_{i+j=k-1} a_{e}^{i} a_{f}^{j}$ is true, we prove that we have,

$$
\lambda_{e, f}^{k+1}=\sum_{i+j=k} a_{e}^{i} a_{f}^{j}
$$

So, we have

$$
X^{\star(k+1)}=\left(\begin{array}{cccc}
a_{1}^{k} & \lambda_{1,2}^{k} P_{1,2} & \cdots & \lambda_{1, n}^{k} P_{1, n} \\
\lambda_{1,2}^{k} Q_{2,1} & a_{2}^{k} & \cdots & \lambda_{2, n}^{k} P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{1, n}^{k} Q_{n, 1} & \lambda_{2, n}^{k} Q_{n, 2} & \cdots & a_{n}^{k}
\end{array}\right) \star\left(\begin{array}{cccc}
a_{1} & P_{1,2} & \cdots & P_{1, n} \\
Q_{2,1} & a_{2} & \cdots & P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{n, 1} & Q_{n, 2} & \cdots & a_{n}
\end{array}\right)
$$

Then,

$$
X^{\star(k+1)}=\left(\begin{array}{cccc}
a_{1}^{k+1} & \left(a_{1}^{k}+a_{2} \lambda_{1,2}^{k}\right) P_{1,2} & \cdots & \left(a_{1}^{k}+a_{n} \lambda_{1, n}^{k}\right) P_{1, n} \\
\left(a_{2}^{k}+a_{1} \lambda_{1,2}^{k}\right) Q_{2,1} & a_{2}^{k+1} & \cdots & \left(a_{2}^{k}+a_{n} \lambda_{2, n}^{k}\right) P_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\left(a_{n}^{k}+a_{1} \lambda_{1, n}^{k}\right) Q_{n, 1} & \left(a_{n}^{k}+a_{2} \lambda_{2, n}^{k}\right) Q_{n, 2} & \cdots & a_{n}^{k+1}
\end{array}\right)
$$

Thus, for $e \in\{1, \ldots, n-1\}$ and $f \in\{2, \ldots, n\}$ we have

$$
\lambda_{e, f}^{k+1}=a_{e}^{k}+a_{f} \lambda_{e, f}^{k}=a_{e}^{k}+a_{f} \sum_{i+j=k-1} a_{e}^{i} a_{f}^{j} .
$$

We conclude that, for all $k \geq 1$,

$$
\lambda_{e, f}^{k}=\sum_{i+j=k-1} a_{e}^{i} a_{f}^{j} .
$$

Hence, the result.
Given the non-commutative nature of the $\star$ operation, in the upcoming proposition, we will define the set $C_{\aleph}(X)$, which consists of matrices in $\aleph$ that commute with the mentioned matrix.

$$
X=\left(\begin{array}{cccc}
a_{1} & g_{1,2} \phi & \cdots & g_{1, n} \phi \\
m_{2,1} \phi & a_{2} & \cdots & g_{2, n} \phi \\
\vdots & \vdots & \ddots & \vdots \\
m_{n, 1} \phi & m_{n, 2} \phi & \cdots & a_{n}
\end{array}\right)
$$

Proposition 2. Using the same notation as above, we have

$$
Y=\left(\begin{array}{cccc}
b_{1} & e_{1,2} \phi & \cdots & e_{1, n} \phi \\
f_{2,1} \phi & b_{2} & \cdots & e_{2, n} \phi \\
\vdots & \vdots & \ddots & \vdots \\
f_{n, 1} \phi & f_{n, 2} \phi & \cdots & b_{n}
\end{array}\right) \in C_{\aleph}(X)
$$

if and only if

$$
\left\{\begin{array}{lll}
\left(b_{j}-b_{i}\right) g_{i, j}=\left(a_{j}-a_{i}\right) e_{i, j} & (\bmod g), & \text { for } i \neq j ; \\
\left(b_{j}-b_{i}\right) m_{j, i}=\left(a_{j}-a_{i}\right) f_{j, i} & (\bmod g), & \text { for } i \neq j
\end{array}\right.
$$

Proof. Since,

$$
X \star Y=\left(\begin{array}{cccc}
a_{1} b_{1} & \left(b_{2} g_{1,2}+a_{1} e_{1,2}\right) \phi & \cdots & \left(b_{n} g_{1, n}+a_{1} e_{1, n}\right) \phi \\
\left(b_{1} m_{2,1}+a_{2} f_{2,1}\right) \phi & a_{2} b_{2} & \cdots & \left(b_{n} g_{2, n}+a_{2} e_{2, n}\right) \phi \\
\vdots & \vdots & \ddots & \vdots \\
\left(b_{1} m_{n, 1}+a_{n} f_{n, 1}\right) \phi & \left(b_{2} m_{n, 2}+a_{n} f_{n, 2}\right) \phi & \cdots & a_{n} b_{n}
\end{array}\right)
$$

and

$$
Y \star X=\left(\begin{array}{cccc}
a_{1} b_{1} & \left(b_{1} g_{1,2}+a_{2} e_{1,2}\right) \phi & \cdots & \left(b_{1} g_{1, n}+a_{n} e_{1, n}\right) \phi \\
\left(b_{2} m_{2,1}+a_{1} f_{2,1}\right) \phi & a_{2} b_{2} & \cdots & \left(b_{2} g_{2, n}+a_{n} e_{2, n}\right) \phi \\
\vdots & \vdots & \ddots & \vdots \\
\left(b_{n} m_{n, 1}+a_{1} f_{n, 1}\right) \phi & \left(b_{n} m_{n, 2}+a_{2} f_{n, 2}\right) \phi & \cdots & a_{n} b_{n}
\end{array}\right) .
$$

We can then check the result by making comparative calculations.

## 3. Encryption Scheme

In this section, we will use the Fibonacci sequence $N_{k, n}$ and the matrix $M\left(B_{1}, B_{2}, B_{3}\right)=$ $\left(\begin{array}{cc}B_{1} & B_{2} \\ 0 & B_{3}\end{array}\right)$ to build a cryptosystem, where $B_{i} \in \aleph$ for all $i \in\{1,2,3\}$.

### 3.1. Cryptographic Protocols

### 3.1.1. Public-Key Encryption

Let $\mathbb{F}_{q}$ be a finite field where $q$ is a power of a prime number $p$, and $\phi$ a point on an elliptic curve $E / \mathbb{F}_{q}$ of order $g$ (Public).

Initially, Allice and Boob perform the following steps:

- Select an integer " $e$ " satisfying $2^{e} \geq \operatorname{order}(\phi)$.
- Construct encryption and decryption tables for the alphabetical letters, as illustrated in Table 1
- Allice chooses two matrices $A$ and $S_{1} \in \aleph$ such that $S_{1} \notin \mathrm{C}_{\aleph}(A)$ and publishes the pair $\left(A, \mathrm{C}_{\aleph}\left(S_{1}\right)\right)$.
- Boob chooses two matrices $B$ and $B_{2} \in \aleph$ such that $B_{2} \notin C_{\aleph}(B)$ and publishes the pair ( $B, C_{\aleph}\left(B_{2}\right)$ ).
- Allice chooses private keys: $r \in \mathbb{N}^{*}$ and $S_{2} \in \mathrm{C}_{\aleph}\left(B_{2}\right) \backslash \mathrm{C}_{\aleph}(A)$. She computed the matrix

$$
\left(M\left(S_{1}, A+B, S_{2}\right)\right)^{\star r}=\left(\begin{array}{cc}
S_{1}^{\star r} & V_{r} \\
0 & S_{2}^{\star r}
\end{array}\right)
$$

and send $V_{r}=\sum_{j=0}^{r-1} S_{1}^{r-1-j}(A+B) S_{2}^{j}$ to Boob.

- Boob chooses private keys, $t \in \mathbb{N}^{*}$ and $B_{1} \in C_{\aleph}\left(S_{1}\right) \backslash C_{\aleph}(B)$. He computed the matrix

$$
\left(M\left(B_{1}, A+B, B_{2}\right)\right)^{\star t}=\left(\begin{array}{cc}
B_{1}^{\star t} & W_{t} \\
0 & B_{2}^{\star t}
\end{array}\right)
$$

and sends $W_{t}=\sum_{i=0}^{t-1} B_{1}^{t-1-i}(A+B) B_{2}^{i}$ to Allice.
Using their respective private keys $r$ and $t$,

$$
\begin{array}{ll}
\text { Allice calculates the matrix : } M\left(S_{1}, W_{t}, S_{2}\right)^{\star r} & =\left(\begin{array}{cc}
S_{1}^{\star r} & W_{t, r} \\
0 & S_{2}^{\star r}
\end{array}\right) . \\
\text { Boob calculates the matrix : } M\left(B_{1}, V_{r}, B_{2}\right)^{\star t} & =\left(\begin{array}{cc}
B_{1}^{\star t} & V_{r, t} \\
0 & B_{2}^{\star t}
\end{array}\right) .
\end{array}
$$

Table 1. Table of codes.

| m | Symbol | $N_{k+m-1}$ | Code |
| :---: | :---: | :---: | :---: |
| 1 | a | $(235935: 268849: 1)$ | 001110011001100111101000001101000110001 |
| 2 | b | $(389657: 135909: 1)$ | 0101111100100001100100100001001011100101 |
| 3 | c | $(77635: 277268: 1)$ | 0001001011110100001101000011101100010100 |
| 4 | d | $(731184: 813740: 1)$ | 1011001010000011000011000110101010101100 |
| 5 | e | $(276883: 380201: 1)$ | 0100001110011001001101011100110100101001 |
| 6 | f | $(45356: 13835: 1)$ | 0000101100010010110000000011011000001011 |
| 7 | g | $(594378: 213743: 1)$ | 1001000100011100101000110100001011101111 |
| 8 | h | $(769911: 70637: 1)$ | 101110111110111011100010001001111101101 |
| 9 | i | $(91429: 614433: 1)$ | 0001011001010010010110010110000000100001 |
| 10 | j | $(727719: 560865: 1)$ | 101100011010101001111000100011011100001 |
| 11 | k | $(798495: 460116: 1)$ | 11000010111000111101110000010101010100 |
| 12 | l | $(228759: 663560: 1)$ | 0011011111011001011110100010000000001000 |
| 13 | m | $(140564: 784634: 1)$ | 001000100101000101001011111100011111010 |
| 14 | n | $(206051: 230879: 1)$ | 0011001001001110001100111000010111011111 |

Table 1. Cont.

| m | Symbol | $N_{k+m-1}$ | Code |
| :---: | :---: | :---: | :---: |
| 15 | o | (493299:599363:1) | 0111100001101111001110010010010101000011 |
| 16 | p | (119068:314376:1) | 0001110100010001110001001100110000001000 |
| 17 | q | (343828:667652:1) | 0101001111110001010010100011000000000100 |
| 18 | r | (440735:296723:1) | 0110101110011001111101001000011100010011 |
| 19 | S | (600806:253674:1) | 1001001010101110011000111101111011101010 |
| 20 | t | (576171:209834:1) | 1000110010101010101100110011001110101010 |
| 21 | u | (799322:20471:1) | 1100001100100101101000000100111111110111 |
| 22 | v | (480331:755394:1) | 0111010101000100101110111000011011000010 |
| 23 | w | (11625:186679:1) | 0000001011010110100100101101100100110111 |
| 24 | x | (703147:653544:1) | 1010101110101010101110011111100011101000 |
| 25 | y | (86566:248985:1) | 0001010100100010011000111100110010011001 |
| 26 | Z | (803203:590888:1) | 1100010000011000001110010000010000101000 |
| 27 | 0 | (253297:647609:1) | 0011110111010111000110011110000110111001 |
| 28 | 1 | (638352:140976:1) | 1001101111011001000000100010011010110000 |
| 29 | 2 | (325216:589272:1) | 0100111101100110000010001111110111011000 |
| 30 | 3 | (290526:188929:1) | 0100011011101101111000101110001000000001 |
| 31 | 4 | (442462:359536:1) | 0110110000000101111001010111110001110000 |
| 32 | 5 | (235154:97923:1) | 0011100101101001001000010111111010000011 |
| 33 | 6 | (831595:598381:1) | 1100101100000110101110010010000101101101 |
| 34 | 7 | (501957:121621:1) | 0111101010001100010100011101101100010101 |
| 35 | 8 | (423213:594366:1) | 0110011101010010110110010001000110111110 |
| 36 | 9 | (469008:24502:1) | 0111001010000001000000000101111110110110 |
| 37 | + | (57173:619400:1) | 0000110111110101010110010111001110001000 |
| 38 | , | (68386:767724:1) | 0001000010110010001010111011011011101100 |
| 39 | = | (836347:26992:1) | 1100110000101111101100000110100101110000 |
| 40 | space | (546050:89480:1) | 1000010101010000001000010101110110001000 |
| $\vdots$ | $\vdots$ | : | : |
| : | : | : | : |

Lemma 3. Using the same notations as above, we obtain $W_{t, r}=V_{r, t}$.
Proof. We have,

$$
\begin{aligned}
V_{r, t} & =\sum_{i=0}^{t-1} B_{1}^{t-i-1} V_{r} B_{2}^{i} \\
& =\sum_{i=0}^{t-1} B_{1}^{t-i-1}\left(\sum_{j=0}^{r-1} S_{1}^{r-1-j}(A+B) S_{2}^{j}\right) B_{2}^{i} \\
& =\sum_{i=0}^{t-1} \sum_{j=0}^{r-1} B_{1}^{t-i-1} S_{1}^{r-1-j}(A+B) S_{2}^{j} B_{2}^{i}
\end{aligned}
$$

and

$$
\begin{aligned}
W_{t, r} & =\sum_{j=0}^{r-1} S_{1}^{r-j-1} W_{t} S_{2}^{j} \\
& =\sum_{j=0}^{r-1} S_{1}^{r-j-1}\left(\sum_{i=0}^{t-1} B_{1}^{t-1-i}(A+B) B_{2}^{i}\right) S_{2}^{j} \\
& =\sum_{j=0}^{r-1} \sum_{i=0}^{t-1} S_{1}^{r-j-1} B_{1}^{t-1-i}(A+B) B_{2}^{i} S_{2}^{j} .
\end{aligned}
$$

Or, $B_{1} \in \mathrm{C}_{\aleph}\left(S_{1}\right)$ and $S_{2} \in \mathrm{C}_{\aleph}\left(B_{2}\right)$, it follows that

$$
\Phi=V_{r, t}=W_{t, r}=\left(\begin{array}{cccc}
\alpha_{1} & \chi_{1,2} & \cdots & \chi_{1, n} \\
\psi_{2,1} & \alpha_{2} & \cdots & \chi_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{n, 1} & \psi_{n, 2} & \cdots & \alpha_{n}
\end{array}\right)
$$

### 3.1.2. The Secret Fibonacci Sequence

At present, we have the secret matrix $\Phi$. Next, we will introduce the Fibonacci sequence, an essential element in the implementation of our protocol. The Fibonacci sequence is defined by:

$$
\begin{gathered}
N_{k+n}=N_{k}+N_{k+1}+\ldots+N_{k+n-1} \text { for } n \geq 2 \\
N_{i}=\alpha_{i-k+1} \chi_{i-k+1, i-k+2}+\sum_{j=1}^{i-k} \psi_{i-k+1, j}+\sum_{j=i-k+3}^{n} \chi_{i-k+1, j} \text { for } k \leq i \leq n+k-1
\end{gathered}
$$

where $k \in \mathbb{N}$. Therefore, we derive the secret key between Allice and Boob, represented by the elliptic Fibonacci sequence.

Let

$$
G=<\phi>=\left\{1_{\aleph}, \phi, 2 \phi, 3 \phi, \ldots,(m-1) \phi\right\}
$$

with $m=\operatorname{ord}(G)$. For $l \leq m$, we code $l \phi$ by $l \phi \rightarrow N_{n+l}$ and $1_{\aleph} \rightarrow N_{n+m}$. Then we get $\phi \rightarrow N_{n+1}, 2 \phi \rightarrow N_{n+2}, \ldots, i \phi \rightarrow N_{n+i}, \ldots$

### 3.2. Encrypt and Decrypt Messages

If the secret key $\Phi$ shared between Boob and Allice is invertible, and $\nabla$ represents the message that Boob intends to transmit to Allice, note that $\nabla$ is a matrix of the same size as $\Phi$. This leads to the encrypted message

$$
\triangle=e_{\Phi}(\nabla)=\Phi \star \nabla \star \Phi^{-1}
$$

We repeat the above procedure if $\Phi$ is not invertible
After receiving the encrypted message $\triangle$ from Boob, Allice uses a decryption process to decrypt it. This decryption function, called $d_{\Phi}$, is defined as follows

$$
d_{\Phi}(\triangle)=\Phi^{-1} \star \nabla \star \Phi
$$

It follows that $d_{\Phi} \circ e_{\Phi}(\nabla)=\nabla$.
Lemma 4. Given two messages, $\nabla_{1}$ and $\nabla_{2}$, then for any invertible key $\Phi$, the following condition applies:

$$
\begin{aligned}
e_{\Phi}\left(\nabla_{1}+\nabla_{2}\right) & =e_{\Phi}\left(\nabla_{1}\right)+e_{\Phi}\left(\nabla_{2}\right) \\
e_{\Phi}\left(\nabla_{1} \star \nabla_{2}\right) & =e_{\Phi}\left(\nabla_{1}\right) \star e_{\Phi}\left(\nabla_{2}\right)
\end{aligned}
$$

### 3.3. Discussion and Analysis

In this section, we will look at the security aspects of the system and make a comparative analysis with other systems.

Considering that ECLDP (Elliptic Curve Discrete Logarithm Problem) is notably more challenging to solve in comparison to the Discrete Logarithm Problem (DLP) on finite fields, we can assert that our cryptosystem implemented over elliptic curves offers enhanced security when juxtaposed with cryptosystems operating on finite fields. It is worth noting that there are sub-exponential algorithms available for resolving the DLP over fields, which affects the security landscape.

Nonetheless, the cryptographic primitive underpinning our scheme is fundamentally rooted in the difficulty of solving the DLP. Consequently, to achieve a sufficient level of security, it becomes imperative to operate within the domain of large fields. However, this choice comes at the cost of increased transmission overhead, implementation complexity, and computational time.

Conversely, our cryptosystem presents advantages over schemes based on finite fields due to the fact that (ECDLP) is an exponential problem. To ensure the highest level of security within our cryptographic system, careful selection of the elliptic curve becomes crucial. Additionally, solving the ECLDP is more formidable compared to the Integer Factorization Problem (IFP), further solidifying the security of our elliptic curve-based approach in comparison to the RSA cryptosystem.

Furthermore, it is important to highlight that ECLDP provides a heightened level of security even with relatively smaller key sizes, surpassing the security levels of the RSA or DSA cryptosystems in terms of key size.

Digital Signature Algorithm [25]. The following table shows the key length required to achieve an adequate security level of $k$-bits.

| Security Level | Elliptic Curve <br> Algorithms | Asymmetric <br> Algorithms RSA, DSA <br> and El Gamal | Symmetric <br> Algorithms |
| :---: | :---: | :---: | :---: |
| 128 | 160 | 1024 | 80 |
| 1024 | 256 | 2048 | 128 |

In conclusion, the memory consumption in our elliptic curve-based cryptosystem is significantly lower compared to the Cramer-Shoup signature scheme relying on strong RSA [26].

## 4. Numerical Example

Let $\mathbb{F}_{357347}$ be a finite field, and the $\phi=(231025: 130838: 1)$ point of order $g=358438$ over the elliptic curve

$$
E: y^{2}=x^{3}+5 x+3 \quad(\bmod 357347)
$$

Initially, Allice and Boob perform the following steps:

- Select an integer " $e=19$ " satisfying $2^{e} \geq \operatorname{order}(\phi)=358438$.
- Construct encryption and decryption tables for the alphabetical letters, as illustrated in Table 1.

Our objective in this example is to encrypt the message "a new encryption scheme".
We will take matrices of size 4 .
First Allice chooses two matrices in $\aleph$,

$$
\begin{gathered}
A=\left(\begin{array}{cccc}
0 & (231025: 130838: 1) & (231025: 130838: 1) & (209305: 158310: 1) \\
(313039: 156928: 1) & 3 & (313039: 156928: 1) & (325271: 280330: 1) \\
(209305: 158310: 1) & (4959: 212177: 1) & 2 & (167587: 100994: 1) \\
(209305: 158310: 1) & (325271: 280330: 1) & (167587: 100994: 1) & 10
\end{array}\right), \\
S_{1}=\left(\begin{array}{cccc}
5 & (4959: 212177: 1) & (167587: 100994: 1) & (231025: 130838: 1) \\
(0: 1: 0) & 3 & (231025: 130838: 1) & (313039: 156928: 1) \\
(0: 1: 0) & (0: 1: 0) & 2 & (204268: 290591: 1) \\
(0: 1: 0) & (0: 1: 0) & (0: 1: 0) & 1
\end{array}\right)
\end{gathered}
$$

and publish the pair $\left(A, \mathrm{C}_{\aleph}\left(S_{1}\right)\right)$, in the same way, Boob chooses two matrices in $\aleph$,

and publish the pair $\left(B, C_{\aleph}\left(B_{2}\right)\right)$.
Allice choose a private keys, $r=9$, and a matrix

$$
S_{2}=\left(\begin{array}{cccc}
7 & (325271: 280330: 1) & (231025: 130838: 1) & (130516: 286691: 1) \\
(204268: 290591: 1) & 2 & (209305: 158310: 1) & (313039: 156928: 1) \\
(154308: 310813: 1) & (260212: 57983: 1) & 3 & (325271: 280330: 1) \\
(313039: 156928: 1) & (231025: 130838: 1) & (4959: 212177: 1) & 1
\end{array}\right)
$$

$\in C_{\aleph}\left(B_{2}\right)$. She calculated the matrix

$$
\left(M\left(S_{1}, A+B, S_{2}\right)\right)^{\star 9}=\left(\begin{array}{cc}
S_{1}^{\star 9} & V_{9} \\
0 & S_{2}^{\star 9}
\end{array}\right)
$$

where

$$
\begin{aligned}
& V_{9}=\sum_{i=0}^{8} S_{1}^{\star(8-i)}(A+B) S_{2}^{\star i} \\
& =\left(\begin{array}{cccc}
260850 & (284421: 77961: 1) & (46354: 273053: 1) & (253036: 363: 1) \\
(141069: 328577: 1) & 115026 & (169368: 225949: 1) & (233261: 218998: 1) \\
(215911: 142203: 1) & (19315: 277743: 1) & 210881 & (19698: 226465: 1) \\
(274056: 81341: 1) & (120373: 104427: 1) & (49922: 87765: 1) & 144
\end{array}\right)
\end{aligned}
$$

and send it to Boob.
In turn, Boob chooses a private keys, $t=15$, and a matrix

$$
B_{1}=\left(\begin{array}{cccc}
8 & (4959: 212177: 1) & (167587: 100994: 1) & (231025: 130838: 1) \\
(0: 1: 0) & 6 & (231025: 130838: 1) & (313039: 156928: 1) \\
(0: 1: 0) & (0: 1: 0) & 5 & (204268: 290591: 1) \\
(0: 1: 0) & (0: 1: 0) & (0: 1: 0) & 4
\end{array}\right) \in C_{\aleph}\left(S_{1}\right)
$$

He calculates the matrix

$$
\left(M\left(B_{1}, A+B, B_{2}\right)\right)^{\star 15}=\left(\begin{array}{cc}
B_{1}^{\star 15} & W_{15} \\
0 & B_{2}^{\star 15}
\end{array}\right)
$$

where

$$
\begin{aligned}
& W_{15}=\sum_{i=0}^{14} B_{1}^{\star(14-i)}(A+B) B_{2}^{\star i} \\
& =\left(\begin{array}{cccc}
121580 & (345221: 60330: 1) & (316655: 87844: 1) & (308469: 221497: 1) \\
(328166: 88484: 1) & 113055 & (130888: 226438: 1) & (241759: 227219: 1) \\
(282529: 104352: 1) & (177632: 285982: 1) & 117214 & (60282: 99805: 1) \\
(66269: 6336: 1) & (293187: 236446: 1) & (238123: 156971: 1) & 246421
\end{array}\right)
\end{aligned}
$$

and send it to Allice.
Using their respective private keys $r$ and $t$,

$$
\begin{array}{ll}
\text { Allice calculates the matrix : } M\left(S_{1}, W_{15}, S_{2}\right)^{\star 9} & =\left(\begin{array}{cc}
S_{1}^{\star 9} & W_{15,9} \\
0 & S_{2}^{\star 9}
\end{array}\right) \\
\text { Boob calculates the matrix : } M\left(B_{1}, V_{9}, B_{2}\right)^{\star 15} & =\left(\begin{array}{cc}
B_{1}^{\star 15} & V_{9,15} \\
0 & B_{2}^{\star 15}
\end{array}\right), \tag{2}
\end{array}
$$

$$
\begin{align*}
& \text { where, } \\
& W_{15,9}=\left(\begin{array}{cccc}
311444 & (241211: 319426: 1) & (212029: 332425: 1) & (339654: 338816: 1) \\
(7202: 167718: 1) & 67850 & (66389: 270022: 1) & (347520: 94766: 1) \\
(55034: 223659: 1) & (271929: 1407622: 1) & 111658 & (5192: 291054: 1) \\
(254981: 166477: 1) & (58713: 332732: 1) & (194215: 179039: 1) & 73707
\end{array}\right) \\
& \text { and, } \\
& V_{9,15}=\left(\begin{array}{cccc}
311444 & (241211: 319426: 1) & (212029: 332425: 1) & (339654: 338816: 1) \\
(7202: 167718: 1) & 67850 & (66389: 270022: 1) & (347520: 94766: 1) \\
(55034: 223659: 1) & (271929: 140762: 1) & 111658 & (5192: 291054: 1) \\
(254981: 166477: 1) & (58713: 332732: 1) & (194215: 179039: 1) & 73707
\end{array}\right) \\
& \text { Hence, } W_{15,9}=V_{9,15} \text {. } \\
& \text { So, } \\
& \phi=\left(\begin{array}{cccc}
\alpha_{1} & \chi_{1,2} & \chi_{1,3} & \chi_{1,4} \\
\psi_{2,1} & \alpha_{2} & \chi_{2,3} & \chi_{2,4} \\
\psi_{3,1} & \psi_{3,2} & \alpha_{3} & \chi_{3,4} \\
\psi_{4,1} & \psi_{4,2} & \chi_{4,3} & \alpha_{4}
\end{array}\right)  \tag{3}\\
& =\left(\begin{array}{cccc}
311444 & (241211: 319426: 1) & (212029: 332425: 1) & (339654: 338816: 1) \\
(7202: 167718: 1) & 67850 & (66389: 270022: 1) & (347520: 94766: 1) \\
(55034: 223659: 1) & (271929: 140762: 1) & 111658 & (5192: 291054: 1) \\
(254981: 166477: 1) & (58713: 332732: 1) & (194215: 179039: 1) & 73707
\end{array}\right) \tag{4}
\end{align*}
$$

Then, the secret Fibonacci sequence is defined by

$$
\begin{gathered}
N_{k+3}=N_{k}+N_{k+1}+N_{k+2}+N_{k+3} \\
N_{k}=\alpha_{1} \chi_{1,2}+\chi_{1,3}+\chi_{1,4} \\
N_{k+1}=\psi_{2,1}+\alpha_{2} \chi_{2,3}+\chi_{2,4} \\
N_{k+2}=\psi_{3,1}+\psi_{3,2}+\alpha_{3} \chi_{3,4} \\
N_{k+3}=\psi_{4,1}+\psi_{4,2}+\chi_{4,3}
\end{gathered}
$$

where $k \in \mathbb{N}$. Therefore, we derive the secret key between Allice and Boob, represented by the elliptic Fibonacci sequence.
Let

$$
G=<\phi>=\left\{1_{\aleph}, \phi, 2 \phi, 3 \phi, \ldots,(m-1) \phi\right\}
$$

with $m=\operatorname{ord}(G)$. For $l \leq m$, we code $l \phi$ by $l \phi \rightarrow N_{n+l}$ and $1_{\aleph} \rightarrow N_{n+m}$. Then we get $\phi \rightarrow N_{n+1}, 2 \phi \rightarrow N_{n+2}, \ldots, i \phi \rightarrow N_{n+i}, \ldots$

Step 1. Then, referring to the Table 1, the message "a new encryption scheme" is translated into the following binary code:
0011100110011001111101000001101000110001100001010101000000100001010111011000 1000001100100100111000110011100001011101111101000011100110010011010111001101 0010100100000010110101101001001011011001001101111000010101010000001000010101 1101100010000100001110011001001101011100110100101001001100100100111000110011 1000010111011111000100101111010000110100001110110001010001101011100110011111 0100100001110001001100010101001000100110001111001100100110010001110100010001 1100010011001100000010001000110010101010101100110011001110101010000101100101 0010010110010110000000100001011110000110111100111001001001010100001100110010 01001110001100111000010111011111

Step 2. After receiving the above series of bits, Boob converts it into a pair of points $(x, y)=N_{k+m}$ and calculates the corresponding value using the description function.

## 5. Analysis of the Security and Complexity of Our Protocol

5.1. Complexity

In the context of our cryptographic protocol, it is essential to consider both temporal and spatial complexity. While the focus is traditionally on temporal complexity due to its
impact on the efficiency and speed of the protocol, we cannot ignore the importance of spatial complexity, particularly in scenarios where we encounter a large centralizer of the private element.

The centralizer, which is a set of elements that switch with the private element, can grow to a considerable size depending on the specific cryptographic operations and algorithms employed. When the centralizer becomes large, it poses significant problems of spatial complexity. The centralizer can contain a large number of elements that need to be stored and manipulated during protocol execution.

By increasing the number of switched elements, it becomes more difficult for potential adversaries to decipher the private element. This enhanced security can be particularly advantageous in scenarios where robust security is paramount, even if it involves greater spatial complexity.

In what follows, however, we will approximate the computation time required to run (ECDLP).

- The multiplication of two matrices of order $n$ requires $\delta \epsilon$ operations with $\delta \in \mathbb{N}$ and $\epsilon$ is the number of operations required to add two points on an elliptic curve.
- The calculation of $A^{t}$ requires $\delta \epsilon \log (g)$ bit operations.
- The calculation of $V_{k}=\sum_{j=0}^{k-1} S_{1}^{k-1-j} B S_{2}^{j}$ therefore requires $2 k \delta \epsilon(\log (g)+1)$ of operations
- Hence, to calculate $V_{k, t}=\sum_{i=0}^{t-1} B_{1}^{t-i-1} V_{k} B_{2}^{i}$, we need $2 \delta \epsilon t(k+1)(\log (g)+1)$ operations.
- So, the overall number of bit operations needed to compute $\phi$ is $\mathrm{O}(2 \delta \epsilon t(k+1)(\log (g)+1))$ which is proportional to $\mathrm{O}(2 \delta \epsilon t(k+1) \log (g))$.
In Diffie-Hellman (KE), we have the commutative group $\mathbb{F}_{p}^{*}$ as a platform and so, keys are elements of $\mathbb{F}_{p}^{*}$ and the key computation complexity is $\mathrm{O}\left(\left(\log _{2} p\right)^{3}\right)$. In our protocol, the keys are $n \times n$ matrices over $\aleph$. To compute the shared key, five matrices of this type are multiplied. As a result, the computational complexity for key generation is $\mathrm{O}(2 \delta \epsilon t(k+1) \log (g))$. On the other hand, the complexity of exhaustive search is proportional to $\mathrm{O}(\eta p)$, where $\eta$ represents the cardinality of the ring $\aleph$ and the exponents are chosen from $\mathbb{Z} / g \mathbb{Z}$.


### 5.2. Security

The protocol's security, as explained in Section 3, relies on the complexity of a computational problem. Specifically, it assumes that it is difficult to compute the shared key using the public information $A, B, V_{k}$, and $W_{t}$. This is the protocol's computational assumption, and a stronger version of which is the decisional assumption, which states that distinguishing $\phi$ from a random element $M_{1}(A+B) M_{2}$ is also hard.

In the following security analysis, we examine our protocol's resistance to different types of attacks found in the literature [27-29].

## Attacks through matrix properties:

Our (ECDLP) problem is impervious to Cayley-Hamilton [28] as well as eigenvalue [27] attacks.

- Cayley-Hamilton attack

We must know $S_{1}, A, B$ and $S_{2} \in \mathbb{F}_{q}[\aleph]$ such that $S_{1}^{k} B S_{2}^{t}=g\left(S_{1}\right) h(A+B) f\left(S_{2}\right)$, for $g(x), h(x)$ and $f(x) \in\left(\mathbb{F}_{q}[\aleph]\right)[x]$ with

$$
g\left(S_{1}\right)=\sum_{i=0}^{m-1} a_{i} S_{1}^{i}, \quad h(A+B)=\sum_{i=0}^{m-1} b_{i}(A+B)^{i} \quad \text { and } \quad f\left(S_{2}\right)=\sum_{i=0}^{m-1} c_{i} S_{2}^{i}
$$

since we do not know $S_{1}$ and $S_{2}$, it is not possible to find $g(x)$ and $f(x)$ so using the Cayley-Hamilton attack to solve the (ECDLP) is a bad choice

- Eigenvalues attack

Here, the eigenvalues of $S_{1}^{k}(A+B) S_{2}^{t}$ are not known and those of $A$ and $B$ are. This attack is therefore not applicable.

## Attacks on (ECDLP):

There are several methods to solve (ECDLP) like Pollard Rho, Pohling-Hellman, and Baby-Step Giant-Step, but without modifying this protocol, the adversary cannot apply these methods directly, because in these methods he knows an element $T$ and a power $T^{t}$, but here $S_{1}^{k}$ and $S_{2}^{j}$ are hidden, that is, $V_{k}=\sum_{j=0}^{k-1} S_{1}^{k-1-j}(A+B) S_{2}^{j}$.

## Linear algebra attack:

An adversary can attack our protocol with a linear algebra attack discussed in [29] only if the following conditions are satisfied:

- Find $V$ such that $V S_{1}=S_{1} V$.
- Find $W$ such that $W S_{2}=S_{2} W$.
- $W_{t}=V(A+B) W$.

If we can find $V, W$ with the previous conditions, then we can compute the exchanged key:

$$
\begin{align*}
V V_{k} W & =V \sum_{j=0}^{k-1} S_{1}^{k-1-j}(A+B) S_{2}^{j} W  \tag{5}\\
& =\sum_{j=0}^{k-1} V S_{1}^{k-1-j}(A+B) S_{2}^{j} W  \tag{6}\\
& =\sum_{j=0}^{k-1} S_{1}^{k-1-j} V(A+B) W S_{2}^{j}  \tag{7}\\
& =\sum_{j=0}^{k-1} S_{1}^{k-1-j} W_{t} S_{2}^{j}  \tag{8}\\
& =\phi \tag{9}
\end{align*}
$$

Since the underlying structure is non-commutative, the first and second conditions cannot be written as a system of linear equations on the ring $\aleph$. Thus, the choice of our platform prevents anyone from expressing $V S_{1}=S_{1} V$ or $W S_{2}=S_{2} W$ as a system of linear equations. It is therefore not possible to find $V$ and $W$ by this method. Furthermore, since we consider that $S_{1}, S_{2} \notin C_{\aleph}(A)$ and $B_{1}, B_{2} \notin C_{\aleph}(B)$ as shown in Section 3, we can say that these conditions allow us to avoid this linear algebra attack.

## Explanation with the Random Oracle Model:

In the Random Oracle Model, we treat the elliptic curve operations as idealized mathematical operations, much like the random oracle itself. In this model, computing $Q$ from $A^{s} B$ is a straightforward mathematical operation. However, the difficulty in the (ECDLP) arises from the fact that, given $Q$ and $A^{s} B$, it is extremely challenging to compute $s$ and $B$ efficiently, even with knowledge of the curve parameters. Here's why:

## Multiplication is a random oracle operation:

We can think of the multiplication $A^{s} B$ as an interrogation of a random oracle that generates points on the curve. The oracle takes $A B$ and applies a random transformation $s$ times to generate $Q$. Each query to this random oracle produces a matrix in $\aleph$, in the same way that the random oracle model produces random values in other cryptographic scenarios.

## Infeasibility of reversing the oracle:

(ECDLP) is difficult in this model, as the inversion of the oracle to find $s$ and $B$ is infeasible. The difficulty stems from the fact that the transformations applied in the oracle are essentially random and unpredictable. There is no known efficient algorithm that can reverse this process, and finding $s$ and $B$ would require an exhaustive search of all possible values, which is computationally infeasible for large elliptic curves.

## 6. Conclusions

In summary, the Fibonacci sequence and its generalizations have proved to be a rich area of research with applications in a variety of fields. By extending this theory to elliptic curve sequences, we have explored new possibilities in cryptography. The proposed encryption scheme, based on the modified Fibonacci sequence, combines the power of elliptic curve cryptography with the elegance of Fibonacci numbers. A notable advantage of this new approach lies in its ability to generate a large number of points with a smaller prime number, p . To this end, a matrix of order $n$ is used. While this may potentially increase the complexity of the Elliptic Curve Discrete Logarithm Problem (ECDLP) (which could weaken security), the use of the Fibonacci sequence allows the derivation of a single point with several private variables. As a result, the reduction in security that might otherwise occur is circumvented.
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#### Abstract

In this paper, we present a new class of Leonardo hybrid numbers that incorporate quantum integers into their components. This advancement presents a broader generalization of the $q$-Leonardo hybrid numbers. We explore some fundamental properties associated with these numbers. Moreover, we study special Leonardo quaternions over finite fields. In particular, we determine the Leonardo quaternions that are zero divisors or invertible elements in the quaternion algebra over the finite field $\mathbb{Z}_{p}$ for special values of prime integer $p$.


Keywords: hybrid numbers; quaternions; Fibonacci numbers; Leonardo numbers; quantum integer; zero divisor; finite fields

MSC: 11B37; 11B39; 11R52; 16G30

## 1. Introduction

The study of second-order linear recurrence relations has various applications in mathematics, computer science, physics, engineering, and other fields where the behavior of sequences is of interest. For some recent studies, see [1-5]. The general second-order linear recurrence $\left\{W_{n}\right\}$ is defined by

$$
W_{n}=s W_{n-1}+t W_{n-2}, \quad n \geq 2
$$

with arbitrary initial values $W_{0}, W_{1}$ and nonzero integers $s, t$. The Binet formula of the sequence $\left\{W_{n}\right\}$ is

$$
W_{n}=\frac{\left(W_{1}-W_{0} \delta\right) \gamma^{n}-\left(W_{1}-W_{0} \gamma\right) \delta^{n}}{\gamma-\delta}
$$

where $\gamma, \delta$ are the roots of the characteristic polynomial $x^{2}-s x-t$. Many well-known second-order linear recurrences arise as a special case of the sequence $\left\{W_{n}\right\}$. The wellknown Fibonacci sequence $\left\{F_{n}\right\}$ arises by taking $s=t=1$ and $W_{0}=0, W_{1}=1$ in the sequence $\left\{W_{n}\right\}$. In addition, if we take $s=t=1$ with initial values $W_{0}=2, W_{1}=1$ in the sequence $\left\{W_{n}\right\}$, it gives the classical Lucas sequence $\left\{L_{n}\right\}$. Thus, the Binet formulas of the Fibonacci and Lucas sequences are $F_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}$ and $L_{n}=\alpha^{n}+\beta^{n}$, respectively, where $\alpha=\frac{1+\sqrt{5}}{2}$ and $\beta=\frac{1-\sqrt{5}}{2}$. For further information regarding the general second-order linear recurrences, we refer to [6-9].

There are several nonhomogenous extensions of the Fibonacci recurrence relation. One among them is the Leonardo sequence $\left\{\mathcal{L}_{n}\right\}$, which is defined by the following nonhomogenous recurrence relation:

$$
\begin{equation*}
\mathcal{L}_{n}=\mathcal{L}_{n-1}+\mathcal{L}_{n-2}+1, n \geq 2 \tag{1}
\end{equation*}
$$

with initial values $\mathcal{L}_{0}=\mathcal{L}_{1}=1$. The Leonardo sequence finds applications in various fields, including mathematics, computer science, and cryptography. It appears in problems involving tiling, divisibility, and combinatorial counting, among others. The sequence has been the subject of mathematical research and exploration, leading to the discovery of intriguing patterns and connections with other sequences and mathematical concepts. In 1981, Dijkstra [10] used these numbers as an integral part of his smoothsort algorithm. For the properties of Leonardo numbers and related studies, we refer to [11-16], and for the history of Leonardo sequences, see [A001595] in the On-Line Encyclopedia of Integer Sequences [17].

Recently, Kuhapatanakul and Chobsorn [18] have defined the generalized Leonardo sequence $\left\{\mathcal{L}_{k, n}\right\}$ by the following nonhomogenous relation:

$$
\begin{equation*}
\mathcal{L}_{k, n}=\mathcal{L}_{k, n-1}+\mathcal{L}_{k, n-2}+k, n \geq 2 \tag{2}
\end{equation*}
$$

with initial values $\mathcal{L}_{k, 0}=\mathcal{L}_{k, 1}=1$. The parameter $k$ is a fixed positive integer. It is clear to see that when $k=1$, it reduces to the classical Leonardo sequence $\left\{\mathcal{L}_{n}\right\}$. Shattuck [19] gave a combinatorial interpretation for the generalized Leonardo sequence in terms of colored linear tilings. In particular, the generalized Leonardo number $\mathcal{L}_{k, n}$ counts the number of all linear colored tilings of length $n$ by using squares, dominoes, and the $k$-tiles where a square covers a single cell, a domino covers two consecutive cells, and a $k$-tile is a rectangular piece coming in one of $k$ colors, which must occur as the first piece in a tiling, if it occurs at all, and has an arbitrary length greater than or equal to two. For more on linear tilings, we refer to [19,20].

On the other hand, quaternions can be viewed as an extension of complex numbers and have been explored in various fields, including computer science, physics, differential geometry, and quantum physics, as extensively documented by researchers. Let $F$ be a field with characteristic not 2 . The generalized quaternion algebra over a field $F$ is defined as:

$$
\begin{equation*}
Q_{F}(a, b)=\left\{x+y \mathbf{i}+z \mathbf{j}+t \mathbf{k} \mid x, y, z, t \in F, \mathbf{i}^{2}=a, \mathbf{j}^{2}=b, \mathbf{i} \mathbf{j}=-\mathbf{j} \mathbf{i}=\mathbf{k}\right\} \tag{3}
\end{equation*}
$$

where $a, b$ are nonzero invertible elements of field $F$. It is clear to see that the algebra $Q_{\mathbb{R}}(-1,-1)$ reduces to the real quaternion algebra. We recall that a generalized quaternion algebra is a division algebra if and only if a quaternion with a norm of zero is necessarily the zero quaternion. In other words, for $X=x+y \mathbf{i}+z \mathbf{j}+t \mathbf{k} \in Q_{F}(a, b)$, the norm of $X$, denoted as $N(X)$ and defined as $N(X)=x^{2}-a y^{2}-b z^{2}+a b t^{2}$, equals zero if and only if $X=0$. Otherwise, the algebra is called a split algebra. It is known that real quaternion algebra is a division algebra and the quaternion algebra over finite field $\mathbb{Z}_{p}$, denoted as $Q_{\mathbb{Z}_{p}}(-1,-1)$, is a split algebra, where $p$ is an odd prime integer, see [21]. In [22], the author studied special elements in quaternion algebras over finite fields. For more information related to quaternion algebras, we refer to [22] and the references therein.

Similar to real quaternions, hybrid number multiplication is also noncommutative. The concept of hybrid numbers was introduced by Ozdemir [23] as a generalization of complex, hyperbolic, and dual numbers. They are defined as

$$
\begin{equation*}
\mathbb{H}=\left\{x+y i+z \epsilon+t h \mid x, y, z, t \in \mathbb{R}, i^{2}=-1, \epsilon^{2}=0, h^{2}=1, i h=-h i=\epsilon+i\right\} \tag{4}
\end{equation*}
$$

The addition and the subtraction of two hybrid numbers are defined component-wise, and the product of two hybrid numbers is defined according to the rule specified in (4). For more details on the hybrid numbers, we refer to [23].

Many authors have extensively researched different types of quaternions and hybrid numbers, where their components are derived from terms found in special integer sequences. In particular, Leonardo hybrid quaternions were studied in [24], Leonardo sedenions were studied in [25], Szynal [26] studied Horadam hybrid numbers, which generalize the classical Fibonacci hybrid numbers and the classical Lucas hybrid numbers. Polynomial versions of Fibonacci and Lucas hybrid numbers were studied in [27]. Tan and

Ait-Amrane [28] introduced the bi-periodic Horadam hybrid numbers. Alp and Kocer [29] bring together hybrid numbers and Leonardo numbers and defined the hybrid Leonardo numbers as:

$$
\begin{equation*}
\mathbb{H} \mathcal{L}_{n}=\mathcal{L}_{n}+\mathcal{L}_{n+1} i+\mathcal{L}_{n+2} \epsilon+\mathcal{L}_{n+3} h \tag{5}
\end{equation*}
$$

where $\mathcal{L}_{n}$ is the $n$th Leonardo number. We note that throughout this paper, we call the sequence $\left\{\mathbb{H} \mathcal{L}_{n}\right\}$ as the Leonardo hybrid sequence. By considering the relation between Leonardo numbers and Fibonacci numbers, $\mathcal{L}_{n}=2 F_{n+1}-1$, Ozimamoglu [30] expressed the coefficient of Leonardo hybrid numbers in terms of $q$-integers as

$$
\begin{align*}
\mathbb{H} \mathcal{L}_{n}(\alpha ; q)= & \left(2 \alpha^{n}[n+1]_{q}-1\right)+\left(2 \alpha^{n+1}[n+2]_{q}-1\right) i \\
& +\left(2 \alpha^{n+2}[n+3]_{q}-1\right) \epsilon+\left(2 \alpha^{n+3}[n+4]_{q}-1\right) h \tag{6}
\end{align*}
$$

and called them as $q$-Leonardo hybrid numbers. It is clear to see that by taking $q=\frac{-1}{\alpha^{2}}$, the $q$-Leonardo hybrid numbers reduce to the classical Leonardo hybrid numbers in (5). To express the coefficients of the Leonardo hybrid numbers in terms of quantum integers, it is essential to recall the definition of quantum integers. Quantum integers are mathematical objects that generalize the concept of integers and emerge in the field of quantum physics, particularly in the study of quantum groups and their representations. For positive integer $n$, the quantum integer ( $q$-integer) $n$ is defined by

$$
\begin{equation*}
[n]_{q}=\frac{1-q^{n}}{1-q}=1+q+q^{2}+\cdots+q^{n-1} \tag{7}
\end{equation*}
$$

where $q$ is a complex number with $q \neq 1$. For details on the theory of quantum calculus, we refer to the book by Kac and Cheung [31]. We also note that in [32], the authors established the concept of Fibonacci quaternions with coefficients from quantum integers. By using a similar approach, Kizilates [33] defined the Fibonacci and Lucas hybrid numbers with quantum integers as

$$
\begin{equation*}
\mathbb{H} F_{n}(\gamma ; q)=\gamma^{n-1}[n]_{q}+\gamma^{n}[n+1]_{q} i+\gamma^{n+1}[n+2]_{q} \epsilon+\gamma^{n+2}[n+3]_{q} h \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{H} L_{n}(\gamma ; q)=\gamma^{n} \frac{[2 n]_{q}}{[n]_{q}}+\gamma^{n+1} \frac{[2 n+2]_{q}}{[n+1]_{q}} i+\gamma^{n+2} \frac{[2 n+4]_{q}}{[n+2]_{q}} \epsilon+\gamma^{n+3} \frac{[2 n+6]_{q}}{[n+3]_{q}} h, \tag{9}
\end{equation*}
$$

respectively.
In this paper, we introduce the concept of generalized Leonardo hybrid numbers, which generalize the classical Leonardo hybrid numbers. Different from the papers [29,30], we define a new family of hybrid numbers that reflects the generalized Leonardo numbers $\mathcal{L}_{k, n}$. Additionally, we define a new class of Leonardo hybrid numbers, called $q$-generalized Leonardo hybrid numbers, that incorporate quantum integers into their components. We derive several fundamental properties of these numbers including recurrence relations, the exponential generating function, the Binet formula, Vajda's identity, and summation formulas. We should note that this new class of Leonardo hybrid numbers is even more general than the one studied in $[29,30]$. Considering the extensive usage of quantum integers in physics, quantum hybrid numbers are expected to garner wider interest and find various applications. The major innovation point of the paper is that we study certain special Leonardo quaternions in quaternion algebras over finite fields. In particular, we consider the quaternion algebra $Q_{\mathbb{Z}_{p}}(-1,-1)$, and we determine the Leonardo quaternions, which are zero divisors or invertible elements in the quaternion algebra over finite field $\mathbb{Z}_{p}$ for special values of prime integer $p$.

To conclude this section, we recall some basic identities associated with the generalized Leonardo numbers, which can be found in [18]:

$$
\begin{align*}
& \mathcal{L}_{k, n}=(k+1) F_{n+1}-k  \tag{10}\\
& \mathcal{L}_{k, n}=(k+1)\left(L_{n}-F_{n-1}\right)-k  \tag{11}\\
& \sum_{j=0}^{n} \mathcal{L}_{k, j}=\mathcal{L}_{k, n+2}-k(n+1)-1 \tag{12}
\end{align*}
$$

## 2. $q$-Generalized Leonardo Hybrid Numbers

In this section, we give the definitions of generalized Leonardo hybrid numbers and $q$-generalized Leonardo hybrid numbers. We explore the fundamental properties of these sequences. Throughout this section, we adopt the notation $I:=1+i+\epsilon+h$. Since we take $\alpha=\frac{1+\sqrt{5}}{2}$, we use the notations $\mathbb{H} F_{n}^{q}$ and $\mathbb{H} L_{n}^{q}$ instead of $\mathbb{H} F_{n}(\alpha ; q)$ and $\mathbb{H} L_{n}(\alpha ; q)$ in (8) and (9), respectively.

Definition 1. The nth generalized Leonardo hybrid number is defined by

$$
\mathbb{H} \mathcal{L}_{k, n}=\mathcal{L}_{k, n}+\mathcal{L}_{k, n+1} i+\mathcal{L}_{k, n+2} \epsilon+\mathcal{L}_{k, n+3} h
$$

where $i, \epsilon$, and $h$ satisfy the multiplication rules in (4).
In the following theorem, we establish certain relations concerning the generalized Leonardo hybrid numbers that yield analogous results to those in Equations (1), (11) and (12), respectively.

Theorem 1. For generalized Leonardo hybrid numbers, we have the following

$$
\begin{aligned}
& \text { (i) } \mathbb{H} \mathcal{L}_{k, n}=\mathbb{H} \mathcal{L}_{k, n-1}+\mathbb{H} \mathcal{L}_{k, n-2}+k I, n \geq 2 \\
& \text { (ii) } \mathbb{H} \mathcal{L}_{k, n}=(k+1)\left(\mathbb{H} L_{n}-\mathbb{H} F_{n-1}\right)-k I \\
& \text { (iii) } \sum_{j=0}^{n} \mathbb{H} \mathcal{L}_{k, j}=\mathbb{H} \mathcal{L}_{k, n+2}-k(n+1) I-I-(k+1)(i+2 \epsilon+4 h)
\end{aligned}
$$

Proof. (i) For $n \geq 2$, by using Definition 1 and Equation (2), the generalized Leonardo hybrid numbers satisfy the following recurrence relation

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n}= & \mathcal{L}_{k, n}+\mathcal{L}_{k, n+1} i+\mathcal{L}_{k, n+2} \epsilon+\mathcal{L}_{k, n+3} h \\
= & \left(\mathcal{L}_{k, n-1}+\mathcal{L}_{k, n-2}+k\right)+\left(\mathcal{L}_{k, n}+\mathcal{L}_{k, n-1}+k\right) i \\
& +\left(\mathcal{L}_{k, n+1}+\mathcal{L}_{k, n}+k\right) \epsilon+\left(\mathcal{L}_{k, n+2}+\mathcal{L}_{k, n-1}+k\right) h \\
= & \left(\mathcal{L}_{k, n-1}+\mathcal{L}_{k, n} i+\mathcal{L}_{k, n+1} \epsilon+\mathcal{L}_{k, n+2} h\right) \\
& +\left(\mathcal{L}_{k, n-2}+\mathcal{L}_{k, n-1} i+\mathcal{L}_{k, n} \epsilon+\mathcal{L}_{k, n-1} h\right) \\
& +k(1+i+\epsilon+h) \\
= & \mathbb{H} \mathcal{L}_{k, n-1}+\mathbb{H} \mathcal{L}_{k, n-2}+k I .
\end{aligned}
$$

(ii) By using Definition 1 and Equation (11), the generalized Leonardo hybrid numbers can be expressed in terms of Fibonacci hybrid numbers and Lucas hybrid numbers as:

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n}= & \mathcal{L}_{k, n}+\mathcal{L}_{k, n+1} i+\mathcal{L}_{k, n+2} \epsilon+\mathcal{L}_{k, n+3} h \\
= & \left((k+1)\left(L_{n}-F_{n-1}\right)-k\right)+\left((k+1)\left(L_{n+1}-F_{n}\right)-k\right) i \\
& +\left((k+1)\left(L_{n+2}-F_{n+1}\right)-k\right) \epsilon+\left((k+1)\left(L_{n+3}-F_{n+2}\right)-k\right) h \\
= & (k+1)\left(\left(L_{n}+L_{n+1} i+L_{n+2} \epsilon+L_{n+3} h\right)-\left(F_{n-1}+F_{n} i+F_{n 12} \epsilon+F_{n+2} h\right)\right) \\
& -k(1+i+\epsilon+h) \\
= & (k+1)\left(\mathbb{H} L_{n}-\mathbb{H} F_{n-1}\right)-k I .
\end{aligned}
$$

(iii) By using Definition 1 and Equation (12), we have a sum formula for generalized Leonardo hybrid numbers as:

$$
\begin{aligned}
\sum_{j=0}^{n} \mathbb{H} \mathcal{L}_{k, j}= & \sum_{j=0}^{n} \mathcal{L}_{k, j}+\sum_{j=0}^{n} \mathcal{L}_{k, j+1} i+\sum_{j=0}^{n} \mathcal{L}_{k, j+2} \epsilon+\sum_{j=0}^{n} \mathcal{L}_{k, j+3} h \\
= & \left(\mathcal{L}_{k, n+2}-k(n+1)-1\right)+\left(\mathcal{L}_{k, n+3}-k(n+2)-1-\mathcal{L}_{k, 0}\right) i \\
& +\left(\mathcal{L}_{k, n+4}-k(n+3)-1-\mathcal{L}_{k, 0}-\mathcal{L}_{k, 1}\right) \epsilon \\
& +\left(\mathcal{L}_{k, n+5}-k(n+4)-1-\mathcal{L}_{k, 0}-\mathcal{L}_{k, 1}-\mathcal{L}_{k, 2}\right) h \\
= & \mathbb{H} \mathcal{L}_{k, n+2}-k(n+1) I-I-(k+1)(i+2 \epsilon+4 h)
\end{aligned}
$$

Remark 1. If we take $k=1$ in Theorem $1(i)$, we obtain the recurrence relation for the classical Leonardo hybrid numbers

$$
\mathbb{H} \mathcal{L}_{n}=\mathbb{H} \mathcal{L}_{n-1}+\mathbb{H} \mathcal{L}_{n-2}+I, n \geq 2
$$

which was given in [29]. If we take $k=1$ in Theorem 1 (iii), we obtain

$$
\sum_{j=0}^{n} \mathbb{H} \mathcal{L}_{j}=\mathbb{H} \mathcal{L}_{n+2}-(n+2) I-(2 i+4 \epsilon+8 h)
$$

which can be found in ([29] Theorem 2.5).
Definition 2. The nth q-generalized Leonardo hybrid number is defined by

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n}^{q}= & \left((k+1) \alpha^{n}[n+1]_{q}-k\right)+\left((k+1) \alpha^{n+1}[n+2]_{q}-k\right) i \\
& +\left((k+1) \alpha^{n+2}[n+3]_{q}-k\right) \epsilon+\left((k+1) \alpha^{n+3}[n+4]_{q}-k\right) h
\end{aligned}
$$

where $i, \epsilon$, and $h$ satisfy the multiplication rules in (4).
Some special cases of $q$-generalized Leonardo hybrid numbers can be given as follows:

1. If we take $q=\frac{-1}{\alpha^{2}}$ in Definition 2, we obtain the generalized Leonardo hybrid numbers $\mathbb{H} \mathcal{L}_{k, n}$ in Definition 1.
2. If we take $k=1$ in Definition 2, we obtain the $q$-Leonardo hybrid numbers $\mathbb{H} \mathcal{L}_{n}(\alpha ; q)$ in (6).
3. If we take $k=1$ and $q=\frac{-1}{\alpha^{2}}$ in Definition 2, we obtain the classical Leonardo hybrid numbers $\mathbb{H} \mathcal{L}_{n}$ in (5).
The following result gives a relation between $q$-generalized Leonardo hybrid numbers and $q$-Fibonacci hybrid numbers.

Theorem 2. For $n>0$, we have

$$
\mathbb{H} \mathcal{L}_{k, n}^{q}=(k+1) \mathbb{H} F_{n+1}^{q}-k I,
$$

where $\mathbb{H} F_{n}^{q}$ is the nth $q$-Fibonacci hybrid number.
Proof. By using the definitions of $q$-Fibonacci hybrid numbers and $q$-generalized Leonardo hybrid numbers, we obtain the desired result.

Remark 2. If we take $k=1$ in Theorem 2, we obtain the identity in ([30] Corollary 3.1).
Next, we state the Binet formula for the $q$-generalized Leonardo hybrid numbers.
Theorem 3. The Binet formula for the q-generalized Leonardo hybrid numbers is

$$
\mathbb{H} \mathcal{L}_{k, n}^{q}=(k+1)\left(\frac{\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}}{\alpha(1-q)}\right)-k I
$$

where $\alpha^{*}=1+\alpha i+\alpha^{2} \epsilon+\alpha^{3} h$ and $\beta^{*}=1+(\alpha q) i+(\alpha q)^{2} \epsilon+(\alpha q)^{3} h$.
Proof. From Theorem 2 and the Binet formula of $q$-Fibonacci hybrid numbers in ([33] Theorem 2), we obtain

$$
\mathbb{H} \mathcal{L}_{k, n}^{q}=(k+1) \mathbb{H} F_{n+1}^{q}-k I=(k+1)\left(\frac{\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}}{\alpha(1-q)}\right)-k I
$$

Theorem 4. The exponential generating function of the $q$-generalized Leonardo hybrid numbers is

$$
\sum_{n=0}^{\infty} \mathbb{H} \mathcal{L}_{k, n}^{q} \frac{x^{n}}{n!}=(k+1)\left(\frac{\alpha^{*} e^{\alpha x}-q \beta^{*} e^{\alpha q x}}{1-q}\right)-k I e^{x}
$$

where $\alpha^{*}=1+\alpha i+\alpha^{2} \epsilon+\alpha^{3} h$ and $\beta^{*}=1+(\alpha q) i+(\alpha q)^{2} \epsilon+(\alpha q)^{3} h$.
Proof. From the Binet formula of $q$-generalized Leonardo hybrid numbers in Theorem 3, we obtain

$$
\begin{aligned}
\sum_{n=0}^{\infty} \mathbb{H} \mathcal{L}_{k, n}^{q} \frac{x^{n}}{n!} & =\sum_{n=0}^{\infty}\left((k+1)\left(\frac{\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}}{\alpha(1-q)}\right)-k I\right) \frac{x^{n}}{n!} \\
& =(k+1) \sum_{n=0}^{\infty}\left(\frac{\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}}{\alpha(1-q)}\right) \frac{x^{n}}{n!}-k I \sum_{n=0}^{\infty} \frac{x^{n}}{n!} \\
& =(k+1) \frac{\alpha^{*}}{1-q} \sum_{n=0}^{\infty} \frac{(\alpha x)^{n}}{n!}-(k+1) \frac{q \beta^{*}}{1-q} \sum_{n=0}^{\infty} \frac{(\alpha q x)^{n}}{n!}-k I \sum_{n=0}^{\infty} \frac{x^{n}}{n!} \\
& =(k+1)\left(\frac{\alpha^{*} e^{\alpha x}-q \beta^{*} e^{\alpha q x}}{1-q}\right)-k I e^{x} .
\end{aligned}
$$

We have the following summation formula for the $q$-generalized Leonardo hybrid numbers.

Theorem 5. For $n \geq 0$, we have

$$
\sum_{j=0}^{n} \mathbb{H} \mathcal{L}_{k, j}^{q}=(k+1)\left(\frac{\mathbb{H} F_{1}^{q}-q \alpha^{2} \mathbb{H} F_{0}^{q}-\mathbb{H} F_{n+2}^{q}+q \alpha^{2} \mathbb{H} F_{n+1}^{q}}{(1-\alpha)(1-\alpha q)}\right)-k I(n+1)
$$

Proof. First, we give a summation formula for the $q$-Fibonacci hybrid numbers.

$$
\begin{aligned}
& \sum_{j=0}^{n} \mathbb{H} F_{j+1}^{q}=\sum_{j=0}^{n} \frac{\alpha^{j+1} \alpha^{*}-(\alpha q)^{j+1} \beta^{*}}{\alpha(1-q)} \\
&=\frac{1}{1-q} \sum_{j=0}^{n} \alpha^{j} \alpha^{*}-q(\alpha q)^{j} \beta^{*}=\frac{\alpha^{*}}{1-q} \sum_{j=0}^{n} \alpha^{j}-\frac{q \beta^{*}}{1-q} \sum_{j=0}^{n}(\alpha q)^{j} \\
&= \frac{1}{1-q}\left(\frac{\alpha^{*}\left(1-\alpha^{n+1}\right)}{1-\alpha}-\frac{q \beta^{*}\left(1-(\alpha q)^{n+1}\right)}{1-\alpha q}\right) \\
&= \frac{1}{1-q}\left(\frac{\alpha^{*}\left(1-\alpha^{n+1}\right)(1-\alpha q)-q \beta^{*}\left(1-(\alpha q)^{n+1}\right)(1-\alpha)}{(1-\alpha)(1-\alpha q)}\right) \\
&= \frac{\alpha^{*}\left(1-\alpha q-\alpha^{n+1}+q \alpha^{n+2}\right)-q \beta^{*}\left(1-\alpha-(\alpha q)^{n+1}+\alpha^{n+2} q^{n+1}\right)}{(1-q)(1-\alpha)(1-\alpha q)} \\
&= \frac{\left(\alpha^{*}-q \beta^{*}\right)-\left(\alpha^{*} \alpha q-\alpha q \beta^{*}\right)-\left(\alpha^{*} \alpha^{n+1}-q \beta^{*}(\alpha q)^{n+1}\right)+\left(\alpha^{*} q \alpha^{n+2}-\beta^{*}(\alpha q)^{n+2}\right)}{(1-q)(1-\alpha)(1-\alpha q)} \\
&= \frac{1}{(1-\alpha)(1-\alpha q)} \times \\
&\left(\frac{\alpha \alpha^{*}-\alpha q \beta^{*}}{\alpha(1-q)}-\frac{q \alpha^{2}\left(\alpha^{*}-\beta^{*}\right)}{\alpha(1-q)}-\frac{\alpha^{n+2} \alpha^{*}-(\alpha q)^{n+2} \beta^{*}}{\alpha(1-q)}+\frac{q \alpha^{2}\left(\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}\right)}{\alpha(1-q)}\right) .
\end{aligned}
$$

By using the Binet formula of $q$-Fibonacci hybrid numbers in ([33] Theorem 2), we obtain

$$
\begin{equation*}
\sum_{j=0}^{n} \mathbb{H} F_{j+1}^{q}=\frac{\mathbb{H} F_{1}^{q}-q \alpha^{2} \mathbb{H} F_{0}^{q}-\mathbb{H} F_{n+2}^{q}+q \alpha^{2} \mathbb{H} F_{n+1}^{q}}{(1-\alpha)(1-\alpha q)} \tag{13}
\end{equation*}
$$

On the other hand, from Theorem 2, we have

$$
\begin{align*}
\sum_{j=0}^{n} \mathbb{H} \mathcal{L}_{k, j}^{q} & =\sum_{j=0}^{n}\left((k+1) \mathbb{H} F_{j+1}^{q}-k I\right) \\
& =(k+1) \sum_{j=0}^{n} \mathbb{H} F_{j+1}^{q}-k I \sum_{j=0}^{n} 1 \\
& =(k+1) \sum_{j=0}^{n} \mathbb{H} F_{j+1}^{q}-k I(n+1) . \tag{14}
\end{align*}
$$

By using the sum Formula (13) in Equation (14), we obtain the desired result.
In the following theorem, we provide Vajda's identity for the $q$-generalized Leonardo hybrid numbers. As a corollary of this theorem, we express Catalan's identity, Cassini's identity, and d'Ocagne's identity in terms of $q$-integers. It should be noted that Vajda's identity for the classical Fibonacci numbers can be found in ([34] Identity (20a)). It is also
worth noting that setting $q=\frac{-1}{\alpha^{2}}$ where $\alpha=\frac{1+\sqrt{5}}{2}$ in the following identities yields the corresponding results for the generalized Leonardo hybrid numbers.

Theorem 6. For nonnegative integers $n, r$, and $s$, we have

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n+r}^{q} \mathbb{H} \mathcal{L}_{k, n+s}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q} \mathbb{H} \mathcal{L}_{k, n+r+s}^{q}= & \frac{(k+1)^{2} \alpha^{2 n+r+s}}{(1-q)^{2}}\left(1-q^{r}\right) q^{n+1}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q^{s}\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n+r}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n+r+s}^{q}-\mathbb{H} \mathcal{L}_{k, n+s}^{q}\right)\right)
\end{aligned}
$$

Proof. From the Binet formula of $q$-generalized Leonardo hybrid numbers, we have

$$
\begin{aligned}
& \mathbb{H} \mathcal{L}_{k, n+r}^{q} \mathbb{H} \mathcal{L}_{k, n+s}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q} \mathbb{H} \mathcal{L}_{k, n+r+s}^{q} \\
&= \frac{(k+1)^{2}}{\alpha^{2}(1-q)^{2}}\left(\left(\left(\alpha^{n+r+1} \alpha^{*}-(\alpha q)^{n+r+1} \beta^{*}\right)\left(\alpha^{n+s+1} \alpha^{*}-(\alpha q)^{n+s+1} \beta^{*}\right)\right)\right. \\
&\left.-\left(\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}\right)\left(\alpha^{n+r+s+1} \alpha^{*}-(\alpha q)^{n+r+s+1} \beta^{*}\right)\right) \\
&-\frac{(k+1)}{\alpha(1-q)}\left(\alpha^{n+r+1} \alpha^{*}-(\alpha q)^{n+r+1} \beta^{*}-\alpha^{n+1} \alpha^{*}+(\alpha q)^{n+1} \beta^{*}\right) k I \\
&-\frac{(k+1)}{\alpha(1-q)} k I\left(\alpha^{n+s+1} \alpha^{*}-(\alpha q)^{n+s+1} \beta^{*}-\alpha^{n+r+s+1} \alpha^{*}+(\alpha q)^{n+r+s+1} \beta^{*}\right) \\
&= \frac{(k+1)^{2} \alpha^{2 n+r+s}}{(1-q)^{2}}\left(1-q^{r}\right) q^{n+1}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q^{s}\right) \\
&+\frac{k(k+1)}{(1-q)}\left(\left(\alpha^{n+1} \alpha^{*}-(\alpha q)^{n+1} \beta^{*}\right)-\left(\alpha^{n+r+1} \alpha^{*}-(\alpha q)^{n+r+1} \beta^{*}\right)\right) I \\
&++\frac{k(k+1)}{(1-q)} I\left(\left(\alpha^{n+r+s+1} \alpha^{*}-(\alpha q)^{n+r+s+1} \beta^{*}\right)-\left(\alpha^{n+s+1} \alpha^{*}-(\alpha q)^{n+s+1} \beta^{*}\right)\right) \\
&= \frac{(k+1)^{2} \alpha^{2 n+r+s}}{(1-q)^{2}}\left(1-q^{r}\right) q^{n+1}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q^{s}\right) \\
&+k\left(\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n+r}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n+r+s}^{q}-\mathbb{H} \mathcal{L}_{k, n+s}^{q}\right)\right) .
\end{aligned}
$$

The following identity corresponds to Catalan's identity for the $q$-generalized Leonardo hybrid numbers.

Corollary 1. For nonnegative integers $n$ and $m$ with $n \geq m$, we have

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n-m}^{q} \mathbb{H} \mathcal{L}_{k, n+m}^{q}-\left(\mathbb{H} \mathcal{L}_{k, n}^{q}\right)^{2}= & -\frac{(k+1)^{2} \alpha^{2 n}}{(1-q)^{2}}\left(1-q^{m}\right) q^{n+1}\left(\beta^{*} \alpha^{*} q^{-m}-\alpha^{*} \beta^{*}\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n-m}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n+m}^{q}\right)\right)
\end{aligned}
$$

Proof. If we take $r, s \rightarrow m$ and $n \rightarrow n-m$ in Theorem 6, we obtain

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n}^{q} \mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n-m}^{q} \mathbb{H} \mathcal{L}_{k, n+m}^{q}= & \frac{(k+1)^{2} \alpha^{2 n}}{(1-q)^{2}}\left(1-q^{m}\right) q^{n-m+1}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q^{m}\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n-m}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n+m}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q}\right)\right)
\end{aligned}
$$

Thus, we obtain the desired result.
The following identity corresponds to Cassini's identity for the $q$-generalized Leonardo hybrid numbers.

Corollary 2. For positive integer n, we have

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n-1}^{q} \mathbb{H} \mathcal{L}_{k, n+1}^{q}-\left(\mathbb{H} \mathcal{L}_{k, n}^{q}\right)^{2}= & -\frac{(k+1)^{2} \alpha^{2 n}}{1-q} q^{n}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n-1}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n+1}^{q}\right)\right)
\end{aligned}
$$

Proof. If we take $r=s=1$ and $n \rightarrow n-1$ in Theorem 6 , we obtain

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, n}^{q} \mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, n-1}^{q} \mathbb{H} \mathcal{L}_{k, n+1}^{q}= & \frac{(k+1)^{2} \alpha^{2 n}}{1-q} q^{n}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n-1}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, n+1}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q}\right)\right)
\end{aligned}
$$

Thus, we obtain the desired result.
The following identity corresponds to d'Ocagne's identity for the $q$-generalized Leonardo hybrid numbers.

Corollary 3. For nonnegative integers $n$ and $m$ with $m \geq n$, we have

$$
\begin{aligned}
\mathbb{H} \mathcal{L}_{k, m}^{q} \mathbb{H} \mathcal{L}_{k, n+1}^{q}-\mathbb{H} \mathcal{L}_{k, n}^{q} \mathbb{H} \mathcal{L}_{k, m+1}^{q}= & \frac{(k+1)^{2} \alpha^{n+m+1}}{(1-q)^{2}}\left(1-q^{m-n}\right) q^{n+1}\left(\beta^{*} \alpha^{*}-\alpha^{*} \beta^{*} q\right) \\
& +k\left(\left(\mathbb{H} \mathcal{L}_{k, n}^{q}-\mathbb{H} \mathcal{L}_{k, m}^{q}\right) I+I\left(\mathbb{H} \mathcal{L}_{k, m+1}^{q}-\mathbb{H} \mathcal{L}_{k, n+1}^{q}\right)\right)
\end{aligned}
$$

Proof. If we take $r=m-n$ and $s=1$ in Theorem 6, we obtain the desired result.
Remark 3. It should be noted that Theorem 6 is more general than the results given in [30]. If we take $k=1$ in the above corollaries, we obtain the identities for the $q$-Leonardo hybrid numbers in ([30] Theorem 3.6, Theorem 3.7, Corollary 3.2).

Theorem 7. Let $\Delta:=(\alpha-\alpha q)^{2}$. For nonnegative integers $n$ and $r$, the following hold:
(i) $\sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \mathbb{H} \mathcal{L}_{k, 2 i+r}^{q}=\left\{\begin{array}{cl}(k+1) \sqrt{\Delta}{ }^{n} \mathbb{H} F_{n+r+1}^{q}-k\left(1-\alpha^{2} q\right)^{n} I, & \text { if } n \text { is even, } \\ (k+1) \sqrt{\Delta}^{n-1} \mathbb{H} L_{n+r+1}^{q}-k\left(1-\alpha^{2} q\right)^{n} I, & \text { if } n \text { is odd. }\end{array}\right.$
(ii) $\sum_{i=0}^{n}\binom{n}{i}(-1)^{i}\left(-\alpha^{2} q\right)^{n-i} \mathbb{H} \mathcal{L}_{k, 2 i+r}^{q}=(k+1)\left(-\alpha[2]_{q}\right)^{n} \mathbb{H} F_{n+r+1}^{q}+(-1)^{n+1} k\left(1+\alpha^{2} q\right)^{n} I$.

Proof. (i) From the Binet formulas of $q$-generalized Leonardo hybrid numbers, we have

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \mathbb{H} \mathcal{L}_{k, 2 i+r}^{q} \\
= & \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i}\left((k+1)\left(\frac{\alpha^{2 i+r+1} \alpha^{*}-(\alpha q)^{2 i+r+1} \beta^{*}}{\sqrt{\Delta}}\right)-k I\right) \\
= & \frac{k+1}{\sqrt{\Delta}}\left(\alpha^{r+1} \alpha^{*} \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \alpha^{2 i}-(\alpha q)^{r+1} \beta^{*} \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i}(\alpha q)^{2 i}\right) \\
& -k I \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \\
= & \frac{k+1}{\sqrt{\Delta}}\left(\alpha^{r+1} \alpha^{*}\left(\alpha^{2}-\alpha^{2} q\right)^{n}-(\alpha q)^{r+1} \beta^{*}\left(\alpha^{2} q^{2}-\alpha^{2} q\right)^{n}\right)-k I\left(1-\alpha^{2} q\right)^{n} \\
= & \frac{k+1}{\sqrt{\Delta}}\left(\alpha^{r+1} \alpha^{*}(\alpha \sqrt{\Delta})^{n}-(\alpha q)^{r+1} \beta^{*}(-\alpha q \sqrt{\Delta})^{n}\right)-k I\left(1-\alpha^{2} q\right)^{n} .
\end{aligned}
$$

For even $n$, we have

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \mathbb{H} \mathcal{L}_{k, 2 i+r}^{q} \\
= & (k+1) \sqrt{\Delta} \frac{\alpha^{n+r+1} \alpha^{*}-(\alpha q)^{n+r+1} \beta^{*}}{\sqrt{\Delta}}-k\left(1-\alpha^{2} q\right)^{n} I \\
= & (k+1) \sqrt{\Delta}^{n} \mathbb{H} F_{n+r+1}^{q}-k\left(1-\alpha^{2} q\right)^{n} I .
\end{aligned}
$$

For odd $n$, we have

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{n}{i}\left(-\alpha^{2} q\right)^{n-i} \mathbb{H} \mathcal{L}_{k, 2 i+r}^{q} \\
= & (k+1) \frac{\left(\alpha^{r+1} \alpha^{*}(\alpha \sqrt{\Delta})^{n}+(\alpha q)^{r+1} \beta^{*}(\alpha q \sqrt{\Delta})^{n}\right)}{\sqrt{\Delta}}-k\left(1-\alpha^{2} q\right)^{n} I \\
= & (k+1) \sqrt{\Delta} \frac{\alpha^{n+r+1} \alpha^{*}+(\alpha q)^{n+r+1} \beta^{*}}{\sqrt{\Delta}}-k\left(1-\alpha^{2} q\right)^{n} I \\
= & (k+1) \sqrt{\Delta}^{n-1} \mathbb{H} L_{n+r+1}^{q}-k\left(1-\alpha^{2} q\right)^{n} I .
\end{aligned}
$$

The identity (ii) can be proven similarly.
Remark 4. If we take $k=1$ in Theorem 7, we obtain the identities for the $q$-Leonardo hybrid numbers in ([30] Theorem 3.3).

## 3. Leonardo Quaternions over Finite Fields

In this section, we consider the quaternion algebra $Q_{\mathbb{Z} p}(-1,-1)$, for simplicity $Q_{\mathbb{Z} p}$. Since $Q_{\mathbb{Z} p}$ is a split algebra, it is natural to ask about the zero divisors within this quaternion algebra. Now we determine the Leonardo quaternions, which are zero divisors in the quaternion algebra $Q_{\mathbb{Z} p}$ for $p=3$ and $p=5$. Additionally, we identify certain Leonardo quaternions that are invertible in the quaternion algebra $Q_{\mathbb{Z} p}$ for prime integer $p$ with $p \geq 7$.

It should be noted that determining the Leonardo quaternions that are zero divisors and invertible elements is a more challenging task compared to the Fibonacci quaternions, which was studied by Savin in [22], due to the increased complexity of the norm associated with Leonardo quaternions. Therefore, we restrict our focus to the conventional Leonardo quaternions case.

Let $Q L_{n}$ be the $n$th Leonardo quaternion [24] defined as

$$
Q \mathcal{L}_{n}=\mathcal{L}_{n}+\mathcal{L}_{n+1} \mathbf{i}+\mathcal{L}_{n+2} \mathbf{j}+\mathcal{L}_{n+3} \mathbf{k}
$$

where the basis $\{\mathbf{1}, \mathbf{i}, \mathbf{j}, \mathbf{k}\}$ satisfies the multiplication rules $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i j k}=-1$. By using the definition of Leonardo quaternion and the relations $F_{n}+F_{n+2}=L_{n+1}, F_{n}^{2}+$ $F_{n+1}^{2}=F_{2 n+1}$ and $F_{n}+F_{n+4}=3 F_{n+2}$, the norm of Leonardo quaternion can be obtained as follows:

$$
\begin{align*}
N\left(Q \mathcal{L}_{n}\right) & =\mathcal{L}_{n}^{2}+\mathcal{L}_{n+1}^{2}+\mathcal{L}_{n+2}^{2}+\mathcal{L}_{n+3}^{2} \\
& =\left(2 F_{n+1}-1\right)^{2}+\left(2 F_{n+2}-1\right)^{2}+\left(2 F_{n+3}-1\right)^{2}+\left(2 F_{n+4}-1\right)^{2} \\
& =4\left(F_{n+1}^{2}+F_{n+2}^{2}+F_{n+3}^{2}+F_{n+4}^{2}\right)-4\left(F_{n+1}+F_{n+2}+F_{n+3}+F_{n+4}\right)+4 \\
& =4\left(F_{2 n+3}+F_{2 n+7}\right)-4\left(F_{n+3}+F_{n+5}\right)+4 \\
& =4\left(3 F_{2 n+5}-L_{n+4}+1\right) \tag{15}
\end{align*}
$$

Proposition 1. A Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{3}}$ if and only if $n \equiv 0,5,7(\bmod 8)$. Moreover, in $Q_{\mathbb{Z}_{3}}$, there are 3 Leonardo quaternions that are zero divisors.

Proof. We recall that the cycle of Lucas numbers modulo 3 is

$$
2,1,0,1,1,2,0,2 .
$$

Therefore, the cycle length of Lucas numbers modulo 3 is 8 .
A Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{3}}$ if and only if $N\left(Q \mathcal{L}_{n}\right)=\overline{0}$ in $\mathbb{Z}_{3}$. By using Equation (15), we have

$$
L_{n+4} \equiv 1(\bmod 3) \Leftrightarrow n+4 \equiv 1,3,4(\bmod 8) \Leftrightarrow n \equiv 0,5,7(\bmod 8)
$$

There are 81 elements in the quaternion algebra $Q_{\mathbb{Z}_{3}}$. From [35], the number of zero divisors in $Q_{\mathbb{Z}_{p}}$ is $p^{3}+p^{2}-p$. Thus, from 81 quaternions, 33 quaternions are zero divisors in $Q_{\mathbb{Z}_{3}}$. From those, only 3 quaternions are zero divisor Leonardo quaternions, namely:

$$
\begin{aligned}
& Q \mathcal{L}_{0}=\overline{\mathcal{L}}_{0}+\overline{\mathcal{L}}_{1} \mathbf{i}+\overline{\mathcal{L}}_{2} \mathbf{j}+\overline{\mathcal{L}}_{3} \mathbf{k}=\overline{1}+\mathbf{i}+\overline{2} \mathbf{k} \\
& Q \mathcal{L}_{5}=\overline{\mathcal{L}}_{5}+\overline{\mathcal{L}}_{6} \mathbf{i}+\overline{\mathcal{L}}_{7} \mathbf{j}+\overline{\mathcal{L}}_{8} \mathbf{k}=\mathbf{i}+\overline{2} \mathbf{j}+\mathbf{k} \\
& Q \mathcal{L}_{7}=\overline{\mathcal{L}}_{7}+\overline{\mathcal{L}}_{8} \mathbf{i}+\overline{\mathcal{L}}_{9} \mathbf{j}+\overline{\mathcal{L}}_{10} \mathbf{k}=\overline{2}+\mathbf{i}+\mathbf{j}
\end{aligned}
$$

Proposition 2. A Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{5}}$ if and only if $n \equiv 2,5,7,16(\bmod 20)$.

Proof. We recall that the cycle of Fibonacci numbers modulo 5 is

$$
0,1,1,2,3,0,3,3,1,4,0,4,4,3,2,0,2,2,4,1
$$

Therefore, the cycle length of Fibonacci numbers modulo 5 is 20. See ([17] A082116).
A Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{5}}$ if and only if $N\left(Q \mathcal{L}_{n}\right)=\overline{0}$ in $\mathbb{Z}_{5}$. By using Equation (15), we have

$$
\begin{equation*}
F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 1(\bmod 5) \tag{16}
\end{equation*}
$$

To find $n$ such that the congruence (16) is satisfied, we need to consider the following five cases:

Case 1: If $n \equiv 0(\bmod 5)$, then $F_{n+5} \equiv 0(\bmod 5), F_{2 n+5} \equiv 0(\bmod 5)$. Therefore, we obtain that the congruence $(16)$ is true if and only if $F_{n+3} \equiv 1(\bmod 5) \Leftrightarrow n+3 \equiv 8(\bmod 20) \Leftrightarrow$ $n \equiv 5(\bmod 20)$.

Case 2: If $n \equiv 1(\bmod 5)$, then we have four subcases:

- If $n \equiv 1(\bmod 20)$, then $F_{n+3} \equiv 3(\bmod 5), F_{n+5} \equiv 3(\bmod 5), F_{2 n+5} \equiv 3(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 2(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 6(\bmod 20)$, then $F_{n+3} \equiv 4(\bmod 5), F_{n+5} \equiv 4(\bmod 5), F_{2 n+5} \equiv 2(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 2(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 11(\bmod 20)$, then $F_{n+3} \equiv 2(\bmod 5), F_{n+5} \equiv 2(\bmod 5), F_{2 n+5} \equiv 3(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 0(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 16(\bmod 20)$, then $F_{n+3} \equiv 1(\bmod 5), F_{n+5} \equiv 1(\bmod 5), F_{2 n+5} \equiv 2(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 1(\bmod 5)$, therefore, the congruence $(16)$ is satisfied.
Therefore, in Case 2, we have $N\left(Q \mathcal{L}_{n}\right)=\overline{0} \Leftrightarrow n \equiv 16(\bmod 20)$.
Case 3: If $n \equiv 2(\bmod 5)$, then we have four subcases:
- If $n \equiv 2(\bmod 20)$, then $F_{n+3} \equiv 0(\bmod 5), F_{n+5} \equiv 3(\bmod 5), F_{2 n+5} \equiv 4(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 1(\bmod 5)$, therefore, the congruence $(16)$ is satisfied.
- If $n \equiv 7(\bmod 20)$, then $F_{n+3} \equiv 0(\bmod 5), F_{n+5} \equiv 4(\bmod 5), F_{2 n+5} \equiv 1(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 1(\bmod 5)$, therefore, the congruence $(16)$ is satisfied.
- If $n \equiv 12(\bmod 20)$, then $F_{n+3} \equiv 0(\bmod 5), F_{n+5} \equiv 2(\bmod 5), F_{2 n+5} \equiv 4(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 0(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 17(\bmod 20)$, then $F_{n+3} \equiv 0(\bmod 5), F_{n+5} \equiv 1(\bmod 5), F_{2 n+5} \equiv 1(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 3(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
Therefore, in Case 3, we have $N\left(Q \mathcal{L}_{n}\right)=\overline{0} \Leftrightarrow n \equiv 2,7(\bmod 20)$.
Case 4: If $n \equiv 3(\bmod 5)$, then we have four subcases:
- If $n \equiv 3(\bmod 20)$, then $F_{n+3} \equiv 3(\bmod 5), F_{n+5} \equiv 1(\bmod 5), F_{2 n+5} \equiv 4(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 2(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 8(\bmod 20)$, then $F_{n+3} \equiv 4(\bmod 5), F_{n+5} \equiv 3(\bmod 5), F_{2 n+5} \equiv 1(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 4(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 13(\bmod 20)$, then $F_{n+3} \equiv 2(\bmod 5), F_{n+5} \equiv 4(\bmod 5), F_{2 n+5} \equiv 4(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 4(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 18(\bmod 20)$, then $F_{n+3} \equiv 1(\bmod 5), F_{n+5} \equiv 2(\bmod 5), F_{2 n+5} \equiv 1(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 0(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
Therefore, in Case 4 , we have $N\left(Q \mathcal{L}_{n}\right) \neq \overline{0}$.
Case 5: If $n \equiv 4(\bmod 5)$, then we have four subcases:
- If $n \equiv 4(\bmod 20)$, then $F_{n+3} \equiv 3(\bmod 5), F_{n+5} \equiv 4(\bmod 5), F_{2 n+5} \equiv 3(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 3(\bmod 5)$, therefore, the congruence (16) is not satisfied.
- If $n \equiv 9(\bmod 20)$, then $F_{n+3} \equiv 4(\bmod 5), F_{n+5} \equiv 2(\bmod 5), F_{2 n+5} \equiv 2(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 0(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 14(\bmod 20)$, then $F_{n+3} \equiv 2(\bmod 5), F_{n+5} \equiv 1(\bmod 5), F_{2 n+5} \equiv 3(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 4(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied.
- If $n \equiv 19(\bmod 20)$, then $F_{n+3} \equiv 1(\bmod 5), F_{n+5} \equiv 3(\bmod 5), F_{2 n+5} \equiv 2(\bmod 5)$. It results $F_{n+3}+F_{n+5}+2 F_{2 n+5} \equiv 3(\bmod 5)$, therefore, the congruence $(16)$ is not satisfied. Therefore, in Case 5, we have $N\left(Q \mathcal{L}_{n}\right) \neq \overline{0}$.
Thus, we obtain the desired result.
Proposition 3. The Leonardo quaternion $Q \mathcal{L}_{p-4}$ is invertible in quaternion algebra $Q_{\mathbb{Z}_{p}}$ for prime integer $p$ with $p \geq 7$.

Proof. Recall that $p \nmid F_{2 p-3}$ for prime integer $p$ with $p \geq 7$. (Since the proof involved many calculations, we skip it.) From (15), in $\mathbb{Z}_{p}$, we have

$$
N\left(Q \mathcal{L}_{p-4}\right)=\overline{4}\left(\overline{3 F}_{2 p-3}-\bar{L}_{p}+\overline{1}\right)
$$

Since $L_{p} \equiv 1(\bmod p)$ and $F_{2 p-3} \not \equiv 0(\bmod p)$, we have $N\left(Q \mathcal{L}_{p-4}\right) \neq \overline{0}$ in $\mathbb{Z}_{p}$. Thus, $Q \mathcal{L}_{p-4}$ is an invertible element in $Q_{\mathbb{Z}_{p}}$.

## 4. Conclusions

We can summarize the results obtained in this paper under two main headings. Firstly, we introduce a new class of Leonardo hybrid numbers and investigate some of their properties. The main advantage of the proposed family of hybrid numbers that reflect the generalized Leonardo numbers is that it allows the derivation of several hybrid number classes as a special case. In particular, different from the work [30], where the Leonardo hybrid numbers in [29] are obtained by taking $q=-1 / \alpha^{2}$ with $\alpha=\frac{1+\sqrt{5}}{2}$, in this paper, by taking $q=-1 / \alpha^{2}$ with $\alpha=\frac{1+\sqrt{5}}{2}$, we obtain the generalized Leonardo hybrid numbers, which are firstly defined here. Secondly, we study the Leonardo quaternions that are zero divisors and invertible elements in the quaternion algebra $Q_{\mathbb{Z} p}$ for special values of prime integer $p$. This part can be seen as an application of Leonardo quaternions over finite fields, and it marks the first instance in the literature of determining Leonardo quaternions that are zero divisors or invertible elements. To provide a brief summary of our findings:

- We introduce the generalized Leonardo hybrid numbers, which are reduced to the conventional Leonardo hybrid numbers in [29] when $k=1$.
- We derive a new class of Leonardo hybrid numbers, referred to as the $q$-generalized Leonardo hybrid numbers. When $k=1$, the $q$-generalized Leonardo hybrid numbers reduce to the conventional $q$-Leonardo hybrid numbers in [30].
- We obtain Vajda's identity for $q$-generalized Leonardo numbers, which generalizes Catalan's identity, Cassini's identity, and d'Ocagne's identity automatically. Thus, this result is even more general than the ones in [30].
- We obtain that a Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{3}}$ if and only if $n \equiv 0,5,7(\bmod 8)$.
- We obtain that a Leonardo quaternion $Q \mathcal{L}_{n}$ is a zero divisor in quaternion algebra $Q_{\mathbb{Z}_{5}}$ if and only if $n \equiv 2,5,7,16(\bmod 20)$.
- We show that the Leonardo quaternion $Q \mathcal{L}_{p-4}$ is invertible in quaternion algebra $Q_{\mathbb{Z}_{p}}$ for prime $p \geq 7$.
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