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Abstract: This special issue discusses recent advances in computer simulation studies of crystal
growth. Crystal growth is a key to innovation in science and technology. Owing to recent progress
in computer performance, computer simulation studies of crystal growth have become increasingly
important. This special issue covers a variety of simulation methods, including the Monte Carlo,
molecular dynamics, first-principles, multiscale, and continuum simulation methods, which are
used for studies on the fundamentals and applications of crystal growth and related phenomena for
different materials, such as hard-sphere systems, ice, organic crystals, semiconductors, and graphene.

Keywords: molecular dynamics (MD); Monte Carlo (MC); first-principles (FP) simulation; continuum
simulation; multiscale simulation

1. Introduction

Crystals are ubiquitous in daily life and technology. Many kinds of crystalline products, such as
salt, sugar, and fat, are used in cooking, and electronic devices are made from semiconductor crystals.
Crystals also play an important role in life and the global environment. Living organisms produce
mineral crystals to maintain biogenic activity, and snow and ice crystals play a crucial role in climate
change. For most topics related to crystals, crystal growth is an important research area.

Owing to recent progress in computer performance, computer simulation studies of crystal
growth have become increasingly important. Computer simulations can be used to analyze and predict
various aspects of the crystal growth process, such as growth and nucleation mechanisms, as well as
the structures and dynamics of surfaces and interfaces, and pattern formation.

This special issue discusses recent advances in computer simulation studies of crystal growth.
We present 10 papers, covering fundamental studies and applications of crystal growth or related
phenomena. A variety of simulation methodologies are used in the studies.

2. Methodologies of Crystal Growth Computer Simulations

2.1. Molecular Simulation

Molecular simulations, such as molecular dynamics (MD) and Monte Carlo (MC) simulations,
are powerful tools for investigating the growth mechanisms and interface structures of crystals at
the molecular scale [1–3]. MD simulations analyze the structure, dynamics, mechanical properties,
electrical properties, and optical properties of a condensed phase by solving the Newtonian equations
of motion for each atom or molecule. MC simulations generate new states of the atomic or molecular
arrangement stochastically according to a Boltzmann probability distribution. In addition to single
condensed phases, crystal–liquid interfaces or crystal–vapor interfaces can be examined by MD or MC
simulations. Therefore, we can analyze the atomic- or molecular-scale mechanisms of crystal growth
by these simulation methods.

Crystals 2018, 8, 314; doi:10.3390/cryst8080314 www.mdpi.com/journal/crystals1
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In this special issue, Mori [4], Qiu and Molinero [5], Barcaro et al. [6], Elts et al. [7],
Hagiwara et al. [8], and Y.-P. Liu et al. [9] used MD simulations. Ito and Akiyama [10] and Akutsu [11]
used MC simulations. Elts et al. also used a kinetic MC method, which is a simulation method for the
mesoscale growth or dissolution of a crystal [7].

2.2. First-Principles Simulation

First-principles (FP) methods, such as density functional theory (DFT) [12], can reproduce the
atomic-scale structure and energetic state of a real material precisely. In the FP method, the electronic
structures of atoms and molecules in a material are computed by solving the Schrödinger wave
equation. The FP method can be combined with the MD simulation method (FP-MD method) [13].
In principle, the FP-MD method can provide precise information on the crystal growth mechanism
and interface structure of a real material. However, FP-MD simulations of crystal growth for a large
system are too time-consuming. Thus, for many cases, the FP method can be used effectively in parts
of computer simulation studies of crystal growth or related phenomena.

In this special issue, Ito and Akiyama used the DFT method for calculating chemical potential
precisely in their simulation studies [10]. Barcaro et al. used the DFT method to obtain energetic and
structural information about small Si clusters, which was then used to optimize the reactive force-field
parameters [6].

2.3. Continuum Simulations

Continuum simulations can be used to study mesoscale or macroscale phenomena related to
crystal growth, such as crystal morphology and fluid dynamics in crystal growth. There are a variety
of continuum simulation methods. The phase-field method is a popular continuum simulation method
for studies of crystal growth kinetics and crystal growth morphology [3,14], although this issue does
not include studies using the phase-field method.

In this special issue, Elts et al. used continuum simulations in their multiscale simulation studies
of crystal growth [7]. Related to continuum simulations, Ruan used a morphology evolution model
and the MC method for simulations of polymer crystallization in a shear flow [15]. Z. Liu et al.
used a particle level set method [16] for simulations of polymer crystallization under isothermal and
temperature gradient conditions [17].

2.4. Multiscale Simulations

Recently, multiscale simulations have attracted a great deal of attention in the field of crystal
growth. In this special issue, Elts et al. review the recent progress made by their group in multiscale
simulations, including MD simulations, kinetic MC simulations, and continuum simulations for crystal
growth [7]. Using multiscale simulations, they predicted the macroscopic morphology and growth or
dissolution rate of a crystal from the molecular structure.

3. Materials for Crystal Growth Computer Simulations

3.1. Hard-Sphere System

The hard-sphere system is the simplest off-lattice model used for computer simulation studies of
crystal growth. Crystallization of a hard-sphere system is often used as a model for crystallization of a
colloidal system. In this special issue, Mori reviews computer simulation studies of crystal growth
using a hard-sphere model for crystal-fluid coexistence in the equilibrium state and hard-sphere
systems in gravity [4].

3.2. Organic Molecules

Crystal growth of organic molecules, such as carbohydrates, amino acids, peptides, proteins, and
polymers, is related to many phenomena in nature and in industries such as the biology, pharmaceutical,
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nutraceutical, food, and cosmetic industries. Computer simulations have been used for studies of the
growth mechanism, growth morphology, and equilibrium morphology of organic molecule crystals.

In this special issue, Qiu and Molinero report MD simulations of the crystal growth of alkanes [5].
They found that the strength of the alkane–fluid attractive interaction controls the interfacial orientation
of liquid alkanes and their crystallization. Elts et al. performed multiscale simulations of the growth
and dissolution of aspirin crystals [7]. They predicted the aspirin dissolution rates, which agreed
well with the experimental rates. Ruan performed MC simulations of polymers crystallizing in a
shear flow [15], and provided simulation results for the growth kinetics, morphology, and rheology of
the polymer crystals that agreed well with earlier experimental and theoretical studies. Z. Liu et al.
performed simulations of polymer crystallization using a particle level set method [17]. They clarified
the development of crystallinity during crystallization under quiescent isothermal conditions, and
their results were consistent with theory.

3.3. Ice

Ice is a familiar material in daily life and studies of its crystal growth are important, both
scientifically and practically, in connection with topics such as the freezing of water in biological
systems, pattern formation of snow crystals, artificial snow, cryopreservation of tissues, and food
processing. In this special issue, Hagiwara et al. studied the structural and dynamic properties of
an aqueous solution including a winter flounder antifreeze protein and salt ions near the secondary
prismatic and pyramidal planes of ice [8]. Their MD simulation indicated that hydrogen bonding
between water molecules in the solution is inhibited, which may be related to the fact that the antifreeze
activity of the protein is enhanced if salt ions are present.

3.4. Functional Materials

Controlling the growth, size, and morphology of crystals is essential for developing functional
materials, which can be used for applications including devices, solar cells, and optical materials.
Computer simulations have been used for studies of the growth of various crystals of functional
materials, such as semiconductors and graphene.

In this special issue, Ito and Akiyama review recent progress in computational materials science
in the area of semiconductor epitaxial growth [10]. They present their computer simulation studies of
the heteroepitaxial growth of InAs on GaAs and the formation of InP nanowires with their ab initio
approach. Barcaro et al. performed a computer simulation study of the nucleation and growth of
Si nanoclusters [6]. They proposed a theoretical approach that can be used to model the nucleation
and growth of small particles for which experimental studies are difficult to perform. Akutsu studied
the surface tension, growth rate, and size of macrosteps on the surface of 4H-SiC crystals using the
restricted solid-on-solid model [11]. The effects of the driving force on the size of a faceted macrostep
and on the growth rate of the vicinal surface were discussed. Y.-P. Liu et al. studied the growth of
graphene sheets embedded with single-wall carbon nanocones (SWCNCs) and suggested conditions
suitable for SWCNCs growing on a Cu substrate [9].

4. Conclusions

This special issue presents advances in computer simulation studies of crystal growth. Crystal
growth is important in many fields of science and technology. Because the performance of computers
is still improving, computer simulations will continue to be essential tools. By covering various types
of computer simulation studies of crystal growth and related phenomena from fundamental research
to practical applications, this special issue provides helpful information for future simulation studies.

Acknowledgments: I thank all the authors who contributed to this special issue for preparing interesting papers.
I also thank Ms. Sweater Shi for her kind editorial assistance during the publication of this special issue. In this
special issue, Mori [4], Qiu and Molinero [5], Barcaro et al. [6], Elts et al. [7], and Ito and Akiyama [10] contributed
“Feature Papers”.
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Abstract: Morphological models for polymer crystallization under isothermal and temperature
gradient conditions with a particle level set method are proposed. In these models, the particle
level set method is used to improve the accuracy in studying crystal interaction. The predicted
development of crystallinity during crystallization under quiescent isothermal condition by our
model is reanalyzed with the Avrami model, and good agreement between the predicted and
theoretical values is observed. In the temperature gradient, the computer simulation results with our
model are consistent with the experiment results in the literature.

Keywords: kinetics; microstructure; crystallization; level set

1. Introduction

The final properties of a product produced from semi-crystalline polymer are to a great extent
determined by the final internal microstructure [1,2]. This final internal microstructure, in turn,
is determined by the crystallization/processing conditions. Therefore, it is very important to
accurately model the solidification process and predict the final microstructure formed under different
processing conditions.

To date, a number of investigators are interested in predicting the morphological development
of polymer crystallization and many research studies have been carried out on this topic [2–12].
In order to obtain the internal microstructure of polymer products, different approaches have been
proposed for morphological modeling of polymer crystallization by researchers [7–12]. Charbon and
Swaminarayan [7,8] presented front-tracking methods to predict the evolution of microstructures
during spherulitic crystallization under realistic crystallization conditions. Raabe and Godara [9]
studied the topology of spherulite growth during crystallization of isotactic polypropylene (iPP) by
using a cellular automata method. Xu and Bellehumeur [10,11] proposed a modified phase-field
method to capture the spatiotemporal morphology development with the crystallization behavior of
ethylene copolymers in the rotational-molding process. Ruan et al. [12] investigated the evolution of
morphology of crystallization in the short fiber reinforced system using a pixel coloring method.

We presented a level set method for simulating the solidification structure of polymer
crystallization during cooling stage in [13] to reduce the computation complexity in studying crystal
interaction. In that method, each crystal can be distinguished from others by its assigned color,
the problem of evolving multiple crystal interfaces is reduced to tracking one level set variable
(signed distance function) and determining the color of a newly solidification node point. That method

Crystals 2016, 6, 90; doi:10.3390/cryst6080090 www.mdpi.com/journal/crystals5
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is easy to be implemented and it is also applicable for any system that displays nucleation and growth.
However, just like other Eulerian methods, level set methods have the main drawback that they
are not conservative [14–16] (see Figure 1a). To fix this problem, several attempts to improve mass
conservation of level set methods have been done, such as the improved level set methods [16–18] and
the particle level set methods [14,19]. In the particle level set method, particles that are distributed
within both an interior and exterior band of the interface are used to preserve volume so as to maintain
the interface. Literature [14] indicates the particle level set method compares favorably with volume of
fluid methods in the conservation of mass and purely Lagrangian schemes for interface resolution.

(a) (b)

Figure 1. Comparison of the level set solution (red), particle level set solution (blue), and theory
(black) after one revolution of rigid body rotation of Zalesak’s disk in a constant vorticity velocity field
(more information about Zalesak’s disk can be found in [20]): (a) level set method; and (b) particle
level set method.

In this paper, we aim to develop a more accurate interface tracking method for studying
morphology of polymer crystallization, and further apply the proposed method to morphological
models of iPP crystallization under isothermal and temperature gradient conditions. To achieve
our goal, firstly, based on the method described earlier [13], we use a particle level set method
instead of the level set method to correct any volume loss that resulted from advecting the level set.
Secondly, because there already exist many particles in the particle level set method and the accuracy of
Lagrangian advection, we use some of these particles to help to color the node points instead of using
the semi-Lagrangian method that was used in [13]. Finally, for different temperature conditions, we
use different method to deal with the problems in determining morphology of polymer crystallization.

The outline of this paper is as follows: Section 2 presents the particle level set method for
polycrystals growth. In Section 3, the morphological modeling using the particle level set method
for polymer crystallization under isothermal conditions is introduced. In Section 4, the extended
algorithm for polymer crystallization in uniaxial linear temperature field is established. Section 5 gives
the numerical results and discussions. Finally the conclusions are drawn in Section 6.

2. Particle Level Set for Polycrystals Growth

2.1. Level Set Method

The level set method was originally designed by Osher and Sethian [21,22] in 1988, and then
it has been manipulated in moving interfaces of fluid mechanics, combustion, computer animation,
image processing and some other interfaces of evolution problems. According to this method, the

6
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interface whose motion is recast as a time-dependent Eulerian initial value partial differential equation
is denoted implicitly by the zero set of a continuous function.

A level set function ϕpx, tq is defined as:

ϕpx, tq “
$’&
’%

`dpx, tq x P Ωinterior pthe solid regionsq
0 x P BΩ “ Γptq pthe melt-solid interfceq

´dpx, tq x P Ωexterior pthe melt regionsq
(1)

where dpx, tq is set as the smallest distance between a given point in the domain Ω and the interface Γptq:

dpx, tq “ min
xΓ P Γ
x P Ω

p|x ´ xΓ|q (2)

Additionally, the level set function has the following feature:

|∇ϕ| “ 1 (3)

The instantaneous interface associates with the contour ϕpx, tq “ 0, i.e.,

Γptq “ px P Ω : ϕpx, tq “ 0q (4)

The normal unit vector on the interface is expressed as:

n “ ∇ϕ

|∇ϕ|
ˇ̌̌
ˇ
ϕ“0

(5)

The equation for the evolution of ϕ corresponding to the motion of the interface is given by:

ϕt ` u ¨ ∇ϕ “ 0 (6)

where u represents velocity. With an evolution of the interface, the re-initialization is often necessarily
due to a generally deviation of ϕ from its initialized value which represents signed distance. We apply
the re-initialization until ϕ reach steady-state, i.e., the following equation is iterated:

ϕt “ ϕ0b
ϕ2

0 ` ε2
p1 ´ |∇ϕ|q (7)

where ϕ0 is the initial level set value to be re-initialized. When ϕ reaches steady-state, it satisfies
the condition |∇ϕ| “ 1, i.e., ϕ is a signed distance. It is imperative for the formulation to remain
well-posed as ϕ Ñ 0 if the parameter ε in Equation (7) is assigned some small value.

2.2. Particle Level Set Method

The main problem that the level set method suffers from is numerical dissipation. The particle level
set method merges the best aspects of Eulerian front-capturing schemes and Lagrangian front-tracking
methods for improved mass conservation. In the particle level set method, two sets of massless
particles, positive and negative particles, which are placed within a band across the interface, are used
to correct the level set function.

7
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The particle correction procedures in the particle level set method are summarized as follows:

(i) Particle initialization. When the initial surface is defined, the particles need to be placed within
three cells of the interface. Each particle stores its position and radius, which is used to perform
error correction on the level set function. The radius is set so that the boundary is just touching
the interface:

rp “

$’’&
’’%

rmax i f sp ϕpxpq ą rmax

sp ϕpxpq i f rmin ď sp ϕpxpq ď rmax

rmin i f sp ϕpxpq ă rmin

(8)

where rmin “ 0.1minpΔx, Δyq, rmax “ 0.5minpΔx, Δyq, and sp is the sign of the particle, set to +1
if ϕpxpq ą 0 and ´1 if ϕpxpq ă 0. In [14], they recommend that 16 particles be placed in each cell
in 2D.

(ii) Particle update: The positions of the particles are updated using a second order Runga Kutta
(RK2) time integration:

xppt ` 1q “ xpptq ` dtutpxpptqq (9)

xp̊ pt ` 1q “ xppt ` 1q ` dtutpxppt ` 1qq (10)

xppt ` 1q “ xp̊ pt ` 1q ` xpptq
2

(11)

Error correction: Whenever a particle escapes the interface by more than its radius, it will be used
to perform error correction on the interface. To enable error correction, a local level set value for
each corner of the escaped particle is defined as follows:

ϕppxq “ spprp ´ ˇ̌
x ´ xp

ˇ̌q (12)

Error correction is performed using the positive particles to create a temporary grid ϕ` and the
negative particles to a temporary grid ϕ´. For all of the escaped positive particles, the ϕp values
on cell corners containing the escaped particles are calculated by Equation (12), the value for each
corner is then set to

ϕ` “ maxpϕp, ϕ`q (13)

Similarly, for all the escaped negative particles, the value for each corner is set to

ϕ´ “ minpϕp, ϕ´q (14)

Then, for each grid node, the minimum absolute value is chosen as the final correction for ϕ

ϕ “
#

ϕ` i f
ˇ̌
ϕ` ˇ̌ ď ˇ̌

ϕ´ ˇ̌
ϕ´ i f

ˇ̌
ϕ` ˇ̌ ą ˇ̌

ϕ´ ˇ̌ (15)

(iii) Particle reseeding: With the interface stretching and tearing, regions that lack a sufficient number
of particles in the computational domain will form. Reseeding is carried out to delete the particles
that are superfluous or far away from the interface and distribute a new set of particles to ensure
that there is a uniform distribution of particles near the interface. It is important to note that if the
simulation does not cause the particles to be unevenly distributed, there is no reason to reseed.

Further details of the particle level set method can be found in Reference [14]. The accuracy and
efficiency of this method are shown in Figure 1b.

8



Crystals 2016, 6, 90

2.3. Particle Level Set Method for Polycrystals Growth

Typically, many crystals grow from individual seeds, and each of them will grow until it collides
with other crystals and forms grain boundaries. Determining the contact boundaries is a difficult
task. It is the reason why we employ a single signed distance to implicitly denote the interface of
crystals and we also allot each crystal a “color” (respectively, a number) to distinguish different
crystals. Because there already exists many particles in the particle level set method and the accuracy
of Lagrangian advection, we detect the contact boundaries of crystals by these particles instead of
the semi-Lagrangian method used in [13]. As demonstrated in Figure 2, the interfaces of two crystals
are represented by the dotted lines, which are captured by the particle level set method at time tn´1.
The two crystals are differentiated by the colors of the nodes (the big circles), which lie in the two
crystals respectively. To be used to color the nodes inside the two crystals at the next time step, the
particles (the small circles) which are distributed inside the interfaces in the particle level set method
are dyed in the same colors of the nodes near them (see Figure 2a). After one time step, the two crystals
contact and we can capture their interfaces (denote with the solid lines) by the particle level set method,
but the contacted boundary of the two crystals is not yet determined. Meanwhile, the colored particles
move to the new positions, the undyed nodes inside the solid line and outside the dotted line are in
the crystalline phase (Figure 2b). Here we need to determine which crystal these nodes belong to,
i.e., what color should the undyed nodes be colored? Noting that the dyed particles that belong to
the same crystal have the same color, we thus color each undyed node with the color of the nearest
dyed particle, then the boundary of the two crystals is determined (Figure 2c). Additionally, we have
to point out that firstly, the node coloring procedure can also applied to the growth of crystal before
contact. Secondly, once particle reseeding is imperative, attention must be paid to color the particles
that are placed into the cells where there exist different colored particles. The boundaries lie in these
cells, so error boundaries can be resulted from any inappropriate coloring method. Maybe there is
a better way to cope with this problem. In this study, we only use a simple technique: no coloring
to these particles (Figure 3). This is the reason: on the one hand, it can ensure a sufficient number of
particles in the computational domain; on the other hand, it would not lead to error results for the
particles that are uncolored. More details of the particle level set method for polycrystals growth can
be found in Section 3.

 
(a) (b)

(c)

Figure 2. Schematic representation of the particle level set method for polycrystals growth: (a) two
crystals are distinguished; (b) Undyed nodes in the crystalline colors of their nodes at time tn´1 phase
are captured by particle level set method at time tn. The dyed particles move to new positions; (c) Color
the undyed nodes by the colors of the nearest particles at time tn, determine the boundary of the
two crystals.
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Figure 3. Schematic representations of the uncolored and reseeding particles in the lower-left cell
where there exists different colored particles.

3. Morphological Model for Isothermal Crystallization of Polymer

Crystallization is a mechanism of phase change in semicrystalline polymeric materials.
An isothermal crystallization process generally includes three steps, namely, nucleation, growth
and impingement. Under the favorable thermodynamic condition, nuclei appear randomly in the
polymer melt, and then the formed nuclei act as seeds for spherulites to grow with the same rate.
Each spherulite grows until it impinges on adjacent spherulites and stops growing. Impingement takes
place and continues until all possible material is transformed.

3.1. Nucleation

In semicrystalline polymers, the number of nuclei per unit volume or so-called nucleus density
depends on the temperature and supercooling. Because the nucleation of semicrystalline polymers is
typically heterogeneous, it is difficult to apply the theoretical models of the nucleation [4]. As a result,
empirical approaches are adopted to solve this problem and nucleation laws are presented to represent
the empirical relations between the nucleus density and the temperature. In the simulations, we use
the following relation of the nucleation density [8,23]:

N “ 1.458 texpr111.265 ´ 0.2544ϕpT ` 273.15qsu2{3 (16)

where the unit of N is mm´2, and the unit of T is ˝C.

3.2. Growth and Impingement

Growth rate is an important factor that affects the development of morphology. Generally, for
each polymer, the rate of crystal growth is a function of the crystallization temperature and can be
considered a constant when the crystallization is considered under an isothermal condition. For a
spherulite, the radial growth rate G can be calculated by applying the Hoffman–Lauritzen theory [24]:

G “ G0expr´ U
RgpT ´ T8q sexpr´ Kg

TΔT
s (17)
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where G0 and Kg are constants, U is the activation energy of motion, Rg is the gas constant, T8 is a
temperature typically 30 K below the glass transition, and ΔT “ T0

m ´ T is the degree of undercooling.
It should be noted that, in the level set method, the velocity μ should be defined on the whole domain
or on a narrow band near the interface. Therefore, we should extend the interface velocity away from
the interface (solid/liquid boundary). There are many techniques to construct the extension velocity,
details of which can be found in [25,26].

During the crystallization process, various stages of spherulite growth occur. In the early stages,
probably no spherulites impinge. As the spherulites continue to grow, more and more of them will
impinge each other. It is impingement that makes the grain boundaries form and the growth of
spherulites stop. In fact, the shapes of the grains can directly influence the final properties of the
polymers. In this study, the particle level set method for polycrystals growth is used to simulate the
growth and impingement of spherulites.

3.3. Algorithm for Polymer Crystallization under Isothermal Conditions

Under isothermal conditions, we use the stochastic method utilized in [13] to place the nucleation
sites in the nucleation process. In this method, a node is chosen randomly in the computational domain
when a new nucleus appears. Then a new color is allotted to this node and the signed distance field is
updated with the following expression:

ϕpyq “ maxpϕ0pyq, ||x ´ y|| ´ R0q, @y P Ω (18)

where x is the nucleation site, ϕ0 is the signed distance before the potential nucleation site is nucleated
at x, R0 is the size of the initial crystal seed at location x, and y is the location of a node. It should be
noted that, unlike in [13], in the nucleation process in this paper, the particles inside each crystal also
need to be colored by the same color of the crystal. It is the colored particles that provide an effective
way to distinguish different crystals after growth under different conditions.

In the crystal growth process, the particles inside the crystals are first used to correct the volume
loss that resulted from advecting the level set in the particle level set method. Then they are utilized to
color the uncolored nodes in the crystalline phase by their colors. If new particles need to be added to
the computational zone, the way to color them is introduced in Section 2.3.

In our scheme, the relative crystallinity can be calculated by [13]:

α “ number o f nodes that have been colored
total number o f nodes

(19)

In addition, the mean of the maximum size of spherulites is defined as:

Rmax “ p A
Nπ

q
1{2

(20)

where A is the volume of the spherulites which can be calculated with the number of notes occupied
by the spherulites and the volume of a cell, and N is the number of the spherulites.

Figure 4 shows the algorithm for polymer crystallization under isothermal conditions using the
particle level set method.
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Figure 4. Algorithm for polymer crystallization under isothermal conditions using the particle level
set method.

4. Morphological Model for Polymer Crystallization in a Temperature Gradient

In this paper, the polymer crystallization in a temperature gradient is modeled in a uniaxial linear
temperature field: T “ T0 ` Λx. It is obvious when Λ “ 0, T “ T0, the temperature is constant, i.e., it
is isothermal. Thus, we need to extend the algorithm presented in Figure 4 to the uniaxial linear
temperature field. To do this, on the one hand, we divide the computational zone into a series of
small enough rectangles with respect to the x coordinate, so as to place the nucleation sites into the
computational zone. In each small rectangle, the temperature is considered equal to that at the middle
line of the vertical side on calculating the number of nuclei by Equation (16), and also the positions
of spherulite nuclei are randomly chosen. On the other hand, GpTq needs to be recalculated on the x
coordinate by GpT0 ` Λxq each time step. With these preparations, the extended algorithm for polymer
crystallization in the uniaxial linear temperature field using the particle level set method is shown as
follows (Figure 5).
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Figure 5. Algorithm for polymer crystallization in the uniaxial linear temperature field by the particle
level set method.

5. Results and Discussion

5.1. Problem Formulation

We consider the graphical simulation of the crystallization process on square samples.
The maximum size of the samples is 600 μm ˆ 600 μm. In order to ensure each unit cell is no
more than the real space of 1 μm2 a regular mesh of 601 ˆ 601 nodes is selected to solve this problem.
It should be pointed out that the finer the unite cell the more accurate of the computational results.
However, the finer the unit cell the more CPU time is needed. The material used in this simulation is
an iPP and parameters used are listed in Table 1 [23].

Table 1. Numerical values for the parameters of iPP used in the models.

Parameter Physical Meaning Value

U (cal¨mol´1) Activation energy of motion 1500

G0 (cm¨s´1)
Parameter in Hoffman–Lauritzen
expression for the laminar growth rate

"
0.3359 T ě 136 C
3249 T ă 136 C

T8 (˝C) A temperature typically 30 K below
the glass transition ´41.95

Kg (K2)
Parameter in Hoffman–Lauritzen
expression for the growth rate

#
1.47 ˆ 105 T ě 136 C
3.30 ˆ 105 T ă 136 C

T0
m (˝C) Melting temperature 185.05

Rg (J (K¨mol)´1) Gas constant 8.314472
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5.2. Isothermal Case

5.2.1. Morphological Development

Figure 6 shows the morphological development of iPP at T = 106.85 ˝C acquired from the
algorithm for polymer crystallization under isothermal conditions by the particle level set method, the
size of the square is 160 μm ˆ 160 μm. As is illustrated in the Figure 6, in the process of evolutionary,
the white region is polymer melt and the other colored region is crystals. Figure 6a illustrates iPP
morphology at t = 0 s when heterogeneous nucleation takes place. Then each spherulite grows
individually without impingement (Figure 6b) until t = 6.8 s, as time goes by, adjacent crystals
touch and intercrystalline impingement boundaries arise (Figure 6c,d). Finally, we depict the final
morphology (Figure 6e). We notice that the structures and characteristics of crystals obtained in this
study are in accordance with the literature [27]. Figure 7 shows the evolution of crystal morphology
with different temperatures and a square size of 500 μm ˆ 500 μm. It is obvious that the lower the
temperature the faster the crystallization time, the more the number of spherulites and the smaller
size of the final grain. Figure 8 is plotted to demonstrate the mean of the maximum size of spherulites
against time with different temperatures, and we observe that the mean of the maximum size of
spherulites rises rapidly as time increases and reaches a plateau finally. Moreover, we perceive that the
crystallization time becomes longer as the temperature rises. Apparently, we obtain many of the same
conclusions analyzing Figures 7 and 8.

 
(a) (b) (c) 

 
(d) (e)

Figure 6. Examples of spherulitic morphology obtained from the stochastic simulation scheme at
T = 106.85 ˝C: (a) t = 0 s; (b) t = 6.8 s; (c) t = 50.3 s; (d) t = 98.7 s; and (e) final morphology.

(a)

Figure 7. Cont.

14



Crystals 2016, 6, 90

(b)

(c)

Figure 7. Evolution of crystal morphology under different temperatures: (a) T = 121.85 ˝C;
(b) T = 126.85 ˝C; and (c) T = 131.85 ˝C.

Figure 8. The mean of the maximum size of spherulites versus time under different temperatures.

5.2.2. Overall Crystallization Kinetics

The most generally used approach for the description of the isothermal polymer crystallization
kinetics is the Avrami model [28,29]. In the Avrami model, the relative crystallinity αptq is usually
written in the following form:

αptq “ 1 ´ expp´katna q (21)

where ka and na are the isothermal crystallization rate constant and the Avrami index (crystal geometry
information), respectively. In our study, heterogeneous nucleation and spherulitic morphology are
assumed. Following [30], we take na “ 2, ka “ πNpTqrGpTqs2. Thus, Equation (21) can be rewritten as:

αptq “ 1 ´ exp
!

´πNpTqrGpTqs2t2
)

(22)

Figure 9 displays the relative crystallinity evolution under different temperatures in isothermal
condition. Symbols represent the predicted results, and lines represent the analytical solutions

15



Crystals 2016, 6, 90

according to Avrami model. It is clear that the predicted results show good agreement with the
theoretical values.

Figure 9. Relative crystallinity evolution under different temperatures in isothermal condition.

5.3. Temperature Gradient Case

In our simulations, the temperature gradient in the sample is parallel to the x axis, and the
temperature, T, increases from the left to the right.

5.3.1. Effects of Temperature Gradient

In order to better illustrate the effects of temperature gradient, we assume that there is no other
spherulite except the one(s) given in the computational domain in this section. The reasons for this
are listed as follows. First, the fewer the number of spherulites in the computational domain, the
more obvious the effect of the temperature gradient becomes. Second, different polymer material has
different nucleation density at the same temperature. Therefore, even if we limit the numbers of nuclei,
we can also obtain meaningful simulation results by selecting sizes of the samples appropriately.

Figure 10 shows the spherulite shapes predicted by the particle level set method for different
temperature gradient. The sizes of these samples are 400 μm ˆ 400 μm. In Figure 10a, the temperature
gradient, Λ, equal to 50 ˝C¨mm´1; and in Figure 10b, Λ = 100 ˝C¨mm´1. As we can see in these
two figures, the temperature gradient results in the spherulite shape anisotropy, which increases
with time. Besides, in spite of the centers of the two spherulites are all locate at 130 ˝C, the shapes
of them are quite different at the same moment (see Figure 10c). The main reason for this is that
different temperature gradient makes the temperature distributions different on both sides of the
center, and different temperature leads to different growth rate (see Figure 11). Figure 12 shows the
shapes of interspherulitic boundaries in different temperature gradients of samples with sample size:
200 μm ˆ 200 μm. We can see that, the three spherulites nucleate at the same sites in the three samples
and the temperatures on the left side of the samples are all 110 ˝C, while the shapes of interspherulitic
boundaries are very different. It is clear when Λ = 0 ˝C¨mm´1, the boundaries are straight lines, but as
the temperature gradient is higher, the boundaries bend toward higher T, and the curvature of the
boundaries also increases.
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(a) (b) (c) 

Figure 10. Spherulite shapes predicted by the particle level set method for different temperature
gradient. The positions of spherulite growth fronts are plotted in 1-min intervals: (a) Λ = 50 ˝C¨mm´1;
(b) Λ = 100 ˝C¨mm´1; and (c) shapes of the spherulites are different at the same moment.

Figure 11. Growth rate versus temperature.

 
(a) (b) (c) 

Figure 12. Shapes of interspherulitic boundaries predicted by the particle level set method for different
temperature gradients: (a) Λ = 100 ˝C¨mm´1; (b) Λ = 50 ˝C¨mm´1; and (c) Λ = 0 ˝C¨mm´1.

5.3.2. Morphological Development

In order to validate our model using the particle level set method for polymer crystallization in a
temperature gradient, we simulate iPP film crystallization in the temperature gradient of 35 ˝C¨mm´1.
To compare our results to those in [23,31], all parameters utilized in the literature are also used in this
simulation (see Table 1). The size of this sample is 600 μm ˆ 600 μm. As we can see from Figure 13,
the temperature gradient affects not only the nucleation density but also the spherulitic pattern.
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Figure 13a shows the spherulites only nucleate at the low-temperature side. Figure 13b,c demonstrates
that the spherulites grow faster toward the low-temperature side and soon impinge on each other.
The spherulites can still grow toward the high-temperature side, as shown in Figure 13d–f. We can also
see that, in Figure 13f, the spherulites in the high-temperature side are elongated in shape, the collision
boundaries of them are almost parallel to the temperature gradient, but the joint growth front of them
is perpendicular to the temperature gradient. Figure 14 shows the computer-simulated positions
of the crystallization front in the iPP film during crystallization in the uniaxial linear temperature
field. The simulated results are in good agreement with the experiment and calculated results in the
literature [23,31]. It indicates the correctness of our model.

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 13. Evolution of crystal morphology in iPP film during crystallization in the uniaxial linear
temperature field: (a) t = 0 s; (b) t = 78 s; (c) t = 234 s; (d) t = 468 s; (e) t = 1560 s; (f) t = 3633 s.

 
Figure 14. Positions of the crystallization front in iPP film during crystallization in the uniaxial linear
temperature field.
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6. Conclusions

We have presented an efficient particle level set method for polycrystals growth. In this method,
the particles placed within an interior band of the interface in the particle level set method are used
not only to correct any volume loss that resulted from advecting the level set and but also to determine
the boundaries of crystals. With this method, an algorithm for polymer crystallization under quiescent
isothermal condition has been developed. By the simulation model, for iPP, not only have we predicted
the crystal morphological development and its distributions, but we have also obtained the relative
crystalline and the mean of the maximum size of spherulites at different temperature T. The predicted
development of crystallinity during crystallization has been reanalyzed with the Avrami model, and
good agreement between the predicted and theoretical values has been observed.

We have also extended the algorithm from isothermal to temperature gradient conditions.
In the uniaxial linear temperature field, we have presented a new method to place the nuclei in the
computational zone. Numerical experiments have been used to analyze the effects of the temperature
gradient. We also have simulated iPP film crystallization in the temperature gradient. The computer
simulation results are consistent with the experiment results in the literature.

It should also be pointed out that the method used in this paper has two advantages compared
with that in [13]: First, the particle level set method preserves volume better than the level set method.
Thus, to the crystals with sharp edges, such as dendrites, more accurate crystallinity can be acquired.
Second, as more particles are used to color the nodes, more precise boundaries of the crystals can be
achieved. However, there are always two sides to everything, even if the particles utilized to color
the nodes are also used in the original particle level set method, that more particles are used in this
method increases the computational cost. In addition, the method cannot be used to determine the
trajectory of the fibrils. However, this problem might be solved if we consider the trajectory of the
particles, which are used in this method.

All in all, the morphological models for polymer crystallization under different conditions
proposed in this study are valid. The calculated results with them give us another way to observe the
microstructure of polymer products.
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Abstract: A Wulff figure—the polar graph of the surface tension of a crystal—with a discontinuity
was calculated by applying the density matrix renormalization group method to the p-RSOS model,
a restricted solid-on-solid model with a point-contact-type step–step attraction. In the step droplet
zone in this model, the surface tension is discontinuous around the (111) surface and continuous
around the (001) surface. The vicinal surface of 4H-SiC crystal in a Si–Cr–C solution is thought to be
in the step droplet zone. The dependence of the vicinal surface growth rate and the macrostep size
〈n〉 on the driving force Δμ for a typical state in the step droplet zone in non-equilibrium steady state
was calculated using the Monte Carlo method. In contrast to the known step bunching phenomenon,
the size of the macrostep was found to decrease with increasing driving force. The detachment of
elementary steps from a macrostep was investigated, and it was found that 〈n〉 satisfies a scaling
function. Moreover, kinetic roughening was observed for |Δμ| > ΔμR, where ΔμR is the crossover
driving force above which the macrostep disappears.

Keywords: Monte Carlo simulation; crystal growth; surface and interface; density matrix renormalization
group calculation; surface tension; kinetic roughening; surface free energy; step–step attraction

PACS: 81.10.Aj; 68.35.Ct; 05.70.Np; 68.35.Md

1. Introduction

The faceted macrosteps on a crystal surface are known to degrade the grown crystal [1]. Although
studies have investigated methods of dispersing faceted macrosteps, an effective method has not yet
been established. For example, in the case of solution growth for 4H-SiC, the faceted macrosteps remain
near equilibrium. This formation of faceted macrosteps near equilibrium has been considered to be due
to the effects of anomalous surface tension. To control the dynamics of macrosteps, the fundamentals
of the phenomena with macrosteps must be clarified.

The connection between the surface tension and the instability with respect to macrostep formation
is also scientifically interesting. In 1963, Cabrera and Coleman [2] phenomenologically studied
anomalous surface tension and studied its effect on a vicinal surface near equilibrium. They assumed
several anomalous surface tensions, and then discussed the possible equilibrium crystal shapes (ECSs).
They also declared the instability with respect to the macrostep formation to be the result of anomalous
surface tension [3]. However, at that time, the microscopic model used to determine the anomalous
surface tension was not provided.

Jayaprakash et al. [4] studied the faceting transition of the ECS using a terrace–step–kink (TSK) model
with the long-range step–step interaction expressed by the equation ∑i �=j ∑ỹ g0/[x̃i(ỹ)− x̃j(ỹ)]2 [5–7],
where g0 is the coupling constant of the elastic repulsion, x̃i is the location of the ith step on a vicinal
surface normal to the mean running direction of steps, and ỹ is the location along the steps. They
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showed that the step–step interaction affects the coefficient of the O(ρ3) term in the surface free energy,
which is given by

f (ρ) = f (0) + γρ + Bρ3 + O(ρ4), (1)

where ρ is the step density, γ is the step tension, and B is step interaction coefficient.
This ρ-expanded form of the free energy excluding the quadratic term with respect to ρ is called
the Gruber–Mullins–Pokrovsky–Talapov (GMPT) [8–11] universal form. It is well known that the ECS
can be obtained using the Landau–Andreev method [12,13] or from the polar graph of the surface
tension using the Wulff theorem [14–17]. When the long-range step–step interaction is attractive,
B becomes negative at low temperatures, and the slope of the surface on the ECS has a jump at the
facet edge. This jump in the surface slope is referred to as a first-order shape transition [4,18] after the
fashion of a phase transition.

The step bunching for Si near equilibrium in ultrahigh vacuum has been studied for Si(111) [19–24]
and Si(113) [25–28]. Williams et al. [19,20] have experimentally demonstrated that the step bunching
of Si(111) is caused by the competition between the polymorphic surface free energies for the Si(111)
(1 × 1) and (7 × 7) structures based on the GMPT surface free energy (Equation (1)). Additionally,
Song et al. obtained the temperature–slope phase diagram for the step bunching on Si(113) by analyzing
the results of X-ray diffraction, and have reported that an anomalous surface free energy caused by
a step–step attraction may explain the step bunching phenomenon. Lössig [29] and Bhattacharjee [30]
have stated that the TSK model with a short-range step–step attraction and with the long-range
step–step repulsion can represent the step bunching phenomenon. By analyzing the scanning tunneling
microscopy results on a vicinal surface of Si(113) tilted toward the [11̄0] direction, van Dijken et al. [27]
demonstrated that there is a step–step attraction to condense steps and a large long-range step–step
repulsion. Shenoy et al. [31,32] have shown that the TSK model with a short-range step–step attraction
and with the long-range step–step repulsion causes the periodic array of the n-merged steps using
a renormalization group method. Einstein et al. [33] introduced the idea of the random matrix
to the terrace width distribution to assist in the determination of the strength of the long-range
step–step repulsion.

Step bunching or step faceting near equilibrium occurs without long-range step–step
repulsion [18,34–45]. Rottman and Wortis [18] studied an ECS using a three-dimensional ferromagnetic
Ising model with both nearest-neighbor (NN) and next-nearest-neighbor (NNN) interactions.
They calculated ECS using mean-field theory. When the NNN interaction is negative, they showed that
the ECS has the first-order shape transition at the (001) facet edge at low temperatures. Using a lattice
model with a point-contact-type step–step attraction [38–45], Akutsu showed that a faceted macrostep
self-assembles at equilibrium in association with the morphological change resulting from the
discontinuous surface tension. The lattice model was a restricted solid-on-solid (RSOS) model with
point-contact-type step–step attraction (p-RSOS model, Figure 1). The term “restricted” means that the
height difference between NN sites is restricted to {0,±1}. It was considered that the origin of the
point-contact-type step–step attraction is the orbital overlap of the dangling bonds at the meeting point
of the neighboring steps. The energy gained by forming the bonding state is regarded as the attractive
energy between steps. The surface tension of the model was numerically calculated using the density
matrix renormalization group (DMRG) method [46–51], and it was demonstrated that the surface
tension of the vicinal surface tilted toward the 〈111〉 direction is discontinuous at low temperatures
because of the point-contact-type step–step attraction.

This connectivity of the surface tension for the p-RSOS model is directly linked to the faceting
diagram (Figure 2). There are two transition temperatures in the p-RSOS model—Tf ,1 and Tf ,2.
At temperatures of T < Tf ,1, the surface tension around the (111) surface is discontinuous; for T < Tf ,2
(< Tf ,1), the surface tension around the (001) surface is discontinuous. Based on the connectivity
of the surface tension, the temperature region T < Tf ,2 is called the step-faceting zone, the region
Tf ,2 ≤ T < Tf ,1 is called the step droplet zone, and the region Tf ,1 ≤ T is called the GMPT [8,9]
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zone. Moreover, the plot of the roughening transition temperature of the (001) surface divides the step
droplet and GMPT zones into step droplet zones I and II and GMPT zones I and II, respectively [43,44].

X

Y

[110]

[100]
X

[010]

Y

h

[001]

(a) (b)

Figure 1. (a) Perspective view of the restricted solid-on-solid (RSOS) model tilted toward the 〈110〉
direction; (b) Top-down view of the RSOS model. Thick blue lines represent surface steps. This figure
was reproduced from Akutsu [45].
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Figure 2. Faceting diagram of the p-RSOS model (RSOS model with point-contact-type step–step
attraction) for a vicinal surface obtained using the density matrix renormalization group (DMRG)
method. Squares: calculated values of Tf ,1. Triangles: calculated values of Tf ,2. Open circles:
calculated roughening transition temperatures of the (001) surface. Solid line: zone boundary line
calculated using the two-dimensional Ising model. For the definitions of and details about the QI
Bose solid, liquid, and gas, please refer to Akutsu [43]. This figure was reproduced from Akutsu [43].
GMPT: Gruber–Mullins–Pokrovsky–Talapov.

In our previous study [45], the height profile of a faceted macrostep at equilibrium was investigated
on the p-RSOS model, and it was demonstrated that the characteristics of the height profile of
a macrostep can be classified by the connectivity of the surface tension. The characteristics of the height
profile of a macrostep are irrelevant to the details of the crystal structure. Hence, the height profile
of a macrostep can be used to determine in which zone the surface exists. For example, the height
profile of the macrostep in the case of 4H-SiC [1] is similar to the profile in the step droplet zone [45].
This suggests that the surface tension of 4H-SiC around the faceted side surface is discontinuous.

In the present work, under a driving force Δμ, the disassembly of the faceted macrostep in the
step droplet zone to form a kinetically roughened homogeneous surface (Figure 3) in non-equilibrium
steady state was studied using the Monte Carlo method on the p-RSOS model. Step droplet zone I was
the focus of this study; the step-faceting zone will be studied in future work. To focus on the dynamics
affected by the surface tension, surface diffusion [52–55], elastic effects [5–7,20,21], and polymorphic
effects [19,20,28] were excluded.
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Figure 3. (a) Macrostep size. Blue line: 〈n〉 = 1/(z + 2/Nstep) with z = 0.307 + 17.1|Δμ|/ε + 6.85 ×
103(|Δμ|/ε)2. Pink lines: 〈n〉 = 1.79 + 9.16 × 10−6(|Δμ|/ε)−1.89; (b) Vicinal surface growth rate.
Pink line: v = 0.0855 sign(Δμ)(|Δμ|/ε)1.06, where sign(x) = 1, 0, and −1 for x > 0, x = 0, and x < 0,
respectively. Blue line: v = p1v1 = 0.132p1Δμ/ε with p1 = 0.332 + 15.6|Δμ|/ε + 4.43 × 103(|Δμ|/ε)2.
Green line: v = 0.151Δμ/ε. εint/ε = −0.9 and kBT/ε = 0.63 (step droplet zone I). The plotted values
were obtained as averages over 2 × 108 Monte Carlo steps per site (MCS/site).

This paper is organized as follows. In §2, the model and the discontinuous surface tension are
briefly explained. In §3, the results obtained using the Monte Carlo method are presented. The process
of detaching the steps from a macrostep is discussed in §4 through the analysis of the results in the
case of small |Δμ|. In §5, the case of large |Δμ| is considered; for this case, the size of a macrostep is
modeled using a scaling function, and a crossover point ΔμR associated with kinetic roughening is
introduced. The implications of the results are discussed in §6, and §7 concludes the paper.

2. Restricted Solid-on-Solid Model with Point-Contact-Type Step–Step Attraction

2.1. Restricted Solid-on-Solid Model with Point-Contact-Type Step–Step Attraction

The microscopic model considered in this study is the p-RSOS model (Figure 1). The Hamiltonian
of the (001) surface can be written as

Hp−RSOS = N εsurf + ∑
n,m

ε[|h(n + 1, m)− h(n, m)|+ |h(n, m + 1)− h(n, m)|]

+ ∑
n,m

εint[δ(|h(n + 1, m + 1)− h(n, m)|, 2) + δ(|h(n + 1, m − 1)− h(n, m)|, 2)], (2)

where N is the total number of lattice points, εsurf is the surface energy per unit cell on the planar
(001) surface, ε is the microscopic step energy, δ(a, b) is the Kronecker delta, and εint is the microscopic
step–step interaction energy. The summation with respect to (n, m) is taken over all sites on the square
lattice. The RSOS condition is required implicitly. When εint is negative, the step–step interaction
becomes attractive (sticky steps).

It should be noted that the p-RSOS model (Equation (2)) automatically includes the “entropic
step–step repulsion”. Since the p-RSOS model is an RSOS model, the overhang structures with respect
to the height of the surface are inhibited by the geometrical restriction. This is the microscopic origin
of the entropic step–step repulsion.
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2.2. Discontinuous Surface Tension

The polar graphs of the surface tension and the surface free energy were calculated using the
DMRG method [46–51], and are shown in Figure 4. In low-dimensional cases, more precision
is required than can be provided by a mean field calculation of the partition function [56].
Hence, to obtain reliable results, the DMRG method—which was developed for one-dimensional (1D)
quantum spin systems [46]—was adopted. The transfer matrix version of the DMRG method—known
as the product wave function renormalization group (PWFRG) method [49–51]—was used in this
study. Details of the calculation method for the surface tension and the surface free energy are given in
Appendix A. In Figure 4, the angle θ is the tilt angle from the (001) surface toward the 〈111〉 direction.
The surface gradient p is related to θ as |p| = ± tan θ. The surface tension was calculated from the
surface free energy f (p) as

γsurf(px, py) =
f (px, py)√
1 + p2

x + p2
y

. (3)

The calculated surface tension and the surface free energy at kBT/ε = 0.63 and εint/ε = −0.9 are
shown in Figure 4.
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Figure 4. (a) Polar graph of the surface tension (Wulff figure) and Andreev free energy (equilibrium
crystal shape, ECS) calculated using the DMRG method. This figure was reproduced from Akutsu [45];
(b) Surface free energy. kBT/ε = 0.63, εint/ε = −0.9 (step droplet zone I). Red lines: Z(R) calculated
using the DMRG method. Blue lines and squares: polar plots of (a) the surface tension γsurf(θ)/ε

(−54.74◦ < θ < 54.74◦), where θ is the tilt angle of the vicinal surface from the (001) surface toward the
〈111〉 direction; and (b) the surface free energy. Pale blue lines: values for the metastable surfaces for
(a) the surface tension; and (b) the surface free energy. End points of the pale blue lines (p∗ and −p∗):
approximate spinodal points. Point O: Wulff point. εsurf was assumed to equal ε. An enlarged figure
of the ECS near the facet edges is shown in Appendix A.

The surface tension contains discontinuities near the (001) and (111) surfaces in the case of
εint/ε = −0.9, kBT f ,2/ε = 0.613 ± 0.02, and kBT f ,1/ε = 0.709 ± 0.02. At kBT/ε = 0.63, the surface is
in the step droplet zone (Figure 2), where the surface tension is continuous around the (001) surface
but discontinuous around the (111) surface.

The ECS calculated using the DMRG method (Appendix A) is plotted in red in Figure 4a. This ECS
result agrees well with the ECS obtained using the Wulff theorem [14–17]. In step droplet zone I,
the (001) surface meets the curved area without a discontinuity in its slope point P in Figure A1)
(The Gauss curvature, which is the determinant of the curvature tensor, jumps at the facet edge of the
(001) surface), whereas the (111) surfaces meet the curved areas with a discontinuity in their slopes
(point Q in Figure A1).
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At the zone boundary lines in Figure 2, the following conditions are satisfied [40,43]:

f (111)(q) = f (111)(0) + γq,1(T)|q|+ Cq,eff(T)|q|4 +O(|q|5),
Bq,eff(T) = 0, Cq,eff(T) > 0, (at T = Tf ,1) (4)

γq,1(T) = lim
n→∞

γq,n(T)/n (at T = Tf ,2), (5)

where q(T) is the surface gradient on the vicinal surface near the (111) surface, f (111)(q) is the
surface free energy of the vicinal surface near the (111) surface, γq,n(T) is the step tension of
an n-merged (negative) step [43], and Bq,eff(T) and Cq,eff(T) are coefficients. In GMPT zones I and II,
since Bq,eff(T) > 0, the surface free energy f (111)(q) has a form similar to Equation (1). As the
temperature decreases, Bq,eff(T) decreases and Cq,eff(T) increases. For T < Tf ,1, where the vicinal
surface exists in the step droplet zone, Bq,eff(T) becomes negative and the first-order transition occurs.
Hence, the upper zone boundary line of T = Tf ,1 is a critical curve.

The key points to obtain Equations (4) and (5) are the meeting of neighboring steps and the
inhomogeneity of the vicinal surface [40,43]. For the vicinal surface tilting toward the 〈111〉 direction,
two neighboring steps can occupy one site at the same time, and no more than three steps can occupy
one site at a time because of the geometrical restrictions of the RSOS model. Hence, the surface
cannot be mapped to a 1D fermion model [57–59]. The double occupancy of a site gives rise to the
point-contact-type step–step interaction. When the interaction is repulsive, the term Cq,eff(T)|q|4
is present [43,60,61], whereas in the case of attractive interaction, the vicinal surface becomes
inhomogeneous and can be expressed as a mixture of the various n-merged steps (macrosteps) [40].
Since the population of the n-merged steps depends on the surface slope, Bq,eff(T)|q|3 is affected by
the point-contact-type step–step attraction through the slope dependence of the size of the macrosteps.

3. Monte Carlo Results

3.1. Monte Carlo Method

To study the non-equilibrium steady state with macrosteps, the vicinal surface of the following
Hamiltonian with a fixed number Nstep of steps was investigated using the Monte Carlo method with
the Metropolis algorithm:

Hnoneq = Hp−RSOS − Δμ ∑
n,m

[h(n, m, t + 1)− h(n, m, t)], (6)

where Δμ = μambient − μcrystal is the driving force, μcrystal is the chemical potential of the bulk crystal,
and μambient is the chemical potential of the ambient phase. The explicit form of Δμ is given in
Markov [62]. When Δμ > 0, the crystal grows because its chemical potential is lower than that of the
ambient phase, whereas when Δμ < 0, the crystal recedes (evaporate, dissociates, or melts).

The explicit procedure of the application of the Monte Carlo method in this study is as follows.
At the initial time, the steps are positioned at equal distances. Then, the lattice site to be updated is
randomly selected. The surface structure is updated non-conservatively using the Monte Carlo method
with the Metropolis algorithm. With the RSOS restriction taken into consideration, the structure
is updated with probability 1 when ΔE ≤ 0 and with probability exp(−ΔE/kBT) when ΔE > 0,
where ΔE = Ef − Ei, Ei is the energy of the present configuration and Ef is the energy of the updated
configuration. The energy is calculated from the Hamiltonian (Equation (6)). A periodic boundary
condition was imposed in the direction parallel to the steps. In the direction normal to the steps,
the lowest side of the structure was connected to the uppermost side by adding a height with a number
Nstep of steps.

Snapshots of the simulated surfaces after 2× 108 Monte Carlo steps per site (MCS/site) are shown
in Figure 5. The height profiles of the surfaces for the cross section along the bottom of the top-down
views are also shown as side views.
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Figure 5. Snapshots at 2 × 108 MCS/site. Δμ/ε = (a) 0; (b) 0.0005; (c) 0.003; (d) 0.004; and (e) 0.006.
kBT/ε = 0.63, Nstep = 240, system size: 240

√
2 × 240

√
2; (f) Δμ/ε = 0.015, system size: 40

√
2 × 40

√
2,

Nstep = 40, εint/ε = −0.9. The surface height is represented by brightness with 10 gradations,
with brighter regions indicating a larger height. The darkest areas next to the brightest ones represent
terraces that are actually higher by a value of unity, because of the finite gradation. The height profiles
for the cross section along the bottom of each surface map are shown below each map.

3.2. Macrostep Size and Surface Growth Rate

At equilibrium (Δμ = 0), the vicinal surface showed a homogeneous stepped surface for a small
mean surface slope p̄ (| p̄| < p1,eq, Figure 4b) because the surface tension around the (001) surface is
continuous in the step droplet zone. In contrast, when the mean surface slope satisfies p1,eq < p̄ <

√
2,

homogeneous stepped surfaces are thermodynamically unstable [40]. Then, the surface is realized
through two-surface coexistence; the two surfaces are the surface with a slope equal to p1,eq and the
(111) surface [40–45]. This is illustrated in Figure 5a. Because the (111) surface is smooth (which means
a small number of kinks exist on it), it hardly moves. From the time-dependent Ginzburg–Landau
equation of the surface [63,64], the smooth surface does not move because the surface stiffness is
divergent [65]. The reason the faceted macrosteps move at equilibrium is the finiteness of the system
size [45].

For Δμ > 0, the size of a single macrostep decreases as Δμ increases, as shown in Figure 5.
Furthermore, for Δμ/ε � 0.006, the macrostep disassembles to form a homogeneous rough surface.
Because the temperature was the same for all cases shown in Figure 5, the surfaces with Δμ/ε � 0.006
roughen kinetically. Interestingly, the change in the size of macrostep is symmetric in the case of Δμ < 0,
where the steps are receding. The patterns obtained in the case of Δμ < 0 (e.g., Δμ/ε = −0.003) is
quite similar to the patterns obtained in the case of |Δμ| (e.g., Δμ/ε = 0.003).

To study the characteristics of the vicinal surface on a mesoscopic scale (approximately 10 nm
to 1 μm) in detail, the size of the macrosteps and the growth rate of the surface were measured during
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the Monte Carlo simulation. To evaluate the size of a macrostep, the number n of elementary steps in
a locally merged step [40] was introduced. The average size of the locally merged steps is obtained as

〈n〉 = ∑n Nnn
∑n Nn

, (7)

where Nn is the number of n-merged steps on the vicinal surface.
The time evolutions of 〈n〉 at different values of Δμ/ε are shown in Figure 6a. As shown in

Figure 6a, for |Δμ| ≥ 0.003, 〈n〉 is constant near 2 × 108 MCS/site. Hence, surfaces with |Δμ| ≥ 0.003
are in non-equilibrium steady state. The time evolutions of 〈n〉 in non-equilibrium steady state
were also obtained for |Δμ| = 0.001 and 0.002, the results of which are not shown in Figure 5.
The Δμ-dependence of 〈n〉 at 2 × 108 MCS/site is shown in Figure 3a. For small |Δμ|, 〈n〉 decreases
linearly as |Δμ| increases.

To estimate the growth rate v, the average surface height h̄(t) was calculated as h̄(t) =

(1/N )∑n,m h(n, m). The time evolutions of h̄(t) at different values of Δμ/ε are shown in Figure 6b.
As shown in the figure, h̄(t) increases or decreases linearly with increasing t. Hence, v is defined as

v =
h̄(t)− h̄(0)

t
. (8)

The Δμ-dependence of v is shown in Figure 3b. |v| increases as |Δμ| increases.
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Figure 6. (a) Time evolution of the average number 〈n〉 of steps in a merged step; (b) Time evolution of
the average surface height h̄. kBT/ε = 0.63. Dark blue lines: Δμ = 0. Light blue lines: Δμ/ε = ±0.0005.
Green lines Δμ/ε = ±0.003. Purple lines: Δμ/ε = ±0.004. Coral lines: Δμ/ε = ±0.006. Pink lines:
Δμ/ε = ±0.01. System size: 240
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2, Nstep = 240, εint/ε = −0.9.

4. Detachment of Steps from Macrosteps

4.1. Size of a Macrostep

As shown in Figure 5b,c, for sufficiently small |Δμ|, 〈n〉 can be approximated as

〈n〉 ≈ N1 + nmNm

N1 + Nm
=

Nstep

N1 + Nm

=
1

z + Nm/Nstep
, (9)

N1 = zNstep

= p1Nstepζ

[
1 − (1 − z)√

2ζ

]
, ζ =

L
aNstep

=
1
p̄

, (10)

where nm is number of elementary steps contained in the most dominant size of the macrosteps,
Nm is the number of nm-merged steps, N1 is the number of elementary steps outside of the macrostep,
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z is the ratio N1/Nstep, and p1 is the slope of the “terrace” surface that is in contact with the (111)
surface. From the snapshots, it was assumed that Nm = 2.

From the definitions of z and Equation (9), z can be calculated from 〈n〉 as

z =
1
〈n〉 −

2
Nstep

. (11)

Thus, the curve of best fit was obtained as z = 0.307 + 17.1|Δμ|/ε + 6.86 × 103(|Δμ|/ε)2 by
applying the method of least squares to the values of z, which was estimated from 〈n〉 using
Equation (11) on a system of size 240

√
2 × 240

√
2. The values of 〈n〉 reproduced by the best fit

equations are plotted as blue lines in Figure 3a. The lines agree well with the values of 〈n〉 for small
|Δμ|. The best fit equation reveals the following. In the case of p̄ = 0.707, 69.0% of all Nstep steps
self-assemble to form a macrostep in the limit of |Δμ| → 0. For small |Δμ|, 〈n〉 decreases linearly as
|Δμ| increases. This indicates that 〈n〉 has a cusp singularity at |Δμ| = 0, because the slope of the line
in Figure 3 in the limit of Δμ → +0 (from the right-hand side) is different from the slope of the line in
the limit of Δμ → −0 (from the left-hand side).

4.2. Growth Rate

Next, the growth rate was investigated. Here, the following model for the time evolution of 〈n〉
was considered:

∂〈n〉
∂t

= n+ − n−, (12)

where n+ is the rate at which elementary steps join the macrostep, and n− is the rate at which
elementary steps detach from the macrostep. In the growth condition (Δμ > 0), when n+ < n−,
the macrostep dissociates. In this case, n+ limits the surface growth rate. In contrast, when n+ > n−,
〈n〉 increases up to Nstep, and n− limits the surface growth rate. When the surface is in steady state,
n+ = n−.

Because a surface with a slope of p1 shows step flow growth, n+ is considered to be p1v1 for small
|Δμ|, where v1 is the growth rate of a single step. Hence, the growth rate in steady state is expressed as

v = n+ = p1v1. (13)

p1 is obtained from Equation (10) as

p1 =
z

ζ − (1 − z)/
√

2
. (14)

At equilibrium, the terrace surface with a slope of p1,eq = 0.3532, which was calculated using
the DMRG method, coexists with the (111) surface, which forms the side surface of the macrostep.
For |Δμ| > 0, p1 can be obtained from Equation (14) using the value of z. In the same manner as
for z, the curve of best fit was obtained for p1 on a system of size 240

√
2 × 240

√
2 as p1 = 0.332 +

15.6|Δμ|/ε + 4.43 × 103(|Δμ|/ε)2. In this manner, it was found that p1 increases linearly with |Δμ| for
small |Δμ|. Equation (13) with v1 = 0.132Δμ is plotted in Figure 3b as blue lines.

Since n+ = n− in steady state, the equation for n− may be used. To model the mechanism of the
detachment of an elementary step from a macrostep, the two-dimensional (2D) nucleation mode was
considered. In this case, v should be proportional to exp(−const./|Δμ|) [66]. However, the Monte Carlo
data could not be fit by this equation. The 2D multi-nucleation mode was also considered. In this case,
v should be proportional to |Δμ|2/3 exp(−const./|Δμ|) [62,66]. However, the Monte Carlo data could
not be fit by this equation either. From this, the detachment of an elementary step from a macrostep
was considered to be caused by the “noise” of the attachment and detachment of atoms (“Atoms” in
the model correspond to unit cells) from the ambient phase in association with thermal fluctuations.
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5. Kinetic Roughening

As shown in Figure 5, macrosteps do not form at large |Δμ| (|Δμ|/ε � 0.006). This means that the
vicinal surface is kinetically roughened [67–69].

Analysis of the results obtained by the Monte Carlo calculations for 〈n〉 yielded the
scaling function Y(x) for 〈n〉, and the power law behavior for v (Figure 7). The scaling function
Y(x) = L−0.375 ln[〈n〉 − 〈n〉∞], where 〈n〉∞ = 1.79 is 〈n〉 at |Δμ| → ∞, is expressed as

Y(x) =

{
0.037 x → −∞

−0.242x − 1.49 x > xR, (xR = −5.3 in Figure 7),
(15)

where x = ln |Δμ|/ε. xR is determined as the point of intersection of the blue and the pink lines in
Figure 7b. The value of xR corresponds to ΔμR/ε = 0.005. This yields

〈n〉 = 〈n〉∞ + exp
{

L0.38Y
(

ln[
|Δμ|

ε
]

)}
. (16)

This means that 〈n〉 − 〈n〉∞ shows power law behavior, with the power depending on the system
size. The lines based on the power law equation for a system size of 240

√
2 × 240

√
2 are shown as pink

lines in Figure 3a. The values obtained using the Monte Carlo method agree well with the power law
functions for large |Δμ|.

v also shows power law behavior. ln |v| (Figure 7b) increases linearly with increasing ln |Δμ|/ε

for |Δμ| > ΔμR. Thus, v can be expressed as

|v| ≈ |Δμ|β, β = 1.06 ± 0.06. (17)

Here, the choice of β as the symbol for the exponent is in accordance with Reference [70].
The power law equation given by Equation (17) is plotted as pink lines in Figure 3b. The values
obtained using the Monte Carlo method agree well with the lines for large |Δμ|.
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Figure 7. (a) Scaling function for 〈n〉. Y = L−0.38 ln[〈n〉Δμ − 〈n〉∞]. Pink line: Y = −0.242 ln(|Δμ|/ε)−
1.49; (b) ln(|v|) plotted against ln(|Δμ|/ε). Pink line: ln(|v|) = 1.06(|Δμ|/ε)− 2.46. Blue line: ln(|v|) =
p1v1 = 0.132p1|Δμ|/ε with p1 = 0.332 + 15.6|Δμ|/ε + 4.43 × 103(|Δμ|/ε)2. Green line: ln(|v|) =

0.996(|Δμ|/ε)− 1.92. All data are averaged over 2 × 108 MCS/site.

As shown in Figure 7, ΔμR is not a roughening transition point in the Kosterlitz–Thouless
universality class [71–74], but a crossover point from the two-surface coexistence state to
a homogeneous rough surface. To clearly observe this crossover, the case with εint/ε = −1.3 and
kBT/ε = 0.83—which is also in step droplet zone I—was calculated (Figure 8). In this case, 〈n〉 and
v showed behaviors quite similar to the case of εint/ε = −0.9 and kBT/ε = 0.63. In the case of
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εint/ε = −1.3, ΔμR = 0.0045 was obtained. The shift from the power law behavior for v at small |Δμ|
in the case of εint/ε = −1.3 was more evident than in the case of εint/ε = −0.9.

It should be noted that the surface structure contains locally merged steps to some extent,
though the surface is homogeneous at the thermodynamic limit (L → ∞). For |Δμ| > ΔμR, the power
of v is similar to that in the case of the original RSOS model (εint = 0, Figure 7). In spite of this,
the growth rate remained lower than that in the original RSOS model at large |Δμ| (Figure 3b). To see
the structure at a more microscopic scale, the surface was simulated with a small system size, as shown
in Figure 5f. Though the surface appeared homogeneous for a system size of 240

√
2 × 240

√
2,

several locally merged steps were observed at a system size of 40
√

2 × 40
√

2. These locally merged
steps cause the kink density of the surface to decrease. Hence, the growth rate in this case was lower
than that for the original RSOS model.

6
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Figure 8. (a) Δμ-dependence of 〈n〉. Light blue line: 〈n〉 = 1/(z + 2/Nstep) with z = 0.154 +

4.71|Δμ|/ε + 55.0(|Δμ|/ε)2. Pink line: 〈n〉 = 1.79 + 0.0288(|Δμ|/ε)−0.85; (b) Δμ-dependence of v.
Light blue line: v = p1v1 = 0.141p1|Δμ|/ε with p1 = 0.188 + 5.13|Δμ|/ε + 22.5(|Δμ|/ε)2. Pink line:
v = 0.0663(|Δμ|/ε)1.05. εint/ε = −1.3. kBT/ε = 0.83 (step droplet zone I). Circles: system size of
80
√

2 × 80
√

2, averaged over 2 × 108 MCS/site.

6. Discussion

At equilibrium, planar surfaces such as the (001) surface are smooth at temperatures less than the
roughening transition temperature TR. The height–height correlation function G(r) = 〈(h(r)− 〈h〉)2〉
of the planar surface is constant for any r on a smooth surface. In contrast, for T ≥ TR, planar surfaces
are rough, and G(r) is logarithmically divergent with respect to |r| [11,71–74]. For the vicinal surface,
G(r) is logarithmically divergent with respect to |r|, though the terrace is smooth [71,72]. Hence, in the
present case, the height–height correlation function of the surface with a slope of p1,eq is logarithmically
divergent, whereas that of the (111) surface—which is the side surface of the macrostep—is constant
(non-divergent) at equilibrium.

For 0 < |Δμ|, the height–height correlation function for a surface with a slope of p1 is considered
to be logarithmically divergent with respect to |r|. This is also supported by the exponent β introduced
in §5. The growth rate of the rough surface is known to increase linearly as Δμ increases [66,75].
The exponent β being close to 1 is consistent with the results obtained through calculations using the
discrete Gaussian model [75].

The kinetically roughened state for |Δμ|/ε > ΔμR is somewhat different from the state in step
droplet zone II [43,44]. In step droplet zone II, the (001) surface is rough because the temperature is
higher than its roughening transition temperature. Hence, the correlation length ξ for G(r) on the
(001) surface is divergent. Furthermore, 〈n〉 depends on the surface slope p as 〈n〉 = n0 + Cp2 +O(p3)

in the limit p → 0, where n0 and C are constants. In contrast, the correlation length ξ for the
(001) surface in step droplet zone I is considered to be finite. 〈n〉 varies with the surface slope p as
〈n〉 = n0 + Cp +O(p2) in the limit p → 0. The locally merged steps remain to some extent (Figure 5f).
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The relaxation time required to reach steady state increases as |Δμ| decreases (Figure 6a). The time
to relax to steady state is associated with the power law behavior of the surface [55,69,76–78].

The focus of the present study was the dynamics affected by the surface tension. As indicated
in the cases of 4H-SiC [1] and Si(113) [21,25–33], elastic step–step repulsion expressed by the formula
∑i �=j ∑ỹ g0/[x̃i(ỹ) − x̃j(ỹ)]2 [5–7] is important in real systems near equilibrium. The elastic effects
are considered to weaken the step–step attraction in the present study. In the step droplet zone,
the elastic step–step repulsion produces two effects: the shift of the zone boundary lines [43,45] and
the formation of a regular array of n-merged macrosteps [31,32]. Since the elastic step–step repulsion
causes Bq,eff(T) (Equation (4)) and γq,n(T) (Equation (5)) to increase, the zone boundary lines shift to
lower temperatures. In the short range, the step–step attraction dominates and sticks steps together,
whereas in the long range, the step–step repulsion dominates and separates n∗-merged macrosteps,
where n∗ is the size of the macrostep with the lowest surface free energy. Thus, the following guidelines
were obtained to disperse macrosteps: (1) the temperature should be raised; (2) the elastic step–step
repulsion should be increased; and (3) the absolute value of the driving force should be increased.

In real systems, other effects, such as surface diffusion [52–55] and polymorphic effects [19,20],
should also be taken into consideration. The combination of these effects and the effect of the
discontinuous surface tension will be considered in future work.

7. Conclusions

The effect of the driving force Δμ on the size of a faceted macrostep and the growth rate of
the vicinal surface in non-equilibrium steady state were investigated using the Monte Carlo model.
Step droplet zone I for the p-RSOS model was the focus of this study.

• As |Δμ| increases, the size of the macrostep 〈n〉 decreases, whereas the growth rate |v| increases.
• At small |Δμ|, the Δμ-dependence of 〈n〉 and v can be explained by the attachment and

detachment of elementary steps to and from the macrostep.
• When |Δμ| ≥ ΔμR, the macrostep disassembles, and the surface roughens kinetically.

ΔμR/ε = 0.005 is the crossover point from the two-surface coexistent state to the rough
surface state.

• A scaling function Y(x) was obtained with x = ln(|Δμ|/ε) and 〈n〉 = 〈n〉∞ + exp[L0.38Y(x)].
• For |Δμ| > ΔμR, 〈n〉 and |v| both show power law behavior.
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p-RSOS Restricted solid-on-solid with a point-contact-type step–step attraction
NN Nearest-neighbor
NNN Next-nearest-neighbor
DMRG Density matrix renormalization group
1D One-dimensional
PWFRG Product wave function renormalization group
MCS Monte Carlo steps
2D Two-dimensional
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Appendix A. Anomalous Surface Tension: Density Matrix Renormalization Group Calculation

The surface tension is the amount of surface free energy per unit normal area. To evaluate the
surface free energy of the vicinal surface, the terms related to the Andreev field [13] were added:
η = (ηx, ηy). The Hamiltonian for the grand canonical ensemble with respect to the number of
steps is [79].

Hvicinal = Hp−RSOS − ηx ∑
n,m

[h(n + 1, m)− h(n, m)]− ηy ∑
n,m

[h(n, m + 1)− h(n, m)]. (A1)

The Andreev field behaves like a chemical potential with respect to a single step.
The Legendre-transformed surface free energy introduced by Bhattacharjee [30] corresponds to the
Andreev free energy [11,13].

From a statistical mechanics perspective, the grand partition function Z is calculated as
Z = ∑{h(m,n)} exp[−βHvicinal], where β = 1/kBT. The summation with respect to {h(m, n)} is
taken over all possible values of h(m, n). The Andreev free energy f̃ (η) [13] is the thermodynamic
grand potential and is calculated from the grand partition function Z as [79]

f̃ (η) = f̃ (ηx, ηy) = − lim
N→∞

1
N kBT lnZ , (A2)

where N is the number of lattice points on the square lattice. The Andreev free energy calculated
using the DMRG method is shown in Figure A1a as a function of (ηx/ε, ηy/ε) for ηx = ηy. It should
be noted that the profile of the Andreev free energy f̃ (ηx, ηy) is similar to the ECS z = z(x, y),
where f̃ (ηx, ηy) = λz(x, y), (ηx, ηy) = −λ(x, y), and λ represents the Lagrange multiplier related to
the crystal volume.
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Figure A1. (a) Profile of the Andreev free energy, which is equivalent to the profile of the ECS.
This figure was reproduced from Akutsu [45]; (b) p = |p| plotted against R. p = tan θ, where θ is the tilt
angle of the vicinal surface toward the 〈111〉 direction. kBT/ε = 0.63. εint/ε = −0.9. Z = f̃ (ηx, ηy)/ε =

(λ/ε)z(x, y), R = ±√
X2 + Y2 with X = Y and (X, Y) = (ηx/ε, ηy/ε) = −(λx/ε, λy/ε), where

z = z(x, y) is the ECS and λ is the Lagrange multiplier related to the crystal volume. Pink lines:
Andreev free energy calculated using the DMRG method. Blue lines: surface slope p calculated using
the DMRG method. The pale pink line near point Q in (a) represents a metastable surface; The pale
blue line in (b) represents the surface slope of the metastable surface. The end points of the pale lines
show the approximate spinodal points. It is assumed that εsurf equals ε. Points P and Q indicate the
(001) and (111) facet edges, respectively.
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The surface gradient p was also calculated using the DMRG method as p = 〈(h(m + 1, n) −
h(m, n), h(m, n + 1)− h(m, n))〉. The calculated p with px = py is shown in Figure A1b.

Using the inverse Legendre transform with respect to f̃ (η),

f (p) = f̃ (η) + η · p, (A3)

we obtained the surface free energy f (p) per unit xy area. A plot of f (p) is shown in Figure 4b.
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Abstract: Recent progress in computational materials science in the area of semiconductor epitaxial
growth is reviewed. Reliable prediction can now be made for a wide range of problems, such as
surface reconstructions, adsorption-desorption behavior, and growth processes at realistic growth
conditions, using our ab initio-based chemical potential approach incorporating temperature and
beam equivalent pressure. Applications are examined by investigating the novel behavior during
the hetero-epitaxial growth of InAs on GaAs including strain relaxation and resultant growth
mode depending growth orientations such as (111)A and (001). Moreover, nanowire formation
is also exemplified for adsorption-desorption behaviors of InP nanowire facets during selective-area
growth. An overview of these issues is provided and the latest achievement are presented to
illustrate the capability of the theoretical-computational approach by comparing experimental results.
These successful applications lead to future prospects for the computational materials design in the
fabrication of epitaxially grown semiconductor materials.

Keywords: computer simulation; semiconductor epitaxial growth; strain relaxation; growth mode;
InAs/GaAs; nanowire formation; polytypes; InP nanowires; selective-area growth

1. Introduction

Computational materials science is now popular among researchers including experimentalists to
predict the physical properties of materials. This reflects recent developments in the computer software
using electronic theory to explain many experimental results and to predict the physical properties
of materials without actually synthesizing them. During the last several decades, semiconductor
technology has made it possible to create artificial materials whose physical properties are on the
atomic scale such as quantum dots and nanowires fabricated by various epitaxial growth techniques.
In particular, crystal growth processes during molecular beam epitaxy (MBE) and metal-organic
vapor phase epitaxy (MOVPE) have been paid much attention from a number of theorists to work
in the field of semiconductor epitaxial growth, since these epitaxial growth techniques realize highly
non-equilibrium conditions where the growth is governed by the diffusive kinetics of the source
atoms within the crystalline surfaces in contrast with bulk-growth processes which proceed near
thermodynamic equilibrium conditions. Thus, a fundamental understanding of the growth processes
in these techniques not only leads to better growth techniques but also gives guiding-principles for the
fabrication of the novel materials that are not found in nature.

As a physical process, the growth of thin films is controlled by various growth processes that
involve adsorption of atoms or molecules onto a surface, their subsequent diffusion across the surface,
dissociation of molecules, and desorption, etc. at the gas-solid interface in the growth front. It is
well known that reconstructed structures appear on the growth front (surfaces) of semiconductor
materials [1]. Therefore, we have to understand the atomic structures on the surfaces to control
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the interface mass transfer. To this end, so far a lot of theoretical works have been carried out to
investigate the surface structures of semiconductors using ab initio calculation that is a promising tool
for clarifying the complicated growth processes because of its ability to calculate electronic structures
and total energy [2–4]. Kaxiras et al. [2] studied the lowest-energy geometry for GaAs(111) with
different stoichiometries. Qian et al. [3] discussed relationship between the stoichiometry and the
surface reconstruction on GaAs(001) by means of chemical potentials. Northrup [4] classified the stable
structures on Si(001)H using H chemical potential. However, all these approaches discussed about the
static structural stability on the surfaces at 0 K.

Generally, vapor phase epitaxy such as MBE and MOVPE is performed under finite temperatures
and gas-pressures. This implies that it is indispensable to consider the ambient conditions to predict
the reconstructed structures on the growth surfaces. We [5,6] proposed ab initio-based chemical
potential approach that incorporates the free energy of gas phase. Therefore, the theoretical analysis
is useful to analyze the influence of temperatures and gas-pressure on the stability of reconstructed
surfaces. By the application of this method, epitaxial growth processes can be investigated for various
semiconductors including GaAs and GaN [7–9]. Controlling the growth processes, recent developments
in semiconductor technology made it possible to create artificial nanostructures such as nanodots,
nanowire, and nanosheet fabricated by various thin film growth techniques including MBE and
MOVPE. In this article, we focus on the nanostructures to exemplify the feasibility of the chemical
potential approach to their actual growth systems such as MBE growth for lattice mismatched InAs
and selective-area growth of InP nanowires (NWs). Surface phase diagram calculations as functions of
temperature and gas-pressure are performed for InAs(001), InAs(111)A, InP(111)A, {1100} and {1120}
facets of InP NWs with wurtzite (WZ) structure. Furthermore, the growth modes of heteroepitaxial
InAs/GaAs system are also investigated using macroscopic free energy theory incorporating surface
energy and misfit dislocation formation energy obtained by the ab initio and the empirical interatomic
potential calculations. The adsorption-desorption behavior during growth of InP NWs, which are
crucial in determining their crystal structure, are also investigated using Monte Carlo (MC) simulations
combined with surface phase diagrams calculations. Comparative studies between calculated and
experimental results are shown to check the versatility of the chemical potential approach to predictions
of phase diagram and novel adatom behavior on various semiconductor surfaces.

2. Computational Methods

We proposed an ab initio-based approach that incorporates the free energy of ideal gas per one
particle (chemical potential) μgas [5,6]. The adsorption-desorption behavior of In atom and As molecule
on these surfaces can be determined by comparing μgas with the adsorption energy Ead. An impinging
atom (molecule) can adsorb on the surface if the free energy of the atom (molecule) in the gas phase is
larger than its adsorption energy. In contrast, an impinging atom (molecule) desorbs if its gas-phase
free energy is smaller than the adsorption energy. The μgas can be computed using quantum statistical
mechanics as functions of temperature and pressure. The adsorption energy can be obtained using ab
initio calculations. Exemplifying In atom and As4 molecule, the chemical potential μgas of ideal gas is
given by the following Equations:

μIn = −kBT(kBT/pIn × g × ζtrans), (1)

μAs4 = −kBT(kBT/pAs4 × g × ζtrans × ζrot × ζvib). (2)

Here, kB is the Boltzmann’s constant, T the gas temperature, g the degree of degeneracy of electron
energy level, p the beam equivalent pressure (BEP) of In atom or As molecule (As4), and ζtrans, ζrot,
and ζvib are the partition functions for translational, rotational, and vibrational motions, respectively.
In general, both μIn and μAs4 decrease with temperature and increases with BEP. The adsorption energy
Ead is obtained by

Ead = Etotal − Esubstrate − Eatom, (3)
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where Etotal is the total energy of the surface with adatoms, Esubstrate the total energy of the surface
without adatoms, and Eatom is the total energy of isolated atoms. We note that the Gibbs free energy
of formation vibrational contribution is very small compared with the energy difference between a
given structure and the ideal surface. The gas-phase entropy difference is also considerably larger than
the surface entropy change, when the temperature or pressure is varied. Therefore, only the entropic
effects of the gas phase are considered throughout our theoretical approach. Using the chemical
potential and the adsorption energy, the adsorption and desorption behaviors on the surfaces under
growth conditions are obtained as functions of T and p, i.e., the structure corresponding to adsorbed
surface is favorable when Ead is less than μgas, whereas desorbed surface is stabilized when μgas is
less than Ead. Based on these results, we obtain adsorption-desorption boundaries for In and As and
surface phase diagrams of the InAs WL.

Indeed, this method has been successfully applied to determine the reconstructions on GaAs(001)
surfaces [5]. It has been found that the μgas of Ga atom using Equation (1) decreases with temperature
and increases with BEP. By comparing the adsorption energy of Ga atom (−3.3 eV) using Equation (3),
the μgas of Ga atom becomes lower than the adsorption energy when temperatures is higher than
1000 K for Ga-BEP at 1.0 × 10−5 Torr. This suggests that the critical temperature for Ga adsorption
is ~1000 K for Ga-BEP at 1.0 × 10−5 Torr. The surface phase diagram for Ga adsorption obtained by
the comparison of μgas with Ead thus suggest that the Ga-droplet appear under low temperature and
high Ga-BEP conditions, while GaAs-(4 × 2)β2 surface is stabilized under high temperature and low
Ga-BEP conditions. The calculated results are consistent with the observation of Ga-droplet under
~900 K during the MBE growth of GaAs under Ga-rich conditions and Ga desorption above ~970 K
after turning off the Ga flux, suggesting that ab initio-based approach that incorporates the free energy
of the gas phase is feasible for investigating surface structures, while previous calculations [2–4] are
unable to incorporate temperature and pressure.

In this study, the total-energy calculations are performed within the generalized gradient
approximation (GGA) [10] within the density functional theory. Norm-conserving pseudopotentials
with partial core corrections are used to describe electron-ion interaction [11]. The conjugate-gradient
minimization technique is used for both the electronic-structure calculation and the geometry
optimization [12]. The geometry is optimized until the remaining forces acting on the atoms are
less than 5.0 × 10−3 Ry/Å. The valence wave functions are expanded by the plane-wave basis set
with a cutoff energy of 16 Ry. We take the model with slab geometries of six atomic layers for the
InAs(111)A and InP(111)A and eight atomic layers for the InAs(001), WZ-InP(1100) and WZ-InP(1120)
with artificial H atoms [13] and a vacuum region equivalent to nine atomic layer thickness. The k-point
sampling corresponding to 36 points in the irreducible part of the 1 × 1 surface Brillouin zone, which
provides sufficient accuracy in the total energies, is employed. The computations are carried out using
Tokyo Ab initio Program Package [12].

According to our macroscopic theory for growth mode [14], the free energies F for various growth
modes such as two-dimensional coherent growth (2D-coherent), 2D growth with misfit dislocation
(2D-MD) and (b) 2D growth with stacking-fault tetrahedron (2D-SFT), and Stranski-Krastanov growth
(SK-coh) are given by

F2D-coherent(h) = γ + Mε0
2h/2, (4)

F2D-MD(h) = γ + Ed/l0 − Ed
2/2(Mε0

2l02h), (5)

F2D-SFT(h) = γ + Mε0
2h/2 + ESFT/Aunit, (6)

FSK-coh(h) = γ(1 + β) + M(1 − α)ε0
2h/2, (7)

where γ is the surface energy, M the effective elastic constant, ε0 the intrinsic strain (=0.072) [14], h the
layer thickness, Ed the dislocation formation energy, l0 the average dislocation spacing (=58.76 (Å) [14]),
ESFT the SFT formation energy, Aunit the area of 14 × 14 planar unit cell used in the system energy
calculations for the 2D-MD with l0 and the 2D-SFT, and β and −α are the effective energy increase
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in surface energy of the epitaxial layer and the effective decrease in strain energy due to SK-island
formation.

In order to obtain the parameter values of M, Ed, and ESFT, we employ a simple formula for
estimating system energy E for computational models such as the 2D-coherent, the 2D-MD, and the
2D-SFT as follows.

E = E0 + ΔESF, (8)

E0 = 1/2 × ∑i,jVij, (9)

Vij = Aexp[−β(rij − Ri)γ][exp(−θrij) − B0exp(−λrij)G(η)/Zi
α], (10)

ΔESF = K [3/2 × (1 − f i) × Zb
2/rbb − f i × Zi

2/rii]. (11)

where E0 is the cohesive energy estimated by Kohr–Das Sarma-type empirical interatomic potential Vij

within the second-neighbor interactions [15]. The potential parameters A, β, Ri, γ, θ, B0, λ, η, and α

are determined by reproducing equilibrium interatomic bond lengths, elastic stiffness for zinc blende
structure, and relative stability among zinc blende, rocksalt, and CsCl structures [16]. Stacking-fault
energy ΔESF is described as the summation of electrostatic energies consisting of repulsive interaction
between covalent bond charges Zb (=−2) and attractive interaction between ionic charges Zi (=±3
for III–V compound semiconductors) depending on ionicity f i (=0.298 for InAs) [17]. The value of
coefficient K is determined to be 8.7 (meV·Å) by reproducing energy difference 25.3 (meV/atom)
between diamond and hexagonal structures for C with f i = 0 obtained by ab initio calculations. In the
system energy calculations, the lattice parameter a of InAs is fixed to be that of GaAs(111) for the
2D-coherent and the 2D-SFT or relaxed value of a for the 2D-MD, and the lattice parameter c and the
atomic positions are varied to minimize the system energy in a 14 × 14 planar unit cell with increase
of layer thickness h.

Furthermore, we employ stochastic MC simulations [18] in order clarify the growth mechanism of
nanowires. The MC simulations take temperature and pressure into account. In the MC procedure, the
probability of adsorption, migration, and desorption (Pad(x), Pdiff( x → x′ ), and Pde(x), respectively)
at adsorption site x are estimated by

Pad(x) = exp{−Δμ(x)/kBT}/[1 + exp{−Δμ(x)/kBT}], (12)

Pdiff(x→x’) = Rexp{ΔE(x→x’)/kBT}, (13)

Pde(x) = Rexp[−{Ede(x) − Δμ(x)}/kBT], (14)

where Δμ(x) is the energy difference between adsorption energy Ead (x) and μgas at adsorption site
x, R is diffusion prefactor taken to be kBT/πh̄ [19], ΔE(x→x’) is the local migration barrier involving
the adatom hopping from site x to x’ and Ede(x) is desorption energy at site x. The probability for
surmounting the activation energy is reduced (or enhanced) by a weighting function of exp{Δμ(x)/kBT},
which corresponds to the local-thermal equilibrium desorption probability. In the simulation procedure,
we adopt extensive surfaces as growth substrates which are 30,000 × 30,000 times as large as the surface
unit cells. The atoms and molecules with pressure p are supplied from gas phase to these surfaces at an
interval of Δtgas per surface area that is derived from Maxwell’s law of velocity distribution given by

Δtgas = (2mkBT/p)1/2 (15)

where m is the mass of the adsorbate. The evaluation of adsorption using Equation (15) are repeated
during the simulation. Events for adatoms on the surface are determined by

Kdiff(x→xi) = Pdiff(x→xi)/{Σj Pdiff(x→xj) + Pde(x)}, (16)

Kde(x→xi) = Pde(x→xi)/{Σj Pdiff(x→xj) + Pde(x)}, (17)
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Δt = 1/{Σj Pdiff(x→xj) + Pde(x)}, (18)

where Kdiff(x→xi) is the relative diffusion probability from site x to another site xi and Kde(x) is
the relative desorption probability at site x. The sum is carried out all over the neighboring site xj.
Events for adatoms are taken place with a time increment Δt expressed in Equation (18).

3. Hetero-Epitaxial Growth of InAs on GaAs

Semiconductor hetero-epitaxial systems grown by molecular beam epitaxy (MBE) are crucial for
fabricating low-dimensional semiconductor nanostructures such as three-dimensional (3D) island
shaped quantum dots (QDs) in InAs grown on GaAs(001). Despite a constant lattice mismatch, InAs
thin films fabricated on the GaAs(111)A exhibit two-dimensional (2D) growth. Many studies have
been done to investigate the InAs/GaAs growth using reflection high-energy electron-diffraction
(RHEED) and scanning tunneling microscopy (STM). Joyce et al. [20] found that an intermediate
wetting layer (WL) is formed on the (001)-oriented substrates prior to the formation of QDs while
strain relaxation involving misfit dislocation formation causes a continuous 2D growth mode on the
(111)A. For the InAs/GaAs(111), Yamaguchi et al. [21] reported experimental measurements using
STM on the mechanisms of strain relaxation in InAs/GaAs(111)A hetero-epitaxy to propose a possible
model for the resulting semicoherent interface structure. Ohtake et al. [22] studied strain-relaxation
processes in the InAs/GaAs(111)A using rocking-curve analysis of reflection high-energy electron
diffraction. Zepeda-Ruiz et al. [23] theoretically analyzed the strain relaxation at the semicoherent
interface structure consisting of a network of interacting misfit dislocations. We have also investigated
the stacking-fault tetrahedron (SFT) formation in the InAs/GaAs(111)A using empirical interatomic
potentials to clarify the contribution of strain relaxation stabilizing it [24]. These previous studies have
mainly focused on the strain relaxation at the InAs/GaAs(111)A interface without incorporating
surface related phenomena. Taguchi and Kanisawa have studied the surface structures and
adsorption-desorption behavior on the InAs(111)A surface using ab initio calculations [25]. Moreover,
it should be noted that the stability of surface structures and adsorption behavior have never been
clarified on the InAs/GaAs(111)A.

The formation of the WL on the (001) as a function of substrate temperature, reconstruction, and
the amount of InAs deposition has been investigated in detail by Belk et al. [26]. Their RHEED results
indicate that the surface in InAs/GaAs changes its structure from substrate GaAs(001)-c(4 × 4) to
InAs(001)-(2 × 4) via (1 × 3)/(2 × 3) WL with increase of InAs coverage over the temperature range
of 350–500 ◦C. Grabowski et al. [27] observed a complete transition into (2 × 3) at InAs coverage of
0.76 ± 0.07 monolayer (ML) with many missing dimers at 450 ◦C in STM. Eisele et al. [28] found
that the (4 × 3) surface unit cells are arranged either in-line or brick-lined at about 2/3 ML of InAs
deposited on the GaAs(001)-c(4 × 4) surface. Moreover, Konishi and Tsukamoto [29] found that the
domains of (1 × 3)/(2 × 3) and (2 × 4) are distributed in an ordered pattern closely related to the
density of QD precursors just after nucleation on the basis of in-situ STM observations. Although
many studies have been also done for surface structures on the InAs/GaAs(001) from theoretical
viewpoints, there have been only a few theoretical studies for the (2 × 3) surfaces. Kratzer et al. [30]
showed that the (2 × 3) reconstruction can be regarded as the main building unit of the InAs WL.
In contrast with InAs/GaAs(111), there have been very few studies for the strain relaxation on the InAs
WL. We have successfully investigated various semiconductor surface structures and the elemental
growth processes on them using ab initio-based approach incorporating MBE growth conditions
such as temperature T and beam equivalent pressure p [8,9,31–34]. In this chapter, we systematically
discuss the novel behavior in hetero-epitaxial growth of InAs on GaAs(111)A and GaAs(001) surfaces
including adsorption/desorption behavior and strain relaxation during MBE growth.

3.1. Surface Reconstructions on InAs(111)A WL

Figure 1 shows top view of InAs (111)A-(2 × 2) with In vacancy (VIn), As-adatom, and As-trimer
(TAs) WL surface structures considered in this study. Figure 2 shows the calculated surface phase
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diagrams for (a) InAs(111)A WL surface (InAs(111)-WL) and (b) fully relaxed (FR) surface without
interface structure of InAs/GaAs (InAs(111)-FR) as functions of temperature T and BEP of As4

molecules pAs4. Here, we assume that the BEP of In atom pIn in gas phase is pIn~10−7 Torr. The
(2 × 2) with TAs is stabilized only at low temperatures, while the (2 × 2) with VIn appears at high
temperatures. The stable temperature ranges for the (2 × 2) with VIn (beyond 550–600 K) on the
InAs(111)-WL are consistent with MBE growth temperature range of 723–773 K (black area) at which
the (2 × 2) with VIn is observed experimentally [20,35,36]. It should be noted that the InAs(111)-WL
with As-adatom surface newly appears between stable regions of the (2 × 2) with VIn and the (2 × 2)
with TAs, where the As adatom stably resides in the interstitial site bonding with three substrate
In atoms. The large decrease in the charge density is found at surface As atoms on the In-vacancy
surface [31]. This is because the electronegativity of In on the surface is smaller than that of Ga at
the interface [37]. This results in breaking the electron counting model (ECM) [38,39] to destabilize
the In-vacancy surface. The As-adatom surface makes up this deficiency in charge density, where
the charge density around the As adatom is transferred to the substrate In atom to strengthen the
interatomic bond between the In and As atoms. Therefore, the As-adatom surface appears as a stable
phase between VIn and TAs on the InAs(111)-WL, while the InAs(111)-FR without interface Ga does
not favor the As-adatom surface.

(a) (b) (c) 

Figure 1. Schematics of top view of InAs(111)A-(2 × 2) with (a) In-vacancy; (b) As-adatom; and
(c) As-trimer surfaces considered in this study. Blue and orange atoms denote In and As, respectively.

(a) (b)

Figure 2. Calculated surface phase diagrams for (a) InAs(111)A WL surface and (b) fully relaxed surface
without interface structure of InAs/GaAs as functions of temperature and BEP of As4. Black area
denotes the temperature range of the conventional MBE growth.

3.2. Growth Process on InAs(111)A WL

Figure 3 shows the calculated adsorption-desorption boundaries for In atom without (dotted line)
and with simultaneous As adsorption (solid line) on the (2 × 2) with VIn of (a) the InAs(111)-WL and
(b) the InAs(111)-FR as functions of T and pIn. These figures reveal that In adsorption on the In-vacancy
surface does not occur without simultaneous As adsorption under conventional growth temperatures
in the range of 723–773 K (black area). This is because In adsorption energies on the In vacancy surface
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dramatically decrease after As adsorption such as −1.76 eV without As to −4.17 eV with As on the
InAs(111)-FR and −1.46 eV to −3.27 eV for the InAs(111)-WL. These findings thus imply that In
adsorption is promoted only when As atoms are adsorbed on the InAs(111)A-(2 × 2) surface and the
InAs growth proceeds with the adsorption of As atoms. This reveals that the self-surfactant effect is
crucial for the growth processes similarly to the GaAs growth [40,41]. Moreover, it is found that relative
stability among the surface lattice sites and adsorption energies for In adatom do not strongly depend
on the layer thickness [31]. Therefore, it is expected that the strain in the WL does not significantly
affect the adsorption-desorption transition curve and the kinetic behavior of In adatom. Considering
the fact that the misfit dislocation is formed at 4–7 ML of InAs [23,24], these results suggest that strain
accumulated in the WL is not significant for the hetero-epitaxial growth on the InAs(111)A to keep 2D
growth at the initial growth stage.

(a) (b)

Figure 3. Calculated adsorption-desorption boundaries for In atom without (dotted line) and with
simultaneous As adsorption (solid line) on the (2 × 2) with In-vacancy of (a) the InAs(111)-WL and
(b) the InAs(111)-FR as functions of temperature and BEP of In. Black area denotes the temperature
range of the conventional MBE growth.

3.3. Strain Relaxation on InAs(111)A WL

In order to clarify the strain relaxation in the InAs/GaAs(111)A system, we employ the
computational models including 2D growth with MD (2D-MD), 2D growth with SFT (2D-SFT), and the
2D coherent growth (2D-coherent). Figure 4 shows the calculated energy difference ΔEMD between the
2D-coherent and the 2D-MD as a function of layer thickness h [42]. Here, the MD core with five- and
seven-member rings (5/7 core) are inserted at the interface between InAs and GaAs(111), as shown in
Figure 4a. The 5/7 core is often found in transmission electron microscopy (TEM) observations [43],
and is recognized to be the stable core structure in the MD formation energy calculations for compound
semiconductors [44–46]. This reveals that the ΔEMD changes its sign from positive to negative at
7 ≤ h ≤ 8 ML, where the strain in InAs thin layers is relaxed to stabilize the 2D-MD. The critical layer
thickness 7 ≤ h ≤ 8 ML for the MD generation agrees well with its value of h about 7 ML estimated from
People-Bean’s formula to minimize energy in the entire crystal at thermodynamic equilibrium [47].
Using the calculated results shown in Figure 4a, the parameter values used in Equations (4) and (5) are
determined to be M = 2.63 × 1010 (N/m2) and Ed = 0.675 (eV/Å).

The calculated energy difference ΔESFT between the 2D-coherent and the 2D-SFT as a function
of layer thickness is shown in Figure 5 [42] along with the schematic of the SFT consisting of the
face with stacking-fault and the ridge corresponding to stair-rod dislocation along the (110) direction,
similarly to the SFT in Si [48]. The ΔESFT with negative at h ≥ 4 ML suggests that the SFT formation
acts as a strain relaxation mechanism near the surface as well as the MD formation at the interface in
InAs/GaAs(111)A system. The ΔESFT results from the competition between energy profit in the face
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region and energy deficits in the face and the ridge regions. The face region dramatically decreases
the system energy due to strain relaxation, inducing upward displacements of atoms in the SFT that
overwhelm the energy deficit due to the stacking-fault formation. In the ridge region, however, the
stair-rod dislocation increases system energy due to its energetically unfavorable dimers along the
ridge line, shown in Figure 5b. The calculated results shown in Figure 5b approximately determine the
parameter value of ESFT = 0.014h − 0.0011h2 (eV) as a function of layer thickness h.

(a) (b)

Figure 4. (a) Schematic of the 2D growth with dislocation (5/7-ring core structure) network formation
at the interface; (b) Calculated energy difference between the 2D coherent growth (2D-coherent) and
the growth with MD (2D-MD) as a function of layer thickness h.

(a) (b)

Figure 5. (a) Schematic of the 2D growth with formation of stacking-fault tetrahedron (SFT) consisting
of ridge and face; (b) Calculated energy difference between the 2D coherent growth (2D-coherent) and
the growth with SFT (2D-SFT) as a function of layer thickness h.

3.4. Hetero-Epitaxial Growth of InAs on GaAs(111)A

Figure 6 depicts the calculated free energy differences ΔF between the 2D-coherent and various
growth modes such as the 2D-MD and the 2D-SFT as a function of layer thickness h. It should be
noted that the ΔF for the 2D-MD becomes negative at h about 6 ML different from 7 ≤ h ≤ 8 ML
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shown in Figure 4b. This means that the first isolated dislocation formation occurs at h ~6 ML, and the
dislocation spacing l gradually decreases according to l = l0/(1 − hc

MD/h) approaching the average
dislocation spacing l0 (=58.76 Å) with increase of h, where hc

MD is estimated by Ed/(Mε0
2l0) [21].

Figure 6 implies that the InAs growth on the GaAs(111)A proceeds along the lower energy path from
the 2D-coherent (h ≤ 4 ML) to the 2D-MD (h ≥ 7ML) via the 2D-SFT (4 ML ≤ h ≤ 7 ML). This is
consistent with STM observations, where faulted triangle domains containing stacking-faults appear
with the MD network at 5 ML on the InAs/GaAs(111) [21]. Furthermore, a similar process was found
in molecular dynamics simulations for (111)-oriented heteroepitaxial Al films forming a local disorder
zone like the SFT near surface layers followed by the MD nucleation [49]. Experimental results,
however, indicate that strain is gradually relieved beyond 1–2 ML, contradicting our calculated results
with 4 ML [21,22]. This discrepancy can be interpreted by considering the fact that our computational
model is not optimized for 2D-SFT. The 14 × 14 unit cell used in this study is not set for the SFT, but
for the MD with geometrically optimized dislocation spacing. If the SFT spacing is optimized, the
ΔESFT becomes lower to give smaller layer thickness for the SFT formation. Moreover, employing
the MD consisting of faulted and unfaulted domains observed by STM [21], further strain relaxation
may occur at smaller layer thickness [23]. Consequently, our calculated results suggest that the first
strain relaxation occurs near the surface due to the SFT formation before the MD formation at the
interface. Assuming γ = 42 (meV/Å2) for the InAs(111)A, β = 0.084, and α = 0.748 extracted from
the previously reported results for the InAs/GaAs(001) [50], the calculated free energy difference ΔF
between the 2D-coherent and the SK-coherent is also shown in Figure 6. Although the ΔF for the
SK-coherent becomes negative at 5 ML ≤ h ≤ 6 ML that is energetically competitive with the 2D-MD,
the SK-coherent does not appear due to the 2D-SFT preceding the SK-coherent.

Figure 6. Calculated free energy differences ΔF for various growth modes for the InAs/GaAs(111)A as
a function of layer thickness h.

3.5. Surface Reconstructions on InAs(001) WL

The RHEED and the STM observations for InAs on GaAs(001) have clarified that the surface
changes its structure from initial GaAs(001)-c(4 × 4)α surface to final InAs(001)-(2 × 4)α2 via
InAs(001)-(1 × 3)/(2 × 3) with increase of InAs coverage [26]. On the basis of these results, the surface
structural change is schematically shown in Figure 7 obtained by counting the number of In and As
atoms deposited on the initial GaAs(001)-c(4 × 4)α with Ga-As surface dimers. The intermediate
InAs(001)-(2 × 3) surface with In0.375Ga0.625As interface reasonably appears after 0.625 ML InAs
deposited on the GaAs(001)-c(4 × 4)α. This is consistent with experimental findings where 2/3 ML
InAs deposition creates the (2 × 3) surface with In1/3Ga2/3As [26,51–53]. Further deposition with
0.708 ML InAs realizes the (2 × 4) surface that is also consistent with the RHEED observations where the
(2 × 4) appears supplying ~1.3–1.4 ML InAs on the GaAs(001)-c(4 × 4)α [26]. Here it should be noted
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that the desorption of 0.375 ML As is indispensable to realize the (2 × 4) surface during the structural
change from the (2 × 3) to the (2 × 4). Figure 8a shows the calculated surface phase diagram for the
InAs(001)-(2 × 3) and (n × 3) WL surfaces (n = 4, 6, and 8) as functions of T and pAs4. Here the (2 × 3)
surface is fully covered by As-dimers on the surface while one As-dimer is missing every n As-dimers
on the (n × 3) surfaces to approach satisfying the ECM at n = 8. This implies that the (2 × 3) surface
is unstable at growth conditions, since desorption energy of As-dimer on the (2 × 3) surface is very
small such as 1.12 eV to easily desorb from the WL surface to change its structure from the (2 × 3)
to the (8 × 3) even at low temperatures. Figure 8b shows the calculated surface phase diagram for
the InAs(001)-(2 × 4) WL surfaces as functions of T and pAs4. The phase boundary between the
(001)-(2 × 4)α2 and the (001)-(2 × 4)β2 is ranging from 470 to 600 K. The stable temperature
range of these structures is consistent with experimental conditions during MBE growth [52,54].
This reveals that (2 × 4)α2 is stable at the conventional growth conditions such as T~700–750 K and
pAs4~10−7–10−6 Torr.

Figure 7. Schematic of structural change during MBE growth from initial GaAs(001)-c(4 × 4) to
InAs(001)-(2 × 4)α2 via InAs(001)-(2 × 3). Green, blue, and orange atoms denote Ga, In, and As,
respectively.

(a) (b)

Figure 8. Calculated surface phase diagrams for InAs(001) WL surfaces such as (a) (2 × 3) and
(b) (2 × 4) as functions of temperature and BEP of As4. Black square denotes the t conventional MBE
growth conditions.

3.6. Growth Process on InAs(001) WL

Calculated adsorption-desorption boundaries of In on the InAs(001)-(n × 3) WL surfaces is shown
in Figure 9a as functions of T and pIn. This indicates that In adsorption does not occur on the (2 × 3)
but is allowed on the (4 × 3), the (6 × 3), and the (8 × 3) at growth conditions. This is because the
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adsorption energy for In atom is very large such as −1.68 eV on the (2 × 3) in contrast with −3.87 eV on
the (4 × 3), −3.66 eV on the (6 × 3), and −3.33 eV on the (8 × 3). This is because the stable adsorption
site of In on the (2 × 3) is around the center position between upper As-dimer and lower As-dimer
quite different from the missing As-dimer site on the (n × 3) as shown in Figure 9a. Figure 9b shows the
calculated adsorption-desorption boundaries for As dimer on the stable In-adsorbed InAs(001)-(n × 3)
WL surfaces as functions of T and pAs4. This implies that In adsorption does not induce As desorption,
indispensable for InAs growth to change the surface structure from the (2 × 3) to the (2 × 4)α2,
on the (4 × 3) and (6 × 3). Although As dimer desorption can be found on the (8 × 3) shown in
Figure 9b schematically, it should be noted that newly appeared missing dimer is quickly occupied
by In adatom to form the surface structure equivalent to the In-adsorbed (4 × 3) also schematically
shown in Figure 9b. Moreover, it is found that further In adsorption also no longer occurs to prevent
InAs growth on these (n × 3) WL surfaces.

(a) (b)

Figure 9. Calculated adsorption-desorption boundaries for (a) In atom and (b) As-dimer on the
InAs(001)-(n × 3) WL surfaces as functions of temperature and BEP of In and As4, respectively.

According to the results shown in Figure 9, another growth processes should be considered to
allow In adsorption with simultaneous As desorption. On the (4 × 3), for example, it is found that In-As
dimers stably reside on the (4 × 3) instead of As dimers at the conventional growth conditions [34].
Desorption of As dimer after forming In-As dimer in the missing dimer region is due to the fact that
desorption energy of As dimer (1.44 eV) dramatically decreases from 2.84 eV on the initial (4 × 3) and
2.38 eV on the In-adsorbed (4 × 3). This is because adsorption of In-As dimer with bond length ~1.5 Å
larger than As dimer largely deforms As dimer to destabilize it on the (4 × 3). Furthermore, In-As
dimer adsorption replacing As dimer increases the number of In-As interatomic bond energetically
more favorable than As-As interatomic bond to stabilize the (4 × 3). Figure 10 summarizes the sequence
between for As dimer desorption and In-As dimer formation reflecting the change in the number of
electrons in the surface dangling bonds (EC) on the (n × 3). It should be noted that In adsorption on
the (8 × 3) induces As-dimer desorption to enhance further In adsorption to form In adsorbed (4 × 3)
with subsequent As adsorption to form In-As dimer on the (4 × 3). Therefore, considering this In-As
dimer formation process, the (8 × 3) is equivalent to the (4 × 3). Finally, the (4 × 3) consisting of three
In-As dimers and one missing dimer, and the (6 × 3) with three In-As and two As dimers and one
missing dimer appear on the InAs(001) WL surface. If we assume the existence ratio of the (4 × 3) and
the (6 × 3) units satisfying 0.375 ML desorption of As to realize the (2 × 4)α2 as shown in Figure 7, the
calculated f (4×3) = 0.70 and f (6×3) = 0.30 can be favorably compared with f (4×3) = 0.83 and f (6×3) = 0.17
estimated by directly counting the number of the units from Figure 2 in Ref. 27. Therefore, the (4 × 3)
with three In-As dimers is most likely to appear among the (n × 3) WL surfaces during MBE growth.
In order to realize the (2 × 4) α2 on the (4 × 3), further 0.5 ML In adsorption is necessary. It should be
noted, however, In atoms are no longer incorporated on the (4 × 3) unless the strain is relaxed similar
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to the (2 × 4) α2 [33]. These results suggest that strain relaxation might occur at InAs coverage less
than about 0.9 ML, contradicting well-known SK growth mode, to continue InAs growth.

Figure 10. Summary of the growth processes on the (n × 3) surfaces obtained in this study.

3.7. Strain Relaxation on InAs(001) WL

Figure 11 shows the calculated energy E for the 2D-coherent, the 2D-MD with 5/7-ring core, and
2D-MD with 8-ring core as a function of layer thickness h along with computational model used in
this study. Here, the MD cores are inserted at the interface between InAs and GaAs(001) similarly
to the InAs/GaAs(111)A. This reveals that the energy difference ΔEMD between the energies for the
2D-coherent and the 2D-MD with 5/7-core changes its sign from positive to negative at h~1.3 ML,
where the strain in InAs thin layers is relaxed to stabilize the 2D-MD with 5/7-core [55]. Using the
calculated results shown in Figure 11b, the parameter values used in the free energy formula are
determined to be M = 5.72 × 1011 (N/m2) and Ed = 1.51 (eV/Å). These values easily lead the layer
thickness for the first MD generation hc

2D−MD using the relationship of hc
2D−MD = Ed/(Mε0

2l0) [14].
The calculated results suggest that the first MD formation occurs at 0.5 ML and the MD spacing l2D−MD

gradually decreases with increase of the layer thickness according to l2D−MD = l0/(1 − hc
2D−MD/h)

to effectively relax the strain accumulated in the InAs layers. Therefore, the MD formation is one
of possible mechanisms of eliminating lattice strain to proceed the growth on the InAs(001)-(n × 3)
WL surfaces.

(a) (b)

Figure 11. (a) Schematic of the 2D growth with dislocation (8-ring core and 5/7-ring core) formation at
the interface; (b) Calculated energy for the 2D coherent growth (2D-coherent) and the 2D growth with
MD (2D-MD with 8-ring and 2D-MD with 5/7-ring) as a function of layer thickness h.
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3.8. Hetero-Epitaxial Growth of InAs on GaAs(001)

On the basis of physical quantities γ = 51 (meV/Å2) for the InAs(001), β = 0.076, and α = 0.188
extracted from the previously reported results for the InAs/GaAs(001) [50], Figure 12 shows the
calculated free energy differences ΔF between the 2D-coherent and various growth modes such as
the 2D-MD and the SK-coherent as a function of layer thickness h. It is found that the ΔF for the
2D-MD becomes negative at 0.46 ML, while negative ΔF appears at 0.75 ML for the SK-coherent.
This suggests that the initial 2D coherent growth mode changes into the 2D growth mode with MD
formation. Therefore, strain relaxation occurs at early growth stage before the SK island formation.
This is not consistent with well-known QD formation mechanism due to the SK island formation but is
consistent with the fact that strain accumulated in InAs(001)-(n × 3) WL should be relaxed at InAs
coverage less than about 0.9 ML to continue InAs growth as pointed out in Section 3.6. Although
further careful investigations incorporating surface reconstructions as a submonolayer phenomenon
are necessary for confirming the strain relaxation for the InAs/GaAs(001), the calculated results for
the InAs/GaAs systems suggest that the strain relaxation due to the MD formation to produce the 2D
growth is competitive with the SK-island formation inducing the 3D growth during MBE growth.

Figure 12. Calculated free energy differences ΔF for various growth modes for the InAs/GaAs(001) as
a function of layer thickness h.

3.9. Quantum Dot Formation of InAs

Using Equations (5) and (7), the boundary between the 2D-MD and the SK-coherent is
simply described as β/α = 1/(2γ)(Ed/l0). Using the MD formation energy Ed = 0.675 (eV/Å)
for InAs/GaAs(111)A and 1.51 (eV/Å) for InAs/GaAs(001) obtained by our empirical potential
calculations, Figure 13 shows the growth mode boundaries for the InAs/GaAs system depending
growth orientations as functions of β/α and surface energy γ. This reveals that the stable region of
the 2D-MD in the InAs/GaAs(111)A is larger than that in the InAs/GaAs(001) because of its smaller
MD formation energy. Furthermore, the larger the β/α and γ, the more favourable the 2D-MD.
This is because the energy increase in surface energy γβ tends to overwhelm the decrease in strain
energy −Mαε0

2h/2 due to SK-island formation. According to these facts, the surface energy γ in
addition to Ed is a crucial factor for determining the growth mode, since the change in γ is related
not only to γ itself but also to β/α through γβ. Figure 13 also includes the boundary denoted by
dotted line for the InAs/GaAs(110) with Ed = 0.96 (eV/Å) obtained by ab initio calculations [14].
The InAs/GaAs(110) system has been extensively examined using RHEED, TEM, and STM for a wide
range of film thickness where the growth follows a layer-by-layer mode irrespective of thickness and
strain relaxation occurs solely by the formation of MD [20,56]. However, self-assembled InAs QD has
been realized on GaAs(110) using MBE with buffer layer insertion [57] and MOVPE with optimizing
growth temperature [58], where the strain reduction is considered to be a crucial origin of the QD
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formation. This novel QD formation can be interpreted by considering the change in γ. It is known
that the strain reduction lowers the surface energy by 10–20 (meV/Å2) [50]. Assuming β/α = 0.2
and γ = 50 (meV/Å2) (denoted by closed diamond in Figure 13), the 2D-MD is favourable without
strain relaxation while decrease in γ due to strain relaxation with the buffer-layer insertion easily
changes favourable growth mode from the 2D-MD to the SK-coherent found in the (110). Although
the dependence of β/α and γ on strain relaxation should be rigorously investigated using ab initio
calculations, Figure 13 gives an insight on the growth modes among different oriented InAs/GaAs
systems such that (001), (110), and (111)A favours the 3D growth, the 2D and the 3D growths depending
on the strain relaxation, and the 2D growth, respectively. Consequently, the QD formation on the
InAs/GaAs can be qualitatively interpreted by considering γ and Ed.

 

Figure 13. Calculated growth mode boundaries as functions of β/α and γ for the InAs/GaAs systems
with different orientations. Open square and open triangle denote the results for the (001)- and the
(111)A-oriented InAs/GaAs, respectively. The growth mode boundary (dotted line) and the data
(closed diamond) for the InAs/GaAs(110) are also shown in this figure.

4. Growth Processes of InP NWs

Semiconductor NWs have great potential to understand the fundamental roles of reduced
dimensionality and size in optical, electrical, and mechanical properties and their wide range of
potential applications in nanoscale devices. So far, semiconductor NWs have been fabricated by various
growth methods such as MOVPE [59,60], MBE [61–63], and laser assisted catalytic growth [64–66].
In particular, InP NWs are intriguing targets in fiber optic communications, high-speed electronic
applications, and photovoltaic devices, such as p–n junction light-emitting diodes [67], field effect
transistors [67], one-dimensional polarization-sensitive photodetectors [65], solar cells [68], and so
on. It has been reported that semiconductor NWs grown in the [111] direction have some structural
characteristics different from those of bulk crystals: semiconductor NWs often incorporate the WZ
segments as stacking faults in the zinc blende (ZB) structure [69–83], which is called a rotational twin
structure, as shown in Figure 14. It has also been suggested that rotational twins significantly affect the
electronic properties of the NWs: discontinuity of the electron wave function occurs at the stacking
fault, leading to a reduced mobility of carriers [84]. Therefore, the structural stability of InP NWs has
been intensively discussed because of the small energy difference between the ZB and WZ structures
in bulk form [85].

Despite these experimental findings, twinning formation processes in InP NWs have not been
clarified from theoretical viewpoint. The relative stability between the ZB and WZ structures in InP
NWs have been clarified using empirical interatomic potential calculations: the WZ structure can
be stabilized when the contribution of NW side facets to the cohesive energy is prominent, and the
WZ structure is more stable than the ZB structure for NWs with small diameters [86,87]. Glas et al.
have theoretically suggested that the growth processes affect the formation of the WZ structure in
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NWs [88,89]. However, elementary processes such as adsorption and desorption behaviors of In and P
atoms at the growth forefront have never been studied at present. In particular, it is still unclear how
the atoms are adsorbed at the lattice sites of the WZ structure at the top layer of NWs under growth
conditions. Another important characteristics of InP NWs is that the plane direction of substrates
depends on experimental methods. InP NWs fabricated by selective-area MOVPE (SA-MOVPE) are
grown on the InP(111)A substrates [90,91]. On the other hand, InP(111)B substrates are used for InP
NWs synthesized by vapor–liquid–solid (VLS) growth [70,85,92]. Mohan et al. have reported that InP
NWs with the pure WZ structure are synthesized by the SA-MOVPE [90]. Kitauchi et al. have revealed
that the crystal structure of InP NWs grown by the SA-MOVPE depends on growth conditions such
as temperature and partial pressure of the supplied gas [91]. InP NWs grown for high temperature
and low P pressure take the pure WZ structure, whereas those with rotational twins are fabricated for
low temperature and high P pressure. Furthermore, these results suggest the formation of the WZ
crystal phase even in (111)A planar layers. These experimental results imply that the growth process
of InP layers on InP(111)A surface in itself affects the crystal structure of InP NWs. In spite of these
experimental findings, temperature and pressure dependence of structural stability of InP layers on
InP(111)A surface still remains unclear. In the SA-MOVPE, it can be considered that not only side
facets but also the growth mechanism of InP layers on the surface is quite important for determining
their crystal structure. However, little is known about the elemental growth processes of InP layers
on InP(111) surface. The knowledge for adsorption and desorption behavior of In and P atoms on
InP(111) surfaces is lacking.

  
(a) (b) (c) 

Figure 14. Schematics of crystal structures of III-V compound semiconductors. Large and small circles
represent cations and anions, respectively. Stacking sequences of (a) zinc blende (ZB) and (b) wurtzite
(WZ) structures are · · · ABCABC · · · and · · · ABAB · · · , respectively, while (c) rotational twins are
formed in semiconductor nanowires (NWs). Dashed line denote a twin plane.

Furthermore, Kitauchi et al. have also revealed that InP NWs are composed of {1100} side facets
(see Figure 15a) for high temperature (660 ◦C) and low V/III ratio, where the lateral growth does not
occur. On the other hand, the growth in the lateral direction takes place for low temperatures (600 ◦C)
and high V/III ratio, and InP NWs with lateral growth consist of {1120} side facets (see Figure 15b).
It has also been reported that InP NWs consisting of {1120} side facets without lateral growth are
fabricated for intermediate temperature (625 ◦C) and V/III ratio. A similar structural characteristic has
been found in InP NWs grown by both the SA-MOVPE and the VLS growth. InP NWs grown by VLS
growth consist of {1100} ({112} in cubic crystal) or {111} side facets without the lateral growth [76,79,84].
In addition, it has been reported that GaAs NWs fabricated by VLS growth are composed of {1120}
({110} in cubic crystal) side facets with the lateral growth [78]. However, temperature and pressure
dependence of the shapes in semiconductor NWs still remains unclear.

In this chapter, focusing on the top layer of growing NWs, we discuss the adsorption and
desorption behaviors of In and P atoms during SA-MOVPE, taking account of the effects of NW side
facets. By using our ab initio based approach incorporating growth conditions such as temperature
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T and pressure p, [8,9] we determine whether the adatoms are adsorbed at the lattice site of the ZB
or the WZ structure on the top layer. We also discuss the growth processes of InP epitaxial layers on
InP(111)A P-stabilized surface. In particular, adsorption–desorption behavior on InP(111)A surface is
calculated by our ab initio-based approach. We demonstrate temperature and pressure dependence
of structural stability of InP layers, leading to the formation of rotational twins at low temperature
and high V/III ratio conditions. Furthermore, focusing on the side facets of InP NWs grown by the
SA-MOVPE, we investigate the initial growth processes on both {1100} and {1120} side facets surfaces.
Assuming the WZ structure is assumed because the WZ structure is feasible compared with the ZB
structure in InP NWs. In particular, adsorption–desorption behavior on these facets is calculated by
our first-principles-based approach which incorporates the growth conditions such as temperature
and pressure. We compare the growth rates of (1100) and (1120) surfaces using Monte Carlo (MC)
simulations and clarify temperature and pressure dependence of the shapes in InP NWs.

(a) (b)

Figure 15. Schematics of InP NWs consisting of (a) {1100} and (b) {1120} side facets. Cross-sectional
views and side views of NW facets are also shown. Dashed red lines in the top views represent unit
cells. Large gray and small yellow circles represent In and P atoms, respectively.

4.1. Nanowire Growth on the Basis of Classical Nucleaton Theory

In this section, we briefly explain the conventional nanowire growth model using classical
nucleation theory, which have been successfully applied for NWs synthesis with WZ structure by
the VLS growth [79,88,89,93]. During the VLS growth, we assume a two-dimensional nucleus with
semicircles shape at the interface between top layer of NW and liquid catalysis, and NWs are formed
according to the formation of two dimensional nuclei. The Gibbs free energy of a nucleus with ZB
structure ΔG(r) is given by

ΔG(r) = −πr2Δμliquid-solid/2 + πr2σint/2 + rΓstep, (19)

where r is radius of nucleus with semicircle shape, Δμliquid-solid is chemical potential difference (per
unit area) between liquid and solid phases, σint is the interface energy per area between nucleus and
nanowire top layer, and Γstep is the contribution of the step energy caused by a two-dimensional
nucleus. According to Equation (19), the critical radius for nucleation r* satisfy the condition,
∂G(r)/∂r = 0. Therefore, r* and activation energy for nucleation ΔG* are written as

r* = Γstep/π(Δμliquid-solid − σint), (20)

ΔG* = Γstep
2/(2πΔμliquid-solid). (21)

On the other hand, the activation enegy for nulceation with WZ structure, ΔG*WZ, is also written as

ΔG*WZ = ΓWZ
step

2/{2πΔμliquid-solid − σWZ
int}}, (22)
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where ΓWZ
step is the contribution of the step energy caused by two dimensional growth with WZ

structure, and σWZ
int is the interface energy for WZ structure. The WZ structure is formed satisfying

ΔG* < ΔG*WZ, and the boundary between ZB and WZ structure in NWs are obtained using the step
energy difference ΔΓstep = Γstep − ΓWZ

step, as

(1 − ΔΓstep/Γstep)−2 = (1 − σWZ
int/Δμliquid-solid)−1 (23)

Using this relationship, we find that NWs with WZ structure is stabilized when ΔΓstep and/or
Δμliquid-solid is large. Figure 16 shows the estimated phase diagram for crystal structure of InP NWs as
functions of Δμliquid-solid and ΔΓstep/Γstep using the energy difference between ZB and WZ structures
in bulk InP (6.8 meV/atom) [86] for σWZ

int. Actually, this figure manifests that the WZ structure
is stabilized if Δμliquid−solid is large and ΔΓstep/Γstep takes positive value. Similar results have been
obtained if we take more sophisticated nucleation model into account to evaluate the free energies [88,89,91].
These results suggest that the stability of the step and driving force for nucleation during the VLS
growth are crucial for the formation of NWs with WZ structure.

Figure 16. Phase diagram for crystal structure of InP NWs as functions of chemical potential difference
between liquid and solid phases Δμliquid-solid and normalized step energy difference between ZB and
WZ structures ΔΓstep/Γstep, using the energy difference between ZB and WZ structures in bulk InP
(6.8 meV/atom) [87] for interface energy per area between nucleus and nanowire top layer for WZ
structure σWZ

int. White and grey areas denote the stable regions for WZ and ZB structures, respectively.

4.2. Effect of Side Facets on Adsorption–Desorption Behaviors at Top Layers in InP NWs

In order to clarify the effects of NW side facets during the SA-MOVPE, we have to consider
adsorption-desorption behavior on two kinds of growth regions. One is a central area on the top
layer of InP NWs, where we adopt the (2 × 2) surface with P trimer as a calculation model. It is
expected that the the (2 × 2) surface with P trimer appears because it satisfies the ECM [38,39], and
previous theoretical calculations also support the stabilization of the P trimer on the InP(111)A surface
under P-rich conditions [94]. Since the InP NWs are grown under high P pressures [91], this surface
could be a possible surface reconstruction during the growth of NWs. In addition, investigating
adsorption–desorption behavior on the (2 × 2) is quite important since the adsorption site of In atoms
determines the crystal structure. Another growth area we have to consider is a side area, where the
calculation model of the side area consists of both (111)A and (110) surfaces. Here, we assume the
(2 × 2) surface with P trimer on the top surface of the side area. For the central area of NWs, the
calculated adsorption energy of P atom is a positive value (2.26 eV). This indicates that the adsorption
of a single P atom does not occur even at 0 K. Thus, it is reasonable to consider the adsorption of a P
atom on an In-preadsorbed surface, which corresponds to the self-surfactant effect [40,41]. We also find
that the adsorption of a P atom with one and two In atoms is also inhibited under the typical growth
conditions. The adsorption occurs only below 200 ◦C Figure 17 shows the calculated adsorption of a P
atom with three In atoms (3 In-P), which has the highest adsorption probability [90].
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(a) (b)

Figure 17. Top views of (a) 3In-P occupying the ZB lattice sites (3In-ZB-P) and (b) 3In-P occupying
the WZ lattice sites (3In-WZ-P) on the InP(111)A surface. Large and small circles represent In and P
atoms, respectively. Blue and green circles denote the In adatoms that occupy the lattice sites of the ZB
and WZ structures, respectively. Orange circles represent the P adatoms. Reprinted with permission
from [95]. Copyright (2011) by the Japan Society of Applied Physics.

This kind of adsorption process is similar to those on the GaAs(111)A surface, in which the surface
with three Ga and one As atom appears in the growth process on the GaAs(111)A-(2 × 2) surface [96].
The calculated adsorption energy difference between the three In atoms occupying the ZB lattice
sites (3In-ZB-P shown in Figure 17a) and those occupying the WZ lattice sites (3In-WZ-P shown in
Figure 17b) is very small (0.07 eV). Figure 18 displays the calculated phase diagrams of the 3In-ZB-P
and 3In-WZ-P adsorbed surfaces, respectively, as functions of temperature and P2 pressure. The
pressure of In is taken to be 3.3 × 10−3 Torr, which corresponds to a typical growth condition [90,91].
These surface phase diagrams for the adsorption P atoms exhibits little difference in the adsorption
probability between 3In-ZB-P and 3In-WZ-P. The small energy difference is due to similar bonding
configurations, where both 3In-ZB-P and 3In-WZ-P form nine In-P bonds regardless of the adsorption
site. These results imply that the WZ structure as well as the ZB structure can be formed when
nucleation occurs away from the NW side facets.

(a) (b)

Figure 18. Calculated phase diagrams of (a) 3In-ZB-P and (b) 3In-WZ-P adsorbed surfaces as functions
of temperature and P2 pressure. In pressure is taken to be 3.3 × 10−3 Torr. Colored regions correspond
to the atom-adsorbed regions. Reprinted with permission from [95]. Copyright (2011) by the Japan
Society of Applied Physics.

The calculations for the adsorption–desorption behavior in the side area demonstrate that the
calculated adsorption energy is positive though the adsorption of a P atom at its lattice site is necessary.
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Therefore, we can expect the self-surfactant effect [40,41] in the same way as in the central area.
The calculations for the adsorption of a P atom with In atoms demonstrate that the adsorption
probability of two P atoms with four In adatoms has the highest value. Figure 19 shows the geometries
of two P adatoms with four In adatoms occupying the ZB (4In-ZB-2P) and WZ (4In-WZ-2P) lattice
sites near the side facet, respectively. The adsorption energy of 4In-ZB-2P is found to be higher than
that of 4In-WZ-2P by 0.46 eV. There is a two-coordinated In adatom in 4In-ZB-2P, shown in Figure 20a,
whereas all the In adatoms in 4In-WZ-2P are three-coordinated. The three-coordinated In adatom at
the side facet in 4In-WZ-2P originates from the formation of an In-P bond with the P atom in the second
layer, as shown in Figure 20b. Therefore, the formation of the three-coordinated In adatom results
in the stabilization of the surface with 4In-WZ-2P. Figure 21 shows the calculated phase diagrams
for the adsorption of the surface with 4In-ZB-2P and 4In- WZ-2P, respectively. These surface phase
diagrams suggest that the stable temperature range of the surface with 4In-WZ-2P is higher than that
with 4In-ZB-2P by 25 K. It is thus expected that the WZ structure is preferentially formed when the
nucleation occurs near the NW side facets.

 
(a) (b)

Figure 19. Top views of (a) 4In-2P occupying the ZB lattice sites (4In-ZB-2P) and (b) 4In-2P occupying
the WZ lattice sites (4In-WZ-2P) near the side facet. There is a two-coordinated In adatom indicated
by the red circle in 4In-ZB-2P, whereas all the In adatoms in 4In-WZ-2P are three-coordinated.
The three-coordinated In adatom at the side facet in 4In-WZ-2P is due to the formation of In-P bonds
with the P atom in the second layer. Reprinted with permission from [95]. Copyright (2011) by the
Japan Society of Applied Physics.

 
(a) (b)

Figure 20. Top views of (a) 4In-ZB-2P and (b) 4In-WZ-2P adsorbed surfaces in the side area. There is
a two-coordinated In adatom indicated by the red circle in 4In-ZB-2P, whereas all the In adatoms in
4In-WZ-2P are three-coordinated. The three-coordinated In adatom at the side facet in 4In-WZ-2P is
due to the formation of In-P bonds with the P atom in the second layer. Reprinted with permission
from [96]. Copyright (2011) by the Japan Society of Applied Physics.

To determine the predominant area for the nucleation, we estimate the difference in adsorption
probability between the central and side areas. By comparing the phase diagram shown in Figure 18
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with that in Figure 21b, it is concluded that the difference in the adsorption probability between the
central and side areas to be negligible, so that adsorption occurs in both the central and side areas.
Since the ratio of the central area is large for NWs with large diameters, the crystal structure in NWs
with large diameters is mainly dominated by the nucleation at the central area. The small energy
difference between the ZB and WZ structures at the central area could results in the formation of
rotational twins for NWs with large diameters. In contrast, most of the top layer consists of side facets
for NWs with small diameters. The crystal structure in NWs with small diameters is thus dominated
by the nucleation on the side facets, resulting in the preference of NWs with WZ structure under the
growth conditions. The preference of the WZ structure over the ZB structure in InP NWs with small
diameters is qualitatively consistent with the experimental results [90,91].

 
(a) (b)

Figure 21. Calculated phase diagrams of (a) 4In-ZB-2P and (b) 4In-WZ-2P adsorbed surfaces as
functions of temperature and P2 pressure. In pressure is taken to be 3.3 × 10−3 Torr. Colored regions
correspond to the atom-adsorbed regions. Reprinted with permission from [95]. Copyright (2011) by
the Japan Society of Applied Physics.

4.3. Nanowire Growth Processes under Epitaxial Growth Condirions

Figure 22 shows the lattice sites of In atoms for the WZ and ZB structures on the (2 × 2) surface
with P trimer [91]. Focusing on these adsorption sites, we discuss adsorption–desorption behavior
of In and P atoms under growth conditions. On the basis of experimental results, we here consider
two types of growth conditions: high temperature and low V/III ratio (660 ◦C and V/III ratio is
18, condition (A) hereafter) and low temperature and high V/III ratio (600 ◦C and V/III ratio is 55,
condition (B) hereafter) [91]. Figure 23 shows contour plots of adsorption energies for In and P atoms,
respectively [97]. The values of contour plots are measured from the values of chemical potentials
μgas in Equations (1) and (2) under the growth condition (B) which are −2.5 and −1.2 eV for In and
P, respectively. There are four adsorption sites for an In atom labeled 1, 2, 3, and 4 in Figure 23a.
Three of them (sites 1, 2, and 3) are symmetrically equivalent and correspond to the adsorption sites
for the ZB structure, and the other (site 4) corresponds to the adsorption site for the WZ structure.
The adsorption energy difference among the adsorption sites for the WZ and ZB structure is negligible
(0.06 eV). The positive values of adsorption energy (0.60 and 0.66 eV) indicate that the adsorption
hardly occurs under typical growth conditions [90,91]. The calculated adsorption probability estimated
using Equation (12) of an In atom under the growth condition (B) is found to be less than 0.03%.
However, even if the adsorption probability is 0.03%, the adsorption occurs. This is because of the
stabilization of the P trimer. The P trimer on (2 × 2) surface hardly desorbs under typical growth
conditions. Indeed, the MC simulations for adsorption, migration and desorption of an In atom on
the P trimer surface demonstrate that the adsorption of an In atom occurs even under the growth
conditions (A) and (B), and surface lifetime and diffusion length of an In adatom are relatively large.
The relatively large values in lifetime and diffusion length is due to low migration barriers on the
(2 × 2) surface with P trimer less than 0.13 eV.
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Figure 22. Top view of the (2 × 2) surface with P trimer surface. Red dashed lines correspond to the
(2 × 2) unit cells. Large and small circles represent In and P atoms, respectively. Symbols of W and Z
stand for In lattice sites in the WZ and ZB structures, respectively. Reprinted with permission from [97].
Copyright (2013) by Elsevier.

(a) (b)

Figure 23. Contour plots of adsorption energies for (a) In and (b) P atoms on the P trimer surface.
These contour plots are indicated by colors with respect to μgas under the growth condition (B) which
is displayed in green region. Atoms tend to adsorb (desorb) in blue (red) colored regions under the
growth condition (B). Encircled numbers represent adsorption sites. The coverage of In (θIn) and a kind
of atom for contour plots are denoted at the lower left and right, respectively. Dotted white lines in
(a) denotes a possible migration path of In adatom. Reprinted with permission from [98]. Copyright
(2013) by Elsevier.

The migration path of In adatom corresponds to the orange-colored region in Figure 23a. Moreover,
this also supports that the number of atoms consisting of the critical nuclei on InP(111)A surface is
estimated to be small (10 at most) [98]. The small number of atoms implies that nucleation on
the surface can be formed under typical growth conditions. Figure 23b shows that there are three
symmetrically equivalent adsorption sites (labeled by encircled numbers such as 1, 2, and 3) for a
P atom. The calculated adsorption energies at these sites in Figure 23b are 0.91 eV. The adsorption
probability of a P atom under growth condition (B) (5 × 10−4%) is much lower than that of an In atom.
From these results, the adsorption of an In atom is obviously feasible compared with that of a P atom
on the (2 × 2) surface with P trimer. It is thus concluded that the crystal growth on the (2 × 2) surface
starts with the adsorption of an In atom. Further investigations for the adsorption of In and P atoms
on the In-adsorbed surfaces clarify that there are two types of plausible growth processes depending
on the growth conditions.

Figure 24 shows the growth process which is feasible under the growth conditions (A) and (B),
leading to the formation of an InP monolayer belonging to the WZ structure. First, the adsorption
of an In atom occurs at the site 4 on the surface with In coverage of zero (θIn = 0). There are three
symmetrically equivalent and stable adsorption sites for an In atom on the surface with θIn = 1/4,
which correspond to the WZ structure. The calculated adsorption energy is −0.54 eV. The surface
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with θIn = 2/4 represents the surface after adsorption of an In atom at the site 1 on the surface
with θIn = 1/4. After the formation of the surface with θIn = 2/4, the adsorption of an In atom
with calculated adsorption energy of −0.06 eV subsequently occurs at one of the two symmetrically
equivalent. The surface after the adsorption of a P atom is the (2 × 2) surface with In vacancy surface
which is well known as a stable surface satisfying the ECM [38,39]. It should be noted that this In
vacancy surface has an InP monolayer belonging to the WZ structure. In order to verify whether this
process is likely under the growth conditions, we have calculated phase diagrams as functions of
temperature and pressures. Figure 25a illustrates the adsorption–desorption behavior of an In atom
on the surface with θIn = 1/4 shown in Figure 24. This calculated phase diagram manifests that the
adsorption of an In atom easily occurs and stabilizes the surface under both the growth conditions (A)
and (B). The adsorption of an In atom at θIn = 1/4 originates from the fact that the In-adsorbed surface
corresponding to θIn = 2/4 satisfies the ECM [38,39]. As shown in Figure 25b, the adsorption of an
In atom occurs on the surface with θIn = 2/4 under the growth condition (B) (red triangle), while the
growth condition (A) is located near the boundary between adsorption and desorption (red circle).
However, the adsorption possibility of an In atom under the growth condition (A) is relatively high
(15%). The adsorption of an In atom certainly occurs even under the growth condition (A). In addition,
once the adsorption of an In atom occurs, a P atom adsorbs easily and stabilizes the surface as shown
in Figure 25c. The growth process shown in Figure 24 indeed occurs under both the growth conditions
(A) and (B), suggesting that an InP monolayer belonging to the WZ structure is formed.

 

Figure 24. Growth process which is plausible under the growth conditions (A) and (B). The adsorption
of a P atom occurs on the surface with θIn = 3/4. This growth process results in formation of an InP
monolayer belonging to the WZ structure. Reprinted with permission from [97]. Copyright (2013)
by Elsevier.

Figure 26 shows the growth process which is feasible only under the growth condition (B), leading
to the formation of an InP monolayer belonging to either the WZ or ZB structure. The adsorption of
an In atom occurs at the adsorption site for the ZB structure (the site 3 in Figure 26) on the P trimer
surface (θIn = 0). There are two symmetrically equivalent adsorption sites for a P atom on the surface
with θIn = 1/4, which are located at near P lattice sites, whose adsorption energy is −0.02 eV. The
P-adsorbed surface with θIn = 1/4 represents the surface after adsorption of a P atom at the site 2. The
adsorption of an In atom subsequently occurs after the formation of the P-adsorbed surface. Although
there are three adsorption sites for an In atom on the P-adsorbed surface, these three sites are no longer
equivalent, so that calculated adsorption energies at the sites 1, 2, and 3 are different with each other
(−0.07, −0.05, and 0.37 eV, respectively). The positive value at the site 3 indicates that the adsorption
of an In atom hardly occurs. Consequently, this growth process splits into two sub-processes with
almost the same probabilities after the adsorption of a P atom. One of the two sub-processes starts
with the adsorption of an In atom at the site 1 which corresponds to the adsorption site for the WZ
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structure. The adsorption of an In atom (the calculated adsorption energy is −2.00 eV) at site 1 easily
occurs on the surface with θIn = 2/4 in this sub-process, leading to the formation of the In vacancy
surface which has an InP monolayer belonging to the WZ structure. The other sub-process begins with
the adsorption of an In atom at the site 2, which corresponds to the adsorption site for the ZB structure,
on the P-adsorbed surface with θIn = 1/4. The calculated adsorption energy of an In atom at site 1 on
the surface with θIn = 2/4 is −1.95 eV, resulting in the formation of the In vacancy surface which has
an InP monolayer belonging to the ZB structure.

 
(a) (b) (c) 

Figure 25. Calculated phase diagrams as functions of temperature and pressure in the growth process
shown in Figure 21. Panels (a) and (b) show adsorption–desorption behavior of an In atom on the
surface with θIn = 1/4 and 2/4, respectively. Panel (c) illustrates adsorption–desorption behavior of a P
atom on the surface with θIn = 3/4. Regions with hatched lines correspond to atom-adsorbed regions.
Red circles and triangles represent the growth conditions (A) and (B), respectively. Reprinted with
permission from [97]. Copyright (2013) by Elsevier.

 

Figure 26. Growth process which is feasible only under the growth condition (B). The adsorption of a
P atom occurs on the surface with θIn = 1/4. This growth process splits into two sub-processes after the
adsorption of a P atom, and results in the formation of an InP monolayer belonging to the WZ or ZB
structure. Reprinted with permission from [97]. Copyright (2013) by Elsevier.

Figure 27 shows calculated phase diagram for the adsorption of a P atom on the surface with
θIn = 1/4 in the growth process shown in Figure 26. The phase diagram indicates that a P atom can
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adsorb on the surface with θIn = 1/4 only under the growth condition (B). Therefore, this growth
process can occur only under the growth condition (B). The adsorption of a P atom on the surface with
θIn = 1/4 under the growth condition (B) is predominant for the growth process shown in Figure 26,
which is quite different from that in the growth process shown in Figure 24. This is because the
P-adsorbed surface satisfies the ECM [38,39], and is stabilized only for low temperatures and high P
pressures. Although the adsorption probability of a P atom under the growth condition (A) might
not be zero, the growth process shown in Figure 24 must be dominant under the growth condition
(A) as shown in Figure 25a). The growth process shown in Figure 26 occurs only under the growth
condition (B), leading to the formation of InP layers with both WZ and ZB structures. Both WZ and ZB
structures can be grown with the same probability under growth condition (B).

 

Figure 27. Calculated phase diagrams functions of temperature and pressure for adsorption–desorption
behavior of a P atom in the growth process shown in Figure 26. Red circle and triangle represent the
growth conditions (A) and (B), respectively. Reprinted with permission from [98]. Copyright (2013)
by Elsevier.

Figure 28 shows the relative adsorption probabilities of a P atom, Pre(P), on the surface with
θIn = 1/4 as functions of temperature and pressure estimated by the MC simulations. Here, we note
that Pre(P) + Pre(In) = 100%, where Pre(In) is relative adsorption probabilities of an In atom. Because of
high V/III ratio, the adsorption of a P atom on the surface at θIn = 1/4 is dominant under the growth
condition (B) compared with that of an In atom, leading to the growth process shown in Figure 26.
From these results, it can be concluded that the growth process shown in Figure 24 is dominant for
high temperatures and low P pressures, while the growth process shown in Figure 26 is dominant for
low temperatures and high P pressures. Hence, it can also be concluded that InP layers grown for
high temperatures and low P pressures (low V/III ratio) take the WZ structure, while those grown
for low temperatures and high P pressures (high V/III ratio) include both the WZ and ZB layers with
rotational twins. These results are consistent with the experimental result [91]. It is thus concluded
that adsorption of P atoms depending on temperature and pressure is an important factor determining
crystal structures of InP layers on InP(111)A surface. If the nucleation occurs on the InP(111)A top
layer of InP NWs far from side facets, the growth processes depending on the growth conditions could
strongly affect the structural stability of InP NWs. We believe that this scenario is applicable to clarify
the crystal structure of InP NWs on InP(111)A substrates depending on growth conditions [91].
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Figure 28. Relative adsorption probabilities of a P atom, Pre(P), on the surface with θIn = 1/4 as
functions of temperature and pressure. It should be noted that Pre(P) + Pre(In) = 100%. In pressure
is fixed at 3.3 × 10−3 Torr which corresponds to both the growth conditions (A) and (B). Triangle
represents the growth condition (B). Reprinted with permission from [97]. Copyright (2013) by Elsevier.

4.4. Effects of Growth Condition on InP NW Shape

Figure 29 shows the calculated adsorption sites and migration barriers for an In atom on (1100)
and (1120) surfaces for clarifying the effects of growth condition on the shape of InP NWs. There are
two symmetrically equivalent adsorption sites on both (1100) and (1120) surfaces. The calculated
adsorption energy difference between (1100) and (1120) surfaces is almost zero and the value of the
adsorption energy is taken to be −1.90 eV. The adsorption probability calculated by Equation (12) for
the low temperature and high V/III ratio is found to be less than 0.03%. This low probability indicates
that it is difficult for an In atom to adsorb on the surface. However, the MC simulations support that
the adsorption of an In atom occurs even under those growth conditions.

(a) (b)

Figure 29. Adsorption sites and migration barriers for an In atom on (a) (1100) and (b) (1120) surfaces.
Encircled numbers and contour plots represent adsorption sites and migration barriers, respectively.
Large gray and small yellow circles represent In and P atoms, respectively. Reprinted with permission
from [99]. Copyright (2013) by Elsevier.

Figure 30 shows temperature dependence of surface lifetime τ and diffusion length Ldiff,
respectively, for an In adatom on (1100) and (1120) surfaces obtained by the MC simulations. Here,
surface lifetime τ is defined by the time during the migration, and diffusion length Ldiff is the distance
between the adsorption site and the desorption site. Furthermore, In pressure is fixed at 3.3 × 10−3 Torr,
which corresponds to the experimental growth conditions [90,91]. It is found that once the adsorption
of an In atom occurs, the In adatom can migrate a certain distance (101–103 nm) with certain life time
of 10−8–10−6 s under the experimental growth conditions. The values of τ and Ldiff are long enough
to grow at relatively low temperatures. Furthermore, both τ and Ldiff on (1100) surface are larger
than those on (1120) surface, although there is little orientation dependence in the adsorption energy.
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This is because the migration barriers on (1100) surface (0.27 eV) is smaller than that on (1120) surface
(0.32 eV) as shown in Figure 29. For a P atom, the calculated adsorption sites are the same as those
for an In atom, and calculated adsorption energies on (1100) and (1120) surfaces are 0.36 and 0.43 eV,
respectively. These positive values indicate that the adsorption of a P atom does not occur even at
0 K. This is because the P-adsorbed surfaces have more excess electrons, which does not satisfy the
ECM [38,39], compared to the In-adsorbed surfaces. Hence, the growth on both (1100) and (1120)
surfaces starts from the adsorption of an In atom. In order to proceed the lateral growth on the surfaces,
either In adatoms on the surface encountering each other caused by migration or additional adsorption
on the In-adsorbed surfaces is necessary before vaporization of adsorbed In adatoms.

(a) (b)

Figure 30. Temperature dependence of (a) surface lifetime τ and (b) diffusion length Ldiff for an In
adatom on (1100) and (1120) surfaces. In pressure is fixed at 3.3 × 10−3 Torr, which corresponds to
the experimental growth conditions [90,91]. Reprinted with permission from [99]. Copyright (2013)
by Elsevier.

Figure 31 shows the calculated adsorption sites and migration barriers for In and P atoms on
the In-adsorbed (1100) surface. There are two symmetrically equivalent adsorption sites for In and P
atoms on the In-adsorbed (1100) surface. The calculated adsorption energies at these sites for In and P
atoms are −2.75 and −1.30 eV, respectively. Using these adsorption energies, the phase diagrams for
adsorption–desorption behavior of In and P atoms on the In-adsorbed (1100) surface are obtained as
shown in Figure 32. The surface phase diagram shown in Figure 32a demonstrates that an In atom can
adsorb on the surface under the experimental growth conditions which are symbolized by red circles,
squares, and triangles in Figure 32. In contrast, a P atom can adsorb only at the low temperature and
high V/III ratio denoted by the red triangle in Figure 32b.

(a) (b)

Figure 31. Calculated adsorption sites and migration barriers on the In-adsorbed (1100) surface for
(a) In and (b) P atoms. Encircled numbers and contour plots represent adsorption sites and migration
barriers, respectively. Large gray and small yellow circles represent In and P atoms, respectively.
Reprinted with permission from [99]. Copyright (2013) by Elsevier.
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(a) (b)

Figure 32. Calculated phase diagrams as functions of temperature and pressure on the In-adsorbed
(1100) surface for adsorption of (a) In and (b) P atoms. Regions with hatched lines correspond to
atom-adsorbed regions. Red circles, squares, and triangles represent the growth conditions for the high
temperature and low V/III ratio, the intermediate temperature and V/III ratio, and the low temperature
and high V/III ratio, respectively. In pressure is fixed at 3.3 × 10−3 Torr which corresponds to the
experimental growth conditions [90,91]. Reprinted with permission from [99]. Copyright (2013)
by Elsevier.

Figure 33 shows the calculated adsorption sites and migration barriers for In and P atoms on the
In-adsorbed (1120) surface. There is only one adsorption site for each atom on the In-adsorbed (1120)
surface. The calculated adsorption energies for In and P atoms are −2.43 and −1.27 eV, respectively,
which are slightly higher than those on the In-adsorbed (1100) surface. Figure 34 shows the calculated
phase diagrams for adsorption–desorption behavior of In and P atoms on the In-adsorbed (1120)
surface. The calculated phase diagrams indicate lower adsorption probabilities on the In-adsorbed
(1120) surface compared with those on the In adsorbed (1100) surface. Under specific experimental
condition (red circles in Figure 34) at 600 ◦C with V/III ratio of 55, however, the calculated adsorption
probabilities for In and P atoms are 27% and 40%, respectively. These adsorption probabilities imply
that this adsorption could occur at the low temperatures with high V/III ratio.

 
(a) (b)

Figure 33. Calculated adsorption sites and migration barriers on the In-adsorbed (1120) surface for
(a) In and (b) P atoms. Encircled numbers and contour plots represent adsorption sites and migration
barriers, respectively. Large gray and small yellow circles represent In and P atoms, respectively.
Reprinted with permission from [100]. Copyright (2013) by Elsevier.
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(a) (b)

Figure 34. Calculated phase diagrams as functions of temperature and pressure on the In-adsorbed
(1120) surface for adsorption of (a) In and (b) P atoms. Regions with hatched lines correspond to
atom-adsorbed regions. Red circles, squares, and triangles represent the growth conditions for the high
temperature and low V/III ratio, the intermediate temperature and V/III ratio, and the low temperature
and high V/III ratio, respectively. In pressure is fixed at 3.3 × 10−3 Torr which corresponds to the
experimental growth conditions [90,91]. Reprinted with permission from [99]. Copyright (2013)
by Elsevier.

Table 1 shows relative adsorption probabilities of a P atom on the In-adsorbed (1100) and (1120)
surfaces, Pre

(1–100)(P) and Pre
(11–20)(P), respectively, which are percentages calculated by nP/(nIn + nP).

Here, nIn and nP are the number of the formation of In and P adatoms using MC simulations,
respectively, on the In-adsorbed surfaces during the MC sampling (nIn + nP = 1000). Both Pre

(1–100)

(P) and Pre
(11–20)(P) increase with temperature up to 550 ◦C, because In adatoms hardly encounter

each other as seen in the decrease in τ and Ldiff in Figure 30. On the In-adsorbed (1100) surface,
Pre

(1–100) (P) shifts to decrease around 550–600 ◦C. This is because a P atom hardly adsorbs beyond
600 ◦C. On the In-adsorbed (1120) surface, a P atom as well as an In atom hardly adsorbs beyond
600 ◦C. These results demonstrate that the probability of P/In atoms is higher, indicating that the
adsorption of a P atom is dominant on the In-adsorbed surfaces. Although adsorption probability of
an In atom on the In-adsorbed (1100) surface is higher than that of a P atom as shown in Figure 32,
P atoms frequently attach on the surface owing to high V/III ratio, as seen in the estimated Δtgas

using Equation (15) shown in Table 2. It is found that in most cases, the adsorption of a P atom occurs
on the In-adsorbed surfaces. From the calculated results by the MC simulations, we can deduce the
initial growth process, such as a sequence of adsorption, migration, and desorption of In atoms, which
iteratively occur on (1100) and (1120) surfaces, and the adsorption of P atom supplied from gas phase
with In adatoms. Therefore, there are two reasons for the growth rate difference between (1100) and
(1120) surfaces. One is the longer τ and Ldiff of In adatoms on (1100) surface as shown in Figure 30
because In adatoms are necessary for the adsorption of a P atom. The other is higher adsorption
probability of a P atom on the In-adsorbed {1100} surface compared with that on (1120) surface, as
shown in Figures 29b and 31b. The latter is more important than the former, since adsorption behavior
of P atoms is sensitive around the critical temperature and pressure. It is expected that at 600 ◦C
P atoms tend to adsorb on the In-adsorbed (1100) surface whereas P atoms tend to desorb on the
In-adsorbed (1120) surface. The difficulty in P adsorption on the In-adsorbed (1120) surface beyond
600 ◦C causes the growth rate difference. If we consider successful epitaxial growth of semiconductor
NWs, the growth in the axial direction should be faster than that in the lateral directions. The difference
in growth rate in InP.
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Table 1. Relative adsorption probabilities of a P atom on the In-adsorbed (1100) and (1120) surfaces,
Pre

(1–100)(P) and Pre
(11–20)(P), respectively, obtained by MC simulations. It should be noted that

Pre
(1–100)(In) + Pre

(1–100)(P) = Pre
(11–20)(In) + Pre

(11–20)(P) = 100%, where Pre
(1–100) (In) and Pre

(11–20)(In)
are relative adsorption probabilities of an In atom on the In-adsorbed surfaces. Here, we assume that
pressure is 0.1 Torr.

Temperature (◦C) Pre
(1–100)(P) (%) Pre

(11–20)(P) (%)

500 67.3 72.3
550 72.1 77.1
650 69.1 76.9

Table 2. Values of Δtgas for In and P obtained by Equation (15). Here, we assume that In and P
pressures are 3.3 × 10−3 and 0.1 Torr, respectively.

Temperature (◦C) Δtgas for In (s) Δtgas for P (s)

500 4.53 × 10−13 1.11 × 10−14

550 4.67 × 10−13 1.15 × 10−14

650 4.81 × 10−13 1.18 × 10−14

NWs can be clarified by comparing with the results on InP(111)A surface discussed in
Section 4.3 [98]. Although the calculated adsorption energy difference of an In atom on bare (111)A,
(1100), and (1120) surfaces is insignificant, τ and Ldiff of an In adatom on the (111)A surface are longer
than those on other surfaces. The remarkable values in τ and Ldiff on the (111)A surface originates from
lower migration barriers on the (111)A, as shown in Table 3. Furthermore, the calculated adsorption
energies of an In and a P atom on an In-adsorbed (111)A surface are lower than those on the In-adsorbed
(1100) and (1120) surfaces.

Table 3. Values of τ and Ldiff obtained by MC simulations, and migration barriers of In adatom on bare
(111)A, (1100), and (1120) surfaces using Figures 23 and 29. Here, we assume that temperature and
In pressure are 600 ◦C and 3.3 × 10−3 Torr, respectively. The lowest values for migration barriers are
taken on each surface.

Surface Orientation τ (×10−7 s) Ldiff (×102 nm) Migration Barrier (eV)

(111)A 22.4 16.3 0.13
(1100) 8.57 4.36 0.27
(1120) 6.97 2.38 0.32

The adsorption energies of an In and a P atom on the In-adsorbed (111)A surface are −3.04 and
−1.32 eV, respectively, while those of a single In (P) atom on the In-adsorbed (1100) and (1120) surfaces
are −2.75 (−1.30) and −2.45 (−1.27) eV, respectively. Therefore, it is clear that the growth in the axial
direction is faster than that in the lateral direction. The MC calculations indeed demonstrate that the
difference in growth rate between (1100) and (1120) surfaces can be realized depending on the growth
conditions. It is considered that facets with higher growth rate disappear and those with lower growth
rate remain [100]. Thus, the lower growth rate of (1120) surface results in the formation of InP NWs
consisting of {1120} no side facets for lower temperatures. Using surface phase diagrams shown in
Figures 32b and 34b and MC calculation results, we can deduce NW growth modes which are related
to the shape of InP NWs.

Figure 35 shows the phase diagram for growth modes of InP NWs as functions of temperature
and P pressure, derived from the comparisons of the calculated results among (111)A, (1100), and
(1120) surfaces. Region I in Figure 35 corresponds to the growth of InP NWs consisting of {1100}
side facets without lateral growth. In this region, due to its growth conditions with high temperatures
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and low P pressures, P atoms hardly adsorb either on (1100) or (1120) surfaces, and the {1100} side
facets emerge due to their low surface energy compared with (1120) surface [101,102]. Region II
in Figure 32 corresponds to the growth of InP NWs consisting of {1120} side facets without lateral
growth. In this region, P atoms adsorb on {1100} surface, resulting in annihilation of {1100} side facets
and emergence of the {1120} side facets. It should be noted that the lateral growth of {1120} side
facets does not occur since P atoms hardly adsorb on the surface in this region. Finally, in region III of
Figure 32, P atoms tend to adsorb on both (1100) and (1120) surfaces due to low temperatures and
high P pressures. This leads to the lateral growth and the formation of NWs with large diameters.
In this region, InP NWs consisting of {1120} side faces are preferentially grown due to the low growth
rate on (1120) surface compared with that on (1100) surface. The experimentally reported growth
modes of InP NWs under the conditions at the red circle, square, and triangle in Figure 35. Trends
of the calculated phase diagram qualitatively agrees with the experimental results [91], although the
criteria for adsorption of a P atom (boundary lines in Figure 35) could be underestimated. We note
that the possibility of In adsorption on the In-adsorbed (1100) surface, which facilitates the growth
of (1100) surface for high temperatures cannot be ruled out (see Figure 32a). Even if it is true, the
boundary between regions I and II in Figure 35 might shift toward higher temperatures, resulting in
expansion of region II. However, our conclusions still agree with the experiments qualitatively. It is
thus expected that the shape of InP NWs grown by the SA-MOVPE can be predicted on the basis of
this phase diagram.

 

Figure 35. Phase diagram for growth modes of InP NWs as functions of temperature and pressure.
Red circle, square, and triangle represent the experimental growth conditions for the high temperature
and low V/III ratio, the intermediate temperature and V/III ratio, and the low temperature and high
V/III ratio, respectively [90,91].

5. Concluding Remarks

In this article, we have exemplified the applicability of the chemical potential approach with the
aid of the macroscopic theory and MC simulations for fundamental understanding of the growth
processes of nanostructures for InAs and InP. The power of this approach is not only on understanding
the epitaxial growth processes but also on producing fundamental data such as surface phase diagrams
as functions of growth conditions. Surface phase diagrams and elemental growth processes have
been extensively investigated using similar approach for various semiconductors except InAs and
InP such as GaAs [18,41,103–108] and III-Nirides [7–9,109–128]. Figure 36 summarizes the calculated
surface phase diagrams with different orientations for AlN and GaN under H-rich conditions during
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MOVPE growth. It is found that the phase diagrams change whole situation depending on materials
and orientations. This suggests that MOVPE growth stably proceeds without depending on growth
conditions on polar (0001), nonpolar (1100), and nonpolar (1120) for AlN, and polar (0001), semipolar
(1101), and semipolar (1122) for GaN, since these phase diagrams are simple with small number
of phases. On the other hand, AlN semipolar surfaces give complicated phase diagrams strongly
depending on growth conditions in contrast with those of GaN. Therefore, careful control of growth
conditions is necessary to keep stable AlN MOVPE growth on the semipolar surfaces. This is just
an example for the availability of the chemical potential approach and surface phase diagrams as
fundamental data for the epitaxial growth.

(a)

(b)

Figure 36. Surface phase diagrams for H-adsorbed (a) AlN and (b) GaN with different orientations as
functions of temperature and pressure.

The applicability of our approach has also been exemplified for various NWs including SiC, GaP,
GaAs, InAs, ZnS, and ZnSe [98,101,102,129–131]. Furthermore, owing to ab initio calculations our
studies are easily able to be extended to computational modeling and predictions of the electronic
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and optical properties of NWs. Such kinds of studies have been carried out for GaN and ZnO NWs,
as seen in Figure 37 [131]. The calculated results demonstrate that the band gap energy of NWs
becomes large compared with the calculated bulk energy gap due to quantum confinement effects.
Moreover, the calculated imaginary part of their dielectric functions exhibit strong anisotropy and
there are several side peaks near the absorption edge caused by valence electronic states around
the highest-occupied band involved in the large dipole matrix elements. These calculated results
provide a firm theoretical framework to predict microscopic properties of various semiconductor NWs.
Consequently, the chemical potential approach enables us to interpret and predict epitaxial growth for
semiconductors from a quantum mechanical viewpoint, such as hetero-epitaxial growth and nanowire
growth in understanding their surface reconstructions through surface phase diagrams and growth
processes including adsorption-desorption and migration behavior of atoms and molecules on the
surfaces. Success will lead to more realistic simulations of epitaxial growth to give guiding principles
for their fabrications as functions of growth conditions such as temperature and gas pressure. Recent
progress in fabrication techniques will make it possible to create various new materials, including
nanosheet in addition to nanodots and nanowires by controlling the atomic arrangements during
epitaxial growth. Under these circumstances, the chemical potential approach will be an essential
technique in the future of materials design to interpret and predict dynamic changes of the material
properties because of its availability of predicting atomic arrangements during epitaxial growth.

(a) (b)

Figure 37. Calculated band structure and imaginary part of dielectric function of (a) GaN and (b) ZnO
NWs with diameter of 1.3 nm. Energies are measured from the highest occupied state. Solid and
dashed lines in dielectric function represent the imaginary part of dielectric function polarized along
the nanowire axis and that in the orthogonal plane.
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Abstract: To explore the kinetics and morphology of flow induced crystallization of polymers, a
nucleation-growth evolution model for spherulites and shish-kebabs is built based on Schneider rate
model and Eder model. The model considers that the spherulites are thermally induced, growing
like spheres, while the shish-kebabs are flow induced, growing like cylinders, with the first normal
stress difference of crystallizing system being the driving force for the nucleation of shish-kebabs.
A two-phase suspension model is introduced to describe the crystallizing system, which Finitely
Extensible Non-linear Elastic-Peterlin (FENE-P) model and rigid dumbbell model are used to describe
amorphous phase and semi-crystalline phase, respectively. Morphological Monte Carlo method
is presented to simulate the polymer crystallization in 3D simple shear flow. Roles of shear rate,
shear time and shear strain on the crystallization kinetics, morphology, and rheology are analyzed.
Numerical results show that crystallization kinetics, morphology and rheology in shear flow are
qualitatively in agreement with the theoretical, experimental and other numerical works which
verifies the validity and effectiveness of our model and algorithm. To our knowledge, this is the first
time that a model and an algorithm revealing the details of crystal morphology have been applied to
the flow induced crystallization of polymers.

Keywords: polymer crystallization; flow induced crystallization; Morphological Monte Carlo
simulation; shish-kebabs

1. Introduction

Polymer crystallization is an important factor affecting the microstructure and determining the
mechanical properties of the products [1,2]. Usually, polymers are processed with techniques such as
extrusion and injection molding. During the manufacturing processing, polymers experience complex
flow and thermal condition with the internal chains changing and folding to form different types of
crystalline structures. Hence, studies related to the crystalline structures forming and the kinetics of
crystallization under different flow and thermal condition are important.

Polymer crystallization in the flow field is also called flow induced crystallization (FIC) [2].
The experimental studies of FIC show that crystallization occuring in the flow field not only accelerates
the crystallization rate, but also leads to different types of crystalline structures when compared with
the quiescent crystallization [2], namely, both spherulite and shish-kebab structures, a typical oriented
crystalline structure under strain, where the extended molecular chains form the shish and remaining
molecular chains fold to form the lamellar structure which looks like kebabs, are found in FIC while
only spherulite structure is found in quiescent crystallization. Based on the experimental results,
many researchers proposed different analytical models for FIC which are mostly based on the
Nakamura equation and the Avrami–Kolmogorov equation [3]. For example, Doufas et al. [4],
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Tanner [5], and Ziabicki [6] applied a multiplying factor function of stress, shear rate, and
orientation, respectively, to modify the crystallization kinetic constant in the original Nakamura
model to take into account the effect of flow on crystallization. Eder [1], Kosher and Fulchiron [7],
and Zheng and Kennedy [8] molded the effect of flow on crystallization by considering nucleation
and modified the original Avrami–Kolmogorov model. The modified Nakamura model does predict
well in FIC, however, it has the disadvantage that it cannot reveal the details of crystal morphology.
The Avrami–Kolmogorov model, which is based on the morphology evolution, has the disadvantage
of lower accuracy at the later stage of polymer crystallization. Eder [1] proposed a mathematical
model based upon the crystal morphology to consider the effect of flow on crystallization. Through
considering spherulites as the growing spheres and shish-kebabs as the growing cylinders, they
obtained a series of differential equations using the Schneider rate equations [9]. Zuidema et al. [10]
modified the shear rate in the Eder model by recoverable strain as the driving force for flow induced
nucleation. Their work has taken a huge step in revealing the microstructures of the polymer products.
However, they did not give the method to capture the details of the nucleation-growth-impingement
of crystals. Therefore, their work requires using the crystallization kinetics equation.
Boutaous et al. [11] used the Schneider rate equation to describe the growth of thermally and flow
induced nuclei and explored the contribution of thermal and flow effects on the global crystallization
kinetics under different shear flow. They applied Avrami model to describe the kinetics and took the
crystal structure induced by flow as spherulite.

In order to avoid using crystallization kinetics model, morphological simulation is needed.
In the morphological simulation, relative crystallinity is transferred to the volume fraction of
crystals [12]. Thus far, there have been many studies on the morphological simulation of polymer
crystallization. Examples include: Raabe [12–14], Lin et al. [15], and Spina et al. [16,17] presented a
cellular automaton method to simulate the kinetics and topology of spherulite growth for polymer
crystallization; Liu et al. [18,19] used a level set method to capture the growth and impingement
of spherulites during the polymer cooling stage; Micheletti and Burge [20] and Ruan et al. [21,22]
applied a pixel coloring method to model and simulate the crystallization of polymer and short
fiber reinforced polymer; and Ketdee and Anantawaraskul [23] and Ruan et al. [24] presented the
Monte Carlo simulation in study of crystallization kinetics and morphology development in polymer
crystallization. However, we shall mention that these works were mainly concentrated on spherulite
structure. Our work [24] was an exception. In our previous work [24], we applied a Monte Carlo
method to capture the evolution of both spherulites and shish-kebabs and calculate the crystallization
kinetics in polymer crystallization. The work was carried out with parametric study where the effects
of nucleation density and growth rate of spherulites, nucleation density and length growth rate of
shish-kebabs on the crystallization were examined. The work was in an ideal case, parameters of both
spherulites and shish-kebabs were keeping constant to allow the simulation. This was not the case in
the real manufacturing process.

In this paper, we focus our attention on the more realistic shear flow which exists universally
in the manufacturing process and experiments. Based on the Schneider rate model and Eder model,
the morphology evolution model of both spherulites and shish-kebabs is deduced. By using this model
and the Monte Carlo method, polymer crystallization in 3D simple shear flow is simulated. Effects of
shear rate, shear time and shear strain on the crystallization kinetics, crystal morphology, and rheology
of the system are discussed.

2. Mathematical Model and Numerical Method

2.1. Morphology Evolution Model for Spherulites and Shish-Kebabs

In the flow field, polymers experience the complex thermal and flow condition, and different
crystalline structures like spherulites and shish-kebabs are presented. Both types of crystals contribute
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to the crystallization kinetics. Like many other work, here we assume the spherulites are thermally
induced and the shish-kebabs are flow induced.

For the spherulite structure, Schneider et al. [9] considered the spherulites as the growing spheres
and deduced a series of differential equations. These equations, also known as the Schneider rate
equations, are listed as follows [9]:

.
φ3 = 8πa (φ3 = 8πNs).

φ2 = Gsφ3 (φ2 = 4πRtot).
φ1 = Gsφ2 (φ1 = Stot).
φ0 = Gsφ1 (φ0 = Vtot)

(1)

where Ns, Rtot,Stot, Vtot are the total number, total radius, total surface area and the total volume of
spherulites, respectively; a is the nucleation rate; and Gs is the growth rate of spherulites.

For the shish-kebab structure, Eder [1] considered the shish-kebabs as the growing cylinders and
obtained a series of differential equations. These equations, known as Eder model, can be described as
follows [1]

.
ψ3 +

ψ3
τn

= 8πR1 (ψ3 = 8πNs−k).
ψ2 +

ψ2
τl

= ψ3R2 (ψ2 = 4πLtot)
.
ψ1 = Gs−k,rψ2 (ψ1 = S̃tot).
ψ0 = Gs−k,rψ1 (ψ0 = Ṽtot)

(2)

where Ns−k, Ltot,S̃tot, Ṽtot are the total number, total length, total surface area and the total volume of
shish-kebabs, respectively; τn is the temperature dependent relaxation time for the nuclei formation;
R1 =

.
γ

2gn/
.
γ

2
n is a driving force for nucleation of shish-kebabs, with

.
γ the shear rate and gn/

.
γ

2
n

the fitted parameters; τl is the temperature and shish-length-dependent relaxation time for the shish
during axial growth; R2 =

.
γ

2gl/
.
γ

2
l is a driving force of length growth of shish-kebabs, with gl/

.
γ

2
l the

fitted parameters; and Gs−k,r is the radius growth rate of shish-kebabs.
The equivalent differential equations of spherulites can be deduced from Equation (1):

Ns = Ns.
Rtot = 2NsGs.

Stot = 4πGsRtot.
Vtot = GsStot

(3)

From Equation (3), we know that two parameters can define the crystallization of spherulites, namely,
the nucleation density of spherulites Ns and the growth rate of spherulites Gs. Different kinds of
nucleation models for spherulites were proposed by researchers, which are mostly based on data fitting.

Here, we adopt the model proposed by Koscher and Fulchiron [7] and use the following equation
to describe the nucleation density of spherulites

Ns(T) = exp
(

ãΔT + b̃
)

(4)

In Equation (4), nucleation density is a function of supercooling temperature ΔT which is defined as
ΔT = T0

m − T with T0
m the equilibrium melting temperature, and ã and b̃ are the empirical parameters.

Equation (4) clearly shows that the nucleation of spherulites is induced by thermal condition.
As reported by researchers [3,25], growth rate of spherulites does not seem to be strongly

influenced by flow. Here, Hoffman–Lauriten expression [26] is used to describe it, namely,

Gs(T) = G0 exp
[
− U∗

Rg(T − T∞)

]
exp

(
− Kg

TΔT

)
(5)
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where G0 and Kg are constants, U∗ is the energy parameter similar to an apparent activation energy
of motion, Rg is the gas constant and T∞ = Tg − 30 ◦C is considered as the temperature at which no
further molecular displacement is possible.

The equivalent differential equations of shish-kebabs can be deduced from Equation (2):

.
Ns−k +

Ns−k
τn

= R1
.
Ltot +

Ltot
τl

= 2Ns−kR2
.
S̃s−ktot = 4πGs−k,rLtot.
Ṽtot = Gs−k,rS̃tot

(6)

Under the assumption that τl = ∞ [10], we obtain the following expressions

Ns−k = Ns−k.
Ltot = 2Ns−kR2 = 2Ns−kGs−k,l.
S̃s−ktot = 4πGs−k,rLtot.
Ṽtot = Gs−k,rS̃tot

(7)

From Equation (7), we know that three parameters can define the crystallization of shish-kebabs,
namely, the nucleation density of shish-kebabs Ns−k, the length growth rate of shish-kebabs Gs−k,l and
the radius growth rate of shish-kebabs Gs−k,r. According to Eder [1], length growth rate of shish-kebabs
Gs−k,l can be written as

Gs−k,l = R2 =
.
γ

2gl/
.
γ

2
l (8)

The radius growth rate of shish-kebabs Gs−k,r is often assumed to be equal to the growth rate of
spherulites Gs [10], namely

Gs−k,r = Gs (9)

Due to the fact that the driving force for the nucleation density of shish-kebabs Ns−k is not well
understood, several approaches are found in literatures. We have explained these in the Introduction
Section. Here, we adopt the model proposed by Koscher and Fulchiron [7], which is

.
Ns−k = CN1 (10)

where C is a constant, N1 is the first normal stress difference of the system. Equation (10) shows that
the nucleation of shish-kebabs is induced by flow condition.

2.2. Amorphous Phase and Semi-Crystalline Phase Model

The first normal stress difference appears in Equation (10); hence, it is necessary to give the
mathematical model of the crystallizing system. Here, we adopt the idea of Zheng and Kennedy [8]
and use a two-phase suspension model to deal with the crystallizing system. According to Zheng and
Kennedy [8], the crystallizing system can be treated as a suspension of semi-crystalline phase growing
and spreading in a matrix of amorphous material. The amorphous phase can be described as the
FENE-P dumbbell model and the semi-crystalline phase can be described as the rigid dumbbell model.

In the amorphous phase, the matrix can be treated as the elastic dumbbell model, which is
two beads connected by a spring. This dumbbell model obeys the well-known Fokker–Planck
equation. There are three kinds of numerical methods to solve the Fokker–Planck equation:
deterministic method, stochastic method and macroscopic method [27]. In the macroscopic method,
through the moment operation in Fokker–Planck equation, the relating constitutive equation is
obtained. However, this constitutive equation never closed and needs the closure approximation.
The familiar closure approximations are Finitely Extensible Non-linear Elastic-Peterlin (FENE-P),
Finitely Extensible Non-linear Elastic-Chilcott-Rallison (FENE-CR), Finitely Extensible Non-linear
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Elastic-Lielens (FENE-L), Finitely Extensible Non-linear Elastic-Lielens-Simplified (FENE-LS), etc. [27].
Here, the FENE-P model is used, which is given by [8,27]

λa(T)
∇
C + [

1
1 − trC/b

C − I] = 0 (11)

where C is the conformation tensor, λa(T) is the relaxation time of the fluid, I is the unit tensor, tr(•) is

the trace of the tensor, and
∇
C = DC/Dt − (∇u)T · C − C · (∇u) is the upper-convected derivative of C.

The relaxation time of the fluid λa(T) is a function of temperature and can be calculated by the shift
factor aT(T) as follows [8]

λa(T) = aT(T)λa,0 = exp[
Ea

Rg
(

1
T
− 1

T0
)]λa,0 (12)

where λa,0 is the relaxation time at the reference temperature T0. Ea/Rg is the constant and can be
determined by experiment. The stress contributed by amorphous phase can be written as [8,23]

τa = nkT[
1

1 − trC/b
C − I] (13)

with τa the stress caused by amorphous phase, n the number of dumbbells, and k the
Boltzmann constant.

The molecular chains in semi-crystalline phase can be treated as the rigid dumbbell model, i.e.,
two beads connected by a rigid rod. This rigid dumbbell cannot be stretched but can be oriented.
Through the force analysis, the orientation equation of rigid dumbbell can be obtained. Substitution
of orientation equation into continuity equation of configurational distribution function leads to the
well-known Fokker–Planck equation [8,27]. Here, we also use macroscopic method to solve it. By
moment operation of Fokker–Planck equation, evolution equation of orientation tensor is obtained [8]:

∇
< RR >= − 1

λsc(α, T)
(< RR > − I

3
)− .

γ :< RRRR > (14)

where < RR > is the second-order orientation tensor, λsc(α, T) is the time constant of the rigid
dumbbell, and

.
γ is the shear rate tensor. Time constant of the rigid dumbbell λsc(α, T) is related with

the relaxation time of fluid λa(T) by the following empirical form [4,8]

λsc(α, T)
λa(T)

=
(α/A)β1

(1 − α/A)β
α < A (15)

where A, β, β1 are the empirical parameters. Note that the fourth-order orientation tensor appears
in Equation (14). In order to find the solution of second-order orientation < RR >, the closure
approximation is needed. Different closure approximations are reported, including Linear, Quadratic,
Hybrid, Invariant Based Orthotropic Fitted closure (IBOF), Eigenvalue Based Orthotropic Fitted closure
(EBOF), etc. [28]. Here, we adopt the Quadratic closure approximation which is given by

< RRRR >ijkl = < RR >ij< RR >kl (16)

Stress caused by semi-crystalline phase τsc is written as follows [8]

τsc =
ηsc(α, T)
λsc(α, T)

(< RR > +λsc(α, T)
.
γ :< RRRR >) (17)
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where ηsc(α, T) is the viscosity of semi-crystalline phase which has the following relation with the
viscosity of amorphous phase ηa(T) [4,8]

ηsc(α, T)
ηa(T)

=
(α/A)β1

(1 − α/A)β
α < A (18)

Hence, the total stress of the crystallizing system is

τ = τa + τsc (19)

which contains the contribution of both amorphous phase and semi-crystalline phase. The first normal
stress difference in Equation (10) which is considered as the driving force for nucleation of shish-kebabs,
as calculated by Equation (19).

2.3. Numerical Method

Monte Carlo method and finite difference method are used to capture the evolution of crystal
morphology and to compute the evolution equation of amorphous phase and semi-crystalline
phase, respectively.

2.3.1. Monte Carlo Method

Monte Carlo method is introduced here to capture the nucleation-growth-impingement of
spherulites and shish-kebabs. We consider the polymer in a small spatial region, [0, 1]mm × [0, 1]mm ×
[0, 1]mm. The investigation is carried out under a certain temperature, shear rate and shear time.
The nucleation density Ns and growth rate of spherulites Gs are given in Equations (4) and (5),
respectively. The nucleation density of shish-kebabs Ns-k is listed in Equation (10). Length growth rate
Gs-k,l and radius growth rate of shish-kebabs Gs-k,r are presented in Equations (8) and (9), respectively.

Figure 1 shows the Monte Carlo method we used in the simulation. To better implement this
method, we refer to our work [24] for more details. Here, we briefly present the important techniques
and parameters. Firstly, spatial region is divided into a large array of equally sized cubic cells and in
our simulation this number is set as 107. Secondly, different crystals are distinguished by different
colors. Different colors are assigned to the different nuclei and the spatial cells covered by growth are
assigned to the same color with the corresponding crystal. Thirdly, relative crystallinity α is transferred
to the volume fraction of crystals, which is calculated by the cells that have been transformed to the
crystals with the total spatial number.

The main advantages of Monte Carlo method are that it can avoid the use of crystallization
kinetics model and it can also capture the detailed morphology evolution.
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Growth

Process

Radius of spherulites Rs = Gs t j+1

Radius of shish-kebabs Rs-k = Gs-k,r t j+1

Length of shish-kebabs Ls-k = 2 Gs-k,l t j+1

tj+1= tj+ t

Nucleation

Process

Calculate Ns Gs Ns-k Gs-k,r Gs-k,l

Produce the random new nuclei center with Ns(tj+1)  Ns(tj) of spherulites
Produce the random new nuclei center with Ns-k(tj+1)  Ns-k(tj) of shish-kebabs

Assume each nucleation occupies one unit cell

If the random point falls within the range of radius or 
length of several crystals, it is changed to a crystalline cell 
and assumed to be occupied by the crystal which having 
the minimal time to reach it.

Calculate the relative crystallinity 

=1

End

N

Y

Calculate T,  and N1

Produce a large number of random points restricted to the center of cells.
If it falls within the range of radius of one spherulite, it is changed to a crystalline 
cell and considered to be occupied by that spherulite;
If it falls with the range of radius and length of one shish-kebab, it is changed to a 
crystalline cell and considered to be occupied by that shish-kebab.

Figure 1. Flow chart for the Monte Carlo method in the simulation.

2.3.2. Finite Difference Method

Finite difference method is introduced to compute the equations in amorphous phase and
semi-crystalline phase. Evolution of conformation tensor Equation (11) and orientation tensor
Equation (14) are discretized by the first-order forward in time:

Cn+1 − Cn

Δt
= − 1

λa(T)
[

1
1 − trCn/b

Cn − I] + (∇u)T · Cn + Cn · (∇u) (20)

<RR>n+1−<RR>n

Δt = − 1
λsc(α,T) (< RR >n − I

3 )−
.
γ :< RRRR >

+(∇u)T · < RR >n + < RR >n ·(∇u)
(21)

with the initial condition C0 = I
3 , < RR >0= I

3 .
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3. Results and Discussion

3.1. Parameters

The polymer we used here is the polyethylene. Material data and the parameters are listed in
Table 1. Parameters for crystal morphology can be found in [7,10], and the parameters in amorphous
phase and the semi-crystalline phase can be found in [8,29].

Table 1. Material data and input parameters.

Variables Definition Values Variables Definition Values

ã Equation (4) 1.56 × 10−1 λa,0 Equation (12) 4.00 × 10−2s
b̃ Equation (4) 1.51 × 101 T0 Equation (12) 476.15K

G0 Equation (5) 2.83 × 102m/s Ea/Rg Equation (12) 5.602 × 103K
U∗/Rg Equation (5) 755 K b Equations (11) and (13) 5

Kg Equation (5) 5.5 × 105K2 n Equation (13) 1.26 × 1026/m3

T0
m Equation (5) 483 K k Equation (13) 1.38 × 10−23

Tg Equation (5) 269 K β Equations (15) and (18) 9.2
gl/

.
γl

2 Equation (8) 2.69 × 10−8 β1 Equations (15) and (18) 0.05

C Equation (10) 106Pa−1 · s−1 ·
m−1 A Equations (15) and (18) 0.44

3.2. Validity of the Simulation

To show the validity of our algorithm, results of relative crystallinity simulated by Monte Carlo
method are compared with the data predicted by the Avrami model which are descripted in Figure 2.
Here, we assume the nucleation of spherulites and shish-kebabs occur instantaneously with the density
Ns = 1012/m3 and Ns−k = 1012/m3, respectively, spherulites growing with the rate Gs = 10−6m/s
and shish-kebabs growing with the length rate Gs−k,l = 10−5m/s and radius rate Gs−k,r = 10−6m/s,
respectively. As can be seen in Figure 2, the simulation data show agreement with the Avrami model.
Hence, the Monte Carlo method used is efficient and reliable.

Figure 2. Comparison of simulation result with Avrami model.

We now show the reliability of our model. Simulations are carried out in 3D simple shear
flow. Figure 3 displays the shear rate with the half crystallization time when the polymer suffers a
constant shear time of 10 s. Results are compared with the experimental data obtained by Koscher
and Fulchiron [7]. Our model predictions are in qualitative agreement with the experimental results.
Therefore, the model we built is valid.
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Figure 3. Comparison of simulation result with the experimental result [7].

3.3. Effects of Shear Rate

In this section, we show the effects of shear rate on the crystallization and rheology. Here, we set
the shear time as ts = 10 s and the temperature as Tc = 140 ◦C.

3.3.1. Effects of Shear Rate on Crystallization

Figure 4 gives the number of shish-kebabs with the shear rate
.
γ = 0/s, 1/s, 2/s, 5/s, 10/s. The

case
.
γ = 0/s represents the quiescent case. It is clear that the number of shish-kebabs increases rapidly

with the increase of shear rate. After the cessation of shear, the number of shish-kebabs keeps constant.

 
Figure 4. Number of shish-kebabs with different shear rates.

Figure 5 shows the relative crystallinity with the different shear rates. It is evident that
crystallization rate is quicker in the case of considering the shearing effect. This accelerating effect is
mainly contributed by the shear induced shish-kebabs. Due to the shear effect in the flow field, the
nucleation and the length growth rate of shish-kebabs are provided. These promise the growth of
shish-kebabs and contribute to the acceleration of crystallization process. As can be seen in Figure 5,
increase of shear rate significantly increases the crystallization rate. This trend is consistent with the
simulation results of Zheng et al. [8], Boutaous et al. [11] and Rong et al. [30].

84



Crystals 2017, 7, 51

 

Figure 5. Relative crystallinity comparison with different shear rates.

Figure 6 plots the predicted crystal morphology with the shear rate
.
γ = 0/s, 5/s, 10/s when

α ≈ 0.5. In the quiescent case (
.
γ = 0/s), the crystal structure is spherulite, while in the shearing case

(
.
γ = 5/s, 10/s), the crystal structures are spherulite and shish-kebab. As we can see, with the increase

of shear rate, the global number of crystals increases obviously. In the
.
γ = 5/scase, the shish-kebab

structure is not notable. However, in the
.
γ = 10/s case, shish-kebab structure is apparent. Thus, we

can conclude that the increase of shear rate will lead to a higher anisotropy of the shish-kebab structure
and also more impact of shish-kebab on the global crystal morphology.

(a)  

(b)

(c)  

Figure 6. Morphology comparison with different shear rates (α ≈ 0.5). (a)
.
γ = 0 s−1; (b)

.
γ = 5 s−1;

and (c)
.
γ = 10 s−1.
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3.3.2. Effects of Shear Rate on Rheology

Figure 7 shows the evolution of viscosity in the system with different shear rates. It is
obvious that the viscosity increases slowly with time before it reaches the critical value; however,
when it reaches the critical value, the viscosity increases dramatically. This is caused by the
crystallization. As is shown in Equation (18), the viscosity of semi-crystalline phase is calculated
as ηsc(α, T) = (α/A)β1 ηa(T)/(1 − α/A)β; As α → A , ηsc → ∞ . Thus, the viscosity of system changes
dramatically as α → A . Besides, the higher shear rate leads to an earlier sudden increase in viscosity.
This is also in agreement with the work by Zheng et al. [8].

 

Figure 7. Evolution of viscosity with different shear rate.

3.4. Effects of Shear Time

In this section, we discuss the effects of shear time on the crystallization and rheology. The shear
rate is set as

.
γ = 10/s and the temperature is set as Tc = 140 ◦C.

3.4.1. Effects of Shear Time on Crystallization

Relative crystallinity with shear time ts = 0 s, 1 s, 2 s, 5 s, 10 s is shown in Figure 8. Crystallization
rate in the shear flow increases more noticeably than in the quiescent condition (shear time ts = 0 s).
Additionally, crystallization rate increases rapidly with the increase of shear time. This acceleration
effect is also caused by the flow induced shish-kebabs. As can be seen in Figure 8, the contribution
of relative crystallinity induced by flow increases as the shear time increases. Results here are also in
consist with the work by Zheng et al. [8], Boutaous et al. [11] and Rong et al. [30].

Crystal morphology when α ≈ 0.5 with the shear time ts = 5 s, 10 s, 15 s is plotted in Figure 9.
As expected, shish-kebab structure is more apparent in the case with longer shear time.
The morphology obtained here is similar to the experimental results by Koscher and Fulchiron [7].
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Figure 8. Relative crystallinity comparison with different shear time.

   

(a) (b) (c) 

Figure 9. Morphology comparison with different shear time (α ≈ 0.5): (a) ts = 5 s; (b) ts = 10 s;
and (c) ts = 15 s.

3.4.2. Effects of Shear Time on Rheology

In Figure 10, the evolution of viscosity with different shear time is given. The viscosity of the
system changes slowly at first, but becomes suddenly very large when time reaches a certain critical
value. Besides, the longer the shear time, the earlier occurring of the sudden increase in viscosity.
This is also caused by the crystallization process, which we explained in Section 3.3.2.

3.5. Effects of Shear Strain

In this section, we discuss the effects of shear strain. We set the temperature as Tc = 140 ◦C.
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Figure 10. Evolution of viscosity with different shear time.

3.5.1. Effects of Shear Strain on Crystallization

Figure 11 plots the evolution of relative crystallinity with time at the total shear strain equal to
50 in three cases: shear rate

.
γ = 2 s−1 and shear time ts = 25 s, shear rate

.
γ = 5 s−1 and shear time

ts = 10 s, and shear rate
.
γ = 10 s−1 and shear time ts = 5 s. As shown in Figure 11, the case with

higher shear rate and shorter shear time (
.
γ = 10 s−1, ts = 5 s) obtains the quickest crystallization rate.

This is mainly due to the following two reasons: (1) as seen in Figure 11, the number of shish-kebabs in
this case is the largest; and (2) the length of shish-kebabs Ls−k is the product of the length growth rate
Gs−k,l and the growing time t̃ (begin with the nucleation of the shish-kebab and end with the shear
time), which can be approximated with Gs−k,l ts. With the help of Equation (8), we know that Ls−k is a
function of

.
γ

2ts; when we keep the shear stain γ =
.
γts as constant, the length of shish-kebabs Ls−k is

larger in the case with higher shear rate
.
γ. Thus, in the higher shear rate and short shear time case

(
.
γ = 10 s−1, ts = 5 s), the contribution of shish-kebabs is larger. This also agrees with the numerical

work by Zheng et al. [8].

 

Figure 11. Relative crystallinity comparison with same shear strain but different shear rate and
shear time.
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3.5.2. Effects of Shear Strain on Rheology

Figure 12 shows the evolution of viscosity at three different conditions. As expected, the case with
higher shear rate and short shear time (

.
γ = 10 s−1, ts = 5 s) has the earliest occurring sudden increase.

Figure 12. Evolution of viscosity with same shear strain but different shear rate and shear time.

4. Conclusions

A morphological Monte Carlo simulation is carried out to calculate the crystallization kinetics
and capture the crystal morphology in 3D simple shear flow. Effects of shear rate, shear time and the
shear strain on crystallization kinetics, crystal morphology and rheology of the system are discussed.
The conclusions are drawn as follows.

(1) The evolution model and Monte Carlo method established are effective and reliable. With the
evolution model and Monte Carlo algorithm, we obtain reliable crystallization kinetics and
detailed crystal morphology.

(2) Effects of shear rate, shear time and shear strain on crystallization and rheology obtained here is
in agreement with other numerical work and experimental results. We show the great influence of
shear rate and shear time on the crystallization kinetics, crystal morphology and rheology of the
system. In a higher shear rate or longer shear time case, the contribution of shish-kebabs to both
crystallization kinetics and morphology becomes more significant and the sudden increase of
viscosity occurs earlier. Under the same shear strain, the case with higher shear rate and shorter
shear time can lead to a quicker crystallization rate and an earlier occurrence of sudden increase
of viscosity.
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Abstract: Silicon remains the most important material for electronic technology. Presently, some
efforts are focused on the use of Si nanoparticles—not only for saving material, but also for improving
the efficiency of optical and electronic devices, for instance, in the case of solar cells coated with a
film of Si nanoparticles. The synthesis by a bottom-up approach based on condensation from low
temperature plasma is a promising technique for the massive production of such nanoparticles, but
the knowledge of the basic processes occurring at the atomistic level is still very limited. In this
perspective, numerical simulations can provide fundamental information of the nucleation and
growth mechanisms ruling the bottom-up formation of Si nanoclusters. We propose to model the
low temperature plasma by classical molecular dynamics by using the reactive force field (ReaxFF)
proposed by van Duin, which can properly describe bond forming and breaking. In our approach,
first-principles quantum calculations are used on a set of small Si clusters in order to collect all the
necessary energetic and structural information to optimize the parameters of the reactive force-field
for the present application. We describe in detail the procedure used for the determination of the force
field and the following molecular dynamics simulations of model systems of Si gas at temperatures
in the range 2000–3000 K. The results of the dynamics provide valuable information on nucleation
rate, nanoparticle size distribution, and growth rate that are the basic quantities for developing a
following mesoscale model.

Keywords: Si nanoparticle; plasma synthesis; theoretical model; reactive force field; molecular dynamics

1. Introduction

The synthesis of nanoparticles in the gas phase by a bottom-up process is emerging as a promising
technology compared to traditional production techniques. This is because, even though the wet
phase synthesis has a better control of the nanoparticle morphology, it requires solvents and cannot
be easily used for industrial production. In contrast, the milling techniques are relatively simple and
can be adapted to large scale productions, but do not provide a good control of size and morphology
of the nanoparticles. Furthermore, some bottom-up processes do not use solvents and are therefore
more eco-friendly. In the case of hard materials that are stable at high temperatures, the synthesis
from gaseous phase in plasma reactors [1], flame reactors [2], and hot-wall reactors [3] is especially
interesting. The operating conditions—in terms of density and high temperature (2000–3000 K) of the
gas—in these types of reactors make the environment in which the synthesis occurs extremely complex,
difficult to monitor and investigate with experimental techniques. This is due to the non-equilibrium
thermodynamic processes, the kinetics that may develop in the range of ns or even of ps, and the
chains of chemical reactions between the precursors and any contaminant.

For such complex systems, computational modelling might in principle provide valuable insights
into the basic mechanisms that affect the synthesis process. These are, for example, nucleation,
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growth of the embryo-particles, and their surface chemical activity. Of course, numerical modelling
has its objective difficulties too, due to the size of the models and the time scale of the simulations
required to obtain results comparable to experiments. The basic approach in this case is to
define—when possible—different modeling regions of spatial and temporal dimensions that are
contiguous and partially superimposed. In the specific case of the plasma synthesis, the modelling
range extends from the atomic size of the primary species up to the macroscopic continuous reactor
and from the femtoseconds of molecular dynamics up to the milliseconds of diffusion and turbulence.
Chemical engineers have developed and already employ numerical models on the macroscopic scale
of the reactors, based on empirical parameters which, however, are not easily measurable (as in the
case of the reactors here considered). This has led to the development of meso-scale modelling for a
better understanding of the systems at a microscopic level. However, such models also depend on a set
of basic parameters derived from thermodynamical data obtained on bulk material that can generally
have properties very different from that of a nanoparticle. Atomistic modelling can provide insight
about the basic processes that occur on the scale of nanometers and picoseconds, and then drive the
subsequent models on larger scales to a better description of the system.

Atomistic modelling is the subject of the present report concerning the bottom-up synthesis
of nanoparticles from Si low temperature plasma. The main goal is to estimate—by means of
first-principle and molecular mechanics calculations with force fields (FF)–the morphology of
embryo-particles (small size clusters) that form through homogeneous nucleation of the monoatomic
gas and their growth during the first steps of the nucleation process. The numerical procedures
described here can be easily extended to other hard materials. They are based on density functional
theory (DFT), basin hopping [4] (DFT-BH) calculations, and molecular dynamics simulations based on
reactive force fields. These force fields can describe bond breaking and formation during the evolution
of the systems, which is fundamental in the cases examined in this study.

After a brief overview of the features of the reactive force field [5] and of the procedure to optimize
its parameters for the case of Si nanoparticles, the results of the dynamics in terms of inception time
of the nanoparticles as a function of their size and of the environmental conditions (temperature and
density of the primary gas) will be presented. These results will be critically discussed and compared
to the predictions provided by the Classical Nucleation Theory (CNT) [6], which, in different forms,
is largely used to describe homogeneous nucleation.

2. Model and Computational Details

The atomistic model adopted to simulate the early stages of the gas phase condensation of Si
nanoparticles consists of classical molecular dynamics simulations based on a reactive force field
(ReaxFF) originally developed by van Duin [5], where the parameters were recently optimized [7] for
Si-containing systems. ReaxFF is flexible, computationally efficient, and has been successfully applied
to a large variety of material modelling problems [8–15]. For these reasons, it has been selected to
model the early stages of the plasma-assisted growth of Si nanostructures.

For the simulation of this kind of process in Si-containing materials, two formally simpler
potentials—namely, Tersoff and Stillinger–Weber potentials—have been frequently employed.
Among the most recent applications there are the computational studies for the simulation of the
condensation, growth, and crystallization of Si nanoclusters obtained by magnetron sputtering [16–18].
In this technique, the fragments of Si (mainly embryo clusters but also isolated atoms) produced by
sputtering at very high temperatures (even 6000 K) pass through a condensation region occupied by an
inert gas (Ar) at a much lower temperature. The sample is obviously very far from equilibrium, and has
been simulated by molecular dynamics for an ensemble with constant number of atoms, volume and
total energy (NVE) with a time gradient of the temperature that is taken as large as 30 K per ns.
In our case we intend to refer to environmental conditions much closer to equilibrium and then better
represented by simulations for an ensemble with constant number of atoms, volume and average
temperature (NVT) with large fluctuations induced by the Berendsen’s thermostat adopted. These
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conditions correspond locally to those that are present in the thermal plasma reactors of industrial
type employed for large-scale production of nanoparticles.

ReaxFF is expressed by an extended set of analytical functions that reflect the complex picture of
the atomic interactions and depend on a number of different parameters. These parameters have been
derived, in the present case, from quantum chemistry calculations on model systems representative
of the species present in the Si plasma. The complex analytic form of the force field is, anyway,
much less computationally expensive than the Hamiltonian formulation of the quantum molecular
dynamics (QMD) methods, and as a consequence, classical simulations are the only practical choice
for describing large aggregates containing up to one million atoms. In comparison to most of the force
fields available in the literature, which essentially provide a physical picture of the system, ReaxFF
allows the simulation of bond breaking and formation. This aspect is very relevant in order to properly
simulate not only interactions, but also reactions, and then dynamically characterize the various
processes that determine and regulate the early formation of nanomaterial aggregates from the plasma.
The potential energy in ReaxFF is calculated as the sum of a number of energy terms depending on the
bond distance/bond order and bond order/bond energy relationships. The algorithm appropriately
describes under- and over-coordination and dismisses the energy terms depending on bond distance,
bond, and dihedral angles upon bond breaking. Non-bonded interactions (Coulomb and van der
Waals forces) are calculated between atom pairs with a shielding factor [19] to dampen close-range
interactions; atomic charges are calculated using the electronegativity equalization method (EEM) [20]
and long-range Coulomb interactions are calculated by means of a taper function with an outer
cut-off radius.

2.1. Optimization of the ReaxFF Parameters

Starting from a parametrization of the FF for Si based materials (VD) available in the literature [7]
and designed to describe the bulk structure of SiC and SiO2, we re-optimized the FF for the specific
systems under study in order to consider surface effects of small Si clusters. These effects can be
fundamental in the nucleation and growth processes, leading to nanoparticles with maximum diameter
of about 1 nm. The FF parameters have been optimized in order to reproduce a training-set (t-set) of
properties (i.e., energies and geometries) derived from quantum chemical (QC) calculations on selected
model systems. Few experimental measurements of dissociation/ionization energies and mobilities
of the ionized structures are available in the literature [21–24], whereas geometries and electronic
structures of small silicon clusters have been studied extensively by QC approaches over the last few
years [25–38].

The first-principle quantum method we have adopted is based on DFT [39], which is widely used
for studying medium-large molecular systems. Calculations have been performed by the ESPRESSO
package [40] using ultrasoft pseudo potentials [41] for an approximate description of the core electrons
that do not directly participate in the formation of molecular bonds, whereas the electronic structure of
the valence electrons (4 for Si) is described by the GGA-PBE [42] functional. Energy spin-restricted
optimizations were performed in a cubic box with side between 10 an 20 Å (depending on the size
of the cluster) and periodic boundary conditions in order to effectively project the wave function
on a set of plane waves with cut-offs on the wave-function/electronic density of about 140/1100 eV,
respectively. Other details of the DFT calculations are: gaussian smearing for the occupation of
the Kohn–Sham single-particle states of 0.03 eV; Brillouin zone explored at the Gamma point only;
single local minimization with a threshold on energy/forces of 10−3/10−4 au.

A small Si cluster may adopt various conformations corresponding to slightly different energy
values; at the plasma temperatures (>2000 K), a great number of such conformations is accessible.
For the optimization of the force field, we selected the most populated minimum energy configurations
of the clusters that have been identified by a specific algorithm based on geometry optimization
and Basin-Hopping [4]. This is one of the several global optimization methods that are used to
find the minimum of a multi-variable Potential Energy Surface (PES). As any other similar method,
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this approach does not guarantee a successful identification of the absolute energy minimum in a
finite time, but provides an efficient algorithm for exploring the PES and accumulating a voluminous
structural database. In our approach, for each cluster size, we performed a search for the minimum by
running several BH calculations (from three to five), composed of 500 steps each. At each step, the
cluster geometry is slightly modified randomly and a DFT geometry optimization is performed; the
step is accepted or refused according to the Monte Carlo/Metropolis criterion [43] with a kT value
in the range 0.5–1.0 eV [44]. The lowest-energy structures resulting from this search are summarized
in Figure 1 for Si clusters composed of an even number of atoms with a size in the range 6 to 36.
These structures were considered as model systems for computing the benchmark data forming the
training set.

Figure 1. Lowest-energy structures of Si clusters with an even number of atoms and size in the
range 6–34.

To refine the VD FF, we adopted the ReaxFF standalone code (version 2.0). The t-set adopted
was given by geometries and energies of a number of model systems selected among the structures
optimized by the DFT-BH searches, namely: Si2, Si3, Si4, Si5, Si6, Si8, Si10, Si12 (two structures),
see Figure 2, to which the basic unit of silicon diamond cubic crystal was added. Starting from
the original parametrization (VD) [7], we optimized only the relevant parameters responsible for
the flexibility of the Si clusters at high temperature against our t-set: (i) Si-Si bond (14 parameters);
(ii) Si-Si-Si valence angle (5 parameters); (iii) Si-Si-Si-Si torsion angle (5 parameters). These latest
parameters were not present in the original parametrization, but were added in this new force field to
get a better agreement with the t-set data. Starting values of the parameters were taken from carbon in VD.

The ReaxFF code adopts a sequential optimization procedure of the parameters by the
minimization of an error function (EF) which is calculated in the following way:

EF = ∑
i

| fFF,i − fQC,i|
w(i)

(1)

where fFF,i and fQC,i are, respectively, the running FF and the benchmark QC values of the i-th entry of
the t-set and w(i) is its weight. The sum is extended to all the geometrical/energetic entries of the t-set.
The ReaxFF optimization procedure works in the following way: at each step, a single parameter is
considered and its starting value is varied by adding and subtracting a given quantity; for these three
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values of the considered parameter, the total EF is estimated and a parabolic extrapolation is achieved
by finding (in correspondence of the minimum of the parabolic expression) the optimal value of the
parameter within the chosen window; if this new predicted value corresponds to a lower value of the
EF, the change is accepted and the algorithm moves to the successive parameter. As the parameters
are strongly entangled, several sequential optimization cycles have to be repeated in order to achieve
a real reduction of the EF against the t-set. It should be added that at each step the QC geometries
optimized by the DFT-BH procedure are compared to those optimized by using the running FF; this is
done in view of using the FF for an effective and realistic search of the different stable conformations
of the clusters.

Figure 2. Si clusters included in the training set used in the FF optimization.

From the point of view of this performance it is convenient to analyze the predicted lowest-energy
structures by using the two synthetic structural descriptors: R and θ. The first one refers to an average
value of the interatomic distances:

ri = ∑
j

ri,j/nj R = ∑
j

rj/N (2)

where N is the number of atoms in the cluster, each i−atom has ni first-neighbours, and ri,j is the
distance between atoms i and j; the second one refers to an average value of the molecular angles:

θi = ∑
j

θi,j/nj θ = ∑
j

θj/N (3)

2.2. Reactive Molecular Dynamics

Classical Molecular Dynamics simulations of the Si + Ar plasma have been carried out by using
the LAMMPS code [45] with the presently optimized reactive force field (in the following named
ND) in the NVT ensemble with the Berendsen’s thermostat in order to have temperature fluctuations
around a constant average temperature. In our approach, such simulations—performed at different
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compositions and temperatures—intend to model the environment present in thermal plasma reactors
employed for large-scale production of Si nanoparticles. The results are employed to investigate
nucleation processes and estimate specific parameters and mathematical expressions that can be used
to feed mesoscale models for the simulation of much larger systems.

On the basis of the good performance of the ND FF on the exploration of the PES at 0 K,
extensive MD simulations have been carried out by using this FF; nevertheless, a comparison with VD
on a specific set of thermodynamic conditions will be discussed in the next section as well, in order to
show how the two different parameterizations influence the nucleation and growth processes.

The computational details of the nucleation simulations are the following:

• Simulation box: an appropriate value of the length of the cubic simulation box has been chosen
in order to reduce the effect of the periodic boundary conditions. The number of events that
occur on the border becomes less and less relevant than the number of total events when the size
of the box is increased. In the limit of a box with an infinite size, the biasing constraint of the
translational periodicity disappears. According to a series of simulations in which the volume of a
cubic unit cell has been progressively increased (from a minimum of 64 ×103 nm3 to a maximum
of 13824 × 103 nm3), the volume chosen was 4096 ×103 nm3.

• Temperature: each simulation has been carried out at fixed average temperature. The temperature
range between 1800 and 2400 K has been explored by increasing the temperature by steps of 100 K
in each simulation.

• Atom density: the number of atoms within the simulation box has been chosen on the basis
of particular experimental conditions: total gas pressure within the plasma reactor around
1 atmosphere (standard ambient pressure). On the basis of this latter value, the density of the
simulation gas (which is composed of Si and Ar atoms) is about 3.6 × 1024 atoms/m3, which
corresponds—in the chosen cubic box—to an ensemble of about 12,000 atoms.

• Composition of the mixture: the content of the (Si, Ar) mixture has been varied according to the
following percentages: (i) 25% Si and 75% Ar; (ii) 50% Si and 50% Ar; and (iii) 75% Si and 25% Ar.

• Time step: The time step of the MD simulations has been set to 2 fs, having verified that a smaller
time step of 0.5 fs reproduces the same results at both the qualitative and quantitative levels.

We underline that the adopted models refer to environmental conditions close to equilibrium
corresponding, locally, to those that are present in the thermal plasma reactors of industrial type for
large-scale production of nanoparticles.

3. Results and Discussion

From the point of view of assessing the performance of the reactive FF in exploring the PES of
the small Si clusters, it is interesting to compare the structures predicted by the VD and the presently
refined parametrization ND of the reactive FF against DFT results. In Figure 3, the lowest-energy
structures predicted at sizes 12, 20, 30, and 36 are reported, together with a structural and energetic
analysis of the conformations obtained. It should be noted that the lowest-energy structures shown in
Figure 3 have been obtained by adopting the same BH search protocol described above, with energies
and forces calculated at the FF level, but the energy of such structures has been then computed at the
DFT level for a correct comparison with the DFT-BH results.

From the structural point of view, we can observe two main features that characterize the
geometries of small Si clusters:

(i) a compact arrangement of atoms with coordination numbers and coordination angles much
different from bulk silicon, where the coordination number is strictly four and the angles are
perfectly tetrahedral; in the DFT-BH optimized structures, instead, the number of nearest
neighbours can be as large as 6 and even 7, and the bond angles are remarkably different
from tetrahedral;
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(ii) cluster surfaces are not smooth, but sharp with the presence of convex re-entrances, leaving the
surface atoms with a very low coordination of one, or maximum two, neighbours.
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Figure 3. Structural and energetic results obtained by using different parametrizations of ReaxFF for
Si clusters of size 12, 20, 30, and 36. The structural data R and θ are defined in Equations (2) and (3),
respectively, while σ refers to their root-mean-square dispersion. DFT: density functional theory; ND:
present optimization of ReaxFF; VD: parametrization for Si-based materials available in the literature [7].

By inspecting the results of the two FFs, we can see that the presently optimized parametrization
ND using the t-set shown in Figure 1 better reproduces both the structural and energetic DFT results.
Indeed, the two structural features discussed above can be found in the geometries predicted by the
ND FF, and the relative FF energies are closer—compared to the VD values—to the benchmark DFT
ones. The limitations exhibited in the present application by the VD FF could be due to its apparent
tendency to favor Si atoms with “bulk-character”. As a consequence, in the structures predicted for the
small clusters, the average coordination number is about four, as evidenced by the high number of red
atoms in Figure 3, which are tetrahedrally shaped, and by very smooth surfaces; moreover, the DFT
energy of the VD FF optimized structures is higher than that predicted by the ND FF [44].

A direct comparison of our present MD results with those available in the literature [16–18]—using
the Tersoff or Stillinger–Weber potentials in order to evaluate the performance of different force
fields—would be biased by the large differences in the model systems adopted and in the characteristics
of the MDs employed. An accurate comparison would require calculations in which the features of the
simulations are more homogeneous, which is outside the scope of the present work.

Two typical results of the nucleation MD simulations at different temperatures are shown in
Figure 4. On a short time scale, the dynamics is dominated by the formation of smaller aggregates
(mainly Si dimers, which are quickly formed); the concentration of the smaller clusters reaches a
plateau and then starts decreasing due to the formation of the larger aggregates. As can be noted
in Figure 4a, a further peak is found at size 8, which corresponds to a remarkably stable structure
of the Si system. As the simulation proceeds, larger aggregates start to form. At lower temperature
(Figure 4a), several Si30 clusters can be found at the end of the run (about 300 ns), whereas at higher
temperature (Figure 4b), the particles growth is slowed down due to the larger thermal agitation and
only few aggregates of size around 30 can be obtained at the end of the simulation. This picture is
different from that provided by the classical nucleation theory, in which, out of nothing, a nanoparticle
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of critical mass is produced without a previous history. In our opinion, this phenomenological model
does not apply to the cases where—as for Si—the interaction between atomic components leads to the
formation of covalent bonds with bond energy much higher than the available average thermal energy.

Figure 4. Nucleation and growth picture at (a) 1800 K and (b) 2400 K.

In Table 1, the characteristic inception times for particles of size 20, 30, and 40 are reported as a
function of the temperature for the three mixture compositions specified above. The inception time of
a particle composed of N atoms is estimated as the time when the first particle of that size appears
in the simulation box. For a specific nuclearity, the inception time increases when increasing the
temperature due to the higher thermal agitation that slows down the aggregation process. As could be
expected, the inception time decreases at increasing Si content when comparing the same particle size
and temperature. The Ar gas present in industrial thermal plasma reactors provides a more effective
coupling with the electromagnetic field applied for the formation and maintenance of the plasma; the
case of a pure Si gas is practically not realized. Our simulations (not included in this study) of such a
system show that the processes of condensation and growth of Si nanoparticles remain substantially
unchanged; the presence of Ar is not necessary for their implementation.

Table 1. Inception times (ns) for Si particles of 20, 30, and 40 atoms.

Si 25% Si 25% Si 25% Si 50% Si 50% Si 50% Si 75% Si 75% Si 75%

System N = 20 N = 30 N = 40 N = 20 N= 30 N = 40 N = 20 N = 30 N = 40

T = 1800 K 165 176 229 89 91 103 47 61 71
T = 1900 K 156 219 266 70 106 132 54 77 84
T = 2000 K 205 249 273 90 123 142 58 77 89
T = 2100 K 219 271 305 89 115 156 67 78 83
T = 2200 K 199 314 332 121 137 169 78 96 112
T = 2300 K 247 340 366 125 143 208 67 95 114
T = 2400 K 270 391 126 198 86 119

When using the force field VD, the results of the nucleation and growth processes are completely
different: at T = 2000 K with a plasma made of 50% Si and 50% Ar (within a time scale of around
160 ns), only a very low percentage of atoms form aggregates, as it can be evinced by inspecting
Figure 5a; moreover, only dimers are formed (about 50 during the simulation, see Figure 5b) with the
sporadic appearance of trimers, which soon dissociates again in dimers and single atoms (see Figure 5c).
This behaviour could be due to an instability of the trimer that originates a bottleneck in the growth
process [44], as this nuclearity is a mandatory step in the growth of larger aggregates, due to the fact
that the formation of a tetramer due to the aggreagtion of two dimers is a very unlikely event in the
present conditions.
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Figure 5. Number of (a) unreacted Si atoms; (b) dimers; and (c) trimers as a function of time at
T = 2000 K. The results from the ND and VD FFs are shown in red and green, respectively.

To conclude, we compare the results of the present MD simulations with the ND FF and the
only—to our knowledge—work in the literature reporting the values of partial pressures of small SiN
clusters (N = 1–6) in the vapour phase in equilibrium with the Si liquid phase calculated on the basis
of classical thermodynamics [46]. In order to compare with the reported data, in Figure 6 we have
plotted the ratio between the numbers of dimers and single atoms vs. the ratio between the number of
trimers and dimers as a function of the simulation time. In this case, an NVT dynamics calculation
has been performed at a total pressure of 1.22 × 10−2 MPa (1 atm = 0.1 MPa) and a temperature
of T = 3000 K, matching one of the conditions considered in the experiment. The choice to operate
at a higher temperature (with respect to the previous simulations) has been done to work with a
higher value of Si pressure, and hence collect more statistical information about the investigated
system. The simulation box contained 2860 atoms, and time-step has been set to 2.0 fs; the Berendsen’s
thermostat has been employed, in agreement with the methodological procedure applied for the
estimation of the nucleation rates. According to the results reported in Figure 6, it can be seen that
the dimers/atoms ratio is quite stable and reaches a plateau around the value 0.05; on the other side,
the trimers/dimers ratio is less regular and is characterized by remarkable oscillations, mainly due
to statistical reasons (lower absolute number of trimers in the simulation box during the dynamics);
nevertheless, we can estimate that the latter ratio oscillates around the value 0.10 during the simulation.
The obtained values of the ratios are in qualitative agreement with the data of Reference [46], which
reports a dimers/atoms ratio of about 0.11 and a trimers/dimers ratio of about 0.25 at the considered
values of temperature and pressure.
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Figure 6. Ratio between the number of dimers and unreacted atoms (in red) vs. ratio between trimers
and dimers (in green) for a set of thermodynamic variables specified in the main text.

4. Conclusions

We have proposed an theoretical approach to the difficult problem of modelling the nucleation and
growth of embryo- particles in a low temperature plasma, with application to the Si gas. The approach
is based on reactive molecular dynamics with a FF specifically optimized using DFT calculations as
benchmark for a set of small Si clusters. The presently proposed (ND) FF—optimized starting from
the one (VD) available in the literature—shows appreciable improvements in the description of Si
nanoparticles. The results obtained by exploring the PES at 0 K evidenced the tendency of VD FF to
over-estimate the bulk behavior in Si clusters. On the contrary, ND FF was capable of more confidently
reproducing small clusters and favoring the formation of compact aggregates. The results of the
molecular dynamics simulations performed with the ND FF are in reasonable agreement with the
very few experimental data available for this kind of system, although the experimental environment
corresponding to Si vapor in equilibrium with the liquid phase is only roughly represented by our
simulation model. Unfortunately, an extension of the model including a representation of the liquid
phase would lead to too-CPU-demanding calculations. Our results can be viewed as describing a
state of quasi-equilibrium only in the sense that the obtained ratios are quite stable in a wide time
window; consequently, the agreement of theory and experiment can be expected only at a qualitative
level. The results obtained show that the proposed theoretical model can be satisfactorily applied to
systems where the experimental studies are very difficult to perform and an accurate description of
the basic processes at the atomistic level is presently missing.
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Abstract: Based on the monolayer growth mode of graphene sheets (2D crystal) by chemical vapor
deposition (CVD) on a Cu surface, it should be possible to grow the 2D crystal embedded with single
wall carbon nanocones (SWCNC) if nano-conical pits are pre-fabricated on the surface. However,
a previous experiment showed that the growing graphene sheet can cross grain boundaries without
bending, which seems to invalidate this route for growing SWCNCs. The criterion of Gibbs free
energy was applied in the present work to address this issue, showing that the sheet can grow into
the valley of a boundary if the boundary has a slope instead of a quarter-turn shape, and SWCNCs
can be obtained by this route as long as the lower diameter of the pre-fabricated pit is larger than
1.6 nm and the deposition temperature is higher than 750 K.

Keywords: graphene; carbon nanocones; molecular dynamics simulation

1. Introduction

As a 2D crystal, graphene has vast applications. It would be highly interesting if single wall carbon
nanocones (SWCNCs) can be growth in graphene sheets since SWCNCs also have many extraordinary
properties. Theoretical studies show that SWCNCs have good mechanical properties [1], a strong
ability for electronic emission [2,3], heat flux rectification [4], and an electrical rectification effect [5].
Molecular dynamics (MD) simulations indicated that SWCNCs are stable even at 1500 K [6], and
our previous work employing a statistical model showed that the cones can survive for 107 years at
room temperature [7], which makes them potential candidates for future nanoscale devices. However,
it remains a challenge to prepare SWCNCs without elaborately tailoring graphene sheets [7]. In the
present work, we explored approaches to grow graphene sheets with desired structures, such as
SWCNCs, carbon nanotubes, or cubic boxes, embedded in the sheets.

Recently, the chemical vapor deposition (CVD) method has been proven to be the most powerful
approach to grow large-scale high-quality monolayer graphene [8], and the sheets are usually grown
on a Cu substrate. Because of the low catalytic reactivity for dehydrogenation on top of graphene and
the negligible carbon solubility in Cu, a graphene sheet with monolayer thickness grows larger and
larger on the surface of a Cu substrate. Thus, if we pre-fabricated some nano-scale pits with conical or
cylindrical shapes on the surface of a Cu substrate by physical or chemical methods (such as highly
focused electron beam bombardment), then the growing sheet might occupy the pits and finally form
some 3D structures embedded in the sheet. However, this seems impossible because of an experimental
observation that the graphene sheet can grow continuously over grain boundaries without bending [9].
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In this work, we first performed MD simulations of the growth of a monolayer graphene sheet on
the grain boundaries of a Cu substrate, showing that on the quarter-turn boundary of a Cu crystal grain,
the graphene sheet always maintain a flat structure, which is why the sheet can grow continuously
across the grain boundaries [9]. However, if the quarter-turn boundary is replaced with a slope, the
simulations show that the structure is a bent sheet which is stuck to the surface. Because MD simulation
can only cover a very short time period (<1 μs), the criterion of Gibbs free energy (GFE) was applied
to address this issue, showing that the bent graphene sheets are of lower GFE on a slope than on the
flat surfaces, indicating that the bent graphene sheet can be obtained on the sloped boundary. On this
basis, the GFE criterion was applied to explore the conditions for growing graphene sheets embedded
with nano-conical structures by pre-fabricating conical pits on the surface of Cu substrates, showing
that SWCNCs with cone angles larger than 90◦ can be achieved as long as the lower diameter of the pit
is larger than 1.6 nm and the growth temperature is higher than 750 K.

2. Growth on the Cu Grain Boundaries

Regarding atomistic sizes, most crystal grain boundaries on metal surfaces should be of
a quarter-turn shape, as shown in Figure 1. Therefore, we performed MD simulations on the relaxation
of a piece of graphene sheet initially stuck to a quarter-turn boundary. Specifically, a Cu substrate of
nine atomic layers with (111) surfaces was constructed according to the lattice constant 3.615 Å, and
the motion of a graphene sheet containing 290 carbon atoms placed on the quarter-turn boundary was
simulated by MD. In the simulation, the carbon atoms of the left-most two rows as well as all the Cu
atoms were fixed, and the periodic conditions were applied in the Y-direction. Throughout this work,
the standard Verlet algorithm was used to integrate the Newton equation with a time step of 0.2 fs,
and the interactions between C-C and Cu-Cu were described by the Brenner function [10] and the
tight-binding potential [11], respectively, while the interaction between C and Cu atoms was described
by the Lennard-Jones (L-J) potential [12].

Figure 1. Schematic of a grain boundary with a quarter-turn shape covered by a piece of graphene
sheet containing 290 C atoms.

Considering that the temperature for graphene growth by CVD is about 1200 K, the C atoms,
except for the ones of the left-most two rows (the yellow balls in Figure 1), were initially assigned
velocities of Maxwell distribution at 1200 K, and were then allowed to relax freely. After about 50 ps,
the bent graphene sheet became flat with a little vibration. The initial temperature has little effect
on the process. For example, when the mobile C atoms were initially assigned velocities of Maxwell
distribution at 300 K, the bent sheet also turned into a flat structure in about 50 ps. However, things
changed when the quarter-turn boundary was replaced with a slope of bent angles of 15◦, 30◦, and 45◦,
as shown in Figure 2. After the mobile C atoms were assigned the velocities of Maxwell distribution
at 1200 K, the graphene sheet kept the curved shape until the end of the MD simulation, at 200 ps.
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Nevertheless, we do not know what will happen if the MD simulation can cover a period of more than
1 s, so we have to apply the criterion of GFE to approach this problem.

Figure 2. The structure of a piece of graphene sheet consisting of 290 C atoms on different slopes of the
grain boundary after 200 ps relaxation at 1200 K.

For zero pressure, the GFE is
G = U − TS, (1)

where U is the internal energy, and the entropy S is calculated by

S = S0 +
∫ T

T0

Cp

T
dT, (2)

where S0 is the entropy for T0 = 0.01 K, and was neglected in this work. The heat capacity CP was
calculated by Cp = dE/dT, where the internal energy E as the function of temperature T was obtained
by MD simulations. Specifically, the mobile C atoms of the graphene sheet of 290 atoms were first
cooled below 0.01 K, and were then assigned velocities of the Maxwell velocity distribution at the
temperature T every 0.1 ps until the system reached the prescribed temperature T. Then the system was
allowed to relax freely for about 2 ps, during which the internal energy and temperature was recorded
every 20 fs to produce the average value. Setting the temperature T from 10 K–40 K with an interval of
10 K, we obtained the relationship between the internal energy and temperature. The obtained GFE
of the graphene sheets stuck on the slopes of different angles are shown in Figure 3a, where the GFE
of a flat sheet on a quarter-turn boundary is also presented, indicating that the GFE of the curved
graphene on the slopes is significantly smaller than the flat graphene on the quarter-turn boundary,
and the smaller the slope angle, the smaller the GFE. For a given slope, the GFE of the flat sheet (Gf )
is significantly larger than for the bent sheet (Gb) if the slope angle is smaller than 60◦ (Figure 3b),
indicating that in the process of graphene growth on the Cu surface by CVD, the sheet would stick to
the surface of the slopes to form a bent structure as long as the angle is smaller than 60◦, and an angle
of 30◦ should be favorable for growth of the bent sheet.
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Figure 3. (a) The GFE of a piece of graphene sheet on boundaries of different slopes as a function of the
temperature, and (b) the difference defined as Gf −Gb for a given slope.

3. SWCNC Growth by CVD Methods

Based on the discussion in the previous section, it is not impossible to grow SWCNCs embedded
in graphene sheets by pre-fabricating conical pits on the surface of Cu substrates, and it is necessary
to explore the specific conditions for growth. MD simulation seems to be an ideal method to display
the growth process and therefore can determine under what conditions SWCNCs may grow on Cu
substrates. However, the realistic growth rate of graphene by CVD is too slow for MD to simulate,
and we have to resort to the GFE criterion that states for an isobaric process, such as CVD growth, the
system tends to a structure of lower GFE. Therefore, we calculated the GFE of a piece of graphene
sheet crossing over a pit on the surface (Figure 4a), or bending into the pit (Figure 4b), to see which
geometry is of smaller GFE.

Figure 4. (a) Schematic of a piece of flat graphene sheet covering half of a conical pit with an angle of
90◦; or (b) the sheet bending into the pit.

A technique of time-going-backwards [13,14] in the MD simulation was employed to obtain the
probable structure of a piece of graphene sheet bent into the pit (Figure 4b). Specifically, a graphene
sheet containing 176 C atoms was initially placed over a conical pit with a 45◦ angle slope (Figure 4a),
corresponding to a conical angle of 90◦, and then the C atoms of the leftmost two rows and all the Cu
atoms were kept fixed while the Newton’s equations for the other mobile C atoms were integrated by
a negative step of −0.2 fs, during which every mobile C atom was assigned a velocity every 0.16 ps by

vi =
[
v0

i − θ1/2vT(ξ)
]
/(1 − θ)1/2, (3)

where v0
i and vT(ξ) are the present velocity of atom i and the velocity randomly chosen from the

Maxwell distribution at 300 K, respectively, while θ is a random number (1 < θ < 1). In this process,
the temperature increased step by step, and when the temperature increased to 4000 K, the Newton’s
equations were integrated by a positive step of 0.2 fs and the mobile C atoms were assigned a velocity
every 0.16 ps by

vi = (1 − θ)1/2v0
i + θ1/2vT(ξ) (4)
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When the system arrived at about 300 K, we cooled the system down to 0.01 K by a damping
method [13], and recorded the geometrical structure as well as the potential energy.

The above heating and cooling cycle ran 100 times for each of the conical pits with lower diameters
of 1.2, 1.6 or 2.0 nm, producing 100 geometrical structures for each pit. As listed in Table 1, among
the 100 configurations there are 41, 25 and 5 structures extending into the pits with diameters of 2.0,
1.6, and 1.2 nm, respectively, indicating that the larger pits are more favorable to the growth of the
bent structures. The potential energy of the resultant structures changes in the range of 30–40 eV, and
some of the bent structures have lower potential but others do not, implying that the potential energy
is insufficient to judge the dynamic probability for growth of the bent structure.

Table 1. Number of bent structures appearing in 100 rounds of heating and cooling cycles.

Substrate Diameter of Pit Bottom (nm) Number of Bent Structures

2 2.0 41
4 1.6 25
26 1.2 5

We calculated the GFE of the above bent structures (Gb) and of the flat structure (Gf) with the
same number of C atoms. The calculations showed, generally, that the lower the potential of the bent
structure, the lower the GFE. So only the GFE of the bent structures with lower potential energies
need to be inspected. For the pit with a lower diameter of 2.0 nm, three bent structures of lower
potential energy denoted by S1, S2 and S3 are shown in the inset in Figure 5a, where the temperature
dependence of the GFE difference, ΔG = Gf − Gb, is presented for each of the structures. Below room
temperatures, the GFE of the flat sheet is significantly smaller than the bent sheets, while as the
temperature increases above 470 K, the GFE of the bent structure S1 gets smaller than the flat sheets.
Among the three structures, the GFE of S1 is significantly lower than the others in the entire temperature
range (0–1200 K), so at about 1200 K, the CVD growth of graphene on Cu surface should probably be
formed. For the pit with a lower diameter of 1.6 nm, two bent structures of lower potential energy,
denoted by C1 and C2 in Figure 5b, have GFEs smaller than the flat structures when the temperature
is above 950 K, and the GFE of C1 is significantly smaller in the entire temperature range. Therefore,
the bent structure C1 would be more probable in the CVD growth. However, for the pit with a lower
diameter of 1.2 nm, the GFEs of all the bent structures are always larger than the flat structures in the
temperature range from 0–1200 K, implying that the bent structures can not be formed in this pit.

Figure 5. (a) Temperature dependence of the GFE difference ΔG = Gf − Gb for structures S1, S2 and
S3 bent into the pit with a lower diameter of 2.0 nm, and (b) for structure C1 and C2 bent into the pit
with a lower diameter of 1.6 nm.
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4. Conclusions

Based on the GFE criterion, it is shown that single wall carbon nanocones embedded in single
layer graphene sheets can be obtained by CVD on a Cu surface with pre-existing conical pits. For a 90◦

conical angle, the growth requires that the lower diameter of the pit must be larger than 1.6 nm and
the temperature of the substrate should be higher than 750 K, which is below the temperature required
for the CVD growth of graphene. Certainly, it is necessary to understand the dynamics of how the
carbon atoms move into the pit to form the nanocone, but the process is too slow to be simulated by
MD, so the specific pathway or mechanism for the nanocone growth and the exact structures of the
bent sheet still escape prediction.
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Abstract: Alkanes are important building blocks of organics, polymers and biomolecules.
The conditions that lead to ordering of alkanes at interfaces, and whether interfacial ordering of
the molecules leads to heterogeneous crystal nucleation of alkanes or surface freezing, have not
yet been elucidated. Here we use molecular simulations with the united-atom OPLS and PYS
alkane models and the mW water model to determine what properties of the surface control the
interfacial orientation of alkane molecules, and under which conditions interfacial ordering results
in homogeneous or heterogeneous nucleation of alkane crystals, or surface freezing above the
melting point. We find that liquid alkanes present a preference towards being perpendicular to the
alkane–vapor interface and more parallel to the alkane–water interface. The orientational order in the
liquid is short-ranged, decaying over ~1 nm of the surface, and can be reversed by tuning the strength
of the attractions between alkane and the molecules in the other fluid. We show that the strength
of the alkane–fluid interaction also controls the mechanism of crystallization and the face of the
alkane crystal exposed to the fluid: fluids that interact weakly with alkanes promote heterogeneous
crystallization and result in crystals in which the alkane molecules orient perpendicular to the
interface, while crystallization of alkanes in the presence of fluids, such as water, that interact more
strongly with alkanes is homogeneous and results in crystals with the molecules oriented parallel to
the interface. We conclude that the orientation of the alkanes at the crystal interfaces mirrors that in
the liquid, albeit more pronounced and long-ranged. We show that the sign of the binding free energy
of the alkane crystal to the surface, ΔGbind, determines whether the crystal nucleation is homogeneous
(ΔGbind ≥ 0) or heterogeneous (ΔGbind < 0). Our analysis indicates that water does not promote
heterogeneous crystallization of the alkanes because water stabilizes more the liquid than the crystal
phase of the alkane, resulting in ΔGbind > 0. While ΔGbind < 0 suffices to produce heterogeneous
nucleation, the condition for surface freezing is more stringent, ΔGbind < −2 γxl, where γxl is the
surface tension of the liquid–crystal interface of alkanes. Surface freezing of alkanes is favored by
their small value of γxl. Our findings are of relevance to understanding surface freezing in alkanes
and to develop strategies for controlling the assembly of chain-like molecules at fluid interfaces.

Keywords: surface ordering; chain molecules; homogeneous nucleation; heterogeneous nucleation;
surface freezing; complete wetting; assembly; crystallization

1. Introduction

Alkanes are simple organic molecules and the main building block of complex organic compounds,
including surfactants, polymers and lipids. One of the unique properties of alkanes is the surface
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freezing effect [1–3]. Linear alkanes with 16 to 50 carbons form a crystalline monolayer with the
molecules perpendicular to the alkane–vapor interface at temperatures up to three Kelvin above their
bulk equilibrium melting temperatures [2]. A recent experimental and simulation study of supercooled
alkane droplets demonstrates that alkanes crystallize heterogeneously at the alkane–vapor interface [4].
A monolayer of alkanes perpendicular to the interface is formed before the interior of the droplet
crystallizes [4], even for alkanes that are too short to present surface freezing.

There is no surface freezing of alkanes at the alkane–water interface [5], although alkanes
interact more strongly with water than with alkane vapor. The order of alkanes at the alkane–water
interface has been studied with total internal reflection second-harmonic generation spectroscopy [6–8].
The calculated effective second-order susceptibilities from simulations of configurations having the
alkane chains parallel to the alkane–water interface result in better agreement with experimental
measurements than the ones calculated from configurations with the alkane chains perpendicular to
the interface [9]. That result is consistent with previous molecular simulations of alkane–water slabs
that found the alkane to be more parallel at the interface than in the bulk of the liquid [10,11]. The first
goal of this study is to identify which property controls the interfacial ordering of alkanes.

A recent simulation study of the heterogeneous crystallization of alkanes by silicon-like templating
model surfaces indicates that the rate of crystallization increases as the alkane–surface interaction
potential becomes more attractive [12]. As vacuum, that has no attraction to alkanes, promotes the
heterogeneous crystallization of alkanes, this poses the question of whether the same rule applies to
crystallization of alkanes by fluid interfaces, which cannot act as a template to order the alkane crystal.
To the best of our knowledge, it has not been demonstrated whether alkanes crystallize at the water
interface, with which they experience dispersion interactions. Our second goal is to determine the
crystallization mechanism—homogeneous or heterogeneous—of alkanes in the presence of water and
other fluids.

A commonality of surface freezing and heterogeneous crystallization of alkanes is that a layer of
crystalline alkane perpendicular to the interface precedes the bulk crystallization [2,4]. The third goal
of this study is to interpret the conditions that lead to homogeneous or heterogeneous nucleation of
supercooled alkanes, and the existence of surface freezing above their melting point. We have recently
demonstrated that the condition for heterogeneous nucleation is that the binding free energy of the
crystal to the nucleating surface is negative, ΔGbind < 0, and that complete wetting of the surface
by the crystal is attained when the binding free energy is not only negative but less than twice the
liquid–crystal surface tension, ΔGbind < −2 γxl [13]. Here we use the framework of ref [13] to interpret
the mechanism of crystallization of alkanes at fluid interfaces, and to explain why—for a particular
combination of surface and alkane—heterogeneous nucleation can occur without surface freezing but
surface freezing cannot occur without heterogeneous nucleation.

2. Methods

Force fields. Alkanes are modeled with two different united-atom (UA) force fields: PYS [14–16]
and OPLS [17,18]. These force fields have been widely used to investigate the structure, interfacial
properties and phase transitions of alkanes [4,12,19–37]. Water is modeled with the monatomic water
model, mW [38], which has been extensively used to study the structure, thermodynamics, interfacial
properties, and phase transitions of water [38–83]. All the force fields in this study are united-atom
force fields and all interactions are short-ranged. We model the interaction of methyl and methylene
groups with water through Lennard-Jones potentials, and assume that both alkane moieties, which we
here call C, interact identically with water. The C–C and C–mW interactions are cut off at 1.2 nm with a
long-range van der Waals tail correction to the energy and pressure [84] (implemented in LAMMPS [85]
through the pair_modify tail command) as recommended for PYS alkanes in [22]. The strength and
size of the mW water and OPLS nonane interaction were parameterized in ref [37]. The size of
water–carbon interaction was taken as the average of SPC/E water–water distance [86] and OPLS
methylene–methylene distance [18], σwc = 0.35 nm, and the strength of the water–carbon interaction,

111



Crystals 2017, 7, 86

εwc = 0.17 kcal·mol−1, was parameterized to reproduce the experimental liquid water–liquid nonane
surface tension γlw [37]. Here we follow the same procedure to parameterize εwc for mW water and
PYS alkanes by matching the liquid–liquid surface tension γlw of nonane–water, hexadecane–water and
eicosane–water to their experimental counterparts [87,88], assuming that σwc = 0.35 nm. The optimized
strength of interactions between mW water and PYS alkanes εwc are 0.22, 0.20, 0.19 kcal·mol−1 for
nonane (C9), hexadecane (C16) and eicosane (C20), respectively.

Simulations settings. We perform molecular dynamic simulations using LAMMPS [85].
The equations of motions are integrated with the velocity Verlet algorithm with timestep of 5 fs.
The simulation cell is periodic in the three directions. Except when otherwise is indicated, we control
the temperature and pressure using the Nose-Hoover [89,90] thermostat and barostat with time
constant of 0.5 ps and 1.25 ps, respectively.

Properties. The melting temperatures of alkanes, Tm, are determined through phase coexistence
in the NpT ensemble, following the procedure of ref [22,23]. The simulation cells contain 960 nonane
molecules (C9), or 1024 hexadecane molecules (C16), or 1024 eicosane molecules (C20). We start with
crystalline alkane structures from the Cambridge Structural Database [91], and we equilibrate the
alkane crystals at 10 K below their corresponding Tm in the models for over 2 ns in the NpT ensemble.
We then melt half of the simulation cell, exposing to the liquid the (100) or (001) faces of the crystals.
The error bar of Tm is determined as the gap between the highest temperature at which the simulation
cell crystallizes and the lowest temperature at which it melts.

The enthalpy of fusion of nonane modeled with OPLS and PYS at their corresponding melting
temperature Tm, is calculated as the enthalpy difference between liquid and crystalline alkanes,
ΔHm = Hliquid − Hcrystal, computed from one-phase simulations of cells with 960 nonane molecules
(C9), or 1024 hexadecane molecules (C16), or 1024 eicosane molecules (C20), at their corresponding Tm.
The entropy of fusion ΔSm at Tm is calculated from the enthalpy of fusion and the melting temperature,
ΔSm = ΔHm/Tm. The enthalpies of vaporization, ΔHvap, at 298 K, are calculated as the enthalpy
difference between gas and liquid alkanes, ΔHvap = Hgas − Hliquid, where the enthalpy of the gas was
computed from simulation of one gas molecule in a 7 nm × 7 nm × 14 nm simulation cell in the NVT
ensemble with the a Langevin thermostat [92], with a damping constant of 1 ps.

The surface tension of the liquid alkane–vacuum interface, γlv, and liquid alkane–liquid water,
γlw, are calculated through the mechanical route [93], as γ = (Lz/2)(<pn> − <pt>), where <pn> and
<pt> are the pressure tensors normal and tangential to the interface, averaged over 50 ns of NVT
simulations, and Lz is the length of the simulation cell in the direction perpendicular to the interfaces.
The simulation cells used for calculating γlv contain slabs of 114 nonane molecules, or 64 hexadecane
molecules, or 120 eicosane molecules. The simulation cells used for calculating γlw contain 114 nonanes
+ 1024 waters, or 64 hexadecanes + 1024 waters, or 120 eicosanes + 2048 waters. The xyz dimensions
of the simulation cells for the alkane/vacuum and alkane/water two-phase systems are identical:
3.5 nm × 3.5 nm × 7 nm for nonane, 6 nm × 6 nm × 6 nm for hexadecane and 4 nm × 4 nm × 8 nm
for eicosane. The alkane molecules occupy about half of the cell, with the alkane–vacuum interface
parallel to the xy plane. To verify that the simulation cells are sufficiently large, we also compute the
surface tension of the nonane–vapor and hexadecane–vapor interfaces using 8 times larger simulation
cells (with twice thicker slabs of alkane), finding identical results.

To measure the orientation of liquid alkanes at their liquid–vapor interface and liquid
alkane–water interface, we run simulations in the NVT ensemble of OPLS nonane/mW water or
PYS nonane/mW water with various εwc above the melting temperature of their corresponding
alkane model. The simulation cells contain 912 nonanes (all in the liquid phase) or 912 nonanes plus
4096 waters (each in its respective liquid phase). Each periodic cell has two equivalent alkane/vapor or
alkane/water interfaces. We define an end-to-end (methyl-to-methyl) vector for each nonane molecule
and measure the angle θ it forms with respect to the normal to the interface. The use of the end-to-end
vector to characterize the orientation of nonane assumes that the chains are extended and unbent,
which is the case for nonane, although it may not be the case for long alkanes. We locate the vector
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at the center of the chain. We divide the box along the surface normal into 0.1 nm wide bins, and
average the θ in each bin over 20 ns simulations. For OPLS nonane we compute the orientation of the
liquid at 310 K and for PYS nonane at 240 K, which correspond to 3 and 20 K above the corresponding
melting points when exposing the (100) face of the crystal to the liquid (see Results section). We cannot
run the simulation with PYS nonane closer to its melting point because the dynamics of the alkane
become too slow to allow ergodic sampling of the molecular orientations in tens of nanoseconds.
To assess the effect of water–alkane interaction on the interfacial ordering of alkanes, we perform
two-phase simulations of water–alkane in which we tune the strength of εwc while keeping the original
water–water and alkane–alkane interactions unchanged.

Crystallization of alkanes. We run simulations of the liquid alkane–vacuum and liquid alkane–water
two-phase systems under supercooled conditions in the NpT ensemble to crystallize the alkanes.
Crystallization of PYS hexadecane is simulated in a slab of 1024 hexadecanes in contact with vacuum
or two-phase 1024 hexadecanes/8192 waters at 240 K. Crystallization of OPLS nonane is simulated
in a slab of 114 nonanes in contact with vacuum or two-phase 114 nonanes/1024 waters at 270 K.
The maximum waiting time for crystallization in each simulation is 100 ns. To assess the effect of
water–alkane attraction on the mechanism of crystallization of alkanes, we perform simulations of
crystallization, same as described above for water–alkane but in which we tune the strength of εwc

while keeping the original water–water and alkane–alkane interactions. We apply the local bond order
parameter q6 [94] to distinguish crystalline from liquid hexadecane, following ref [21]. We select the
largest crystalline cluster by applying the criteria that a molecule belongs to the crystal if q6 > 0.3 for
any six consecutive atoms in a single alkane molecule.

3. Results and Discussion

3.1. Thermodynamic Properties of the Models

3.1.1. Thermodynamics of Pure Alkanes

We first characterize the thermodynamic properties of alkanes modeled with OPLS and PYS force
fields. We find that PYS reproduces the experimental melting temperature of nonane (C9), hexadecane
(C16), and eicosene (C20) exposing the (100) face to the liquid (Table 1), in agreement with refs [22,23].
The (001) face of alkanes, which exposes the methyl ends of the molecules to the liquid, has lower
surface energy than the (001) face, which exposes the side of the molecule to the liquid phase [22,23].
In principle, the melting temperature is a bulk property independent of the crystal face exposed,
however in finite size simulations Tm can depend on the face exposed to the liquid [95]. PYS alkanes
exposing the (001) face grow and dissolve at a slower rate than when exposing the (100) face, making
it challenging to determine the melting points of PYS alkanes in cells exposing the (001) interface.
We compute the melting temperatures of OPLS alkanes, which have not been previously reported,
and find them to be much higher than their experimental counterparts. Moreover, the OPLS model
fails to predict the rapid increase in melting temperature with chain length observed in experiments.
Tm of OPLS nonane is almost 90 K above the experimental value (Table 2). Tm of OPLS hexadecane
is 325 K, which is over 30 K higher than their experimental Tm. Because of the high overestimation
of the melting temperatures of nonane by OPLS, we did not use this force field to compute melting
temperatures for longer alkanes. We find that Tm computed for OPLS alkanes exposing the (001) face
is at least 30 K higher than Tm determined with the (100) face exposed, due to finite size effects in the
simulations. Larger simulation cells would be required for an accurate determination of the melting
temperatures of alkanes models.
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Table 1. Comparison of thermodynamic properties of PYS alkanes and their interfaces with mW water
with the experimental (‘exp.’) counterparts.

Alkane Tm (K) a Exp. Tm (K) γlv (mJ·m−2) Exp. γlv (mJ·m−2) γlw (mJ·m−2) Exp. γlw (mJ·m−2)

Nonane 219 ± 2 219.5 ± 0.5 b 14 ± 1 c 22.70 e 54 ± 1 c 52.4 e

Hexadecane 289 ± 2 291 ± 1 b 18 ± 1 d 26.26 f 55 ± 1 c 55.2 e

Eicosane 309 ± 2 310 ± 1 b 19 ± 1 d 27.62 f 58 ± 1 c 56.7 g

a computed for cells exposing the (100) plane; b ref [96]; c at T = 295 K; d T = 313.15 K; e at T = 295 K, from ref [87];
f T = 313.15 K, from ref [97]; g at T = 295 K, from ref [88].

Table 2. Comparison of thermodynamic properties of pure PYS and OPLS nonane.

Nonane Model Tm (K) γlv (mJ·m−2) ΔHvap (kcal·mol−1) ΔHm (kcal·mol−1) ΔSm (cal K−1·mol−1)

OPLS 307 ± 2 a 23 ± 1 c 12.70 e 4.25 g 13.9
PYS 219 ± 2 a 14 ± 1 c 11.19 e 3.50 h 15.9

Experiment 219.5 ± 0.5 b 22.7 d 11.16 f 3.59 i 16.4
a Tm determined with (100) interface; b ref [96]; c at T = 295 K; d at T = 295 K from ref [87]; e T = 298 K; f at T = 299 K
from ref [98]; g T = 307 K; h T = 219 K; i at T = 219.5 K from ref [99].

Both the OPLS and PYS models underestimate the entropy of melting of the alkanes. The ability
of PYS to reproduce the experimental ΔHm and ΔSm may be dependent on whether the alkane has an
odd or even number of carbons, because although PYS underestimates ΔHm and ΔSm of octane by
40% [22], we find it reproduces quite well these properties for nonane (Table 2). OPLS overestimates
ΔHm of nonane by 18%. However, due to the high melting temperature of this model it underestimates
ΔSm by at least 15% compared to the experiment (Table 2). Table 2 also shows that PYS reproduces
well the vaporization enthalpy ΔHvap of nonane, while OPLS overestimates it.

PYS consistently underestimates the liquid–vacuum surface tension γlv of nonane, hexadecane,
and eicosane by more than 30% (Table 2). OPLS overestimates so much the melting temperatures,
that it is not possible to measure the liquid–vacuum surface tensions of hexadecane and eicosane at
the same temperatures as in the experiments without spontaneous crystallization of the alkanes. For
OPLS nonane, γlv can be measured and reproduces well the experimental value (Table 2). However,
we note that OPLS overestimates the liquid–vacuum surface tension of ethane by 20% [100], indicating
that the agreement is not transferable along chain lengths. We conclude that the OPLS and PYS
united-atom force fields either reproduce the liquid–crystal phase equilibrium or the liquid–vacuum
surface properties of alkanes, but not both.

3.1.2. Thermodynamics of Alkane–Water Systems

The interaction between the united atom methylene and methyl groups of OPLS nonane
with mW water was parameterized in [37] to reproduce the experimental surface tension of the
alkane/water interface, resulting in εwc = 0.17 kcal·mol−1 and σwc = 0.35 nm. Here we keep σwc

and follow the same strategy to parameterize εwc of PYS alkanes with mW water. We find that the
strength of water–methylene (or water–methyl) interactions εwc needed to reproduce the experimental
alkane–water surface tension decreases slightly (within 0.03 kcal·mol−1) with the length of the PYS
alkane chains (Table 1). To assess the sensitivity of the liquid-alkane-water surface tension γlw to
εwc, we apply the εwc of nonane–water to the other alkanes, and find that γlw deviates from the
experimental values by less than 3 mJ·m−2. We do not assess here whether εwc is transferable over the
chain length for OPLS alkanes, as we only model nonane with that force field. Use of different strength
of water–methyl and water–methylene interactions may allow the use of a single set of parameters for
all the PYS alkane–water interactions.

Although OPLS and PYS alkanes have different force field parameters and thermodynamic
properties, in what follows we show that they display the same trends in the orientational order of
alkanes and in the mechanism of crystallization in the presence of water or vacuum, indicating that
the results of this study are robust and independent on the details of the force fields.
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3.2. Interfacial Orientation of Liquid Alkanes is Controlled by the Strength of Attraction to the Other Phase

Before investigating the crystallization mechanisms of alkanes, we characterize the orientational
ordering of liquid alkanes in contact with vacuum and water. We address the effect of alkane–water
attraction εwc on the interfacial orientation and surface tension of the latter interface. To identify the
position of the interfaces, we compute the density profile of the center of mass of the alkanes for slabs
of nonane in contact with vacuum or water (Figure 1a,b) and find the Gibbs dividing surface, defined
as the plane where the density reaches half the bulk value. Figure 1 shows that the density of liquid
alkane peaks at about 0.5 nm from that interface. The existence of interfacial density peaks has been
previously reported for other alkanes [101,102]. The density peaks are sharper at the nonane–water
interface than at the nonane–vacuum interface.

a) b) 

c) d) 

OPLS nonane 

OPLS nonane 

PYS nonane 

PYS nonane 

Figure 1. Profiles of the density (a,b panels) and average orientation (c,d panels) of liquid nonane in
contact with vacuum and water, for which the strength εwc of the water–carbon interaction is tuned.
The ordering of the liquid by the interface is short-ranged, about the length of a nonane molecule,
and turns from leaning parallel to the surface to leaning more perpendicularly to the surface on
decreasing the strength of the coupling between alkane and the other fluid phase (water or vacuum).
The parameters that reproduce the experimental water–nonane surface tension are shown with thick
lines: brown for PYS (εwc = 0.22 kcal·mol−1) and red for OPLS (εwc = 0.17 kcal·mol−1). The densities
are presented scaled with respect to the bulk values; the orientations are computed with respect to
the surface normal, as shown in Figure 2. Densities and orientations are computed at 310 K for OPLS
nonane and at 240 K for PYS nonane. Solid circles signal the average orientation θ measured 0.5 nm
from the Gibbs dividing surface.
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To characterize the orientation of the molecules, we measure the angle θ between the
methyl-to-methyl vector that each molecule forms with the normal to the interface (Figure 2): θ = 90◦

means that the molecule is parallel to the interface and θ = 0◦ that it is perpendicular to the interface.
The orientational order of nonane at the interface is short ranged (Figure 1c,d), decaying to the
bulk value at distances beyond 1.0 nm (the length of a nonane molecule) from the Gibbs dividing
surface. Liquid nonane has a preference towards being perpendicular to the alkane–vacuum interface,
irrespective of the force field and in agreement with what was previously reported for the orientation
of a slab of OPLS decane in contact with vacuum [103,104]. At the water interface, the alkanes are
more parallel compared to their average orientation in the bulk. We find that the extent of orientational
order is slightly more pronounced at the vacuum than the water interface. Our results are consistent
with previous simulations of GROMOS decane in contact with SPC or SPC/E water [10] and a recent
interpretation of sum frequency scattering experiments of the decane–water interface [9]. We conclude
that, irrespective of the force fields used for the calculations, liquid alkanes have opposite orientational
preferences at the alkane–water and the alkane–vacuum interface.

surface normal 

nonane (C9) 

θ

Figure 2. The orientation of the alkane molecules is characterized by the angle θ between the alkane
molecules and surface normal. The upper panel shows a typical snapshot of the water–nonane
simulation cell. Methyl groups are shown with pink beads and methylene groups with cyan beads.
Water is represented by magenta points. Blue squares denote the periodic boundaries of the simulation
box. The lower panel illustrates the relation between the angle θ and the orientation of nonane.

To understand how the strength of attraction between alkane and the other phase (which we
below call solvent) impacts the interfacial orientation of liquid alkanes, we perform simulations of
alkane in contact with water varying the strength of the water–carbon attraction, εwc, to span the
range of the interactions from water to vacuum (Figure 1c,d). We find that the orientational preference
of the alkanes at the interface evolves from parallel to perpendicular with decreasing strength of
water–carbon coupling εwc. Decreasing εwc also results in a linear increase in the liquid alkane–water
surface tension γlw (Figure 3). We note that in the limit of null interaction between water and the alkane,
the interfacial tension of the water–alkane interface should be the sum of the water–vacuum and
alkane–vacuum interfaces. In next section, we investigate whether the tuning of the interfacial ordering
of the alkanes results in a change in mechanism from heterogeneous to homogeneous nucleation and
distinct preference of interfacial orientation of alkanes in the crystal phase.
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Figure 3. Surface tension of liquid alkane–water interface, γlw, as a function of the coupling between
water and alkanes, εwc. Green, red, blue curves correspond to surface tensions of OPLS nonane
(C9), PYS nonane (C9) and PYS hexadecane (C16), respectively. The surface tensions are computed
at the same temperatures as in the experimental references: 295 K for nonane [87] and 313.15 K for
hexadecane [97]. Solid squares represent the εwc at which experimental surface tension are reproduced.
Note that in the limit where the water–alkane interactions become purely repulsive, the surface tension
of the water–alkane interface can be larger than the sum of the surface tensions of non–interacting
water–vacuum and alkane–vacuum interfaces. The latter is given by the sum of the surface tension
of the water–vacuum interface (66 mJ·m−2 at 295 K [105]) and the liquid alkane–vacuum interfaces
(Tables 1 and 2), γwv + γlv, and are shown with dashed lines.

3.3. Strength of the Alkane–Solvent Attraction Determines Whether Alkanes Crystallize through Heterogeneous
or Homogeneous Nucleation

We study the crystallization mechanisms of nonane and hexadecane at the alkane–water and
alkane–vacuum interfaces under highly supercooled conditions, at least 45 K below the corresponding
Tm. Alkanes crystallize heterogeneously at the alkane–vacuum interface (Figure 4a), irrespective of the
force field and in agreement with previous studies using the PYS model [4]. In the presence of water,
the alkanes crystallize homogeneously, forming the critical crystal nucleus in the interior of the liquid
phase (Figure 4b).

a) 

b) 

vacuum vacuum 

Figure 4. Snapshots of PYS hexadecane crystallizing (a) heterogeneously at the hexadecane–vacuum
interface at 240 K and (b) homogeneously in the presence of water (εwc = 0.20 kcal·mol−1) at 245 K.
The induction time that precedes crystallization is not shown. Cyan lines indicate crystalline C16; the
liquid alkane phase is hidden. Pink points represent water. Blue rectangles in (a) denote the boundaries
of the periodic alkane/vacuum simulation box.
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The nucleus of the alkane crystal has the same shape for heterogeneous and homogeneous
nucleation: a cylindrical one-molecule thick bundle of partially aligned alkane chains [21,23] (Figure 4).
In the presence of a vacuum interface, the crystal nucleus forms at the surface, with the molecules
aligned perpendicular to the vacuum interface (Figure 4a). The crystal grows first in the direction
parallel to the interface, before it nucleates and grows subsequent layers. The same mechanism has
been reported for the crystallization of large PYS nonane droplets [4]. The simulations suggest that
the alkane–vacuum interface stabilizes the chain-end rather than the side of the alkane molecules.
The perpendicular orientation of the alkanes at the crystal–vacuum interface is consistent with the
orientation in the liquid and in the one-layer-thick surface freezing in medium length alkanes.

The one-molecule thick bundle-like nucleus for the homogeneous crystallization in the presence
of water grows by first adding alkanes on the side of the nucleus—which results in a one-molecule
thick crystal layer—and only then growing a second crystal layer (Figure 4b). Same as in the growth
in the presence of vapor, there is a separation of time scales for growth of the one-molecule thick
crystal layer and the secondary nucleation and growth of subsequent layers. Irrespective of the initial
orientation of the crystal nucleus, when the alkane crystal reaches the water interface, it reorients
to expose the long side of the alkane molecules to water. We equilibrate this crystalline structure at
the melting temperature, and find that alkanes align to maximize the hexadecane–water interface,
producing a ‘seesaw’ shaped interface that exposes the (100) surface of the crystal to liquid water.
We conclude that, same as for the vacuum interface, the orientational order of the molecules at the
crystal–water interface mirrors the one in the liquid, albeit very pronounced and long ranged.

The orientations of crystalline alkanes at the alkane–water interface can be rationalized as follows.
The strength of the interaction between water and CH3 or CH2 are the same, but the atom density on the
side of the crystallized alkanes (i.e., the (100) surface) is higher than that on the end of the crystallized
molecules (i.e., the (001) surface), which makes water stabilize the (denser) side face of crystalline
alkanes more than their (less dense) CH3 end. The ‘seesaw’ shape of the (100) interface occurs because
the hexadecane molecules in the crystal are not parallel to the interface between alkane layers, which
we confirm in the simulations of growth of PYS hexadecane. We note that PYS overestimates the tilt
of octane in the crystal with respect to the experimental value, 120.0◦ in the model vs. 105.8◦ in the
experimental crystal structure [22], and it may overestimate the tilt also for hexadecane.

An earlier simulation study of ultrathin films with less than three layers of alkanes on solid
substrates showed that very attractive surfaces orient the first layer of alkanes parallel to the surface
while weakly attractive surfaces orient them perpendicular [106]. We find the same trend for the surface
orientation of bulk alkanes at fluid interfaces as we tune the strength of the solvent–alkane attraction
εwc (Figure 3) between PYS hexadecane or OPLS nonane and water. Figure 5 shows representative
snapshots of the simulation trajectories displaying crystalline alkanes for each εwc in the alkane/water
systems. At low εwc the alkane molecules orient mostly perpendicular to the surface (Figure 1)
and the crystallization is heterogeneous at the interface. We define as the ‘neutral’ εwc the one for
which θ measured half a molecule length (0.5 nm) from the Gibbs dividing surface (solid circles in
Figure 1c,d) is the same as in bulk. The neutral εwc depends on the force field and the length of the
chain: 0.14 kcal·mol−1 for OPLS nonane, 0.05 kcal·mol−1 for PYS nonane and 0.15 kcal·mol−1 for PYS
hexadecane. We find a transition from heterogeneous to homogeneous nucleation as εwc increases
above the neutral orientation value. At the neutral εwc alkanes can either nucleate homogeneously or
heterogeneously, suggesting that the crystalline nuclei have similar stabilities in the bulk and at the
interface. We conclude that the attraction between alkanes and the fluid phase reverses the orientation
of the crystalline alkanes with respect to the surface and controls the mechanism of crystallization.

A recent simulation study of crystallization of pentacontane (C50) finds that it crystallizes
heterogeneously at solid silicon-like templating surfaces, resulting in crystals with the chains oriented
parallel to the interface, and that the nucleation is faster for more strongly interacting surfaces [12,19,20].
Based on these results, it may be expected that increasing εwc between alkane and the water fluid
may increase the ordering of the molecules parallel to the interface, and could result in a new
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region of heterogeneous nucleation at high εwc. However, we find that increasing εwc between
PYS hexadecane and water to 0.22 kcal·mol−1 (10% over the value for mW water–PYS C16) does not
result in heterogeneous nucleation but in mixing of the two components. This suggests that different
from solid crystal-templating surfaces, liquids that interact with alkanes more strongly than water
would rather dissolve the alkanes than result in heterogeneous crystallization.

alkane/water 
εwc = 0.20 εwc = 0.15 
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εwc = 0.17 εwc = 0.14 εwc = 0.10 
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    nucleation                 nucleation             nucleation 
 

Figure 5. Interfacial orientation of (a) PYS hexadecane or (b) OPLS nonane crystallized in the presence
of solvent (water or vacuum) is reversed from parallel to perpendicular by decreasing the strength of
water–carbon interaction εwc. The trend does not depend on the alkane length or force field. Snapshots
shown correspond to the end of the alkane crystallization in the presence of solvent with coupling εwc

indicated. We highlight with blue labels the cells corresponding to the alkane/water parameters that
reproduce the experimental surface tension and the alkane/vacuum systems. The change in interfacial
orientation from parallel to perpendicular in the crystal coincides with the change from homogeneous
to heterogeneous nucleation, and occurs for the neutral εwc, for which the orientation of the alkanes at
the surface of the liquid is the same as in the bulk.

3.4. The Sign and Magnitude of the Binding Free Energy of the Alkane Crystal to the Surface Determine
Whether the Crystal Nucleation is Homogeneous, Heterogeneous, or There Is Surface Freezing

In what follows we use classical nucleation theory [107] (CNT) to identify the conditions that lead
to homogeneous crystal nucleation, heterogeneous crystal nucleation, and surface freezing above the
equilibrium melting point. We then use that framework to rationalize why alkane crystals nucleate
heterogeneously in contact with vacuum or weakly interacting fluids and homogeneously with more
strongly interacting liquids, such as water.

The rate of crystal nucleation in CNT is J = A exp(−ΔG*/kBT), in which the prefactor A depends
mostly on the diffusion coefficient of the molecules in the liquid, ΔG* is the free energy barrier of
nucleation, kB is the Boltzmann constant and T the temperature. The heterogeneous nucleation barrier
in CNT is given by ΔG*

het = N*Δμ + Axl
*γxl + Axs

* Δγ, where N* is the number of molecules in the
critical nucleus, Δμ is the difference in chemical potential between liquid and crystal, and Axl

* and Axs
*

are the areas of the liquid–crystal and surface–crystal interfaces of the critical nucleus, γxl is the surface
tension of the liquid–crystal interface, and Δγ = γxs − γls is the difference between the surface tension
of the crystal–surface and liquid–surface interfaces. The geometry of the nucleus is determined by
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Young’s equation, γxl cosα + Δγ = 0, where α is the contact angle of crystal nucleus on the surface [108].
Heterogeneous nucleation can only be induced when cosα > −1, which implies that the binding free
energy of the crystal nucleus to the surface is negative, ΔGbind = γxs − (γls + γxl) < 0 (Figure 6) [13].
Surface freezing can be considered a case of complete wetting of the surface by the crystal, which
requires that ΔGbind < −2 γxl (Figure 6) if the line tension of the crystal–liquid–surface interface is
neglected [13,109]. Heterogeneous nucleation at a surface can occur without surface freezing when
−2 γxl < ΔGbind < 0. If surface freezing occurs, then the bulk crystal will nucleate heterogeneously
from the frozen interface at Tm.

Figure 6. Sketch of the relation between the bulk freezing temperature Tf of the alkane crystal (black
line) and the binding free energy ΔGbind of the crystalline alkane to the nucleating surface. The curve
corresponds to a constant nucleation rate, which determines the homogeneous nucleation temperature
Thom [13]. The sign and magnitude of ΔGbind determines whether the surface can induce heterogeneous
nucleation or promote surface freezing. If ΔGbind > 0, the crystal nucleates homogeneously at Thom.
For surfaces that produce 0 > ΔGbind > −2 γxl, the nucleation of the alkane crystal is heterogeneous
but there is no surface freezing above the equilibrium melting temperature Tm. If ΔGbind < −2 γxl, the
surface induces surface freezing of the alkane above Tm, and the crystal nucleates heterogeneously
from the frozen surface just below Tm.

Heterogeneous crystallization of the alkanes at the vapor interface implies that the crystallite is
more stable at the vapor interface than in the bulk of the liquid. This happens when ΔGbind = γxv −
(γlv + γxl) < 0, where γlv, γxv, and γxl are the are the surface tension of liquid–vapor, crystal–vapor
and liquid–crystal interfaces for the alkanes. The liquid–crystal surface tension γxl of alkanes is in the
order of a few mJ·m−2 in experiments and simulations [22,23]. The γlv of alkanes are 20 to 30 mJ·m−2,
as reported in Tables 1 and 2. The surface energy between crystal alkanes and vapor γxv has not been,
to our knowledge, experimentally determined. γxv has been recently computed for PYS octane (C8)
and Trappe nonadecane (C19) at their corresponding melting temperatures [30], and found to be ~40%
lower for the longer alkane, 35 and 24 mJ·m−2 [30]. We note that for heterogeneous crystallization
to occur at the vapor interface, the condition ΔGbind < 0 has to be satisfied at the non-equilibrium
crystallization temperature, although it may not be satisfied at the melting point.

Surface freezing of alkanes at the vapor interface requires ΔGbind = γxv − (γlv + γxl) < −2
γxl [13,110,111], a requirement stronger than for hetergeneous nucleation. Since the surface tension
of liquid–crystalline alkane γxl is small, a few mJ·m−2 [22,23], there is a narrow range of ΔGbind for
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which heterogeneous crystallization of alkanes at the vapor interface occurs without surface freezing.
C8 satisfy this condition, and does not present surface freezing although it heterogeneously crystallizes
at the vacuum interface [30]. C16 to C50 display surface freezing [1–3]. Our analysis indicates that the
small free energy cost of the liquid–crystal interface γxl in alkanes is key for the realization of surface
freezing at surfaces as different as vacuum [1–3] and SiO2 [112,113].

For the crystallization of the alkanes at the water interface, the binding free energy is ΔGbind = γxw

− (γlw + γxl), where γxw, and γlw are the surface tension of water in contact with crystalline and liquid
alkane, respectively. While γlw is readily available from experiments or simulations (see Section 3.1),
we are unable to find experimental data for the surface tension of the water–crystalline alkane interface,
γxw. To interpret why the alkane–water interface cannot induce heterogeneous crystallization of
alkanes, we draw a schematic diagram of the evolution of γlw and γxw with increasing εwc (Figure 7)
based on the crystallization mechanism vs. εwc reported in Figure 5. We interpret that increasing εwc

stabilizes the water–liquid alkane interface more than the water–crystal alkane interface, although
both interfaces would be stabilized (i.e., γlw and γxw decrease) on increasing alkane–solvent attraction.
This differential stabilization of γlw vs. γxw with εwc should result in a crossover between γlw and
γxw − γlx that, as we discussed above, signals the transition from heterogeneous to homogeneous
nucleation when the interfacial liquid alkane has the same orientation as in the bulk. Our analysis
indicates that liquid water does not induce heterogeneous crystal nucleation because it preferentially
stabilizes the liquid phase of the alkane.
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Figure 7. Scheme to interpret the change from heterogeneous to homogeneous nucleation mechanism
on increasing the strength of alkane–solvent attraction εwc. The simulation trends of Figure 5 indicate
that on increasing εwc the liquid alkane–water interfacial tension γlw (blue line) decreases more than
the crystalline alkane–water surface tension γxw (red line), resulting in an increase of the binding
free energy ΔGbind. The neutral εwc signals the transition from heterogeneous to homogeneous at
ΔGbind = 0, which coincides with the lack of preference for parallel or perpendicular orientation for the
interfacial liquid alkane.

4. Conclusions

We use molecular dynamic simulations to investigate the relation between the interfacial
orientation of alkanes in the liquid phase and their mechanism of crystallization. In agreement
with previous simulation results [10,103,104] and the interpretation of experiments [9], we find that
alkane molecules in the liquid orient in opposite directions at the vacuum and water interfaces: they
preferentially align perpendicular to the vacuum interface and parallel to the water interface. However,
we note that the orientation is not very pronounced: eight degrees below the bulk average for vacuum
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and six degrees above the bulk average for water for PYS alkanes, and even less for the OPLS model.
We demonstrate that the interfacial orientation of the alkanes in the liquid can be tuned through the
strength of the fluid solvent (water) and alkane attraction. Increasing the solvent–alkane attraction
results in an orientation of the alkanes more parallel to the interface.

Although both water and vacuum orient liquid alkanes at the interface, only the vacuum interface
promotes heterogeneous nucleation of alkane crystals. Heterogeneous crystallization of alkanes at the
vacuum interface results in crystals with molecules oriented perpendicular to the surface, same as in
the critical crystal nucleus from which they grow. Crystallization of alkanes in the presence of water
occurs through homogeneous nucleation in the bulk of the alkane liquid phase (Figure 4a). Although
the homogeneous critical nucleus forms with an arbitrary orientation in the bulk liquid with respect to
the alkane–solvent interface, as the crystal grows and reaches the water interface, the nucleus rotates
and the alkane molecules in the crystal end up aligned parallel to the surface (Figure 4b), maximizing
the attractive interactions between alkane and water. We conclude that the preferential orientation
of alkane molecules in the crystal with respect to the fluid surface mirrors the one in liquid alkanes,
although the order in the crystal is long-ranged, in the liquid it involves only the first monolayer at
the interface.

Tuning the interactions of the liquid alkane–solvent interface from non-interacting vacuum-like
to water values results in a change from heterogeneous to homogeneous nucleation as the orientation
of the molecules in the interfacial liquid turn from leaning perpendicular to leaning parallel to the
surface. Our analysis indicates that the change in mechanism results from a preferential stabilization of
the liquid alkane–solvent interface compared to the crystalline alkane–solvent interface on increasing
the alkane–solvent attraction.

We use Classical Nucleation Theory to explain the transition from heterogeneous to homogeneous
nucleation on increasing the strength of the alkane–solvent interactions and the distinct conditions
that lead to heterogeneous nucleation from the supercooled liquid and surface freezing above the
equilibrium melting temperature. Heterogeneous nucleation occurs when the binding free energy
of the crystal (immersed in its melt) to the nucleating surface is negative (ΔGbind < 0), while surface
freezing requires a more stringent condition: that the binding free energy is less than minus twice
the liquid–crystal surface tension of the alkane, (ΔGbind < −2 γxl) [13,109]. This implies that there is a
range of binding free energies for which heterogeneous nucleation can occur without surface freezing.
This must be the case for alkanes with fewer than 16 carbons at the vacuum interface. Interestingly,
silica-coated Si (100) surfaces produce surface freezing in which the alkane molecules are oriented
parallel to the surface [113], opposite to the order they present at the vacuum interface [1–3]. These
results stress that surface freezing can be attained by solid surfaces that interact very weakly and
strongly with the alkanes. Likewise, experiments and simulations indicate that crystalline surfaces that
interact strongly with alkanes can induce heterogeneous nucleation with the chains ordered parallel to
the surface [12,112,113]. This region of ΔGbind < 0 for highly interacting surfaces cannot be accessed
with a fluid interface, as we observe that increase in interaction strength results in mixing instead of
heterogeneous nucleation. This distinction should be important in developing strategies to control the
assembly of alkane-containing organic and biological molecules at fluid and solid interfaces.
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Abstract: A review of computer simulation studies on crystal growth in hard-sphere systems is
presented. A historical view on the crystallization of hard spheres, including colloidal crystallization,
is given in the first section. Crystal phase transition in a system comprising particles without bonding
is difficult to understand. In the early days, therefore, many researchers did not accept such crystalline
structures as crystals that should be studied in the field of crystal growth. In the last few decades,
however, colloidal crystallization has drawn attention because in situ observations of crystallization
process has become possible. Next, simulation studies of the crystal/fluid interface of hard spheres
are also reviewed. Although colloidal crystallization has now been recognized in the crystal growth
field, the stability of the crystal–fluid coexistence state has still not been satisfactorily understood
based on a bond-breaking picture, because of an infinite diffuseness of the interfaces in non-bonding
systems derived from this picture. Studies of sedimentary colloidal crystallization and colloidal
epitaxy using the hard-sphere model are lastly reviewed. An advantage of the colloidal epitaxy is also
presented; it is shown that a template not only fixes the crystal growth direction, but also improves
the colloidal crystallization. A new technique for reducing defects in colloidal crystals through the
gravity effect is also proposed.

Keywords: hard spheres; crystal/fluid interface; colloidal crystals; sedimentation; colloidal epitaxy

1. Introduction

Bonds are commonly formed between various entities in solid materials. In contrast, a class of
matter called “soft matter” does not have any bonding. A colloidal system is a typical example of soft
matter. The presence of large entities is one of the characteristics of soft matter. Therefore, because
of their large size, such entities have slow motion; unlike atomic systems, in situ observation of the
crystal growth process at the particle level is possible in colloidal systems.

To get insight into the particle-level mechanism in atomic systems, researchers have to rely on
computer simulations. One cannot only follow the rapid motion of atoms in reality and simultaneously
look at the atoms in crystal growth processes. These difficulties are not faced with computer
simulations such as molecular dynamics (MD) and Monte Carlo (MC) simulations. However, these
simulation methods have a limitation in total computation time. For example, a simulation for atomic
systems can be conducted for several microseconds at most. In contrast, because colloidal particles
have slower motion than atoms, the simulation of colloidal particles can be performed for several days.
In other words, simulations corresponding to real situations are possible for soft matter.

This paper is a review on computer simulations using a hard-sphere (HS) model for crystal
growth. Information about the structure of the crystal/melt interface at the particle level is necessary to
understand phenomena and develop techniques. For example, the relationship between the interface
structure and the growth mode, and the colloidal crystallization defect behavior that depends on the
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interface structure are related to the quality of colloidal crystals. Computer simulations of the HS
crystal/fluid interfaces were developed in the 1990s. To some crystal growth researchers, construction
of a stable HS crystal/fluid interface in simulations is strikingly similar to the discovery of the
crystalline phase in the HS system itself. If the difficulty of arranging HS particles at high number
densities could be circumvented, an HS crystal–fluid coexistence state can be simulated starting from a
dense HS configuration as an initial state. HS simulations have been further developed in the last few
decades. The direction of studies on HS simulations coincides with that of colloidal crystals; a large
number of studies have been conducted on controlling defects in colloidal crystals for functionalization.

After briefly introducing various aspects of the HS model, a description of the simulation methods
is provided. Simulation of the HS crystal/fluid interface has been provided in Section 3. Simulations of
HS systems in a gravitational field have also been discussed in Section 4. Crystal–fluid coexistence
state under an external field is also a subject of this review. In the latter part of the review, the effect of
different simulation techniques on colloidal crystallization has been extensively investigated.

1.1. Crystalline Phase in a Hard-Sphere System

In 1957, the crystalline phase of the HS system was reported by means of computer
simulations [1,2]. Formation of face-centered cubic (fcc) structures by HSs has also been reported [3].
In the early days of the investigation of HS systems, researchers were surprised to see the occurrence
of a crystalline phase in a system without any attractive interaction between the particles [4]. That is,
it was natural for the researchers of the time to consider bond order as the reason for the occurrence of
ordered phases. In general, competition between the configurational entropy and the potential energy
of attractive interactions causes phase transition. The free energy of a disordered phase becomes small
because of the entropic effect at high temperatures. In contrast, a crystal phase with bonding between
atoms becomes energetically stable at low temperatures. This picture leads to the understanding that if
there are no interparticle attractions, phase transitions into an ordered phase do not occur. Hence, bond
formation can be considered to result from attractive interactions. Crystalline phase transition in the
HS system is sometimes termed the Kirkwood–Alder–Wainwright transition (or simply as the Alder
transition). Kirkwood was the first to predict this transition [5]. At present, we have an intuitive picture
of the Alder transition based on the competition between the two entropic effects (i.e., configurational
and vibrational entropies). At low particle number density, the effect of configurational entropy
dominates that of vibrational entropy. In contrast, at high density, the vibrational entropy becomes
predominant in the ordered phase of the system—even if the configurational entropy is lost, resulting
in the total entropy increase. This picture is valid for systems comprising repulsive interactions only;
i.e., the Alder transition in a wide sense can be understood in this manner.

Among the researchers who did not believe in the concept of the Alder transition, Onsager was
an exception. He had already predicted the existence of a nematic phase in a hard-rod system [6].
He observed that ordering would more easily take place in systems with broken isotropy than in those
with spherical particles. Nowadays, computer simulations of hard-rod systems for liquid crystals have
been developed as an important branch of the soft matter field. In particular, different conclusions
have been reported on the stability of columnar phase several times during the 1980s–1990s, which
is both exploratory and interesting (e.g., [7]). The present author believes that the discussion on this
development will help in understanding the role of the packing of particles in inducing crystalline
order. However, this subject is not a topic of the present review.

Competition between attractive forces and thermal motion is responsible for the gas–liquid phase
transition. Therefore, gas and liquid phases are indistinguishable in systems comprising repulsive
interactions only, such as supercritical fluids. In terms of the crystal growth, the phase diagram of
the HS system drawn on the density axis can be divided into three regions: the fluid region below φ f ,
crystal region above φs, and a two-phase coexistence region between them; φ f and φs are, respectively,
the volume fractions of the coexisting fluid and crystal. Here, the density of the HS system is expressed
in terms of its volume fraction, φ ” pπσ3{6qpN{Vq, where σ is the HS diameter, N is the number of
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particles, and V is the total volume. The phase diagram in the P–T plane can be divided into two parts
by a straight line: the region above P{T = pP{Tqc is the crystal region, and the region below it is the fluid
region. In 1968, Hoover and Ree applied the single-occupancy cell method and obtained the following:
φ f = 0.494, φs = 0.545, and pPσ3{kBTqc = 11.75 (where kB is Boltzmann’s constant) [8]. These values
were then revised by Davidchack and Laird in 1998 [9]. A direct two-phase coexistence simulation was
performed, and the phase transition condition was corrected downward through minimization of stress
in the crystal: φ f = 0.491, φs = 0.542, and pPσ3{kBTqc = 11.55. Recently, the following values have been
obtained by constant-pressure MC simulations: φ f = 0.492, φs = 0.545, and pPσ3{kBTqc = 11.576 [10],
while those obtained by MC simulations with a devised umbrella sampling technique are as follows:
φ f = 0.49188, φs = 0.54312, andpPσ3{kBTqc = 11.5727 [11]. It should be noted that the phase transition
densities are far lower than the close-pack density (φcp = π

?
2{6 – 0.74).

Note also that Jackson’s theory of the crystal/melt interface was presented in 1958 [12].
Although his model—the so-called two-level model of the crystal/melt interface—was a mean-field
model based on different types of bonds (i.e. solid–solid, melt–melt, and solid–melt bonds), it was
successfully applied to various types of materials. This indicates the versatility of the mean-field model.
However, many researchers working on crystal growth believe that a bonding picture is essential [13].

1.2. Colloidal Crystals and Effective Hard-Sphere Model

Similar to HS systems, colloidal particles do not form any bonding between the particles.
Therefore, crystal growth researchers face a conceptual difficulty when working on colloidal crystals.
A colloidal crystal was first reported in 1954 [14]. However, this was not related with the HS phase
transition because the colloidal crystals investigated were dried (i.e., they were essentially close-packed
crystals). Lux et al. conducted a Bragg diffraction study in the visible light region for colloidal
dispersions, the density of which corresponds to that obtained by the Alder transition [15]. A standard
theory that is used to describe interparticle interactions between colloidal particles is the DLVO
theory [16,17]. In the initial days of research on colloidal crystals, attempts were made to understand
colloidal crystallization in the framework of the DLVO theory as a phenomenon in which the particles
were trapped in the first minimum of interparticle potential. However, the distance to the first
minimum was too small to explain the lattice spacing of colloidal crystals. In 1972, Wadach and
Toda successfully explained colloidal crystallization by means of Alder transition [18]. They treated
a colloidal sphere of diameter σ as an effective HS of diameter σe f f = σ + ακ´1, with α being a factor
of order unity, where κ was the Debye parameter. Parameter κ´1 is sometimes also referred to as
the Debye screening length, which can be regarded as the thickness of the electric double layer
around a colloidal particle. In this respect, the HS model was an idealized model for charged colloids.
Experimental efforts have been made to realize HS colloids [19–21]. Nowadays, colloidal systems
exhibiting the HS crystallization behavior are extensively studied using sterically stabilized colloids
such as those reported in References [22–26].

A large number of studies on colloidal crystals have been conducted because colloidal crystals—in
principle—possess properties similar to those of a photonic crystal. Structures with a specially ordered
variation of dielectric constant—where the periodicity of the special order is on the same order as
that of the wavelength of light—exhibit a photonic band [27–29]. Because the periodicity of colloidal
crystals is on the same order as the wavelength of light, a photonic band structure arises which
is similar to the band structure of electrons in semiconductors. In contrast with photonic crystals
fabricated by nano-manufacturing, colloidal photonic crystals are more cost-effective, because the
equipment for colloidal crystallization is cheaper than that for nano-manufacturing. In addition,
since colloidal crystallization is a self-assembling phenomenon, it is less time-consuming to form a
three-dimensional (3D) structure. However, a shortcoming of colloidal crystallization is the controlling
of defects. Colloidal epitaxy is one of techniques that is used to reduce defects [22]. A key idea of
the colloidal epitaxy is the uniqueness of stacking sequence in fcc (001) stacking. Growth direction is
limited in fcc [001] through the use of a patterned substrate (i.e., a template). A recent development is
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the use of a template with a defect structure in order to introduce the desired structure in a colloidal
crystal [26].

Some studies have also examined the effect of gravity on the defects for defect control. Zhu et al.
performed a space shuttle experiment and found that a sediment of HS colloids in microgravity forms
a random hexagonal close pack (rhcp) structure [23]. Traversing along the fcc x111y stacking sequence
occurs in a three-fold manner in the regular fcc structure (where the fcc {111} planes can be classified
into three with respect to the particle positions parallel to the plane—say, A, B, and C), while it is
two-fold in the regular hexagonal close-packed (hcp) structure. That is, ABCABC¨ ¨ ¨ stacking sequence
corresponds to fcc, and ABAB¨ ¨ ¨ corresponds to hcp. In turn, random sequences of A, B, and C
correspond to rhcp. Zhu et al. also reported that the effect of gravity reduces the stacking disorder.
Small free-energy differences between fcc and hcp crystals account for the difficulty in excluding the
stacking disorder. Entropy difference between fcc and hcp crystals has been computed for HS systems,
and it was found to be—at most—on the order of 10´3kB per particle [30–35]. In addition, fcc–hcp
interfacial free energy was calculated to be on the order of 10´5kBT [33].

2. Simulation Methods

Unlike systems in which particles interact via interparticle potential of a continuous function,
some difficulties are faced in hard-particle systems, because the potential function possesses some
singular points. In this case, in an MD simulation, the equations of motion cannot be replaced with
difference equations when performing the simulation. Differential of potential diverges at the contact
of two hard particles. Section 2.1 describes the simulation algorithm for the HS systems. The MC
simulation algorithm does not suffer too much from the singularity of potential. In Section 2.2, after a
general explanation, the method used for MC simulation of HSs under gravity—on which the present
author also worked—is described. Although Brownian dynamics simulation is more suitable for the
simulation of suspended particles, this review does not explain it in detail because the present author
has not worked on this method. Colloidal particles are subjected to random forces from the particles
of dispersion media, in addition to the interparticle force between colloidal particles themselves.
Therefore, the Langevin equation governs the time evolution of this system. The random forces should
be treated together with the difficulty of potential singularity in the Brownian dynamics simulation.

2.1. MD Method for Hard Spheres in General

Alder and Wainwright presented the algorithm through which they tracked particle coordinates
during time evolution by solving collision dynamics between HSs [36]. The review describes the
collision dynamics of a system of non-identical HSs; the HS diameter and mass of a particle i are σi
and mi, respectively. Let riptq and viptq be the position and velocity of particle i at time t, respectively.
For all pairs i and j, Equation (1)

|rij ` vijtij| “ σij, (1)

is solved by squaring both its sides to obtain a list {tij} of times after which a collision between particles
will occur. Here, σij ” pσi ` σjq{2 is the distance between particles i and j at collision. The following
equation is obtained

tij “
´bij ´

b
b2

ij ´ v2
ijpr2

ij ´ σ2
ijq

v2
ij

, (2)

where the relative position vector and relative velocity vector are expressed as rijptq ” riptq ´ r jptq
and vijptq ” viptq ´ vjptq, respectively, and bij ” rij ¨ vij. An inappropriate solution to Equation (1),

tij = r´bij `
b

b2
ij ´ v2

ijpr2
ij ´ σ2

ijqs{v2
ij, is excluded. In addition, positive bij corresponds to a collision that

occurred in the past. After making the list {tij} and sorting it, the time is evolved to t1 = t + tkl , where
tkl is the minimum value in the members of {tij}. All positions are updated as ript1q = riptq + viptqtkl .
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Velocities remain unchanged, except for particles k and l. From linear and angular momentum
conservation at the collision, vk and vl are updated as

vkpt1q “ vkptq ´ ml
mk ` ml

bkl

σ2
kl

rklpt1q,

vlpt1q “ vlptq ` mk
mk ` ml

bkl

σ2
kl

rklpt1q. (3)

The list {tij} is updated by subtracting tkl , except for the members involved in the collided particles.
The times to collision with particles k and/or i are recalculated using Equation (1). One can solve the
time evolution by repeating this procedure.

However, this algorithm cannot be parallelized. Let us make a simple consideration. Consider
a case where {tp1q

ij } is the list of times to collision for system 1 and {tp2q
ij } is the list for system 2; to

obtain a list for a system comprising systems 1 and 2, the two lists should be combined. This list can
be taken as the list for the composed system if the collision at the interface between the systems is
neglected. The average number of collisions doubles until a specific event for the combined system
occurs. In other words, the mean time between successive collisions would decrease by half. It can be
said that for a large system, a collision would occur at almost any instant. Such a difficulty does not
arise for continuous potential, for which the equation of motion is replaced with a difference equation
with a non-zero constant time step.

The collision-by-collision method has been developed as an event-driven method (e.g., [37]). At a
glance, computational cost for a system with pair-wise interaction is proportional to N2, where N is
the number of particles (or system size). However, when the interaction is of short range (e.g., rint), the
computational cost can be greatly reduced. One may determine interactions within rint. A method for
this purpose is the linked-cell method [38]. In a usual linked-cell method, the system is divided into
different numbers of cells whose size is larger than rint. For a particle, the interactions that need to be
calculated are limited to within the cell this particle belongs to and its neighboring cells. For the HS
system, the cell size is set small so as to include one particle at the most, and in addition to collisions
between particles, events through which a particle crosses the cell boundaries are also investigated [39].
This method has been further improved by Isobe [40]. In contrast to Alder and Wainwright’s algorithm,
this scheme enables parallelization. An event-driven simulation package has been recently presented
in [41].

2.2. MC Method Employed for Hard Spheres under Gravity

MC simulation for the HS system is very simple. If all interparticle distances are larger than
or equal to the HS diameter (rij ě σij for non-identical HSs) after an MC move, this MC attempt is
accepted. If an overlap between HSs occurs, this attempt is rejected. The present author and coworkers
employed the MC method for the simulation of HSs in gravity in order to investigate the sedimentation
of HSs on a bottom wall. In this case, in addition to the interparticle interaction, interaction between
particles and the wall should be considered. In an MD simulation, particle–wall collision event was
also investigated. This is not a very difficult task. However, the MC method was employed because
an algorithm to reject a configuration that a particle locates outside the wall was overwhelmingly
simple compared to that for investigating collision events between a particle and the wall in the
presence of gravity. In the presence of a gravitational field, the effect of gravitational energy should be
incorporated. The Metropolis method was employed to investigate the change in the gravitational
energy associated with the MC move.

3. Hard-Sphere Crystal/Fluid Interface

It is difficult to construct a crystal/fluid interface in HS systems because of the hard-core
singularity. The particle density is relatively high in the simulations of a crystal/fluid interface
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or an interface between two condensed phases. In the HS system, the volume fraction of HSs in
the coexistence region is about 0.5. When crystalline and fluid phases are prepared separately with
appropriate coexistence densities and then joined together to create an interface, an overlap would
occur between HSs because of the high density. To avoid such an overlap, crystal and fluid blocks
should be kept slightly apart from each other or the overlapped particles should be removed. With both
methods, the density of the entire system would be less than that of the coexistence one. The method
to circumvent this difficulty is described in Section 3.1. Some results of interface simulations are shown
in Section 3.2

3.1. Crystal–Fluid Coexistence in Equilibrium

In 1995, the present author and coworkers for the first time successfully performed an MD
simulation of crystal–fluid coexistence states in an HS system [42]. It was also in 1995 that Kyrlidis and
Brown performed a similar study by MC simulation [43]. To prepare a configuration at a high density,
the simulation should be usually started with an fcc configuration, even if one aims at simulating
a dense liquid. Overlap between HSs (or contact at a steep repulsive core, in general) occurs for a
dense random distribution of particle centers. A crystalline configuration at a density corresponding
to a dense liquid is well equilibrated to obtain a random configuration. Equilibration is also key in
crystal–fluid coexistence simulations.

A direct method to avoid an overlap between HSs at the interface does not involve separate
preparation of crystalline and fluid phases; instead, it involves the preparation of a coexistence state in
a system from the first in a course of simulations. Here, one should start with a regular configuration
because of the high density. The melting of a regular configuration takes a long time. The present
author and coworkers used the following method to circumvent this problem [42]: at first, the system
was divided into three parts—the crystal block, melt block, and interfacial region. An fcc crystal of
φ = φs was located in the crystal block, and a close-packed fcc crystal was present at the center of the
melt block. We determined the width of the interfacial region (dint) from the following relation:

πσ3

6
N

pLmelt ` dint ` LcrystqA
“ φentire, (4)

where N is the total number of particles, Lmelt and Lcrys are, respectively, the lengths (normal to the
interface) of the melt and crystal blocks, A is the cross-sectional area of the system (parallel to the
interface), and φentire is the volume fraction of the entire system, which fell around the center of the
φ f ă φ ă φs region. That is, dint was calculated before determining the initial configuration of the
particles. A snapshot is shown in Figure 1. The close-packed fcc configuration was placed in the
melt block in order to obtain a high collision rate between HSs. The simulation was further modified
in order to accelerate the randomization of the melt configuration. In Reference [42], the mass of
crystal particles was set 1000 times heavier than that of melt particles. Equation (3) shows that heavier
particles scarcely move, whereas lighter particles move well. Accordingly, the melt particles adopted
a disordered configuration after several MD runs, as shown in Figure 2a. Figure 2 shows snapshots
for an N = 3787 system. It took 5 ˆ 105 total collisions to obtain the configuration shown in Figure 2a.
Note that the 3D periodic boundary condition (PBC) was imposed on the configuration. Therefore,
the right and left crystals form one block. After the melt block became molten, we made all the masses
identical. A snapshot after equilibration of the entire system is shown in Figure 2b. Figure 2b shows
a trajectory of the particles after 2 ˆ 106 total collisions during the simulation of identical masses.
This trajectory was constructed by connecting the particle positions observed for over 70 collisions
per particle. The numerals indicated on the horizontal axis correspond to the labels of the crystal
layers. The mass ratio can also be set to a value other than 1000, such as 100 or 10000. Optimization of
the mass ratio would result in acceleration of the equilibration. When the mass ratio was moderate
(such as that reported in [42]), the crystal particles showed slight movement. The crystal block will
therefore move a little toward equilibrium in an equilibration process of the melt block.
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Figure 1. An initial configuration for the preparation of a hard-sphere crystal–fluid coexistence
state (reproduced from Reference [42] with permission from the publisher): (a) a 3D snapshot;
(b) a 2D projection.

Figure 2. Configuration of a hard-sphere crystal–fluid coexistence state (reproduced from Reference [42]
with permission from the publisher): (a) after the melt block became molten; (b) after equilibration of
the entire system.

This method was developed by Davidchack and Laird [9]. They initially moved only the melt
particles in the equilibration process of the melt block, and then moved only the crystal particles.
These processes were repeated. Equilibration of the interface configuration is confirmed by observing
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the evolution of configuration in repeated processes—in particular, when the change in the switching
of the motionless particles was observed. As mentioned in Section 1.1, the revision of the value of the
HS phase transition condition was achieved by their well-equilibrated crystal–fluid coexistence state.
This direct coexistence method has attracted more attention than the other methods for determining the
phase equilibrium condition, as described in Reference [44]. Accurate knowledge of the equilibrium
condition would help in determining the crystal growth condition. Distances from phase boundaries
to the state point of the crystal growth condition in a phase diagram is a useful piece of information.
Direct coexistence simulations also afford atomistic information about the interface, as described in the
subsequent subsection.

3.2. Interface Properties

Researchers working on crystal growth classify the interface structure into two types: a sharp
interface and a diffuse interface [45]. In the former (such as during crystal growth from vapors),
essentially a layer-by-layer growth mode takes place. In the latter (such as for crystal growth from
a melt), the crystal growth events occur simultaneously over a number of layers. The experimental
observation of an interface between dense phases is difficult because of low accessibility to the
interface through a dense phase. Atomistic information from computer simulations complements such
an experimental observation.

The information on the diffuseness of an interface is essential to determine whether or not the
multilayer mode can occur. Density profiles of the HS crystal/fluid interfaces along the interface
normal are shown in Figure 3. The density profile shown in Figure 3b corresponds to the snapshot
depicted in Figure 2b. The highlighted numeral “22” is an end position of the crystal block (Figure 1b).
The end positions are also highlighted for (100) and (111) interface systems. These interfaces had
widths several layers thick and compact interfaces, similar to those in the Lennard–Jones and
soft-sphere systems [46–53]. While crystal growth researchers were surprised by the bonding picture
(as described in Section 1.1), realization of crystal/fluid interfaces in soft-sphere systems (inverse
12th-power potential [46,50,51] and Weeks–Chandler–Andersen potential [48]) was a convincing
proof for the present author that the HS interfaces can be constructed successfully by an MD
simulation. If the width of the HS interface was infinitely broad (e.g., inversely proportional to
the bond-breaking energy as calculated by Temkin’s multi-layer model [54]; the numerical result
shown in References [13,55–57] implies this property, and the analytical order parameter profile under
continuum approximation [58–60] provides evidence), it would become difficult to grow crystals
in a two-phase coexistence state via an interface. In other words, when the width of the interface
is limited by the system size, the interface structure cannot be controlled through thermodynamic
parameters only.

Layer-by-layer investigation of the interfacial region was performed. The trajectories of the
particles (not shown in this review) were essentially the same as those reported by Davidchack
and Laird [9], except that the system was relatively small. The number of particles used in the
simulations reported in Reference [42] were 3888, 3788, and 4230 for (100), (110), and (111) interfaces,
respectively. The sizes of the cross-sections parallel to the interface were 9.41σ ˆ 9.41σ, 9.40σ ˆ 9.97σ,
and 9.79σ ˆ 9.60σ, respectively. It should be remarked that, with respect to the intra-layer order,
several layers were liquid crystalline. That is, despite the definite layered structure, the structure
of several layers was far from crystalline with respect to the intra-layer order. Radial distribution
function (gp2Dqprq) was calculated for each layer. The 2D projections of the position vectors parallel
to the interface were achieved for each layer and then a histogram of distances between all pairs of
projection vectors was obtained. One can find liquid crystalline properties in these profiles. Results for
the left interface (for the (100) interface simulation, both the right and left interfaces were almost
symmetric) are shown in Figure 4. The second peak at r – 2σ is indicative of the short-range order of a
dense liquid. When two HSs are in contact with each other, the interparticle distance equals the HS
diameter (i.e., r = σ), and when three HSs are in contact with each other on a line, two particles at both
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ends of the line give r = 2σ. Such configurations often appear for random arrangements of particles
at a high density. The peak at r – 2σ is confirmed in Figure 4a. In Figure 4b–d, a peak at r – 1.6σ is
shown, which reflects the lattice structure. The second-neighbor distance in an fcc (100) plane (a square
lattice) is

?
2 ˆ lnn, where lnn is the nearest distance that is slightly greater than σ, because the HS

phase transition density is 0.5 in volume fraction. Along with the third peak at r „ 2.5σ, a shoulder at
r „ 2.2σ can also be seen in Figure 4d; however, the corresponding peak becomes very weak (as shown
in Figure 4c). The third peak is attributed to the third-neighbor distance of the square lattice. While
fine structures retain highly-ordered lattice, slight disorders such as those caused by thermal vibration
broaden the peak, and sometimes it becomes difficult to distinguish shoulders from the main peak.
Besides the smectic-A like structure (Figure 4a), a smectic-B like order has also been suggested.

Figure 3. Density profiles of the hard-sphere crystal/fluid interface (reproduced from Reference [42]
with permission from the publisher): (a) (100); (b) (110); (c) (111) interfaces.
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Figure 4. 2D radial distribution functions for several layers: (a) for 20th layer left from the layer
indicated as “0” in Figure 3a; (b) for 18th; (c) for 17th; and (d) for 15th.

Drift of the interface was significant for both (110) and (111) interfaces (and thus, the right
and left interfaces were asymmetric). This review does not discuss radial distributions for (110)
and (111) interfaces because of poor statistics. In addition, diffusivity profiles were calculated from
mean square displacements. Because of the small size of the system, statistics for mean square
displacements could not be improved. Nevertheless, anisotropy in diffusivity was evident for
the mean square displacements of particles—in particular, in the left 18th layer corresponding to
Figure 4b. The diffusion coefficient in the parallel direction to the interface was greater than that in the
normal direction.

The other crucial parameter is interfacial free energy. The nucleation rate is calculated based on
the nucleation work employing the interfacial free energy (e.g., Reference [61]). The equilibrium shape
of a crystallite is determined by the orientational dependence of interfacial free energy, also known as
the Gibbs–Curie–Wulff rule. Davidchack and Laird developed an interface simulation to calculate the
HS crystal/fluid interfacial free energy [62]. In 1986, Broughton and Gilmer computed the interfacial
free energy for the Lennard–Jones system by introducing a cleavage potential to calculate the work
of formation of the interface [63]. A cleavage wall, instead of the potential, was used to calculate
the formation work of the interface. Values published in Reference [62] were γ1̊00 = 0.62 ˘ 0.01,
γ1̊10 = 0.64 ˘ 0.01, and γ1̊11 = 0.58 ˘ 0.01 for {100}, {110}, and {111} interfaces, respectively. Here,
the asterisk indicates the reduced unit [kBT{σ2] (i.e., γ˚ ” σ2γ{kBT). These values were revised in
2005 [64], and recently revised again by Davidchack as γ1̊00 = 0.5820 ˘ 0.019, γ1̊10 = 0.5590 ˘ 0.020, and
γ1̊11 = 0.5416 ˘ 0.031, and added γ1̊20 = 0.5669 ˘ 0.020 [65]. For comparison with values determined
by other methods, see References [11,66].

4. Hard-Sphere System under Gravity

Earlier in Section 1, it has been mentioned that competition between the potential energy (potential
well) and thermal energy gives rise to condensation. Thus, in systems comprising pure repulsive
interaction, condensation does not occur. The HS system has only one type of characteristic energy,
which is the thermal energy. However, if the system is kept in an external field, another characteristic
energy can arise. It is expected that in a colloidal system in gravity (acceleration due to gravity g),
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a competition between the thermal energy and gravitational energy gives rise to phenomena like
phase transitions. Hence, in such cases, it is convenient to introduce a dimensionless parameter
g˚ = mgσ{kBT. This parameter is sometimes called the “gravitational number” and coincides with
the Péclet number, which is defined as the ratio between the drift and diffusion. Parameter g˚ is also
expressed in terms of gravitational length, lg ” kBT{mg (i.e., g˚ = σ{lg. If kinetics is the main concern,
the concept of the Péclet number becomes more appropriate. Throughout this paper, we shall use g˚.

Colloidal suspensions crystallize by sedimentation [67]. This is a typical well-known method of
colloidal crystallization, which is as intuitive as colloidal crystallization through the evaporation of
dispersion media. Hence, it can be said that densification, in general, is the driving force of the Alder
transition. The colloidal crystallization by sedimentation can in turn be understood as a phenomenon
caused by the competition between mgσ and kBT. Because of phase transitions caused by competing
factors, it is expected that various phenomena will also occur in the presence of gravity. An instance of
such a phenomenon is the effect of gravity that reduces the stacking disorder in crystalline colloidal
sediment, as reported by Zhu et al. [23]; this has been discussed at the end of Section 1.2.

4.1. Sedimentation

HS colloidal crystals obtained by settling under normal gravity are a mixture of fcc and hcp [68].
Contrarily, Zhu et al. reported that under microgravity, HS colloidal sediments were of rhcp
structure [23]. This discovery cannot be understood intuitively, because the difference in the stacking
sequence does not alter the particle number density. A large number of studies have investigated
this phenomenon. It was shown by Kegel and Dhont that the rhcp structure, on aging, changes
to the faulted-twinned fcc structure under milligravity [24]. The same trend was also obtained by
Martelozzo et al. [69]. In contrast, Dolbnya et al. reported a slightly different result: after 1–1.5 years of
gravitational annealing, the sediment acquired the fcc structure, including the absence of any stacking
disorder [25].

MC simulation study of HSs in gravity were first carried out in 1994 [70]. However, the system
sizes were very small, and accordingly, the number of stacking layers was also small. A main concern
was the intra-plane order in gravity. Simulation for a large system was performed in 2002 [71].
An intra-plane structure was investigated with respect to the nucleation dynamics at the bottom.
It was found that the effect of gravity obstructs the crystal growth from the point of view of nucleation
dynamics. This seemingly contradicts the effect of gravity that reduces defects. It was in the mid-2000s
that the present author and his coworkers performed computer simulations of HSs to investigate the
stacking order in gravity [72,73]. MC simulations with constant volumes were conducted, and the
strength of gravity was changed stepwise so as to avoid the trapping of systems in a metastable state
such as glassy or polycrystalline states [73]. A series of snapshots is shown in Figure 5. The box length
of a system containing N = 1664 particles was Lx = Ly = 6.27σ and Lz = 49.23σ. Bottom (z = 0) and
top (z = Lz) walls of this system were hard walls and the PBC was imposed in the x and y directions.
After preparing a random configuration, g˚ was increased up to 1.5 with increments of Δg˚ = 0.1 and
then decreased. The system was maintained at each g˚ for 2 ˆ 105 MC cycles. Here, an MC cycle
(MCC) was defined in a way that an average of one MC particle move per particle was included in one
MCC. The maximum displacement of MC moves was fixed at 0.06σ. It is confirmed from Figure 5 that
defects in the crystal grown on the bottom wall dramatically vanished at g˚ – 0.9. Hence, it can be
said that we successfully demonstrated that defects are reduced under the effect of gravity. This g˚
value corresponds to the condition in which the gravitational energy that moves a particle about one
interparticle distance becomes comparable to the thermal energy, kBT. In other words, the gravitational
length is comparable to the interparticle spacing. However, this is a one-particle picture. This gives only
a primitive explanation for the gravitational stabilization of the layered structure near the bottom wall.
Detailed observation of defect disappearance would deepen the understanding of this mechanism.

A closer look at the evolution of 3D snapshots was undertaken previously [74]. Prior to elaborating
on these investigations, it should be noted that the growth direction in Figure 5 is x001y. Unique stacking
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sequence in this direction is a key idea of colloidal epitaxy [22]. A stacking fault is marked with a
red line in Figure 6a–e. Contrary to the intuition that stacking disorder does not change the particle
number density, a sink of the center of gravity is accompanied with the shrinkage of the stacking fault,
as shown in Figure 6f. A magnification of the snapshot around the lower end of the stacking fault is
shown in Figure 7. It should be remembered that a stacking fault is terminated by a Shockley partial
dislocation. In addition, it should also be noted that the Shockley partial dislocation terminating an
intrinsic stacking fault—such as that shown in Figure 7—accompanies a particle deficiency of 1/3
lattice line. This accounts for the sink of the center of gravity accompanied with the shrinkage of the
stacking fault. It was observed that the buoyancy of a partial dislocation acts as a driving force for the
disappearance of defects in gravity. In addition to the buoyancy, a stress field yields a driving force
that causes the Shockley partial dislocation to move upward along a glide plane [75]. Further, the
present author and his coworker calculated a cross term between the elastic field due to a Shockley
partial dislocation and that caused by gravity [76]. This effect also acts as a driving force for the
upward motion of the Shockley partial dislocation. Although numerical estimation has been carried
out using an elastic constant for the HS crystal, this effect is not limited to colloidal crystals. However,
the condition of coherent growth (which was reported in Reference [77]) was used.

Figure 5. Snapshots of Monte Carlo simulation of N = 1664 hard spheres (HSs) (reproduced from
Reference [73] with permission from the publisher). Values of g˚ are indicated on the top.

The glide mechanism of a partial dislocation for the reduction of stacking disorder was revealed
in Reference [74]. As mentioned in Section 1.2, the fcc–bcc interfacial free energy was determined
by Pronk and Frenkel. Using this value for stacking fault energy (free energy), they estimated the
time for stacking fault to be annealed out of a sediment [33]. It was assumed that the melting
and recrystallization mechanism was involved here. The estimated time was a few months long,
which was fairly consistent with Dolbnya et al.’s result of 1–1.5 years to obtain a perfect fcc stacking.
To evaluate the time required for the glide mechanism, the activation barrier for the partial dislocation
to move to the next lattice position is needed. While we do not have such a value at present,
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this mechanism is apparently smooth, because only particles along a dislocation line are involved.
Therefore, this mechanism would account for defect reduction in a short period or that occurring
immediately after the crystal growth. If a dislocation glide is mediated by a kink motion along the
dislocation, the motion becomes smoother. It is possible that defect behaviors with intermediate time
scales are related to other mechanisms, such as the climb-up of dislocation and jog-related phenomena.

Immediately after our study [73], a grand canonical MC simulation study of HSs in gravity was
performed by Marechal and Dijkstra [78]. They focused on the dynamical aspect of crystallization.
They also confirmed the occurrence of crystallization in two successive bottom layers reported by
Biben [70]. This phenomenon was later confirmed experimentally [79]. Marechal et al. performed a
Brownian dynamics simulation study of the stacking disorder from a dynamical point of view [80].
It was found that fast sedimentation introduces hcp stacking sequence in fcc stacking. Accordingly,
a trade-off is suggested: while the gravity effect reduces the stacking disorder, it also accelerates the
sedimentation simultaneously. This dilemma has been addressed in detail in Section 4.2. In an earlier
study [73], we proposed the use of a centrifuge rotor to control the strength of a gravitational field.
Besides examining the stepwise control of a gravitational field in simulations, different types of control
are also possible through the variation of the centrifuge rotation velocity.

The results reported in References [73,74] also faced criticism. The driving force of the fcc x001y
growth in these simulations was stress arising from the simulation box of PBC, which indeed was
artificial. Our rebuttal was that stresses forcing the fcc x001y growth could be produced without
the PBC. In reality, the fcc x001y growth has already been realized by utilizing a template in the
colloidal epitaxy [22]. This motivated computer simulations on the colloidal epitaxy, as presented in
the next subsection.

Figure 6. Evolution of 3D snapshots and the center of gravity during the disappearance of defects,
as shown in Figure 5(c) (reproduced from Reference [74] with permission from the publisher).
MCC: Monte Carlo cycle.
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Figure 7. A magnified snapshot of Figure 6(c) (reproduced from Reference [74] with permission from
the publisher).

4.2. Colloidal Epitaxy

In 1997, van Blaaderen et al. developed colloidal epitaxy [22]. As mentioned in Section 1.2,
a key idea was the uniqueness of the stacking sequence in fcc x001y. Interfacial free energy of the
HS crystal against a flat hard wall is lowest for the fcc {111} face among low-indexed faces such as
{110} and {100} [81–83]. Therefore, fcc {111} plane faces if one grows an HS crystal on a flat hard wall.
This phenomenon has already been reported in an MD simulation study [84], and was also confirmed
by a recent MC simulation study [85]. In reality, dense colloidal suspensions exhibit the same trend.
Section 1.2 has already explained that it is difficult to avoid the stacking disorder in fcc {111} stacking
by using the free energy difference.

In the preceding subsection, we discussed that fcc (001) stacking has many advantages, in addition
to its uniqueness. Hence, it is possible to further develop this method. A shortcoming of colloidal
epitaxy is that the obtained colloidal crystals are thin. Lin et al. successfully grew thick colloidal
crystals with about 30 layers on a square grid template [86]. An advantage of the square grid is
that it allows the lattice constant of the bottom layer to be adjusted via on-line matching of the
template. Colloidal epitaxy on a square grid template has been reported (e.g., [87–89]). The present
author employed a square grid as a template. In addition to the advantage just mentioned above,
the computational cost to calculate interactions between particles and the pattern on the template is
lower for a simple square grid than for an fcc (001) array. Crystallization of HSs on a patterned wall
has already been investigated by MC simulations [90–92], and has also been recently investigated by
MD simulations [93]. Enhancement of crystallization by various patterns has also been shown in the
absence of a gravitational field. While gravity should be excluded to investigate the pure substrate
effect, interplay between these two effects may yield some benefits. In addition, it is not easy to make
the effect of gravity negligible in reality.

As a first stage, we merely replaced the flat bottom wall with a square patterned wall [94,95].
That is, the strength of gravity was increased in a stepwise manner. In Reference [95], the size of
a horizontal system was doubled to that of Reference [94]. In simulations on a flat bottom wall
(Reference [73]), the stacking sequence was changed to {111} stacking by doubling the size of the
horizontal system. In contrast, in the simulation carried out on a square pattern, the stacking direction
remained as x001y. The pitch of the square grid was determined so that the lattice constant of the
bottom crystal layer became slightly smaller than that for the simulation reported in Reference [73]
at g˚ = 0.9. In References [94,95], our interest was not limited to the detection of the threshold g˚
value („0.9), but was also extended to the phenomena occurring in a relatively wide range around
the threshold. Accordingly, this review also examined the defect behavior under conditions when
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g˚ is slightly greater than the threshold value. The side-to-side distance between adjacent grooves
was 0.338σ. The grid was made of grooves with width 0.707σ. Accordingly, the periodicity of the
square grid was 1.478σ. The groove width was selected so that the diagonal length of a square in
the cross-section of transverse and longitudinal grooves “coincides” to σ (for detail, see note 18 of
Reference [96]). Snapshots of the N = 26624 system (Lx = Ly = 25.09σ and Lz = 200σ) are shown
in Figure 8. A two-fold—not three-fold—stacking sequence is an indication of fcc (001) stacking.
Thickening of the crystal with increasing g˚ is also seen. A triangular-shaped defect, as shown in
Figure 8, is remarkable. This extended defect was later identified with a stacking fault tetrahedron [97].
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Figure 8. Snapshots (xz and yz projections) of a hard-sphere crystal grown on a square pattern with
stepwise g˚ increase (reproduced from Reference [95]).

142



Crystals 2017, 7, 102

After successfully replacing the stress that forced the growth direction to fcc x001y, we examined
the sudden switch-on of gravity [101] (some details are given in Section 4.3 because they relate
more closely to this section). In the case of a flat bottom wall, this gravitation resulted in
polycrystallization [72]. In this respect, it was surprising that in the case of a square grid template,
we could successfully avoid the polycrytallization/amorphization without controlling the g˚ value.
This is another advantage of colloidal epitaxy, apart from the uniqueness of the stacking sequence.
In other words, crystalline nucleation on a template and successive growth upward can overcome
the crystallization inside. Of course, we cannot completely rule out the possibility that the crystal
grown from a nucleation inside already becomes large so that it dominates the growth front of the
crystal grown from the bottom when the growth front reaches the inside. Hence, it can be concluded
that polycrystallization/amorphization can be avoided in colloidal epitaxy under a gravitational
condition that the system polycrystallizes if the bottom wall is flat. Such a phenomenon has already
been reported experimentally [98].

Here, it is important to note the contrasting wall effect. While the present and preceding
subsections focus on the effects that promote the crystal growth in a wider sense, studies on walls that
inhibit the crystallization on them are also interesting. Homogeneous nucleation inside a system was
investigated using such walls by a Brownian dynamics simulation [99]. Combination of walls that
promote and inhibit the crystallization may be used to create complicated structures.

4.3. Gravitational Annealing/Tempering

Annealing is a method of material processing. It is well known that the properties of GaN
materials were successfully improved by a thermal annealing [100]; in this example, Mn-doped
GaN were treated in N2-ambient above 700 ˝C for 20 min to lower the resistivity. In contrast,
in quenching, the temperature is decreased at a certain rate during the treatment of materials. After an
annealing treatment, one can, for example, treat the materials at a temperature higher than the
annealing temperature. Through such a tempering treatment, material properties can be modified.
The aforementioned simulation under a constant gravitational condition corresponds to annealing.
This subsection first briefly describes the gravitational annealing simulations, and then introduces the
simulation results of gravitational tempering.

Let us look at some snapshots of simulations under constant gravitational conditions
(Reference [101]). Snapshots of the N = 26,624 systems are shown. In this simulation, both the
system size and the template were the same as those reported in Reference [95], except for Lz = 1000σ.
The results of gravitational annealing are shown in Figures 9 and 10. Figure 9b shows that a crystal first
formed at the bottom by sedimentation (Figure 9a) and then grew. A comparison of the xz projections
of Figure 9b,c shows an improved crystallinity owing to gravitational annealing. In particular, region
z{σ À 11 clearly showed better and improved crystallinity than that in the above region. However,
one cannot have a simple conclusion on the defect reduction from yz projection. Region 11 À z{σ À 17
shows increases in the number of defects. On the other hand, the defect around (x{σ,y{σ,z{σ) „ (5,7,12)
extends in a three-dimensional region. This means that at least 3D analysis is necessary. One
cannot judge on the crystallinity, merely based on the extent of defect structures. In addition, a
tiny defect structure around (x{σ,y{σ,z{σ) „ (´1,0,2) should not be ignored. Hence, it can be said that
improvement of crystallinity by gravitational annealing at g˚ = 1.6 was successful but partial.

Let us look at the snapshots of gravitational annealing at g˚ = 1.4 (Figure 10). Seemingly, Figure 10b
shows that crystallinity of the crystalline layers formed on the bottom (Figure 10a) was already better
than that for g˚ = 1.6. Improved crystallinity can be more clearly seen in Figure 10c than in cases
when g˚ = 1.6. The extent of a less-defective crystalline region is evidently larger for the g˚ = 1.4 case
than for the g˚ = 1.6 case. In addition, although a tiny defect structure remained for g˚ = 1.6, no such
defects were observed for g˚ = 1.4. In contrast, the dots around z{σ „ 7.5 resulting from the overlaid
projected points widened. Based on these observations, a deviation of the particle position from its
regular lattice point is suggested. Alleviation of gravitational tightness can amplify the lattice vibration
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of individual particles or the collective motion of particles. The latter may be indistinguishable from
lattice defects such as the wandering of lattice lines. However, the overall crystallinity is higher for
g˚ = 1.4 than that for g˚ = 1.6. Improvement in crystallinity through gravitational annealing has been
shown in simulations, although the optimization of annealing under the gravity condition has not yet
been completed.

Figure 9. Snapshots of a hard-sphere crystal grown on a square pattern under constant gravitational
condition at g˚ = 1.6 (reproduced from Reference [96]): xz and yz projections at (a) 1.0 ˆ 105th;
(b) 1.2 ˆ 106th; and (c) 4.0 ˆ 107th MCCs.
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Figure 10. Snapshots of a hard-sphere crystal grown on a square pattern under a constant gravitational
condition at g˚ = 1.4 (reproduced from Reference [96]): xz and yz projections at (a) 1.0ˆ104th,
(b) 1.5ˆ106th, and (c) 1.0ˆ107th MCCs.

Inspired by these results, we proposed gravitational tempering to reduce defects in colloidal
crystals [96]. After growing a colloidal crystal by sedimentation under a rather strong gravitational
condition, treatment of the crystal at a moderate gravitational condition may improve the crystallinity.
Alleviation of gravitational tightness is key for such a treatment. During crystal growth, defects that
hardly move under a gravitational condition become mobile if the gravitation is weakened. However,
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weakening of the gravitational condition decreases the thermodynamic driving force of crystallization.
In addition to the optimization of the tempering gravity, duration of the tempering program should
also be optimized. We have successfully demonstrated MC simulations of gravitational tempering to
reduce defects [102]. Sedimentation and gravitational tempering were tested at g˚ = 1.6 and 1.4: g˚
was kept at 1.6 for the first 2 ˆ 107 MCCs, then decreased to 1.4 and maintained for 2 ˆ 107 MCCs, and
again 1.6 for the last 2 ˆ 107 MCCs. The system size and the template were entirely the same as those
reported in References [96,101]. Evolution of several parameters and snapshots of a simulation are
shown in Figure 11. The result of a single simulation of five runs has been demonstrated here, and a
dramatic defect disappearance can be seen (see the animation provided in the Supporting Information
at http://pubs.acs.org/doi/suppl/10.1021/cg401884k). Evolution of the center of gravity zG is plotted
in Figure 11a in black. After a steep sink of zG corresponding to sediment formation, it decreased
gradually and became almost constant. Figure 11b is a snapshot of the crystal observed at the end
of gravitational annealing after crystal growth by sedimentation at g˚ = 1.6. Defect structure did not
disappear by this gravitational annealing. Just after switching g˚ to 1.4, zG promptly increased. After
some time, zG suddenly sank slightly and then became almost constant. Snapshots just before and after
this sink are shown in Figure 11c,d, respectively. An extended defect around (x{σ,y{σ,z{σ) „ (´10,3,15)
disappeared. The slight sink of zG was caused by this defect disappearance. Hence, it can be concluded
that an extended defect that could not disappear through a gravitational annealing treatment did
disappear. Defective layers are seen at the top region of yz projections in Figure 11c,d. Shrinking of
this defective region was expected by treatment at g˚ = 1.6 for the last 2 ˆ 107 MCCs. Unfortunately,
this defective region remained unchanged (snapshot is not shown). The numbers of particles of
fcc-like, hcp-like, and other crystalline types in the observed region are plotted together in Figure 11.
The kink positions in the evolution curves of these numbers coincide with those in zG, except for at
the 4 ˆ 107th MCC. The triangular-shaped extended defect (a stacking fault tetrahedron) disappeared
through conversion from hcp or other types of stacking to fcc ones. In Section 4.1, it was mentioned
that a Shockley partial dislocation that terminates an intrinsic stacking fault accompanies the particle
deficiency of 1/3 lattice line. The particle deficiency at the end of a stacking fault tetrahedron arises
from the extended region over a triangle. The particles that underwent conversion between other
types of crystals are also distributed over this triangle. Therefore, changes in the numbers and zG were
detectably large. In a previous study [102], we showed another result. Such changes were not detected
for the shrinkage of only a few stacked planar defects.

In Section 4.1, we pointed out two aspects of the stacking disorder. It is generally observed that in
crystal growth, crystals that grow rapidly contain many defects. A high degree of stacking disorder
in rapid sedimentation is natural in this respect. An advantage of colloidal crystallization under a
strong gravitational condition is enlargement of the grown crystal, rather than the rapid growth. It has
been shown that even if the crystals contain a large number of defects, the defects in large crystals
can be reduced by post-growth processing. Another advantage is the possibility of developing a
technique of defect control. Hilhorst et al. successfully introduced a desired defect in a colloidal crystal
in sedimentation by utilizing a template with a defective lattice structure [26]. For the functionalization
of a colloidal crystal such as an optical waveguide, designed defects must be incorporated in the
crystal. Such defect engineering can be performed by the sedimentation method using a template
with regular lattice by varying the lattice spacing, as pointed out in Reference [97] and as explained as
follows. It has been experimentally found that defects in colloidal crystals grown on a template are not
triangular, but parallelepiped [103]. The defect structure of partial parallelepiped outer shape has also
been reported in Reference [102]; results of two runs of five of the simulations have been reported,
and in a run a triangular outer-shaped defect structure was seen as described above, and in the other,
the outer shape of the defect structure was partial parallelepiped. As already mentioned, in order to
match the template with the lattice spacing of the bottom layer at g˚ = 1.6, the pitch of the square grid
was set slightly smaller than the lattice spacing at g˚ = 0.9 of Reference [73]. Under the stress provided
by this pattern, stacking fault tetrahedra must dominate. By varying the lattice spacing of the template
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pattern, the dominant defect type may change. The effect of lattice spacing of the template pattern on
the defect has already been argued by Jensen et al. [98]. As a recent development, the sedimentation
method with colloidal epitaxy has been applied to control the structure of a grain boundary [104].

b 

c 

d 

a 

Figure 11. Result of the simulation of gravitational tempering (reproduced from Reference [102]):
(a) the center of gravity and the number of the three types of crystalline particles; (b–d) snapshots.
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5. Discussion

A main focus of the present review is the crystal–fluid coexistence in equilibrium, and the other is
the crystal growth. The subsequent subsection first introduces an aspect of crystallization included in
the equilibrium simulations, and then a feasibility study is presented on gravitational tempering.

5.1. Hard-Sphere Crystallization without External Field

The results of Reference [42] and successive development were discussed in Section 3. However,
some of the results were not published because of poor statistics. Results with good statistics were
published by other researchers (such as in Reference [9]) before the present author could improve the
statistics. Besides the small size of the system, interface drift is another problem. The initial velocities
are generally assigned using random numbers with zero average. Even if the averaged velocity over
the entire system vanishes, the average over a particular part (e.g., in an interfacial region) cannot be
taken as zero. Particular attention must be paid to prevent the interface drift. The present author
investigated the crystallization and melting induced by a mass flow in the melt [105]. The driving
force of HS crystallization is densification. Therefore, densification induced by a mass flow must cause
HS crystallization.

This phenomenon can be understood based on the principle of mass conservation. In a
conventional MD simulation, momentum and energy as well as mass are conserved. Treating the
materials as a Navier–Stokes–Fourier fluid, the present author derived relations between
thermodynamic quantities of two phases coexisting in a non-equilibrium steady-state [106].
Relations for the velocity of the interface, net mass-flow velocity, and thermodynamic variables
such as temperature, pressure, and density derived from conservation laws are symmetric with respect
to crystallization and melting. In contrast, entropy production changes its sign when we invert the
flow velocity; the crystallization and melting are swapped with each other by this operation. This gives
rise to a criterion that can be used for determination of the stability of the non-equilibrium steady-state
interface. This formulation was extended to the isothermal case [107]. However, related studies have
not been performed.

5.2. Processing of Colloidal Crystals Using Centrifugation

The utilization of a centrifuge rotor proposed in Reference [73] has been described in Section 4.1.
This section first provides an introductory description on spontaneous sedimentation under
normal gravitational condition. Subsequently, we discuss colloidal crystallization by centrifugation
sedimentation. In other words, the feasibility of the experimental realization of gravitational tempering
is discussed.

Typical values of g˚ in normal gravity are described prior to determining them using a centrifuge
rotor. Van Blaaderen et al. conducted a pioneering work on colloidal epitaxy and reported g˚ „ 1 [22].
Ackerson et al. carried out a light scattering experiment under the gravitational conditions g˚ „ 0.3
and 0.1 [108]. As mentioned in Section 4.1, Kegel and Dohnt conducted a milligravity experiment [24].
Gravity conditions as small as g˚ on the order of 10´4 have been reported by matching the density
of dispersion media to that of a dispersion phase. In a similar experimental study by Martelozzo
et al., the gravitational conditions g˚ „ 0.02 and 0.004 were reported [69]. A real-space observation
of the sedimentary growth of colloidal crystals was performed by Hoogenboom et al. under the
gravitational conditions g˚ „ 1 and 4 [109]. In Dolbnya et al.’s experiment on 1–1.5 year long
gravitational annealing, the gravitational conditions were g˚ „ 0.03 [25]. In a real-space observation
by Royall et al., the gravitational conditions g˚ „ 1 and 2 were reported [110]. In an experimental
study that confirmed the occurrence of crystallization in two successive bottom layers in gravity by
Ramsteiner et al., the gravitational condition was g˚ „ 7 [79]. These values indicate that a wide range of
the g˚ value has already been covered. The main issue is in situ tuning of g˚. Varying g˚ by changing
the density of a dispersion medium and/or mass/diameter of dispersing particles cannot be applied

148



Crystals 2017, 7, 102

in gravitational tempering because it cannot be carried out in situ. On the contrary, in situ observation
is possible by methods such as laser scanning confocal microscopy [22,79,109–111].

A number of studies have already been conducted using a centrifuge rotor. Megens et al.
investigated colloidal crystals by small-angle X-ray scattering [112]. They centrifuged colloidal
suspensions at „400 G for more than 5 h to densify them. Here, G stands for normal gravity. In addition
to spontaneous sedimentation, centrifugation experiments were also carried out by Ackersonet al. [108].
They used σ = 1000 nm and 760 nm particles, and reported that for smaller particles, the system failed
to crystallize when the centrifugal force was greater than „6 G. Although this threshold value differs
by two orders from Megens et al.’s centrifugation condition, it was not an error; in addition to the
difference in other conditions, they focused on the kinetic aspect. Although the particle surface was
not modified so as to exhibit the HS-like phase behavior, Suzuki et al. grew colloidal crystals by
centrifugation at 82, 185, and 329 G [113]. Jensen et al. performed experiments on colloidal epitaxy
at 9000 G [98]. These studies indicate that gravity condition can be controlled in centrifugation.
In situ control of g˚ is possible for gravitational tempering programs through centrifugation. A key
issue for realizing gravitational tempering has been shown in Suzuki et al.’s gravitational annealing
experiment [114]. In this study, we succeeded in removing striations from a silica colloidal crystal
grown at 9 G by gravitational annealing at 50 G for 5 days. Photographs before and after gravitational
annealing were been presented therein. However, these results were based on ex situ observations.
In situ monitoring of disappearing defects is quite difficult during centrifugation. Even more difficult
is establishing a setup of an optical system for confocal microscopy in a centrifuge rotor. A plan to
rotate a conventional microscope together with a cuvette is under investigation.

6. Summary

We have reviewed here simulation studies of hard-sphere (HS) systems in the context of crystal
growth. After a general introduction of models of colloidal particles, simulation methods are discussed.
The review consists of two main parts: one on the crystal–fluid coexistence state in equilibrium, and the
other the HS systems in gravity. The former part initially describes how the present author constructed
the crystal–fluid coexistence state of hard spheres for the first time. Next, some interfacial properties
derived from coexistence simulations are introduced. The latter part gives reviews of HS systems in
gravity. Firstly, the simulation results of crystallization of hard spheres on a flat wall in gravity are
presented. Then, the simulations on a template of a square pattern are described. Finally, the processing
of colloidal crystals using gravity is discussed. Gravitational tempering is a new technique proposed
by the present author and his coworkers. The review also discusses non-equilibrium phenomena
included in equilibrium simulations. It then investigates how mass flow in melt induces crystallization
and melting at the interfaces. Feasibility of gravitational tempering has also been argued in the review.
The review shows that a wide range of gravitational conditions can even be observed in normal gravity.
Gravitational condition can be varied in situ through centrifugation. Difficulty in in situ observation of
the defect behavior has also been pointed out.
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Abstract: Solution crystallization and dissolution are of fundamental importance to science and
industry alike and are key processes in the production of many pharmaceutical products, special
chemicals, and so forth. The ability to predict crystal growth and dissolution rates from theory and
simulation alone would be of a great benefit to science and industry but is greatly hindered by the
molecular nature of the phenomenon. To study crystal growth or dissolution one needs a multiscale
simulation approach, in which molecular-level behavior is used to parametrize methods capable
of simulating up to the microscale and beyond, where the theoretical results would be industrially
relevant and easily comparable to experimental results. Here, we review the recent progress made by
our group in the elaboration of such multiscale approach for the prediction of growth and dissolution
rates for organic crystals on the basis of molecular structure only and highlight the challenges and
future directions of methodic development.

Keywords: molecular dynamics; kinetic Monte Carlo; continuum simulations; crystal growth; crystal
dissolution; multiscale simulations

1. Introduction

Crystal growth and dissolution processes are an area of vital interest for pharmaceuticals,
agrochemicals, organic electronics and other technologies. Owing to their significance to many
different fields, those processes have been studied for over a century [1–3]. However, the prediction of
crystal growth and dissolution kinetics for novel organic compounds still presents a major challenge.

The theories of crystal growth and dissolution are extensively discussed in the literature [2–5].
Both processes proceed by analogous mechanisms [6,7] and involve two main steps: (1) surface reaction
and integration/disintegration of the surface species and (2) mass transfer of this species from/toward
the bulk solution across the diffusion layer that surrounds the crystal [8]. Thus, the actual process
of crystal growth and dissolution occurs at the molecular level, which also concerns crystal packing.
Crystal structure databases, which provide crystal packing information for a huge variety of molecular
structures, are to a large extent based on experimental X-ray diffraction analysis. The major drawback
of this method is that it requires a flawless crystal of very high quality. Thus, the compound has to be
synthesized and crystallized before information about the crystal structure can be obtained. Knowledge
of the crystal packing is essential for predicting growth and dissolution properties. Consequently,
to predict growth and dissolution properties from nothing but the molecular structure, simulation
techniques to predict the crystal structure must be available. However, not only the nanoscale aspects
are significant for understanding the crystal growth and dissolution processes. There are many
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important phenomena associated with crystal growth that occur on a mesoscale comprising hundreds
of nanometer to tens of microns and occurring over long time scales (microseconds and longer) [9],
like, e.g., the evolution of crystal surface structures due to the formation of terraces, which range in
size from 0.1 to 1 microns, or step bunches, which can be as large as 100 microns [9]. Even larger
length scales and longer time scales are needed to incorporate concentration effects and calculate face
displacement velocities. An in silico prediction of macroscopic growth and dissolution properties thus
necessarily requires a multiscale modeling approach that integrates all of these aspects in one unified
simulation framework.

The standard simulation technique for modeling molecular-level behavior to reveal how the
molecular details influence the growth and dissolution kinetics is molecular dynamics (MD). In this
method, Newton’s equations of motion are solved numerically for all atoms to track the time
evolution of the systems and to derive the kinetic and thermodynamic properties of interest [10].
However, MD can, at most, only probe behavior on the nanometer and nanosecond scale. Thus, most
investigations of growth and dissolution processes using MD are reported for relatively small and
simple molecules like, e.g., urea [11–13] and glycine [14–17], or even for simple model systems, such
as hard spheres and Lennard–Jones particles [18–21], whereas most organic molecules, especially
those used as active pharmaceutical ingredients (APIs), form more complex crystal structures, and
it is extremely challenging to capture their crystal growth using fully-atomistic simulations [22].
Replacing atomistic details with lower resolution, coarse-grained (CG) beads, in which groups of
co-localized atoms are treated as a single interaction site, allows one to overcome the complexity
of molecules and the long time scale associated with the crystallization [22,23]. However, the
interpretation of time is problematic in CG models [24]. The time scale needs to be calibrated by
directly comparing with experimental data or dynamics from atomic simulations for the system
at hand [24]. Thus, mainly the usefulness of CG models to obtain relative characteristics, like,
e.g., to estimate the role of additives on the crystal growth of different API molecules was demonstrated
so far [22,23]. Enhanced-sampling methods such as umbrella sampling [25], metadynamics [26] and
forward flux sampling [27] have emerged as useful tools for understanding the mechanisms involved
in crystallization. A basic idea, common to these rare event sampling methods, is that a biased
potential is added to the system either to drive it along a predefined reaction coordinate or to prevent
it from repeating already explored trajectories [23]. However, the efficiency of these methods strongly
depends on the accuracy of the choice of reaction coordinates and may be inefficient in the case of a
large number of degrees of freedom of the molecule under consideration. Moreover, upon introduction
of an extra term into the system Hamiltonian, the actual dynamics of the system is to some extent
hampered [28]. Recently, Salvalaglio et al. [13] demonstrated that using well-tempered metadynamics,
applied within MD, one can quantitatively estimate the ratio between growth rates and thus predict
the crystal habits and their dependence on additive concentration and supersaturation. However,
the authors stressed that the approach does not allow computing absolute growth rates. The Reuter
group also established a method for a quick prediction of approximate dissolution rates at low
undersaturation based on the combination of hyperdynamics and metadynamics approaches [29–31].
This method relies on the classic rotating spiral model of Burton, Cabrera and Frank (BCF) [32], which
assumes that dissolution (growth) proceeds via rotating spirals of step edges at screw dislocations and
that dissolution (incorporation) of molecular units takes place primarily at kink defects along these
step edges.

Kinetic Monte Carlo (kMC) is the method of choice in mesoscale modeling of dissolution or
growth. In a kMC simulation, the growth or dissolution of a crystal is approximated by involving
rare and independent state transition events, like, e.g., transition of molecule from solution to a kink
or step site at the crystal surface. At each step in the simulation, the next event is determined on
the basis of the probability proportional to the rate for that event. The time of the next event is
determined by the overall rate for the microscopic surface processes and a suitably-defined random
number. If a set of relevant states is defined and the transition rate constants are known, then the
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time evolution of the system can be modeled. Thus, the definition of a minimal set of distinct states
and the estimation of corresponding transition rates are the main challenges for kMC simulations.
Many kMC studies consider states on the basis of their nearest-neighbor coordination [33,34] or
next-nearest-neighbor coordination [11,35]. Alternatively, the problem of state definition can be solved
by identifying the most significant factors defining site reactivity with the help of electronic structure
calculations and MD simulations for selected sites on the crystal surface [36]. Different approaches
based on MD [11,20,33–35], accelerated MD [31,37], ab initio MD [38] or even DFT techniques [39]
have been reported to determine rate constants, though the last three imply significant computational
effort making them less attractive for systems with a high number of potential transitions, as well as
for systems consisting of complex molecules with a high internal degree of freedom [40]. Significant
steps toward the multiscale modeling of crystallization have been presented in studies conducted
by Piana and co-workers [11,33,35], who first combined MD and kMC approaches to investigate the
growth of a urea crystal from solution. Their simulations successfully predicted the different crystal
morphologies of urea in solutions of methanol and water. However, as this only required relative
rate constants, the model is still restricted in its applicability. Process time is an important factor in
predicting crystallization processes, which demands that kinetic information including absolute rate
constants is correctly accounted for. Further, in their studies, Piana et al. benefited from two special
properties of urea: firstly, urea dissolution and growth has been shown to be fast in experiment and
simulation, and secondly, urea is a small molecule, which has no facile torsional degrees of freedom [33].
For most substances, these simplifications are not necessarily true. Moreover, the concentration effects,
relevant at the macroscopic scale, are not considered in their study, hindering the direct comparison
with the experimental growth rates.

On the macroscopic scale, continuum methods are gainfully applied [41–47], handling physics
expressed by continuum partial differential equations. These simulations are important for
understanding the crystal growth and dissolution processes in their complexity accounting for advection
and diffusion processes. They, however, do not shed light on how the molecular details influence the
growth and dissolution kinetics. Molecular dynamics simulations are at most used only to predict
physical parameters such as diffusivity or solubility, which are then employed to compute scale
continuum transport models [48]. In most cases, the macroscopic simulation relied on experimental data;
thus, the derivation of predictions for novel compounds still presents a major obstacle.

Thus, the protocol for in silico prediction of crystal growth/dissolution rates on the basis of
molecular structure should comprise and join all of the corresponding steps from the prediction of
molecular packing and crystal shape to continuum simulation of growth and dissolution processes.
Figure 1 presents a multiscale protocol, elaborated based on our previously published studies and
findings [40,49–52].

In this paper, we review all of the aspects relevant to establishing of such a protocol and highlight
the challenges arising at each individual step. The first two steps, prediction of (1) crystal structure
from molecular structure and (2) crystal shape, are necessary to provide the information for all further
simulations and, thus, to initialize the multiscale protocol. These steps were completely omitted in our
previous studies; however, in Section 2, we give a short survey of the actual state of knowledge and
techniques in this field. The third step involves MD simulations to take into account molecular-level
processes and to obtain process rate constants for kMC simulations, as was initially proposed by
Piana et al. [11,33,35]. In comparison to Piana et al., we consider the three-dimensional crystal model
in MD simulations, enabling dissolution to be seen on MD time scales even for highly hydrophobic
and poorly water-soluble pharmaceutical ingredients. This, as well as a choice of force field for MD
simulations and the necessity and ways to hold constant solution concentration in MD simulations are
considered in Section 3 of this paper. Our approach to properly transfer the microscopic information
from MD to kMC simulations and all procedures needed for that (state identification, detection of only
rare, uncorrelated transition events in MD simulations, etc.) are described in Section 4. The fourth
step of the multiscale protocol represents kMC simulations to calculate crystal face displacement
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velocities based on the MD rates and thus at the same constant solution concentration. This step is
described in Section 5 of the paper. The fifth and last step involves continuum simulations to describe
concentration-dependent crystal growth/dissolution on the macroscopic scale, where the results can
be directly compared with the experimental ones. The scale continuum transport model, as well
as our approach to transfer the mesoscopic information from kMC simulations to the macroscopic
level are described in Section 6 of the paper. To demonstrate our approach, the dissolution rates
for aspirin were predicted and validated by comparison with experimental assessment of aspirin
dissolution using a Jamin-type interferometer [53], as described in Section 7 of the manuscript. Aspirin
was chosen as a model substance as it is a well-studied compound, where the literature provides a
broad array of information like crystal structure [54], polymorphs [55,56], morphology [57], critical
nucleus size [58] needed to initialize the multiscale simulation protocol, as well as experimental data
on crystal dissolution [59,60] for comparison with the simulation results and validation of the different
steps of our protocol. Thus, all of the simulation results presented in the paper are for molecular
aspirin crystals. However, our approach introduces the flexibility to handle different organic model
compounds and not restricted to aspirin. A summary of our findings and some concluding remarks,
as well as the information about future directions and challenges can be found in Section 8.

Crystal structure
prediction

Molecular
structure

Crystal shape
prediction

Molecular
dynamics

Kinetic
Monte Carlo

Continuum

Experiment

Figure 1. Protocol for in silico prediction of crystal growth/dissolution rates on the basis of the
molecular structure only (case scenario: aspirin).

2. Crystal Structure and Shape Prediction

The prediction of crystal structure at the atomic level is one of the most fundamental challenges
in condensed matter science [61]. Crystal structure prediction (CSP) approaches have been evolving
rapidly in the past few decades and have now grown into an overwhelmingly vast, diversified and
active field of research [62,63]. The ever increasing computer power allowed making many successful
predictions of organic crystal structures [63]. The best starting point to keep track of the existing range
of approaches is constituted by the accounts of the Blind Tests of CSP organized by the Cambridge
Crystallographic Data Centre every few years [64]. These contests ask participants to predict the
crystal structures of organic molecules starting from only the 2D molecular structure, which are then
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compared with the experimentally obtained, but not publicly released data to reveal the particularly
effective techniques. Despite the excessive ramification of approaches developed to date, the whole
CSP process can generally be subdivided into three distinct steps, each with their own methodologies
and challenges: (1) conformational exploration of the molecule(s), (2) generation of candidate packing
arrangements and (3) (re-)ranking of candidate structures using some form of fitness function [64].
Successful crystal engineering relies on the knowledge of molecular conformation, i.e., the overall
shape of molecular building-blocks, as well as the relative arrangement of functional groups within a
molecule that can participate in structure-directing interactions [65]. Molecular shape can be easily
predicted for rigid molecules, but becomes more challenging as molecular flexibility is increased
and the molecules of interest have a choice of conformers when self-assembling into a crystal [65].
Different conformers may lead to very different crystal packing arrangements, ultimately influencing
the properties of the crystal [65]. Therefore, conformational flexibility can be seen as a principal
obstacle to crystal engineering. Commercially available and industrially employed CSP approaches
like the Polymorph Predictor within Accelrys’ Materials Studio rely on a rigid molecule approximation
and only concentrate on the evaluation of different packing arrangements. This is clearly insufficient
for flexible APIs, which in the crystal frequently adopt geometries that are significantly different from
the stable gas-phase conformer. This is particularly relevant for the engineering of pharmaceutical
materials, where solid form properties of active pharmaceutical ingredients may be manipulated,
either by selection between polymorphs, or the design of multi-component crystals, such as salts or
co-crystals. Thus, there is also still no general solution to the main CSP challenge, i.e., the existence of
crystal polymorphism [62,63]. Each polymorph may differ from others in physicochemical properties,
such as density, solubility, bioavailability, mechanical strength, dissolution rate, to name but a few [23].
Knowledge of different polymorphs is essential to the pharmaceutical industry for choosing the
crystalline form with the most efficient therapeutic performance and to exclude the crystallization of
any unwanted form.

To see which surfaces are relevant to study growth and dissolution processes, not only molecular
packing, but also crystal shape should be predicted in silico. They both are needed to initialize the
multiscale growth and dissolution protocol. Crystals reveal a large variety of shapes, depending on
their chemical composition and structure, as well as on the growth conditions, such as supersaturation,
temperature, solvent and even impurities. For novel compounds, such external parameters will not be
necessarily known, but one still needs to determine the facets that dominate the morphology from the
known crystal structure for the next steps of the proposed multiscale protocol. Under conditions of
extremely slow growth, the shape of a crystal is determined by thermodynamics: the crystal tends to
grow to a shape of a polyhedron having minimum surface energy [66]. Such an equilibrium shape
is thus obtained, according to the Gibbs thermodynamic principle, by minimizing the total surface
free energy associated with the crystal-medium interface. The procedure is based on the Gibbs–Wulff
theorem, also known as Wulff construction [67], and provides the equilibrium crystal shape from
separately computed surface free energies of all low-index crystal facets. Critical for this shape are
thereby not the absolute surface free energies, but only their relative ratios. Less stringent (and efficient)
approaches may and have therefore been employed to their computation. One means to this end is
to neglect (or crudely approximate) vibrational free energy contributions to the surface free energies
and to use static surface energies obtained for T = 0 K optimized surface structures. This reduces the
computational burden to such an extent that in fact first-principles electronic structure methods like
DFT may directly be employed to produce these numbers. This approach is for instance commonly
followed to determine nanoparticle shapes in heterogeneous catalysis [68–70]. It has also been used
for growth applications from solutions, where also any solvent influences have been neglected [71,72].
This neglect extends over both the solvent influence on the surface vibrational properties and the
electrostatic effects on the surface energies due to the solvent dielectric properties. However, these
various levels of approximation are generally not deeply investigated, and further efforts should be
made to conduct systematic analysis of the level of theory required to reliably predict the crystal
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shape. Moreover, one can notice that the Gibbs condition is not normally realized in practice as
crystal growth in crystallizers is significantly removed from the equilibrium state [73]. Under most
conditions, the shape of a crystal is determined by kinetics rather than thermodynamics [73]. Thus,
it certainly might be a limitation for the whole protocol, if crystal structure and shape predictions
completely fail. Other methods are also available to deduce morphology of a crystalline material from
its internal crystal structure, like, e.g., the Bravais–Friedel–Donnay–Harker (BFDH) method [74–76],
which uses the crystal lattice and symmetry to generate a list of possible growth faces and their relative
growth rates, or the attachment energy model [77], which takes into account the energetics of crystal
interactions in addition to the crystal geometry. These methods in general provide good predictions of
vapor-grown crystals or crystals grown in systems in which the solvent does not interact strongly with
the solute. However, in many instances, the simulated crystal shapes differ from the experimental ones
because of the kinetic effects due to supersaturation, solvent and impurities dominating the crystal
growth process [78]. The more is known about crystal growth conditions, the better the crystal shape
can be predicted. For that, a number of sophisticated methods exists that account for the effects of such
external factors [79–83]. However, for the next step of the protocol, e.g., MD simulations, it is essential
that the dominant faces and edges are presented. Their actual size and relations to the surrounding
surfaces are less important, as shown in the next section.

Currently, no simple general solution to predict crystal packing and crystal shape data for
compounds with conformational flexibility exists; neither are we concerned with the elaboration
of crystal structure and shape prediction methods. Instead, we relied on the experimental data
for aspirin [57,84] in our work [40,52]. Aspirin was modeled in its protonated state using unit
cell parameters of the polymorphic form I [84]. The aspirin nanocrystal for MD simulations was
built according to the experimental morphology, typical for aspirin crystallized from ethanol-water
solutions [57].

3. MD Simulations

MD simulations are widely used to study crystal growth and dissolution and are of the utmost
importance in unraveling the microscopic details of these processes. However, simulations are
presently affected by several shortcomings, which hinder a reliable comparison with experimental
growth and dissolution rates and limit growth/dissolution studies to systems and conditions often
far from those investigated experimentally [28]. These weaknesses can be classified into two main
categories: (1) limitations related to the accuracy of the computational model used to represent the
system and (2) shortcomings due to the finite-size effects. In this section, we describe our attempts
to resolve these issues and to obtain reliable results in MD simulations: from the choice of the
parameter set to describe intermolecular and intramolecular interactions and simulations of nanocrystal
in its experimentally determined shape to avoiding finite-size effects during crystal growth and
dissolution simulations.

3.1. Choosing the Force Field

To successfully simulate crystal growth and dissolution, i.e., to obtain the results corresponding
to the experimental ones quantitatively or at least qualitatively, the molecular interactions in both
crystal and solution environments have to be accurately described. Thus, the choice of force field
with a suitable combination of a mathematical formula and associated parameters that are used to
describe molecular energy plays a pivotal role. In the literature, a broad variety of force field parameter
sets can be found. The difficulty in choosing a suitable force field mainly arises from the strict focus
of most common force fields on particular properties. Moreover, some of these are designed to be
compound specific; thus, their applicability to novel compounds is limited. For screening purposes
those force fields are favored for which software packages and online resources are provided to
facilitate the generation of force field parameter files for common simulation packages. Thus, the most
general approach to find the parameters for novel compounds like, e.g., small-molecule drugs is to use
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common biomolecular force fields designed for protein interactions and ligand-docking simulations.
Here, small-molecule drugs of varying configuration and containing various functional groups are
included in the force fields parameter sets. Examples for such force fields are, besides others, the
CHARMM [85] (Chemistry at HARvard Molecular Mechanics) force field, the AMBER [86] (Assisted
Model Building and Energy Refinement) force field or, in an extended form, the Generalized AMBER
Force Field [87] (GAFF), and the OPLS [88] (Optimized Potential for Liquid Simulations) force field.
These force fields are designed to adequately describe protein interactions, where the screening of
multiple small-molecule compounds is an important field of interest. For that, force field generating
tools have been developed, e.g., the SWISS PARAM server [89] for the CHARMM-compatible force
field based on the Merck Molecular Force Field (MMFF) [90], the ACPYPE (AnteChamber PYthon
Parser interfacE) [91] wrapper script around the ANTECHAMBER software [92] for the GAFF or the
PRODRG server [93] for the GROMOS [94] (GROningen MOlecular Simulation package) force field.
The latter, however, has been shown to produce sub-optimal results [95], especially when it comes to
calculating the charges. Additionally, force fields can be obtained directly from software packages in
commercial software, such as Maestro from the Schrödinger software package creating OPLS force
field parameters.

Choosing an appropriate force field remains a challenge and is crucial to the results obtained.
For example, studying the crystal growth of glycine from an aqueous solution, Banerjee and
Briesen [14] monitored dissolution, although growth was expected for the applied supersaturated
conditions. Cheong and Boon [16] compared different force fields and charges for the simulation of
glycine crystal growth and found the heat of solution to be an important criterion when choosing the
force field for crystal growth simulation. Heat of solution is the change in the enthalpy when 1 mol of
a substance is dissolved in a solvent, thus an important quantity for crystallization, as it incorporates
both the crystal and the solution phase and quantifies the tendency for crystallization and dissolution.
A positive value indicates that the crystal dissolution is an endothermic process. The crystalline state is
then favored over the dissolved state, and one can also expect that crystal growth would be obtainable
with a suitable supersaturation.

In addition to the heat of solution, we considered several other criteria to make a proper
choice in force field selection for crystal growth and dissolution simulations [49]. Structural,
thermodynamic and interface-specific parameters were evaluated for several API ingredients (aspirin,
ibuprofen, paracetamol). Apart from the importance of the heat of solution for the evaluation of
the solid-to-solution phase transitions, it was concluded that the interaction energies might give
valuable information about the choice of the force field whenever a dominant interaction within the
crystal was present, such as hydrogen bond pairs between carboxyl groups in the case of aspirin and
ibuprofen. Moreover, the lattice parameters of the unit cell after its relaxation with the corresponding
force field (further referred to as a relaxed unit cell) have been shown to provide reliable information,
which is important for the stability of the crystal structure. The distance threshold and the orientation
tolerance parameters, characterizing maximal deviations from the reference crystal molecular positions
and orientations, have also proven to be appropriate indicators of a correct representation of the
crystal-water interfaces by the force fields [49]. The consideration of all of these aspects led us to the
choice of the Merck molecular force field for the simulation of aspirin crystal dissolution in our further
works [40,50].

3.2. Superiority of Three-Dimensional over Two-Dimensional Dissolution Simulations

Most investigations of crystallization processes using MD consider the distinct faces of the crystal
in contact with the solvent [11,12,14–16,33,35,96–98]. However, time scales accessible in regular MD
simulation are often not sufficient to resolve dissolution from the perfectly flat interfaces. Recently
published experimental and MD simulation data on the dissolution of paracetamol highlighted
the significance of the so-called “corner and edge effect” [99], indicating that in particular corners
and edges between facets serve as the initial sites for dissolution and may be accessed by MD.
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The crystal representation used in the paracetamol study [99], however, was in no way related
to the true experimental morphology, and due to its limited size, the employed crystal was not
stable over the whole simulation time. This prevents a direct comparison to experiment or use as a
predictive-quality protocol. We overcame these limitations with MD simulations of an entire aspirin
nanocrystal in its experimentally determined shape revealing the (100), (001), (011) and (110) faces,
cf. Figure 2a [40,50]. It was cut from a pre-equilibrated supercell (310 K and ambient pressure of
1 bar) using the VMD [100] program. The size of the nanocrystal was around 10 × 18 × 14 nm3 [40]
and thus exceeded the size of the critical diameter for stable nuclei [58], enabling one to properly
sample dissolution while the crystal bulk remained in the same configuration as obtained from the
relaxed unit cell. The system consisted of a total number of 9407 aspirin molecules surrounded with
177589 TIP3P water molecules [40]. The dissolution was simulated over 280 ns using version 4.6 of
the GROMACS package and took about ten days on 1024 cores of SuperMUC System of Leibniz
Supercomputing Centre [40]. Pronounced differences were observed in the face-specific dissolution
behavior. A dissolution mechanism via receding edges was found for the (001) plane, which is in good
agreement with experimental results [40,50]. However, while the proposed dissolution mechanism
for the (100) plane is terrace sinking on a rough surface, no pronounced dissolution of the perfectly
flat face was seen. The most obvious reason why there is almost no dissolution of the (100) aspirin
crystal face in the MD simulations is that simulation times were too short. While this is necessarily
true, another reason for the stability of the (100) plane might be the strong deviation of the initial
surface structure used in the simulations from experimentally observed ones. Danesh et al. [60] have
shown that the (100) faces are very rough, which is in good agreement with etching patterns obtained
by Wen et al. [101] for pure water as an etching medium. The roughness of the (100) crystal face is
expected to be of major importance for crystal dissolution. Unfortunately, the feasible simulation cell
size does not allow for the construction of proper, rough surfaces for MD simulations.

Thus, one can notice that the principal limitation to the range of applicability of the given
multiscale approach is determined by the rate of the molecular crystallization and dissolution steps,
as well as size limitations in MD. In order to calculate a reliable rate for a transition event, this
event should occur at least a few times during the MD simulation [35]. A too small number of
events of a certain type would lead to zero or almost zero rates. As the MD rates are input rates for
the kMC algorithm, they have a strong influence on the end results primarily affecting a given slow
growing/dissolving surface, as well as the crystal habit, determined by the relative growth/dissolution
rates. The problem is that the typical times currently accessible to a single MD simulation are 10−7 s,
which might prevent the observation of some of the slowest steps. This also prevents the observation
of the formation of new faces and edges, which are not present in the experimental morphology, but
could be expected to evolve during the kMC simulations, like, e.g., the development of a new (010) face
due to easy detachment of molecules with a low number of neighbors from the tip formed by the (110)
faces. However, as the basic assumption of the given multiscale approach is that individual molecular
steps are independent of each other, it is possible to combine the results of multiple independent
MD simulations to calculate the transition rates. Thus, to obtain all rates for kMC simulations, three
different starting configurations were considered for aspirin nanocrystal, cf. Figure 2: (a) crystal in its
experimental shape, (b) crystal obtained by cutting the tip formed by the (110) faces and, thus, with the
(010) face exposed and (c) block structure revealing only the (100), (010) and (001) faces to obtain rates
for (010)/(100) and (010)/(001) edges [40]. Thereby, we also were able to sample dissolution events
for the slowest (100) face. We assumed that it is the orientation of the hydrogen bonds that plays an
important role for stabilization of the (100) face. As the hydrogen bonds are directed perpendicular to
the (100) plane, the molecules have strong interactions with the underlying layer of aspirin molecules.
Thus, to increase the sampling of dissolution events, alternative terminations were applied to this
slowly dissolving face in the starting configuration (b), cf. Figure 2b: from the two opposite (100) faces,
one face was constructed such that the surface layer had hydrogen-bonding partners, whereas on
the opposite side, the surface layer was cut such that no hydrogen-bonding partners were present.
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Additionally, another approach was applied to improve the sampling of dissolution events for the (100)
faces in this structure: voids were introduced to reduce the number of nearest neighbors for the
molecules on the surface, thus reducing their stability in the crystal lattice, cf. Figure 2b. While the
second approach led to no significant differences in the dissolution properties on the (100) face, cutting
the crystal so that the hydrogen-bonding partners were removed allowed us to register much more
transition events [40].

(a) (b) (c)

Figure 2. Representations of aspirin crystal morphology in MD simulations: (a) Starting configuration
of the nanocrystal in its experimental shape, (b) starting configuration with the (010) face and (c) block
structure revealing only the (100), (010), and (001) faces.

3.3. Constant Chemical Potential

With the presently available computational resources, classical MD calculations can typically
study systems of size up to 105–106 atoms. However, such size limitations are particularly dramatic
in the simulation of phase transformations, such as crystal growth from solution or dissolution of
crystals [13,102–105]. While for a macroscopic system, the solutions’ chemical potential does not change
in the time scale accessible by MD simulation, the standard MD simulations cannot guarantee this.
During the growth or dissolution, the concentration of the solute changes, resulting in a change
of chemical potential eventually affecting the process itself. In MD, this should be handled by
finite-size corrections. Recently, some works appeared, which discuss finite-size effects and methods
to expand the information from MD simulations of phase transformations towards the limit of a
macroscopic system [13,102–105]. However, most of them consider only nucleation processes, where
the correction term is introduced based on the classical nucleation theory and modified liquid drop
model for describing nucleation in a finite closed model [102], sharing many approximations and
shortcomings. Thus, the direct application of this method to the crystal growth and dissolution
problem is not trivial. Grand-canonical simulations could in principle eliminate finite-size effects
by imposing a constant chemical potential in the solution phase. This is achieved by means of
trial insertion and deletion of molecules. However, low acceptance rates render such approaches
computationally infeasible [106]. Furthermore, insertions of particles near the growing crystal or
insertion of fractional particles may lead to unphysical effects, which may ultimately obscure the
true growth mechanisms and rates [106]. An approach to allow for simulations under constant
chemical potential was proposed by Perego et al. [105]. Their CμMD method allows to maintain a
region containing the growing/dissolving crystal and its immediate surrounding at constant solution
concentration, while the remainder of the simulation box acts as a molecular reservoir. This is
achieved by implementing an external force, which regulates the passage of molecules from and to
the control region. Consequently the time scale accessible for this method is limited by the amount
of solute molecules in the molecular reservoir. The method was successfully applied to study planar
crystal-solution interfaces. However, significant changes are needed to extend the method to other
geometries [105]. Moreover, the parametrization of the CμMD method is not trivial and needs a
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preliminary tuning and testing to provide an effective decoupling between the reservoir region and
the growing crystal [105].

A simple approach to simulate crystal dissolution at constant undersaturation of the surrounding
medium at comparably low computational cost was devised and demonstrated by our group [50].
In our MD simulations of aspirin nanocrystal dissolution [40,50], we proposed to use virtual atoms
(sticky dummy atoms), which have a strong interaction potential with dissolved aspirin molecules,
whereas interactions with water are excluded. To ensure that the virtual atoms do not interfere with
the crystal bulk and thus have no impact on the crystal dissolution behavior, a plane of 100 sticky
dummy atoms is introduced into the water slab at a distance of at least two cutoffs from the crystal
(see Figure 3a). This still allows for free diffusion of aspirin molecules in the solvent. As was shown in
our work [50], almost exactly half of the molecules, which have been in the liquid once, have returned
to the crystal, where they could adsorb or reintegrate into the crystal lattice, which agrees nicely
with the random walk expected for free diffusion. The other half reach within the cutoff radius of
sticky dummy atoms and get trapped immediately and irreversibly, cf. Figure 3b, where the final
configuration after 280 ns of simulation is shown. Thus, the number of aspirin molecules diffusing
freely in solution is kept at a low value over the whole simulation time, and continuous dissolution of
the crystal at almost zero concentration conditions can be monitored.

(a) (b)

Figure 3. Sticky dummy atoms (red points above the nanocrystal) in action: (a) initial and (b) final
snapshots from MD simulation of aspirin nanocrystal in its experimental form with crystal-like
molecules plotted as white surface, liquid-like molecules in blue and adsorbed molecules in green.
Water molecules are not shown for clarity.

4. Linking Nanoscale and Microscale

The principal objective of MD simulations in the multiscale strategy by Piana et al. [33] is to
obtain state transition rates for kMC simulations. The main task for a quantification of these rate
constants from the obtained MD trajectories is thereby the unambiguous definition and identification
of distinct molecular states. To characterize the crystal growth and dissolution process, order
parameters need to be established that discriminate between “crystal-like” and “solution-like” states.
For aspirin dissolution, structural order parameters in the form of the orientation and number of
neighbors proved to be sufficient [51]. Crystal-like molecules are thereby defined as those having
their orientations within a certain threshold value from the orientations of the molecules from the
relaxed unit cell used to construct the crystal (called reference orientations) and at least one neighbor
among the crystal molecules, as described in detail in our papers [40,51]. However, the identification
of an appropriate set of order parameters can be far from trivial in many other cases [107], and
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a significant number of approaches to differentiate one state from the other can be found in the
literature [12,20,33,96–98,108–117].

Crystalline molecules can then be further subdivided in different substates according to their
local coordination environment, e.g., on the basis of the number of neighboring crystalline molecules.
The state transition rate constants for the kMC simulations can be calculated from MD simulations by
just counting the corresponding transition events, as well as the possibilities for these transitions to
occur [40]:

kA→B =
1

Δt · nΔt

∑nΔt
nA→B

∑nΔt
nA

, (1)

where nA→B is the number of transitions from state A to state B and nA is the number of molecules
in state A calculated at each time interval Δt, while nΔt is the number of time intervals during the
whole simulation.

The central idea behind a kMC simulation is a coarse-graining of the time evolution to discrete rare
events and focusing on the corresponding Markovian state-to-state dynamics [118]. Thus, only rare,
uncorrelated events are of interest. The analysis of processes occurring at the solid/solution interface
during crystal growth and dissolution simulations requires an effective way to detect only rare,
uncorrelated transitions from one state to another. Because of the oscillatory behavior of molecules,
this is not a trivial problem. The oscillatory behavior of molecules (especially of surface molecules
interacting with the solution) leads to spurious recrossings at the boundary between liquid and
solid state, which severely complicate the reliable identification of significant transitions that are
relevant over longer time scales [51]. The analysis problem arising due to such fast non-Markovian
dynamics becomes especially acute for systems consisting of complex molecules with a high degree of
conformational flexibility [51]. Due to strong fluctuations of the molecular position and orientation,
numerous transitions between crystal-like substates with different number of neighbors, as well as
from the crystal-like to the solution-like state can be registered. Consideration and calculation of all of
these transition events would lead to strong overestimation of transition rates. The number of such fast,
non-Markovian transitions can be reduced by analyzing the data averaged over some time interval,
as done by Piana et al. [11,33,35]. However, the resulting transition rates are very sensitive to the choice
of the time interval [20,51]. Reily and Briesen paid more attention to the choice of sampling interval
and tried to avoid the counting of recrossing events. Namely, the time interval was chosen on the basis
of the velocity autocorrelation function (VAF) of solute particles near the equilibrated interface, as well
as the VAF of solute particles in the bulk of the crystal slab from the same simulation. Only transitions
where the particles remained in the new state for two consecutive time intervals were counted [20].
To improve the estimation of molecular states during crystal growth and dissolution MD simulations,
we proposed a new approach [51], based on Kalman filtering [119], making it possible to focus on rare,
uncorrelated transition events, i.e., effective dynamics of the Markov chain. The idea is to consider the
fluctuations of orientation and position of each crystal molecule as noisy measurements of the “true”
(corresponding to the Markovian molecular state) molecular orientation and position and to estimate
these “true” values using the Kalman filter algorithm. For the application of a Kalman filter [119],
information on the measurement noise variance and the process noise variance is needed. Often, these
parameters are just tuned to obtain good filter performance. To avoid this level of arbitrariness, we
introduced a scheme to define all filter parameters and thus to provide a way for robust and reliable
molecular state definition. According to this scheme, filter parameters as well as tolerance parameters
are determined from short preliminary MD simulation, in which the crystal structure still stays stable.
The details on the method and its application to processing of MD simulations data can be found
in [51]. To analyze nanocrystal MD simulations and calculate rates for individual transition events,
like incorporation or dissolution of a solute molecule into/from a particular crystal surface or edge,
a scheme to classify all crystal molecules into different edge and surface categories was introduced.
There, the neighbor-based approach combined with the geometry-based resolution algorithm is used to
identify whether a molecule under consideration belongs to a certain surface or edge from a predefined
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set of surfaces and edges. Thereby, related faces or edges may be considered to be of the same type
(like, e.g., the opposite (1̄00) and (100) faces further referred to as (100) for MD and kMC simulations),
as demonstrated in Figure 4.

Figure 4. Result of the application of state classification scheme for an aspirin nanocrystal at the
beginning of MD simulation. The molecules located at flat faces are gray for the (100) face, blue for
the (001) face, light blue for the (011) face and light gray for the (110) face. Molecules located on edges
formed by the intersection of single-indexed faces are indicated in light green, and purple is used to
show molecules on the edges formed by the intersection of double-indexed faces. Orange indicates
molecules on the edges formed by single- and double-indexed faces. Water and sticky dummy atoms
are not shown. Reprinted with permission from [40]. Copyright 2016 American Chemical Society.

For each type (e.g., particular edge or surface), rates dependent on the neighbor count can be
calculated. Usually, the data points acquired from MD simulations are not distributed over the whole
range of the number of neighbors and, thus, need to be interpolated to be used as an input for kMC
simulations. Thereby the event count for each specific number of neighbors can be used as the weight
for fitting. As the rates for different numbers of neighbors can differ by several orders of magnitude,
a logarithmic scale is used. In [40], for each type j, the logarithmic values of the dissolution rates
yi = ln(kij) over the corresponding number of neighbors xi were plotted and approximated with the
power law function y = a · xb + c, where a, b and c are fitting parameters. This function was chosen for
fitting, as it is simple and gave a reasonable fit for all types. In this case, the dependence of rates for
each type j from the number of neighbors can be rewritten as kj = exp (a · xb + c). Comparing this
with the Arrhenius equation k = A exp (− Ea

RT ), one finds for the activation energy: Ea(x) = −aRTxb in
the case of A = exp(c). This expression gives us the dependence of activation energy from the number
of neighbors x, as well as from their spatial arrangement, varying for different edge and face types,
and thus, represented by the use of type-specific coefficients a, b, c [40].

Altogether, for successfully linking of MD and kMC simulations, the whole range of analysis
procedures should be performed on MD data, cf. Figure 5.

Figure 5. Linking MD and kMC approaches.

5. Kinetic Monte Carlo Simulations

A basic n-fold kMC algorithm [120,121] can be employed for the simulation of crystal growth
and dissolution. In contrast to MD simulations, each molecule can be represented just by a point
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on a grid with the arrangement of the lattice sites according to the crystal structure. Moreover, only
key growth and dissolution processes are considered for the system. These two simplifications make
kMC computationally much less expensive, thus enabling the simulation of larger size and longer
time scales compared to MD. For example, the aspirin crystal considered in our kMC studies [40]
consisted of about 8.48 million molecules and dissolution was simulated for 7.5 ms, which took only
about two days on a single processor. Each grid site in kMC simulations carries the information of
whether it is occupied by a crystal molecule or vacant. For each occupied site, it can also be defined
how many neighbors it has and to which crystal face or edge it belongs, i.e., its state, based on the
applied state identification scheme. For the crystal dissolution simulations in [40], each kMC process
corresponded to the removal of one of the crystal sites. All possible kMC processes were grouped into
types to distinguish between states of the sites. The dissolution processes from a particular face or
edge were considered as belonging to a particular type, cf. Figure 6. The processes within a certain
type had different rates depending on the number of neighbors of the specific crystal site. These rates
were calculated from MD simulations, as described above.

Figure 6. Representation of aspirin crystal in kMC simulations. The molecules located at flat faces are
gray for the (100) face, blue for the (001) face, light blue for the (011) face and light gray for the (110) face.
Molecules located on edges formed by the intersection of single-indexed faces are indicated in light
green, and purple is used to show molecules on the edges formed by the intersection of double-indexed
faces. Orange indicates molecules on the edges formed by single- and double-indexed faces.

On each kMC step, first, one of the available types (e.g., dissolution from a particular face or
edge) was chosen in proportion to the transition probability obtained from the MD simulations. Then,
a particular process within the selected type, i.e., one of the sites for dissolution belonging to the
selected face or edge, was chosen using an effective linear selection method [122]. The occupancy
of the selected site was then changed to vacant and for all neighbors of the selected site, the state
identification scheme was applied to update their states. After updating the system time, the next
kMC step could be performed until the maximum number of steps was reached.

In comparison to MD simulations, crystal face displacements could be directly observed in
kMC simulations (see Figure 7), and the corresponding rates were calculated. The distance found
between the face center calculated on each kMC step and the initial plane was stored during kMC
simulations. Displacement rates were obtained from the linear regression of this distance over time.
As the Monte Carlo technique is of a stochastic nature, a number of simulations is required to obtain
statistically meaningful results. The typical way to determine the required number of replicates is to
perform a convergence study by computing the standard deviations. For aspirin crystal dissolution,
25 independent simulations were used for calculation of average face displacement rates, and the
relative standard deviations obtained were about 1–2% [40].
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Figure 7. Face displacements from kMC simulations.

The evolution of the whole system is simulated based on the transition rates from MD simulations.
Thus, the kMC face displacement rates are obtained at constant concentration (zero concentration in
the case of aspirin dissolution simulations) and are only conditionally comparable to the experiment,
where the concentration decreases during the crystal growth or rises during the crystal dissolution.
To compensate for this, the continuum simulations based on the face displacement rates from kMC
simulations can be performed, as described in the next section.

6. Coupling Molecular and Continuum Domains

According to Mullin et al. [4], the kinetics of crystal growth or dissolution of a face j of the crystal
can be described by the empirical equation:

Gj(t) = kj(T)
(

c(t)
csat

− 1
)gj

(2)

where Gj is the face displacement velocity, kj(T) is a rate constant for a specific temperature T for
the respective face, c(t) and csat are the bulk and saturation concentrations, correspondingly, and gj is
the order of the growth process. This equation does not take advection into account, which will be
relevant when considering flow conditions, as planned in our future work (see also the Conclusions).
Only processes in a stagnant fluid are considered here.

The order of the growth process in the Equation (2) may differ from 1, as this equation accounts
not only for integration/disintegration, but also for the diffusion process. However, one can consider
diffusion and integration/disintegration as two separate and independent processes. Taking the
concentration on the crystal surface csur f ,j(t) instead of the bulk concentration c(t) in Equation (2) and
setting gj to 1 would allow one to split integration/disintegration from diffusion process:

Gj(t) = kj(T)

(
csur f ,j(t)

csat
− 1

)
(3)

For simplicity, we will further consider the case of an aspirin crystal dissolving in a chamber
filled with water. With a surface concentration of zero at t = 0, the values obtained from combined
MD and kMC simulations (cf. Figure 7) can be considered as initial values for the face displacement
velocities, as they were obtained at constant zero concentration, provided by the above dummy atoms
mechanism in MD simulations:

vkMC,j = Gj(t = 0) = −kj(T) (4)

Thus, we obtain the following expression for time-varying face displacement velocities:
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Gj(t) = vkMC,j

(
1 − csur f ,j(t)

csat

)
(5)

The process of diffusion can be separately covered by the classical diffusion equation known as
Fick’s second law:

∂

∂t
c(x, t)− D∇2c(x, t) = 0 (6)

where D is the diffusion coefficient, the dependent variable c is the concentration in the bulk, the
independent variables are the position x and time t.

Finding a unique solution requires an initial condition for the concentration in the bulk, as well as
boundary conditions on the walls of the chamber and on the crystal surface. For crystal dissolution,
the initial bulk concentration can be considered as zero. On the walls of the chamber, the flux in and
out of the domain is zero. This is represented by the Neumann boundary condition:

D
∂c
∂x

n

∣∣∣∣
walls

= 0 (7)

where n is the face normal of the walls of the chamber. The boundary condition on the crystal surface
is face-specific and can be also represented by the Neumann boundary condition describing the flux
over the respective crystal face:

− D
∂c
∂x

n

∣∣∣∣
j
= Gj(t)

ρ

M
= vkMC,j

(
1 − csur f ,j(t)

csat

)
ρ

M
(8)

where vkMC,j is the rate constant for the face j directly obtained from kMC simulation (cf. Figure 7),
csur f ,j and csat are the surface and saturation concentrations, ρ is the density and M is the molecular
mass of the crystal substance. The diffusion coefficient in Equation (6) as well as the saturation
concentration can be easily calculated using MD simulations [40,52]; thus, the equation can be solved,
and the face displacement velocities can be evaluated.

7. Continuum Simulations and Results

In continuum simulations partial differential equations are solved numerically, e.g., with the
finite-element method. Comparing to molecular dynamics and kinetic Monte Carlo simulations, time and
size scales can be extended by a large amount, and the simulations can cover typical experimental scales.
Thus, a comparison of the respective results yields a good indicator of the simulation accuracy. In [52],
a solution of the model Equation (6) with the corresponding boundary conditions (Equations (7) and (8))
was obtained for an aspirin crystal and compared with experimental results obtained using a Jamin-type
interferometer [53] with the experimental setup, i.e., the size of the measurement chamber and aspirin
crystal, chosen in agreement with the simulation settings. The simulations of the dissolution of an aspirin
crystal in the measurement chamber of the interferometric device were performed using COMSOL
multiphysics Version 5.0 [123]. Thereby, two different variants were considered: the values for diffusion
coefficient D and solubility csat in model Equations (6)–(8) were either predicted in silico (Variant 1) or
set to experimental values known from the literature [52,124] (Variant 2). In the first case the diffusion
coefficient was calculated from the averaged mean square displacement of 20 individual MD simulations.
The solubility of aspirin in water was calculated with the conductor-like screening model for realistic
solvation (COSMO-RS [125]) using commercially available software COSMOtherm (Version C30 Release
15.01., COSMOlogic, Leverkusen, Germany), though it can be also calculated from MD simulations
using, e.g., the direct coexistence method or chemical potential route [126], which however could be
computationally prohibitive. In continuum simulations, the concentration was evaluated as the average
over the whole domain and normalized with the saturation concentration. It is further referred to as
relative saturation.
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The simulation results yielded a relative saturation of 83% after 24 h of dissolution in the case of
predicted parameters (Variant 1) and 67% in the case of experimental model parameters (Variant 2).
The relative saturation measured using the Jamin-type interferometer [53] for three individual aspirin
crystals with the same crystal dimensions as in simulations was in the range of 55–66% [52]. Thus,
the simulation results in Variant 2 only slightly overestimated the experimental data. Overestimation
of the final average concentration in the case of predicted model parameters was expected, as the
predicted diffusion coefficient was about 20% higher than the known experimental value [52].

The displacement velocity of the (001) face over time was calculated from the total flux of aspirin
over the selected crystal surface in simulations:

v001 = MA−1
001ρ−1

∫
A001

−D
∂c
∂x

n dA, (9)

using A001 as the surface area of the (001) face.
Experimentally, the face displacement velocity was obtained from tracking the surface position

over time. For that, the crystal was divided into three segments as described in [52], and experimental
results, presented in Figure 8, are given as averaged data points over these segments. Results for
both simulations and the experiment exhibit comparably fast dissolution velocities at the beginning,
whereas face displacement levels out toward the end. The simulation data obtained with experimental
parameters (Variant 2) underestimate the face displacement velocity in the initial hours, while the face
displacement velocity almost exactly matches the experimental findings in Variant 1. However, from
Figure 8, it can be also seen that the process is diffusion-controlled. A sensitivity analysis performed for
all parameters describing the dissolution process: face rate constants obtained from kMC simulations,
diffusion coefficient and solubility also revealed a strong diffusion control, and thus, an expressed
insensitivity of the simulation results to the actual intrinsic kMC disintegration rates [52].
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Figure 8. Face displacement velocity for the (001) face of aspirin crystal as obtained in the experiment
and calculated from continuum simulations based on kMC face rate constants and (Variant 1) the
predicted in silico values for the diffusion coefficient and solubility or (Variant 2) experimental values
for the diffusion coefficient and solubility.

8. Conclusions and Outlook

Here, we described the multiscale modeling approach for in silico prediction of crystal
growth/dissolution rates on the basis of molecular structure only, highlighted the difficulties in
the realization of all single steps and illustrated our recent attempts to overcome these on the example

170



Crystals 2017, 7, 288

of aspirin dissolution. Through a suitable combination of MD, kMC and continuum simulations,
we were able to predict the aspirin dissolution rates at tractable computational cost and in good
agreement with experimental results [52]. However, the dissolution of aspirin was found to be
diffusion-controlled in both the simulation and experiment employing a stagnant fluid. Due to this,
the obtained continuum simulation results are not very sensitive to face displacement rates obtained
from kMC simulations, but rely mainly on the determined diffusion coefficient. Thus, the validation of
the actual multiscale-integration approach is still limited. Additionally, the conditions of a stagnant
fluid can generally be considered inadequate for actual oral administration of API crystals, and many
reports [127–129] suggest that inclusion of hydrodynamic (fluid flow) factors is critical in describing any
dissolution processes in the human gastrointestinal tract. The consideration of flow conditions, firstly,
would make the study more realistic and, secondly, would allow for a much deeper understanding of
the proposed multiscale-integration approach by overcoming the diffusion limitation. Instead of only
solving a distributed mass transfer equation, momentum transfer will have to be solved in this case in
a coupled manner via a CFD approach. In future work, we will study the dissolution behavior under
flow conditions both simulation based and experimentally to validate the scale integration concepts
for disintegration-controlled conditions.

The goal to achieve such an assessment on the basis of the molecular structure only has also not yet
been met at the other end of the scale. In current aspirin simulations, not only the molecular structure,
but also the crystal packing and the crystal shape were used as input. Such information is readily
available for model APIs like aspirin. However, this is generally not the case for multicomponent
systems, like, e.g., hydrates, salts and co-crystals, which are presently one of the primary strategies
pursued to improve the solubility of poorly-soluble drugs [130,131]. The consideration of such
systems will also definitely increase the complexity of the state transition description for the MD-kMC
integration. In terms of future work, new sophisticated neighbor and orientation definition schemes
will be elaborated to expand the scope of the multiscale approach toward multicomponent systems.
The state identification scheme mentioned in Section 4 and described in detail in our previous work [40]
supports correct assignment of molecules to different face and edge categories only if these are defined
by low Miller indices of one and zero. Some complex compounds may, however, require accounting
for higher-indexed faces. For that, a new algorithm is currently under development in our group.
The proper realization of all protocol steps will enable simplifying the design of crystallizer operations,
as well as support decision making in early stages of in silico drug development as it will consider
release properties for an API on the basis of the molecular structure only.
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Abstract: The control of freezing saline water at the micrometer level has become very important in
cryosurgery and cryopreservation of stem cells and foods. Adding antifreeze protein to saline water
is a promising method for controlling the freezing because the protein produces a gap between the
melting point and the freezing point. Furthermore, a synergistic effect of the solutes occurs in which
the freezing point depression of a mixed solution is more noticeable than the sum of two freezing
point depressions of single-solute solutions. However, the mechanism of this effect has not yet been
clarified. Thus, we have carried out a molecular dynamics simulation on aqueous solutions of winter
flounder antifreeze protein and sodium chloride or calcium chloride with an ice layer. The results
show that the cations inhibit the hydrogen bond among water molecules not only in the salt solutions
but also in the mixed solutions. This inhibition depends on the local number of ions and the valence
of cations. The space for water molecules to form the hydrogen bonds becomes small in the case of the
mixed solution of the protein and calcium chloride. These findings are consistent with the synergistic
effect. In addition, it is found that the diffusion of ions near positively-charged residues is attenuated.
This attenuation causes an increase in the possibility of water molecules staying near or inside the
hydration shells of the ions. Furthermore, the first hydration shells of the cations become weak in
the vicinity of the arginine, lysine and glutamic-acid residues. These factors can be considered to be
possible mechanisms of the synergistic effect.

Keywords: ice surface; winter flounder antifreeze protein; sodium ions; calcium ions; synergistic
effects; molecular dynamics simulation

1. Introduction

The control of freezing water at micrometer levels has become very important in recent years in
various fields: (1) cryopreservation of food and food ingredients [1,2]; (2) cryopreservation of blood,
stem cells and organs to be transplanted [3]; (3) cryosurgery [4]; and (4) ice slurry for cooling or energy
storage [5].

Several methods have been developed for this control of freezing. Quick freezing is a promising
method to avoid the rapid growth of ice crystals and the destruction of preserved materials. However,
this type of freezing requires a lot of electrical energy. Another promising method is the use of
an additive, which functions to lower the freezing point while retaining the melting point. The growth
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of ice can be arrested by controlling the preservation temperature in a gap between these two points.
Antifreeze proteins (AFPs) are appropriate additives because they produce a wide gap between the two
points despite their low concentration. Furthermore, they do not increase osmotic pressure significantly
and are non-toxic.

Among various AFPs discovered, HPLC6, the major fraction of winter flounder AFP, has been
widely studied. HPLC6 consists of 37 amino-acid residues, and forms a helical structure [6]. Although
the majority of these amino-acid residues are alanine, four threonine residues are positioned at nearly
identical distances on one line parallel to the helical axis. Bi-pyramidal ice crystals, covered with
(2021) pyramidal faces, are usually observed in the HPLC solution when the temperature is between
the two points in a quasi-equilibrium condition. The distance between the oxygen atoms on these
pyramidal faces is nearly identical to the distance between the threonine residues. Thus, it had been
hypothesized that the hydrogen atoms of the threonine residues were bonded permanently to the
oxygen atoms on the pyramidal faces in the ice crystal and that the water molecules were prevented
from bonding to the ice surface by the Gibbs–Thomson (or Kelvin) effect [7,8]. On the other hand,
Haymet et al. [9] showed by using mutants of HPLC6 that the hydrophobic interaction between the
methyl group in the threonine residues and the ice surfaces plays a more important role in the ice
growth inhibition mechanism than the hydrogen bond. Furthermore, Baardsnes et al. [10] suggested,
from their experimental results with another mutant, that three alanine residues and an adjacent
threonine residue in the central part of the HPLC6 form a surface binding to the ice. Based on these
results, Davies et al. [11] and Jorov et al. [12] discussed theoretically the key role of the alanine-rich
surfaces of HPLC6 in the ice-growth inhibition mechanism.

To elucidate the ice growth inhibition mechanism of HPLC6 in more detail, molecular dynamics
simulations were carried out [13–16]. The simulation results showed the following scenarios: (1) there
is no significant gain of hydrogen bonds of HPLC6 to the water molecules at the ice surface [13];
(2) the specific side of HPLC6, including not only the threonine residues but also the alanine residues,
is oriented toward the pyramidal faces [14]; and (3) HPLC6 binds stably to the pyramidal faces when
the hydrophobic residues bind to the faces [15,16]. Taken together, these results show that the van der
Waals’ interactions play an important role in the binding of AFPs onto the ice surface.

Despite these results, the antifreeze mechanism due to HPLC6 in the winter flounder has not yet
been fully understood. In particular, the effect of other solutes on the ice/AFP interaction has not
yet been discussed in detail. Liquid, not only in winter flounder but also in food, cells, and organs,
contains ions. Evans et al. [17] observed that the freezing point depression for the mixed aqueous
solution of HPLC6 and sodium chloride is significantly more than the sum of the freezing point
depression of the HPLC6 solution and that of salt solution (The freezing point depression of salt
solutions occurs through a colligative mechanism, while this depression of AFP solutions and mixed
solutions occurs through a non-colligative mechanism). This difference in the freezing point depression
is due to the synergistic effect of the salt and the AFP, and is likely to be a result of the hydration shells
surrounding the dissolved ions [17]. Kristiansen et al. [18] observed a similar effect for the mixed
solutions of insect AFP and various salts including calcium chloride. Hagiwara and Aomatsu [19]
obtained results of the depression of interface temperature in the unidirectional freezing of mixed
solutions of HPLC6 and sodium chloride, which was consistent with the synergistic effects. They also
discovered a decrease in the ion concentration with time at the interface of a mixed solution of HPLC6
and sodium permanganate. Hayakari and Hagiwara [20] carried out a molecular dynamics analysis on
a mixed solution of HPLC6 and sodium chloride near the pyramidal face of an ice layer. They obtained
the conclusion that the translational motion and freely-rotational motion of HPLC6 were attenuated
by the ions as a result of the hydration of the ions. They also concluded that the approach of HPLC6
towards the ice surface with the settlement of rotation of HPLC6, caused by the hydration of ions,
enhanced the interaction between a part of the protein including the threonine residues and the water
molecules on the ice surface. This interaction is thought to be a possible mechanism of the synergistic
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effect. However, more research works, in particular molecular dynamics analysis for the mixture of
AFP and other ions, are necessary for elucidating the synergistic effect.

In the present study, we carry out molecular dynamics simulations for the dilute aqueous solution
of HPLC6, sodium ions, calcium ions and chloride ions near a thin ice layer covered with secondary
prism or pyramidal faces, in order to analyze the interaction between the ice and AFP and the effect of
ions on the interaction. The secondary prism face is the face of the ice showing the most growth [21].
Thus, the effects of solutes on the ice growth are expected to be the most noticeable. On the other hand,
the pyramidal face is the face of the ice showing the least growth. Thus, the amino acid residues of
HPLC6, which are bound on this face, are almost stationary. We selected the pyramidal faces only
when we examined whether amino acid residues of HPLC6 influence the diffusion of the cations.
It is preferable to attenuate the motion and rotation of HPLC6 for measuring the displacement and
diffusion coefficient of cations.

2. Computational Procedures

We have been revising our in-house simulation program for many years [20,22–26]. In the present
study, we have revised our program further.

2.1. Assumptions

In the main computation, we adopted the Canonical ensemble. Thus, the number of molecules,
the volume of the computational domain, and the temperature were assumed to be unchanged. On the
other hand, in the preliminary computation, we changed the temperature and energy to obtain the
initial condition. Based on our previous study [20], we assumed that the impact of the change in the
ensemble would be negligible in the period of 300 ps.

2.2. Governing Equations

The Newton–Euler equations for the translational and rotational motions of the molecules were
solved at each time step, and were integrated with respect to time by using the Gear algorithm [27].
We used a 5-value Gear algorithm to the Newton equation for the translational motion, in which
the time derivatives up to the fifth order were considered. We adopted a 4-value Gear algorithm to
the Euler equation for the rotation. All the computations were carried out with a time step of 0.5 fs.
Periodic boundary conditions were also imposed on the computational domain.

2.3. Temperature Scaling

We kept the temperature constant in a specific region for the specific period mentioned
below. For this procedure, the statistical temperature, T, was defined by the total energy of the
translational motion for all the molecules, KT, and that of the rotational motion for the molecules, KR.
The temperature is written as follows:

T =
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3kBN
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2
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where kB is the Boltzmann constant, N is the total number of molecules, m is the mass of molecules,
and Ip is the inertia moment based on its principal axis. Temperature scaling was carried out locally
for certain periods in which the translational velocity, v, and the angular velocity, ω, of each molecule
were changed by the following equation:
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where Tpd is the predetermined temperature.
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2.4. Production of Mixtures

2.4.1. In the Case of Ice Layers with Prism Faces

We produced the mixture by using the following three-stage procedure in a similar way to that
adopted in [26].

Stage 1: First, a small ice cube with Ih structure was formed. This procedure is the same as
that described in our previous study [22]. A total of 360 water molecules were in a cubic domain of
approximately 2.25 nm. In this domain, the center of mass of each molecule was allocated at the lattice
of the Ih structure. The orientation of hydrogen atoms was randomly determined. Secondly, 24 ice
cubes were connected to each other in order to form a large rectangular prism of ice. The dimensions
of the new ice crystal were approximately 6.736 nm × 4.667 nm × 8.800 nm. The x-, y- and z-axes were
located along the median, shortest, and longest edges of the rectangular prism, respectively.

Stage 2: A region of one-third in the x-direction of the rectangular prism was specified as the
ice layer. The outside of the ice layer was defined as the liquid region. The computation started.
The temperature for the liquid region was set at 370 K at the initial instant in order to ensure
liquidization. It was decreased in steps to 250 K in a period of 350 ps (See Table 1). The restraint
of the molecules in the ice was carried out at 10 K in order to reduce the impact of melting. Then,
the temperature of the ice layer was increased in steps to 250 K in the period (See Table 1). The
secondary prism faces were realized at the interface.

Table 1. Predetermined temperatures for producing the mixture of water an ice layer with prism faces.

Periods [ps] 0–50 50–100 100–150 150–200 200–250 250–300 300–350 350–

Tpd for ice [K] 10 50 100 150 200 250 260 250

Tpd for water [K] 370 370 340 310 290 280 260 250

Stage 3: In the cases with the HPLC6 model, some water molecules were removed from
a cocoon-shaped region in the computation result at 350 ps. The longest axes of these regions, and thus
the axes of the model, were parallel to the z-axis (See Figure 1). The model was introduced into the
region so that the four threonine residues of the model faced the interface at this instant.

Figure 1. The computational domain with an ice layer with prism faces. White dots show oxygen
atoms of water molecules in the bulk ice region (water molecules in the liquid region are not shown).
Red dots and green dots show sodium ions and chloride ions, respectively. Many dots connected show
the HPLC6 model. Nine layers are defined in the computational domain.

181



Crystals 2018, 8, 302

In addition, in the cases containing the ions, a number of water molecules from the computation
result at 350 ps, which were selected arbitrarily, were replaced with sodium ions, calcium ions or
chloride ions. Based on our previous study [20], we assumed that the impact of the introduction of
solutes would be negligible in the period of 300 ps, except for the interaction between the solutes.
This exception is due to the diffusion or slow motion of ions. To simulate the NVT ensemble after
350 ps, we adopted the method developed by Nosé [28]. The computations continued until 2 ns for all
the cases. This period is not too short compared with the period of 4 ns in the case of the simulation
for an ice layer and water with a HPLC6 model in Ref. [15].

2.4.2. In the Cases of Ice Layers with Pyramidal Faces

We produced the mixture by using the following five-stage procedure in the same way as that
developed in [20].

Stage 1: The same ice cube as that described in Section 2.4.1 was used. 60 ice cubes were connected
to each other in order to form another large rectangular prism of ice.

Stage 2: Water molecules inside two regions of the triangular prisms and two regions of
the pentagonal prisms were removed in order to obtain a new rectangular prism ice crystal.
The two smallest surfaces of this rectangular prism were covered with the pyramidal face of (2021).
The dimensions of the new ice crystal were 6.74 nm × 7.00 nm × 8.80 nm. The x-, y-, and z-axes were
located along the shortest, median, and longest edges of the rectangular prism, respectively.

Stage 3: A region of approximately 32% in the y-direction of the rectangular prism was specified
as the ice layer. One third of the layer in the middle of the y-direction was considered as the core of the
ice layer. The outside of the ice layer was defined as the liquid region.

Stage 4: The computation started. The temperature for the liquid region was set at 370 K at the
initial instant in order to ensure liquidization. It was decreased in steps to 280 K in a period of 100 ps
(See Table 2). The restraint of the molecules in the ice was carried out at 0 K for the first 75 ps in order
to reduce the impact of the melting. Then, the temperature for the ice layer was increased in steps
for the first 95 ps and then maintained at 200 K in the core region of the ice layer and at 250 K in the
surface region of the layer (See Table 2).

Stage 5: The method for introducing the protein model into the liquid water region is the
same as that explained in Section 2.4.1. Consequently, the α-helical axis of HPLC6 aligned with
the

〈
1012

〉
vector of the pyramidal face. Due to the periodic boundary conditions, the distance

between the adjacent protein molecules is 6.74 nm in the x-direction. This distance is wider than
that of approximately 5 nm, which is the footprint of the protein/ice-surface interaction measured by
Grandum et al. [29]. They measured the grooves and ridges on the ice surface with a scanning tunnel
microscope. Thus, the dimension of our computational domain is sufficiently large.

A number of water molecules from the computation result at 100 ps, which were selected
arbitrarily, were replaced with sodium ions, calcium ions or chloride ions in the cases containing
the ions.

The method developed by Nosé was used to simulate the NVT ensemble after 100 ps.
The computations continued in the period of 1 ns.

Table 2. Predetermined temperatures for producing the mixture of water an ice layer with
pyramidal faces.

Periods [ps] 0–50 50–60 60–65 65–70 70–75 75–80 80–85 85–90 90–95 95–100

Tpd for ice [K] 0 0 0 0 0 50 100 150 200 250 (200)

Tpd for water [K] 370 350 330 310 290 280 280 280 280 280
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2.5. Potential Functions of Water Molecules

The TIP4P/Ice potential function proposed by Abascal et al. [30] was used for the potential
function of the interaction between two water molecules. This potential was developed by the
re-parameterization of the TIP4P potential [31], and has been used for ice. The TIP4P potential consists
of the Coulomb potential and the Lennard–Jones potential. The numerical constants for TIP4P/Ice are
almost the same as those for TIP4P except for the potential well depth of Lennard–Jones potential and
the electric charges of the Coulomb potential. These parameters for TIP4P/Ice are approximately 36%
and 13% higher than those of TIP4P, respectively. The Ewald summation (See Frenkel and Smit [32])
was used for the Coulomb potential in order to reduce the electrical force of distant molecules.
The parameters for the Ewald summation; i.e., the width of the Gaussian distribution, the maximum
value of the vector for the location of the image cell in the physical space, and the maximum value of
the vector for the location of the image cell in the Fourier space—were the same as those adopted in
our previous study [24].

2.6. Model of HPLC6

Table 3 shows the primary structure of HPLC6. We adopted a rigid, helical model of HPLC6,
which was similar to that used by Nada and Furukawa [15]. The location of atoms was decided based
on the result obtained by Sicheri and Yang [8]. The rigidity can be considered as an overestimation of
the hydrogen bond between two adjacent sites in the axial direction of the model. Flexibility can be
considered by adopting an algorithm, such as SHAKE developed by Ryckaert et al. [33]. However,
we did not include any algorithm for the flexibility because the time scale (or frequency) of deformation
of HPLC6 due to the interaction between the model and water molecules is not clear. In addition,
the fluctuation of dihedral angles of the central amino-acid residues of HPLC6 was within 9 degrees,
according to the molecular dynamics simulation with AMBER by Cheng and Merz [34]. Therefore,
we think that the rigid model is not too unrealistic. If we obtain results, which clearly show the validity
of flexible HPLC6 models from the viewpoint of the length scale and time scale, we will show our
results by using a new, flexible model in a future paper.

The OPLS parameters developed by Jorgensen et al. [35] were adopted as the potential parameters
of each site of the model. The sum of the electric charges assigned to the groups in the amino-acid
residues were −1. The cutoff radius was set at 1.5 nm. This is to avoid the unrealistic interaction
through the ice layer between a water molecule in solution near one side of the ice layer and a water
molecule in solution near the other side of the ice layer. The center of the radius was set at the indicator
point of each group of sites. The parameters for the Ewald summation for the water molecules,
mentioned in Section 2.5, were used also for the Coulomb potential of the sites of amino-acid residues
of HPLC6 in order to reduce the electrical force between the sites and distant water molecules.

Table 3. Winter flounder antifreeze protein.

Primary Structure Molecular Weight

Winter flounder AFP DTASDAAAAAALTAANAKAAAELTAANAAAAAAATAR 3243 Da

D: Aspartic acid, T: Threonine, S: Serine, A: Alanine, L: Leucine, N: Asparagine, K: Lysine, E: Glutamic acid,
R: Arginine.

2.7. Model of Ions

The models developed by Chowdhuri and Chandra [36] were used for the sodium and chloride
ions, while the model proposed by Chialvo [37] was used for the calcium ions.
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2.8. Computational Conditions

The computational conditions in the present study were compared with those in the
literature [13–16,20] in Table 4. It is found from this table that the dimension of the liquid region
and the concentration of solutes are reasonable.

Table 4. Comparison of computational conditions.

Dalal [13] Wierzbicki [14] Nada [15] Hayakari [20] Todde [16] Present Study

Ice Face Pyramidal Pyramidal Pyramidal Pyramidal Prism Pyramidal Prism Pyramidal

Domain size [nm3] 8.4 × 4.0 × 7.8 5.6 × 12.0 × 7.6 7.0 × 5.7 × 7.0 6.7 × 7.0 × 8.8 6.1 × 21.7 × 5.9 18.1 × 6.7 × 7.5 6.7 × 4.7 × 8.8 6.7 × 7.0 × 8.8

Ice thickness [nm] 1.4 3.8 1.4 2.3 11 9 2.3 2.3

Number
of H2O

molecules

liquid
solid

5484
2841

11,292
5313

6520
2160

8570
4185

12,288
12288

14,724
14076

5537 1

2880
8541 2

4185

Number of AFP
molecules 1 2 1 1 1 1 1 1

AFP conc.
[mg/mL] 32 31 26 19 13 11 29 19

Number of cations - - - 24 - - 10 15

Ion conc. [mol/L] - - - 0.15 - - 0.10 0.10

Temperature [K] 190 165 268 260 228 228 250 250

Ensemble NVT NVT NPT NV NPT NPT NVT NVT

Potential functions TIP3P TIP3P 6site TIP4P/Ice TIP4P TIP4P TIP4P/Ice TIP4P/Ice

1 5527 in the case of CaCl2; 2 8526 in the case of CaCl2.

3. Statistical Quantities

We discuss the following statistical quantities. These are the same as those defined in our previous
studies [20,24–26] except for the tetrahedricity parameter.

3.1. Radial Distribution Function (RDF)

The RDF between an atom of a water molecule or an ion, and the oxygen atoms in a spherical
shell is defined as follows (See, for example, Allen and Tildesley [38]):

g(r) =
V

4πr2ΔrN2

〈
∑

i
∑
j �=i

δ
(
ri − rj

)〉
, (3)

where r=|ri − rj| is the distance between two atoms (or between a site and an atom), V is the volume
of the computation domain, Δr is the thickness of the shell, N is the number of oxygen atoms, and δ is
the delta function. Δr was equal to 0.01 nm. Please note that the total number of water molecules in
the spherical domain (0 < r < ∞) was not identical because the water molecules inside the ice layer
were not included in the summation in this equation.

3.2. Hydrogen Bond Correlation Function (HBCF)

In our previous study [25], we used the hydrogen-bond correlation function (hereafter abbreviated
to HBCF) to analyze the hydrogen bond among water molecules. The function is defined as follows:

CHB(t) =

〈
N
∑
j

nHBj(t0 + t)nHBj(t0)

〉
〈

N
∑
j

nHBj(t0)nHBj(t0)

〉 , (4)

where nHBj (t0) is the number of water molecules bonded with a molecular j at a reference time t0,
and nHBj (t0 + t) is the number of water molecules that have maintained the hydrogen bond with
a molecular j for the period of t. The cluster structure was identified by only the distance of water
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molecules from a specific water molecule. In the present study, we focus on water molecules in the
first hydration shell of a specific ion.

3.3. Diffusion Coefficient

The diffusion coefficient can be obtained from the following equation:

DS = lim
t→∞

1
6t

〈∣∣rj(t1 + t)− rj(t1)
∣∣2〉, (5)

where t1 is defined as an instant when the mean square displacement obeys the power law with
time [39]. The mean square displacement, D(t), is defined by the following equation:

D(t) =
1
N

〈
∑

j

∣∣rj(t0 + t)− rj(t0)
∣∣2〉, (6)

where rj is the position vector of a molecular j, t is time, t0 is a reference time, N is the number of
molecules and the angle bracket shows a time mean value. The mean squared deviation (MSD) was
obtained from the position vectors for the periods of 10 ps at an interval of 0.5 ps. The moving-averaged
values of the MSD were obtained over the period of 50 ps.

3.4. Tetrahedricity Parameter

We adopted the tetrahedricity parameter [40] as an index to estimate water molecular structure in
the liquid phase. The tetrahedricity parameter MT is expressed by the following equation:

MT =
∑i>j

(
li − lj

)2

15〈l2〉 (7)

where li are the lengths of the six edges of a tetrahedron. If the nearest four water molecules to a water
molecule form a tetrahedron, MT becomes nearly zero. On the other hand, if the distances between
two of four water molecules differ from each other, MT becomes nearly a unity. Thus, the tetrahedricity
parameter shows the degree of the water structure.

4. Results and Discussion

We will discuss the results for the system of solutions with a thin ice layer covered with secondary
prism faces in Sections 4.1–4.5. We will then discuss the results for the system of solutions with a thin
ice layer covered with pyramidal faces in Section 4.6. The results obtained were thermodynamically
non-equilibrium because the diffusion of ions and the interaction of solutes are too slow to capture
their developed state.

4.1. Time Changes in the Ion Positions

Figure 2 shows time changes in the ion position in the x-direction. The origin of the ordinate
corresponds to the center of the computational domain. The positions close to the top and bottom
edges in the graphs indicate that the corresponding ions are located close to the ice surfaces. Figure 2a,b
show the time changes in the cases without HPLC6, while Figure 2c,d show the time changes in the
cases with HPLC6. It is found from these figures that the changes in the ion positions were within the
range of 0.5 nm for the period of 1500 ps except for one or two ions in each case. The time changes are
due to the diffusion of ions or the interaction between the ions and HPLC6.
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Figure 2. Time changes in the positions of ions; (a) Sodium ions in the NaCl solution, (b) Calcium ions
in the CaCl2 solution, (c) Sodium ions in the mixed solution, (d) Calcium ions in the mixed solution.
The ice layer was located in the range of −3.366 < x < −1.123 [nm] during the period. The arrows in (c)
and (d) show the range of location of HPLC6 during the period.

4.2. Radial Distribution Function (RDF)

Figure 3 shows typical examples of the RDF for water molecules around several ions in the mixed
solutions. The peak values differ by margins of approximately 10% for the sodium ions and 45% for the
calcium ions for 1500–1550 ps. On the other hand, the peak values differ by margins of approximately
4% for the sodium ions and 2% for the calcium ions for 1950–2000 ps. These changes in the differences
are due to the changes in the RDFs for water molecules around the sodium ion 10, and the calcium
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ions 8 and 10. It is found from Figure 2c,d that these three ions gradually approached the ice surfaces
by 1500 ps and that they gradually left from the locations adjacent to the ice surfaces by 2000 ps. Thus,
the hydration shells of cations were not affected by the presence of HPLC6.

 
(a) (b) 

  
(c) (d) 

Figure 3. Radial distribution functions of water molecules around cations; (a) Sodium ions for
1500–1550 ps, (b) Calcium ions for 1500–1550 ps, (c) Sodium ions for 1950–2000 ps, (d) Calcium
ions for 1950–2000 ps.

4.3. Tetrahedricity Parameter

The average value of the tetrahedricity parameter gradually decreased with time for all the
solutions (See Table 5). This shows that the tetrahedral structure of the water molecules was forming.
The decreasing rate of the average values in the cases of solutions with calcium chloride was lower
than that in the cases of solutions with sodium chloride. This is because the hydration shells of calcium
ions, which are stronger than the hydration shells of sodium ions, disturb the tetrahedral structure.
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Table 5. Average values of the tetrahedricity parameter.

Solution NaCl NaCl + HPLC6 CaCl2 CaCl2 + HPLC6

1000–1050 ps 0.041 0.044 0.040 0.039
1500–1550 ps 0.038 0.039 0.039 0.040
1950–2000 ps 0.038 0.039 0.039 0.037

Figure 4a,b show the probability distributions of the tetrahedricity parameter, MT, for salt solutions
and mixed solutions in the period of 1500–1550 ps. The most probable values of MT (the values of MT
for their highest probabilities) in the case of mixed solutions are higher than those in the case of salt
solutions. This indicates that the HPLC6 inhibits water molecules forming a tetrahedral structure not
only near the HPLC6 itself but also far from it.

Figure 4c,d show the distributions of the tetrahedricity parameter for the salt solutions and mixed
solutions in the period of 1950–2000 ps. The distribution in Figure 4c is similar to that in Figure 4a,
while the distribution in Figure 4d is not similar to that in Figure 4b. This is because the time changes in
the positions of the calcium ions were predominant in the mixed solution in this period (See Figure 2d).

 
(a) (b) 

(c) (d) 

Figure 4. Distributions of the tetrahedricity parameter; (a) in the case with NaCl for 1500–1550 ps,
(b) in the case with CaCl2 for 1500–1550 ps, (c) in the case with NaCl for 1950–2000 ps, (d) in the case
with CaCl2 for 1950–2000 ps.

4.4. Average Number of Hydrogen Bonds

We evaluated the number of hydrogen bonds for a water molecule. The criteria for the
hydrogen bond are as follows (The criterion for the angle is stricter than that proposed by Luzar
and Chandler [41]):

(A) The distance between oxygen atoms is lower than 3.5 Å.
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(B) The angle between the line connecting two oxygen atoms and the line connecting one of the two
oxygen atoms and a covalent-bonded hydrogen atom is within ±15◦.

We divided the computational domain into 9 layers in the x-direction, and examined the effects
of ions and HPLC6 on the average number of hydrogen bonds per water molecule in each layer (See
Figure 1). The thickness of each layer was 0.748 nm. In Ref. [16], the computational domain was
divided into the regions of bulk ice, interface, and bulk water. The layer thickness is approximately
half the interface width. Thus, the 1st, 2nd, and 3rd layers are in the bulk ice region, the 4th, 5th, 8th,
and 9th layers are in the interface region, and the 6th and 7th layers are in the bulk water region.

Figure 5 shows the average number of hydrogen bonds for each layer for the periods of
1000–1050 ps and 1950–2000 ps. The first three layers were in the ice layer, while the other six
layers were in the liquid region throughout the computation. Most of the residues of HPLC6 were
located in the eighth layer. It is found from Figure 5a that the average numbers of hydrogen bonds
for the single-solute solutions are lower than the average numbers for pure water in the layers in the
liquid phase. In particular, the average number is lowest in the eighth and ninth layers for the HLPC6
solution (shown with the figure caption ‘poly’). This is the result of hydrogen bonds between water
molecules and the hydrophilic residues of HPLC6. Moreover, the hydrophobic hydration due to the
hydrophobic residues kept water molecules away from HPLC6.

The average number of hydrogen bonds in the 4th, 5th, and 6th layers indicates lower values for
salt solutions compared with the number for pure water. (The salt solutions are shown with the figure
caption ‘Na+’ and ‘Ca2+’. Note that the anion Cl− also contributed.) This is because water molecules
are more attracted by the hydration shells of ions, particularly the cations in these layers. The number
of hydrogen bonds decreased more than 4% in the 5th and 6th layers of the mixed solution of HPLC6
and CaCl2 compared with the number of bonds in pure water, although the concentration of HPLC6
and CaCl2 was 8.9 mM and 0.1 M, respectively. The number of calcium ions in the 5th layers increased
from 1 (ion no. 3 in Figure 2d) to 3 (ion no. 3, 4 and 7) during the period 700–800 ps in the mixed
solution. It can be surmised that the strong hydration shells of calcium ions prevent water molecules
from forming the hydrogen bonds in these two layers.

In Figure 5b, the number of hydrogen bonds of salt solutions in the 7th and 8th layers is lower
than that in the other cases in the period of 1950–2000 ps. This is because the time changes in the
positions of some sodium ions (3 and 6 in Figure 2a) and calcium ions (1 and 7 in Figure 2b) in these
layers are more noticeable than the time changes in the positions of the other ions.
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Figure 5. Number of hydrogen bonds in the layers; (a) for 1000–1050 ps, (b) for 1950–2000 ps.
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4.5. Hydrogen Bond Correlation Function (HBCF)

Figure 6 shows the hydrogen bond correlation function (HBCF) as a function of time for the fifth
and eighth layers. It is found from Figure 6a that the HBCF for the 5th layer of the NaCl solution and
mixed solution indicates lower values than that for the pure water and HPLC6 solution at any time
in the period of 1000–1050 ps. This indicates that the hydrogen bond among water molecules was
disturbed by the ions and their motion in the 5th layer. A similar result was obtained for the CaCl2
solution [37].
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Figure 6. Hydrogen bond correlation functions in two layers; (a) 5th layer for 1000–1050 ps, (b) 8th
layer for 1000–1050 ps, (c) 5th layer for 1950–2000 ps, (d) 8th layer for 1000–1050 ps.

It is found from Figure 6b that the HBCF for the eighth layer of the HPLC6 solution and mixed
solution indicates higher values than that for the pure water and NaCl solution at any time in the
period of 1000–1050 ps. This clearly indicates that the hydrogen bond among water molecules near the
HPLC6 was enhanced by the HPLC6 molecule in the 8th layer. This may result in the formation of
hydrophobic hydration shells around the alanine residues of HPLC6 in this layer. The effect of ions
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on the hydrogen bonding is not noticeable in this layer in this period probably because the hydration
shells around the ions have not yet been formed well.

Figure 6c shows the HBCF of the solutions for the 5th layer in the period of 1950–2000 ps.
The difference between the correlation function in the case of the HPLC6 solution and that in the other
cases became noticeable compared with the difference shown in Figure 4a. This is probably because the
space for forming the hydrogen bond among water molecules became small as a result of the growth
of hydrophobic hydration shells around the HPLC6.

Figure 6d shows the HBCF of the solutions with CaCl2 for the 8th layer in the period of
1000–1050 ps. The calcium ions in this layer did not disturb the hydrogen bond in the case of the salt
solution. This is because only one calcium ion (6 in Figure 2b) was in this layer in this period. On the
other hand, the ions in the case of the mixed solution disturbed the hydrogen bond in the layer in the
period. This is probably because the effect of one calcium ion (1 in Figure 2d) in the 9th layer, which
approached and entered into the 8th layer just after the period, was remarkable. This is consistent with
the synergistic effects of ions and HPLC6.

4.6. Interaction between Cations and Amino Acid Residues

4.6.1. Surface-Bound Water Molecules

We allocated the HPLC6 model so that the four threonine residues were closest to the pyramidal
face. Also, three alanine residues (the 6th, 17th and 28th) were close to the face. Thus, the spatial
arrangement of HPLC6 was similar to that in Ref. [15].

We monitored the motion of many water molecules between the atom groups of the threonine
residues and the ice surface. We discovered that at least three water molecules were nearly stationary,
while the other water molecules nearby moved more rapidly in three locations; (1) near the hydroxyl
group of the 24th threonine residue; (2) near the methyl group of the threonine residue; and (3) near the
hydroxyl group of the 35th threonine residue. We believe that these nearly stationary water molecules
are surface-bound water molecules.

4.6.2. Diffusion Coefficient

Table 6 shows the ratios of the diffusion coefficient of a cation nearest to a specific amino-acid
residue to the diffusion coefficient of water. The arginine, lysine and glutamic-acid residues are located
opposite to the four threonine residues with respect to the HPLC6 axis. Thus, these residues were
inside the water region because the four threonine residues faced the interface.

This table also shows the ratios obtained by Nohara and Hagiwara [26] and Baştuğ and
Kuyucak [42]. Ref. [26] dealt with the ions in supercooled water between ice layers with the prism
faces, and used approximately one-third of the number of water molecules. Ref. [42] dealt with the
ions in water at 273 K without any ice, and used a different potential function for water and ions.

Table 6. Ratio of diffusion coefficients of cations to the diffusion coefficient of water.

Na+ Ca2+

Near Arginine Nohara Baştuğ Near Lysine Near Glutamic Acid Nohara Baştuğ

0.18 0.46 0.42 0.19 1.06 0.28 0.31

It is found from this table that the ratio for the sodium ion near the arginine residue (R in Table 3)
is much lower than the ratio in [26,42]. This shows that the diffusion of the sodium ion in the vicinity
of the arginine residue was attenuated. This is probably a result of electrostatic attraction between
the oxygen atoms of water molecules in the hydration shell of the sodium ion and the C = NH group
of the arginine residue because this group is positively electrified in water and the oxygen atoms are
negatively electrified. Similarly, the ratio for the calcium ion near the lysine residue (K in Table 3)

191



Crystals 2018, 8, 302

is lower than the ratio in [26,42]. The attenuation of diffusion of the calcium ion in the vicinity of
the lysine residue is probably a result of electrostatic attraction between the oxygen atoms of water
molecules in the hydration shells of the calcium ion and the amino group of the lysine residue. This
is because this amino group is also positively electrified in water. On the other hand, the ratio for
the calcium ion near the glutamic acid residue (E in Table 3) is much higher than the ratio in [26,42].
This shows that the diffusion of the calcium ion in the vicinity of the glutamic acid residue was
enhanced. This is probably a result of electrostatic repulsion between the oxygen atoms of water
molecules in the hydration shells of the calcium ion and the carboxyl group of the glutamic acid
residue because the carboxyl group is negatively electrified in water. The side chains of all the other
residues of HPLC6 except for the aspartic acid residue are neutrally electrified. It can be concluded
that the diffusion of cations in the vicinity of HPLC6 depends on the electrified amino acid residues
of HPLC6.

4.6.3. Hydrogen Bond Correlation Function (HBCF)

Figure 7 shows the hydrogen bond correlation function (HBCF) as a function of time for water
molecules in the first hydration shell of the cations in the vicinity of the specific amino acid residues.
The HBCF decreases with an increase in time. To discuss the robustness of the hydration shell of the
cations, we compare the values of the HBCF at 10 ps. It is found from this figure and Figure 6 that the
values for the cations near the electrified residues are lower than those for the cations near alanine
residues and the values of water molecules in Figure 6. This shows that the first hydration shell of
the cations in the vicinity of the electrified residues does not become robust and the water molecules
in the first hydration shell can easily leave the shell. This weakening of the hydration shell of the
cations enhances the motions of ions and water molecules. The motion enhancement of ions and water
molecules can cause the attenuation of the incorporation of water molecules into the ice lattice at the
interface. Also, the enhancement of ion motion is consistent with the decrease in the ion concentration
of the mixed solution [19] described in the Introduction. Thus, the motion enhancement of ions and
water molecules is a reason for the synergistic effect.

Figure 7. Hydrogen bond correlation functions of the cations.

The higher values of HBCF for the cations near alanine residues show that the first hydration
shells of the cations in the vicinity of these residues remain robust. The robustness of the hydrophobic
hydration shells around these residues is also expected. These robust shells also contribute to the
synergistic effect. The discussion in this section is therefore consistent with the discussion in Section 4.4.
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5. Conclusions

A molecular dynamics simulation was carried out on a mixture of water, a model of HPLC6
(winter flounder antifreeze protein), sodium ions, calcium ions, chloride ions and a thin ice layer.
The main conclusions obtained are the following:

(1). The hydrogen bond among water molecules is inhibited by the cations even in the case of
the mixed solutions. This is due to the hydration shells of the moving ions. This inhibition is more
noticeable with an increase in the number density of ions and the valence of cations.

(2). The effective space for water molecules to form the hydrogen bonds becomes smaller in
a region far from the HPLC6 as a result of the hydration shells of calcium ions in this region. This is
also consistent with the synergistic effect of the mixed solutions of HPLC6 and CaCl2.

(3). The negatively or positively electrified residues of HPLC6 respectively enhance or attenuate
the diffusion of the cations in water.

(4). The hydrophobic hydration shells around the alanine residues of HPLC6 remain robust,
as does the first hydration shells of the cations in the vicinity of these residues. On the other hand,
the first hydration shells of the cations in the vicinity of the electrified residues do not become robust.
The weakening of the hydration shells of the cations enhances the motions of ions and water molecules.
The motion enhancement of ions and water molecules can cause the attenuation of the incorporation
of water molecules into the ice lattice at the interface.

(5). The inhibition of the hydrogen bond due to the hydration shells of the moving ions in
conclusion (1) and the weakening of the hydration shells of cations as a result of the electrified
amino-acid residues nearby in conclusion (4) are the possible mechanisms of the synergistic effects
suggested by Evans et al. [17].
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