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Torrential Hazards’ Mitigation Measures in a Typical Alpine Catchment in Slovenia
Reprinted from: Appl. Sci. 2023, 13, 11136, doi:10.3390/app132011136 . . . . . . . . . . . . . . . . 254

Nurul Afifah Mohd Radzir, Che Aziz Ali and Kamal Roslan Mohamed

Sedimentological Analysis of the Turbidite Sequence in the Northern Part of the West Crocker
Formation, Northwest Sabah
Reprinted from: Appl. Sci. 2022, 12, 12149, doi:10.3390/ app122312149 . . . . . . . . . . . . . . . 269

vi



Preface

Understanding the morphodynamic behavior of riverbeds is one of the most fundamental

problems in fluvial geomorphology, especially in rivers suffering from extensive hydromorphological

pressures. Sediment transport patterns present a continuous research challenge because of their

impact on hydraulic structures, infrastructure, waterways, confluences, or naturally morphologically

variable zones like confluences and deltas. The significance of the physical alterations of

rivers—natural or anthropogenic—is correlated with the increasing frequency, intensity, and duration

of natural hazards driven by climate change. The sustainable management of rivers and risk

management related to them are based on the predictive tools emerging from state-of-the-art research

conducted under relevant environment-protection scenarios. Continuous advancements in the

development of laboratory instruments, remote sensing techniques, numerical modeling of turbulent

flows, and data processing methods improve the understanding of the fluid–structure interaction

underlying the sediment transport process. Such processes can vary across a wide range of scales,

from the particle to the landscape, which can directly impact both the form (geomorphology) and

function (ecology and biology) of natural systems and the built infrastructure surrounding them.

This Special Issue presents a collection of recent advancements in sediment transport research and

hydraulic engineering that contribute to filling the knowledge gap in morphodynamic processes

at different scales, with an outlook towards innovative river engineering approaches, monitoring

systems, available technologies, and management practices tackling rapidly changing environmental

conditions.

Gordon Gilja, Manousos Valyrakis, Panagiotis Michalis, Thomas Pahtz, and Oral Yagci

Editors
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Suspended-Sediment Transport in the River Drava, Slovenia:
An Analysis More than a Decade-Long
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* Correspondence: matjaz.nekrep@um.si

Abstract: Managing sediment transport in streams is crucial to the surface water resource devel-
opment strategy and has several implications for flood risk and water management, hydropower
use, and balancing river morphology. This paper summarises the movement and behaviour of
suspended sediment within the Slovenian portion of the River Drava, covering a span of thirteen
years from 2005 to 2018. An analysis of relevant data collected during this period is also presented.
Suspended-sediment dynamics strongly depend on flow velocity, seasonal variations in sediment
sources, and human interventions in the riverbed. The transportation of material in the River Drava
results in the accumulation of sediments in reservoirs and riverbeds, consequently impeding the
natural hydrological cycle by reducing the outflow into aquifers. The 2018 high-water event is
analysed in terms of the dependence of concentration of suspended sediments on discharge, where
counterclockwise hysteresis was observed, providing an essential clue to the origin of sediment.
Sediments from the River Drava in Slovenia are managed with some conventional processes and
are mainly deposited or reintegrated into rivers and aquatic ecosystems. Some additional sediment
management strategies with long-term solutions for efficient and comprehensive water management,
hydropower, and ecological problems are proposed.

Keywords: suspended-sediment dynamics; River Drava; sediment management

1. Introduction

Sediment transport in surface waters is a complex dynamic process and has multiple
implications, particularly in the areas of environmental protection, hydropower exploitation
of rivers, flood risk management, and water resources management. Recently, suspended-
sediment dynamics have been investigated intensively, as suspended sediment represents
the majority of material that is in motion within a stream. The deposition of sediment in
water bodies has significant impacts on the accumulation of silt in river channels, flood-
prone areas, and surface waters such as lakes and coastal areas, as well as environmental
impacts due to sediment-bound pollutants. Sediments found in rivers are a result of the
weathering processes occurring on the upper layers of the Earth’s crust, which interact
with the forces of erosion that cause the movement of material and its transportation
along river channels. Suspended-sediment concentration depends on the current flowrate,
climate changes, glacial melting, and intense erosional processes. Human intervention in
riverbeds, such as the construction of hydropower plants and other hydraulic structures,
can have a significant impact on the transport dynamics and quantity of sediment in a
watercourse. As a consequence of material transport, reservoirs and the riverbed become
filled, which ultimately affects the natural hydrological cycle by reducing the discharge
into aquifers [1–6].

Previous studies investigating suspended sediment in Slovenian rivers [7–13] have
indicated that the majority of the overall material is transported during periods of high

Appl. Sci. 2023, 13, 9036. https://doi.org/10.3390/app13159036 https://www.mdpi.com/journal/applsci
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water flow. However, not every high-water event increases the amount of suspended
sediment, as the dynamics of sediment depend on the sum of hydrologic events in the river,
the previous hydrologic condition, the intensity of precipitation in the hinterland, and many
other factors. The source of suspended sediment can be predicted from the relationship
between water discharge and the concentration of suspended sediments, which usually
takes the form of a hysteresis loop during a high-water event. Depending on various factors
during the event, e.g., runoff, erosion processes, and human activities, different forms of
hysteresis loops are possible, e.g., a single-value (straight or curved) relationship, clockwise
loop (positive), counterclockwise loop (negative), single-value plus a loop, and figure of
eight [14–18].

The dynamics of suspended-sediment transport in streams has been intensively stud-
ied recently, as they are closely related to runoff formation and flooding. Erosion processes
are particularly intense in agricultural catchments, where suspended-sediment transport
dominates during flood events [19]. A comprehensive study of suspended-sediment trans-
port using a log-time dataset to obtain more information about the factors that determine
suspended-sediment transport in headwater watersheds was presented in [20]. In [21],
the effect of urbanization on suspended-sediment flux in a selected watershed was inves-
tigated, and it became clear that sediment dynamics vary spatially and temporally. The
high spatiotemporal variability in suspended-sediment transport allows the determination
of sediment sources and a general understanding of erosion in the catchment, which is
why the statistical analysis of hydrometeorological data is crucial, as presented in [6,22].
In [23], different hysteresis relationships between suspended-sediment concentration and
discharge due to catchment characteristics in a multiple catchment of the middle Yellow
River were reported. A comprehensive understanding of the spatial and temporal dynamics
of suspended-sediment concentrations requires properly calibrated and tested numerical
models, as described in [24].

Measuring the amount and dynamics of suspended sediment in streams remains a
complex problem, despite the existence of several established methods. Sediment transport
is a highly dynamic process that cannot be fully captured by any measurement technique
due to constantly changing conditions in rivers. Therefore, when selecting an appropriate
measurement model, it is crucial to consider the temporal and spatial variability in sediment
transport in both longitudinal and transversal cross-sections. If an accurate determination
of the fractional volume of sediment is required, a combination of direct and indirect
measurement techniques is necessary [1,2]. Establishing a comprehensive monitoring
system and modelling suspended-sediment transport are critical to finding a systematic,
long-term solution to the problem of sedimentation in streams and are the starting point
for developing the management strategy.

The article provides an overview of suspended-sediment measurements on the River
Drava in Slovenia between the years 2005 and 2018 and an analysis of suspended-sediment
dynamics at different temporal scales (between different years, seasonal, and during a
high-water event). Furthermore, an analysis of suspended-sediment dynamics during a
high-water event is presented and a prediction of the origin of sediments in the river is
made. In addition, an overview of the current management of suspended sediment in the
River Drava is given and some future topics are proposed.

2. Study Area

The River Drava, which is the fourth-largest tributary on the right bank of the Danube,
is extensively used for hydropower generation, with almost the entirety of its water po-
tential energy being harnessed. Originating in South Tyrol, Italy, it flows through Austria,
Slovenia, and Croatia, and ultimately merges with the Danube at Osijek [25]. The River
Drava stretches for a length of 117.7 km in Slovenia and has a catchment area of 4662 km2.
The river has an average discharge of 292 m3/s and is joined by several tributaries, in-
cluding the Meža and Dravinja, with respective discharge rates of 12 m3/s and 11 m3/s.
Additionally, the river has numerous torrential tributaries along its entire length. The Drava
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is home to a total of 22 hydropower plants located in Austria, Slovenia, and Croatia, with
eight plants situated in Slovenia. The Zlatoličje and Formin areas in Slovenia feature two
artificially constructed side channels (Figure 1).

 

Figure 1. The River Drava in Slovenia; hydropower plants on the River Drava in Slovenia (blue dots);
turbidity sensors (green circles); and monitoring sites presented in the current study (red dots).

The River Drava is significantly regulated along its entire path through Slovenia, which
also strongly impacts suspended-sediment dynamics. The historical political structure
of the countries through which the Drava flows affected the management and research
activities on this river, which were neglected until the political upheavals of 1989–1990 and
the end of the Serbian–Croatian war in 1995. However, there are few published studies that
incorporate parameters of the river environment that have been published in the past [26].
Recently, some studies have been carried out on the River Drava on the possible reuse of
sediments in the construction sector [13,27,28].

The national hydrological monitoring of surface waters required by the European
Union under the European Water Framework Directive (Water Framework Directive
2000/60/EC) includes the measurement of water level, water velocity, flow, geometry
of cross-sections, water temperature, as well as the suspended-sediment concentration in
the water. The Slovenian Environment Agency regularly monitors suspended sediment in
only the primary watercourses in Slovenia. However, the River Drava is not included in
this monitoring program.

3. Materials and Methods

3.1. Monitoring of the Transport of Suspended Sediment in the River Drava in Slovenia

The first investigation of suspended sediment on the Slovenian part of the River Drava
was undertaken at the monitoring station in Ptuj in the period from 1956 to 1975. Sampling
was not performed randomly. At the Ptuj water monitoring station, suspended-sediment
samples were taken between 1965 and 1975. The maximum value of concentration of
suspended sediments was recorded during the flood on 20 August 1966, at 2802 g/m3.
A detailed analysis of the dependence of concentration of suspended sediments on other
hydrologic parameters was not performed. The total amount of suspended sediment was
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not determined due to a lack of samples [29]. Thereafter, no further measurements were
made as part of the national hydrological monitoring.

Today, the monitoring of suspended sediment is carried out by Dravske elektrarne
(DEM)—the operator of the hydropower plants on the River Drava—at four sites using
turbidity sensors. Turbidity measurements [30] at the four sites in the hydropower plants
reservoirs started gradually in 2011 in the reservoir of the Dravograd hydropower plant, in
2012 at two other sites in Vuzenica and Mariborski otok, and in 2013 at the fourth site in
Markovci (Figure 2) [10,29].

 

Figure 2. (a) Point-integrated sampler; (b) nozzle enabling isokinetic sampling; (c) crane with winch
and steel cable; (d) lowering the sampler to take a sample; (e) measuring with ADCP; (f) simultaneous
sampling and measurement with an ADCP.

Within the Slovenian–Austrian Cross-border Cooperation Program 2008–2013 (SI-AT),
entitled “Drava-Mura Crossborder Initiative—DRA-MUR-CI”, within one of the work
packages, the transport of suspended sediment (measurements and modelling) was carried
out at selected monitoring sites of the River Drava, namely Šturmov potok, Zavrč, Ptuj,
and Studenška brv Maribor (Figure 1). Furthermore, in the year 2018, measurements of

4



Appl. Sci. 2023, 13, 9036

suspended sediment were conducted at Zgornji Duplek and Zlatoličje locations (Figure 1)
persistently for one year, including the high-water occurrence in October 2018.

3.1.1. Suspended-Sediment Samplers

Suspended-sediment samplers are used to collect representative water samples in
the stream. These samples are then analysed in a laboratory setting to determine the
suspended-sediment concentration levels. To ensure the most reliable sampling, some
conditions should be met, such as the following: water should enter the nozzle isokinetically
(where the velocity and direction of water entering the sampler are the same as in the
environment); stream flow patterns should be disturbed as little as possible; standard bottle
sizes should be used (e.g., 1 pint or 1 L); and the equipment should be easy to operate and
maintain [4,31,32].

There are two different types of samplers for suspended-sediment collection, namely
depth-integrated and point-integrated samplers. The depth-integrated sampler is designed
to obtain water samples from a vertical column of water by lowering it to the bottom of a
stream and, afterwards, raising it back to the surface. The point-integrated sampler, on the
other hand, collects the water at a specific point in the stream, which is made possible by the
use of a valve that can be activated electrically. Figure 2 shows a point-integrated sampler
US P-72 with appropriate equipment, which can be used for the isokinetic sampling of
water at any point in the stream and was used for sampling at some of the monitoring sites
investigated in this study.

The sampler is made of aluminium, has a length of 0.7 m, and weighs 18 kg. The
hydrodynamic shape of the sampler allows it to rotate in the direction of the flow and be
immersed at any depth. The diameter of the nozzle is 5 mm. Inside the housing there is a
space for a collection bottle with a capacity of 0.95 L. On the side, there is a hole through
which air can escape from the bottle while it fills with water. The sampler can be used in
streams with a velocity between 0.5 and 2.0 m/s and a depth of 20 m.

3.1.2. Acoustic Method

Acoustic methods in hydrology were developed primarily for measuring the velocity
and discharge of watercourses [33,34]. However, we can use the backscatter and attenuation
of acoustic signals in water to monitor suspended sediment in water bodies. A calibration
within situ measurements is necessary to determine the concentration of suspended sedi-
ment from the backscatter. Acoustic backscatter depends on the concentration and size of
the scatterers and is also impacted by attenuation due to suspended matter along the water
column [31,35,36].

The most commonly used device for measuring water velocity and indirectly further
parameters is the Acoustic Doppler Current Profiler (Figure 2). All results presented in
this article were collected with a 1200 kHz Teledyne RDI WorkHorse Rio Grande. In this
ADCP model, five different frequencies (75–1200 kHz) are possible, which differ in sound
absorption (sound absorption increases with frequency). The measuring device working
with this frequency can be used in rivers with a minimum depth of 0.4 m to 15 m and
velocities up to 10 m/s, which are also the conditions at the selected measuring points on
the River Drava. By crossing the stream, the water depth and velocity can be measured.
With a computer connected to the ADCP via a radio link, all data were recorded and
collected in real time. The parameters such as discharge, cross-sectional area, and average
velocity are known immediately after the crossing.

Based on the backscattered signal, the information about the concentration of sus-
pended sediment can be calculated. The conversion of the backscattered signal into a
concentration of suspended sediments is possible with another piece of conversion soft-
ware, e.g., Aqua Vision, VISEA-PDT 4.0 (PDT—Plume Detection Toolbox), which allows a
direct conversion of the measured data into a concentration of suspended sediments. In
addition, the software allows a calibration of the measured backscatter with actual values
of concentration of suspended sediments obtained with the direct methods. The theoretical
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background of the backscatter measured with ADCP is represented by the acoustic equation
which links the discrepancy between the received and transmitted sound energy and the
lost energy during the propagation of the sound wave [37]:

Sv = C + log10 [TT R2/L PT] + 2 α R + KC (E − Er) (1)

The equation for acoustic backscatter in dB (Sv) is determined by several factors,
including a constant value (C) in dB, the temperature (TT) of the Acoustic Doppler Current
Profiler (ADCP) transducer in ◦C, the slant range (R) along the beam to the scatterers in m,
the transmit pulse length (L) in m, the transmit power (PT) in W, the attenuation coefficient
(α) in dB/m, a scale factor (KC) in dB/count, the relative backscatter (E) equal to echo
intensity in the count, and the received noise (Er) in the count. The values of C, TT, R, and
PT are either recorded with the ADCP or provided by the factory. The value of E is derived
from the Received Signal Strength Indicator of the receivers, and Er is the noise value when
no signal is present. The typical value of Er is 40 counts, and the values of factor KC range
from 0.35 to 0.55 dB/count. The attenuation coefficient α is the sum of the water absorption
αw and particle attenuation αs, which are obtained based on empirical formulas that can
be found in the literature [37].

The procedure of conversion of backscatter into a sediment concentration can be
summarized in three steps: the conversion of backscatter into dB, the standardization of
the instrument, the standardization of the area.

The most important part of the measurement is the calibration with real values of
sediment concentration. This can be performed with data from the optical backscatter
sensors or with water samples where the sediment concentration is determined in the
laboratory and then manually entered into the programme.

4. Results and Discussion

The paper presents the results of suspended-sediment measurements that were col-
lected over a period of 13 years (2005–2018) from four monitoring sites: Šturmov potok,
Ptuj, Studenška brv Maribor, and Zgornji Duplek during a high-water event. (Figure 1)
During the measurements with different measurement techniques, some experience was
gained in order to propose the optimal technique for the monitoring and management
of suspended sediments on the River Drava. The hydrological data were obtained from
Dravske elektrarne (DEM)—the operator of the hydroelectric power plants on the River
Drava—who provide data on discharge; at the Ptuj measuring point, the discharge and wa-
ter level were measured by the Slovenian Environment Agency site. Different measurement
methods were used to determine the suspended-sediment concentration, depending on the
available equipment and the conditions at the measurement sites. The suspended-sediment
concentration was determined by analysing the collected water samples. A variety of water
samplers were used, from the simple water samplers used under severe conditions, such
as floods, to the depth-integrated samplers described and shown in the previous chapter.
However, to obtain the most representative results of suspended-sediment dynamics in a
cross-section, the basic measuring technique was supplemented with the acoustic method.
The results presented are divided into three parts: First, the dynamics of suspended sedi-
ment at selected sites at mean discharge of the River Drava are presented. In addition, a
case study is presented where a combination of direct and indirect methods was applied.
Finally, the results of a high-water event in October 2018 are presented.

4.1. Suspended-Sediment Dynamics at Average Discharge

Analysis of the correlation between the concentration of suspended sediments (c
in g/m3) and flow rate (Q in m3/s) in the River Drava showed that the dependence of
these quantities can be adequately described by quadratic functions that vary depending
on the measurement location. The concentration of suspended sediment can vary both
longitudinally and transversely along the river. In the example of the River Drava, the
amount of suspended sediment can be compared at three different distances from the bank
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(Profile1, Profile2, and Profile3; Table 1) and at two depths (2 m and 4 m) on a river cross-
section at the Šturmov potok monitoring site (Figure 3), where the results from October
2009 and May 2005 are shown.

Table 1. Locations and dates of water sampling from the River Drava, maximum and minimum
water flows, and concentrations of suspended material.

Sample No. Location
Depth

(m)
Date

Flow
Q (m3/s)

Suspended-Sediment
Concentration

c (g/m3)

DRAVA Šturm

1 Profile 1 2 14 October 2009 441 12.0
2 Profile 1 4 14 October 2009 441 12.0
3 Profile 2 2 14 October 2009 441 14.0
4 Profile 2 4 14 October 2009 441 12.0
5 Profile 3 2 14 October 2009 441 11.0
6 Profile 3 4 14 October 2009 441 14.0
7 Profile 1 2 14 January 2010 314 4.5
8 Profile 1 4 14 January 2010 314 3.0
9 Profile 2 2 14 January 2010 314 4.0
10 Profile 2 4 14 January 2010 314 4.0
11 Profile 3 2 14 January 2010 314 4.0
12 Profile 3 4 14 January 2010 314 5.0
13 Profile 1 2 20 April 2010 239 4.0
14 Profile 1 4 20 April 2010 239 3.0
15 Profile 2 2 20 April 2010 239 4.0
16 Profile 2 4 20 April 2010 239 4.0
17 Profile 3 2 20 April 2010 239 3.0
18 Profile3 4 20 April 2010 239 4.0
19 Profile 1 0 17 June 2010 556 54.0
20 Profile 1 1 17 June 2010 556 49.0
21 Profile 2 0 17 June 2010 556 53.0
22 Profile 2 1 17 June 2010 556 54.0
23 Profile 3 0 17 June 2010 556 50.0
24 Profile 3 1 17 June 2010 556 49.0
25 Profile 1 2 16 September 2010 429 17.0
26 Profile 1 4 16 September 2010 429 13.0
27 Profile 2 2 16 September 2010 429 16.0
28 Profile 2 4 16 September 2010 429 15.0
29 Profile 3 2 16 September 2010 429 15.0
30 Profile 3 4 16 September 2010 429 15.0
31 Profile 1 0 31 January 2011 312 5.0
32 Profile 1 1 31 January 2011 312 1.0
33 Profile 2 0 31 January 2011 312 3.0
34 Profile 2 1 31 January 2011 312 1.0
35 Profile 3 0 31 January 2011 312 1.0
36 Profile 3 1 31 January 2011 312 3.0
37 Profile 1 0 22 March 2011 169 6.0
38 Profile 1 1 22 March 2011 169 5.0
39 Profile 2 0 22 March 2011 169 14.0
40 Profile 2 1 22 March 2011 169 14.0
41 Profile 3 0 22 March 2011 169 20.0
42 Profile 3 1 22 March 2011 169 20.0
43 Profile 1 0 15 May 2012 301 19.0
44 Profile 1 2 15 May 2012 301 19.0
45 Profile 2 0 15 May 2012 301 14.0
46 Profile 2 2 15 May 2012 301 14.0
47 Profile 3 0 15 May 2012 301 20.0
48 Profile 3 2 15 May 2012 301 20.0
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Table 1. Cont.

Sample No. Location
Depth

(m)
Date

Flow
Q (m3/s)

Suspended-Sediment
Concentration

c (g/m3)

DRAVA—Ptuj

61 left 0 5 May 2011 391 8.0
62 left 2 5 May 2011 391 6.0
63 middle 0 5 May 2011 391 8.0
64 middle 2 5 May 2011 391 9.0
65 right 0 5 May 2011 391 7.0
66 right 2 5 May 2011 391 9.0
67 left 0 9 June 2011 536 67.0
68 middle 0 9 June 2011 536 53.0
69 right 0 9 June 2011 536 50.0
70 left 0 20 June 2011 631 185.0
71 middle 0 20 June 2011 631 234.0
72 right 0 20 June 2011 631 246.0
73 left 0 18 August 2011 345 15.0
74 left 2 18 August 2011 345 13.0
75 middle 0 18 August 2011 345 31.0
76 middle 2 18 August 2011 345 34.0
77 right 0 18 August 2011 345 40.0
78 right 2 18 August 2011 345 40.0
79 left 0 22 July 2011 988 97.0
80 middle 0 22 July 2011 988 110.0
81 right 0 22 July 2011 988 110.0
82 left 0 13 September 2012 796 95.0
83 middle 0 13 September 2012 796 95.0
84 right 0 13 September 2012 796 64.0

 

Figure 3. Measured velocity profile, profiles and points where the water samples were taken (red
squares).

The results presented in Figure 4 show that the amount of suspended sediment is
almost the same at both depths of the river and that there is no significant difference
between the selected profiles. Evaluations of the relationship between the discharge and
concentration of suspended sediments and of the annual suspended-sediment amounts
were performed.

The grain size distribution curve of a composite sample showing the weight fractions
of the individual material fractions smaller than the specified grain sizes at the Drava—
Šturm measuring point is shown in Figure 5. The examination of the grain size shows that
most of the suspended material in the Drava belongs to silt (0.002–0.060 mm), less than 10%
is clay fraction (<0.002 mm), and about 8% is fine sand (>0.06 mm).
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Figure 4. The ratio between the concentrations of suspended material at depths of 2 m and 4 m,
measured in three profiles of the River Drava (Profile 1, Profile 2, and Profile 3) at the monitoring site
Šturmov potok.

Figure 5. Grain-size distribution curve of suspended material of a composite sample at the Drava
Šturm measuring point.

4.2. Prediction of Suspended-Sediment Transport
4.2.1. Q/c Curve

Based on long-term measurement results, we can predict the transport of suspended
sediments in a selected cross-sectional profile of a watercourse. If we know the water flow
(Q) in a geometrically defined cross-section and with measured velocity vectors, as well as
simultaneously determined concentrations (c) of suspended particles at selected points of
the profile, we can predict the concentration over the entire profile and simulate the Q/c
diagram. With the known Q/c function and a time-dependent flow Q(t), we can determine
the annual balance (B) of transport of suspended particles and use the annual trends of flow
Q to statistically predict the transport of suspended material through the selected profile. The
described interdependencies are shown in Figure 6 for the Drava—Ptuj and Drava—Šturm
locations, where the graphs also include the functional dependence, with R2 (coefficient of
determination) representing the fit estimate of the function to the measured values.
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Figure 6. Q/c and Q/H (water level) relationships for Šturmov potok and Ptuj measuring sites.

4.2.2. Annual Quantities of Suspended Sediments

The cumulative amounts of suspended-sediment transport can be determined using a
suspended-sediment transport model and measured and historical runoff data. Figure 7
shows the hourly measurements of the flow rate of the River Drava in the years 2005 and
2010 in m3/s (data from ARSO) in the first blue diagram. From the discharge data, the total
of suspended sediment c in the water body in kg was calculated for each hour. The middle
diagram shows the quantities. The bottom diagram summarizes these quantities, and the
final value gives the aggregate annual total of suspended sediment in the river for 2005
and 2010 in the Šturm profile.

Figure 7. Flow rate, suspended-sediment concentration, and suspended-sediment annual balance
B(t) at the Šturm monitoring station in 2005 and 2010.

4.2.3. Studenška Brv, Maribor Measuring Site

A case study of the suspended-sediment concentration in a selected River Drava
profile, using indirect acoustic measurements (with an ADCP) and point sampling (direct
method), is presented. Combining these methods is necessary to obtain a representative
picture (temporal and spatial distribution) of sediment transport through the river profile.
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The measurement was performed on the profile of the River Drava in the area of Studenška
brv in Maribor. The ADCP was operated from a bridge (Figure 2) with data collected
and monitored in real time on a connected laptop. A wireless connection was established
between the instrument and the laptop. Simultaneously, water samples were collected
using a spot sampler (Figure 2) and later analysed in a laboratory.

The measured velocity profile and the profiles where the water samples were collected
are shown in Figure 8. The actual flow rate at the time of measurement was 287 m3/s. The
streambed was characterized by uneven depths, with the greatest depth of 7.5 m reached
near the left bank. There were two prominent points in the profile where the depth was
shallowest (5.5 m), namely in the area of the bridge piers. These piers visibly influenced
the dynamics of the water flow and caused significant sediment deposition at this location.

 

Figure 8. Sediment concentration in mg/L showing sample collection sites and iteration with calcula-
tion of coefficients A and B in Equation (1) and velocity profile at Studenška brv measuring site.

The concentrations of suspended sediments in the collected samples were measured
and are presented in the Table 2. The concentration was determined using a method in
accordance with the Slovenian standard SIST EN 872:2005, which is further described in [11].

Table 2. Suspended-sediment concentration c in collected samples according to SIST EN 872:2005.

Sample Depth [m] Concentracion [mg/L]

V1-1 0.3 0.0090
V1-2 0.9 0.0066
V1-3 1.2 0.0116
V1-4 1.4 0.0098
V2-1 0.4 0.0052
V2-2 1.2 0.0038
V2-3 1.6 0.0038
V2-4 1.9 0.0030
V3-1 0.7 0.0022
V3-2 2.1 0.0014
V3-3 2.8 0.0020
V3-4 3.3 0.0048
V4-1 0.7 0.0020
V4-2 2.1 0.0028
V4-3 2.8 0.0034
V4-4 3.3 0.0026
V5-1 0.4 0.0104
V5-2 1.2 0.0060
V5-3 1.6 0.0066
V5-4 1.9 0.0026

The backscatter signal and the concentration of suspended particles both depend on
the attenuation of the particles, and conversely, the attenuation of the particles depends
on the concentration of the suspended particles. Therefore, the concentration values must
be optimized in an iterative process, which was performed automatically by the program
VISEA-PDT [37].
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The relationship between the absolute value of the backscatter signal and the concen-
tration of suspended sediments is given by the expression:

10 log (C) = A I + B, (2)

C is the concentration of suspended sediments in mg/L, I represents the measured
absolute backscatter in dB, and A and B are constants resulting from the measured values
of the sediment concentration of the samples.

The actual value of the concentration of suspended sediments was determined in an
iterative substep, since both the strength of the sound signal reflection and the concentration
of suspended sediments depend on the attenuating particles. The loss of sound energy due
to absorption by particles and scattering in the water was taken into account.

The use of an Acoustic Doppler Current Profiler to determine the concentration and
distribution of suspended sediment over a river profile has proven to be a good alternative
to other methods when used in conjunction with appropriate software that allows the
conversion of acoustic signals to the concentration of suspended sediments. This approach
allows the presentation of a comprehensive picture of sediment transport through a selected
cross-section of a water body.

4.3. High-Water Event Dynamics of Suspended-Sediment Concentration

The aim of this case study was to investigate the concentration of suspended sediment
in the River Drava during a flood event. The detailed description of the measurement
procedure and the results have already been published in [38], but in order to give a
comprehensive picture of sediment transport in the Drava, some main conclusions are
summarised below.

During high-water events characterized by large flow rates, measuring sediment
transport in rivers poses significant challenges due to hazardous conditions, large woody
debris, and other floating objects on the river surface. It is a known fact that more than
50% of suspended sediment is transported during high-water events. Since such situations
usually occur in very short periods of time, predicting them and collecting samples are
very difficult if the system is not automated. However, when conditions are optimal,
classical sampling methods are uneconomical, and errors in sampling and calculating
the final concentration of sediment increase. Traditional measurement techniques such
as Acoustic Doppler Current Profilers, hydrometric wings, and sediment samplers face
considerable difficulties or are even impractical. Therefore, the introduction of invasive and
automated methods for determining suspended-sediment concentration is crucial [2,39–43].
As alternative measurement approaches or modifications to existing techniques, some
novel technologies, such as remote sensing methods or automated sampling systems, may
provide potential solutions by enabling measurements from a safe distance or offering
enhanced instrument resilience to debris interference.

The investigation of a high-water event occurred at the Duplek Bridge site, located
between the cities of Maribor and Ptuj. At this site, the outflow channel is separated from
the riverbed at the Melje Dam to supply the Zlatoličje Hydropower Plant. The maximum
capacity of the derivation channel is 500 m3/s, and when this capacity is exceeded, the
extra water flows into the natural riverbed. This area’s required ecological river discharge
is 10 m3/s in winter and 20 m3/s in summer.

In the autumn of 2018, a high-water event commenced on 29 October when the
discharge of the River Drava surpassed 500 m3/s. The discharge within the natural
riverbed began to escalate from 10 m3/s and reached a peak discharge of 1391 m3/s, lasting
for a duration of three days. Discharge data were obtained from the Melje Dam’s automated
measuring station at the Dravske elektrarne site and were accessible online in real time.

In order to determine the concentration of suspended sediments relative to discharge
during the high-water event, water samples were collected manually using 1000 mL plastic
bottles from the bridge. The sampling period continued until 4 November 2018, with only
one sample per day collected during the last four days when the discharge was below
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500 m3/s and decreased significantly. The collected samples were filtered through glass
microfiber filters, and the concentration of suspended sediments was determined according
to the standard SIST EN 872:2005 [44]. Filter trays were dried in an oven and weighed
using an analytical balance (RADWAG AS 220.R2).

The results of the suspended-sediment measurements during the high-water event
in October 2018 are shown in Figure 9. The minimum discharge value was 92 m3/s on
5 November 2018, at 15:13, while the maximum was 1391 m3/s on 30 October 2018, at
18:33. The minimum concentration value was 105 mg/L on 5 November 2018, at 15:13,
while the maximum was 2450 mg/L on 31 October 2018, at 00:28. The suspended-sediment
concentrations were found to be different at rising water levels from those measured at
the same water level at falling water levels. The suspended-sediment dynamics in water-
courses rely on various factors, including energy conditions determined by discharge levels,
sediment availability, precipitation intensity, land use, and vegetation cover. These factors
influence the typical hysteresis effects that are observable when studying the relationship
between runoff and sediment concentration. Figure 9 displays the correlation between
the concentration of suspended sediments and discharge for a specific stretch of the River
Drava during a high-water event in October 2018. A counter-clockwise hysteresis loop was
observed, indicating that sediment sources were located at the area’s far end, contributing
to surface runoff, which suggests that sediments reached the stream during the falling
limb [38]. However, the hysteresis loop may also have occurred due to material eroded in
a catchment that did not reach the stream during the previous flood event and settled on
the slope. The surface runoff then transported these sediments during the next high-water
event. Reports of high values of suspended-sediment concentration during a falling limb
are associated with bank collapse [45].

Figure 9. The relationship between the concentration of suspended sediments (C) and water discharge
values (Q) was investigated. Time evolution of the water discharge Q and concentration of suspended
sediments C for the high-water event in October 2018 (based on [38]).

To determine the main factors contributing to the increase in concentration of sus-
pended sediments during the falling limb, additional land use and precipitation intensity
data must be analysed.
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From the results, it is clear that on this part of the River Drava, most of the material is
transported during high-water events, which can lead to various problems and damages
in the flooded areas, e.g., the pollution of agricultural land and reduced performance of
returning waves. Special attention and additional measures to protect these areas are required.

4.4. Possible Measures for the Management of Suspended Sediment in the River Drava

Sedimentation in the reservoirs of the Slovenian River Drava is an important issue for
hydropower plant operators as it affects the efficiency of the plants. It is estimated that
between 30,000 and 40,000 m3 of sediment accumulate in the reservoirs annually [27]. It
was determined from the observations that the volume of reservoirs is decreasing. It was
noted that the total volume of the reservoirs decreased by 32% from the commissioning
of the hydropower plants to 2014. In addition, the usable volume of the reservoirs has
reduced by about 33,000 m3 annually [13].

Historically, river sediments have been treated as waste and managed in a variety
of ways, including landfilling or reintegration into rivers and aquatic systems [13,28,46].
However, some alternative solutions for the treatment and reuse of river sediments from
the River Drava have been developed [27,28]. An investigation into whether the sediments
from the River Drava are appropriate as a filling material in the construction of levees and
its further potential was given in reference [27].

In reference [13], a solution to the problem of sedimentation in the reservoirs of
the River Drava in Slovenia was proposed. Sedimentation in reservoirs due to changed
hydraulic conditions strongly affects the efficiency of hydropower plants. Based on the
particle size distribution of the suspended sediment, most of the material is fine-grained,
so flooding the sediment into the core of the stream at higher flow velocities and further
flushing would be the most appropriate action. However, the proposed solution does
not comprehensively solve the sedimentation problem, as the problem is only shifted
downstream.

An effective sediment management measure in streams is sediment fences [47], which
are temporary sediment barriers made of permeable fabric that trap and retain small
amounts of sediment generated by construction activities or unsecured areas. These fences
cause the water to slow down, allowing sediment to settle in a sediment basin in front of
the fence. However, they are unsuitable for high waters and require regular maintenance,
inspection, and sediment removal.

Sediment traps [48,49] are used to retain sediment from construction sites, but they
are unsuitable for functioning water courses.

To minimize the sediment transport of fine-grained material, sediment curtains of
impermeable materials [50–52] are an efficient alternative. They can extend to the bottom
and prevent sediment passage over the entire height of the curtain or only to a certain depth
to prevent the transport of suspended sediment in the upper part of the water column.

5. Conclusions

The suspended-sediment dynamics in the River Drava were studied using differ-
ent measurement methods and under different conditions (mean discharge and flood
events). The problem of sedimentation in the River Drava is of particular importance for
hydropower utilisation, as it leads to the clogging of reservoirs and reduces the efficiency
of hydropower plants.

The results at selected gauging stations show that the dependence of discharge and
the concentration of suspended sediments can be described with the aid of rating curves,
which can be used to determine the cumulative amounts of suspended-sediment transport.
The concentration of suspended sediments in the River Drava is subject to temporal and
spatial fluctuations, which can only be recorded with a suitable combination of indirect
and direct measurement methods. An example of a combination of the acoustic method
and point sampling in a selected cross-section was shown, giving a representative picture
of suspended-sediment transport through the cross-section.
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The findings from the analysis of the high-water event in October 2018 suggest that
the correlation between the concentration of suspended sediments and runoff follows a
clockwise hysteresis loop. This phenomenon can be attributed to several factors, including
the sediment sources being located far away from the area where surface runoff is generated,
or the sediment being deposited on the slope without being washed away. Nevertheless,
additional research is necessary to identify the source of the suspended sediment in the
stream during the high-water event.

In order to establish an efficient model of suspended-sediment dynamics in the River
Drava, continuous monitoring should be established. In addition to the existing turbidity
sensors at four hydropower stations, physical samples and other methods should be used
to obtain a representative picture of the selected cross-section that could be used for further
predictions of sediment transport. Based on an accurate model of sediment transport,
sediment management can be determined in terms of flooding sediments into the core of
the stream or constructing sediment fences, sediment traps, or sediment curtains. However,
all measures should be sustainable and not adversely affect other users and life in the
vicinity of the river.
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13. Knapič, M.; Ulaga, F.; Preglau, A. Upravljanje S Sedimenti V Akumulacijskih Bazenih Hidroelektrarn Na Reki Dravi: Predstavitev

Pilotnega Projekta Plavljenja Sedimentov V Matico. Mišičev Vodarski Dan 2019, 171–176.
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Abstract: Measuring suspended sediment in fluvial systems is critical to understanding and managing
water resources. Sampling suspended sediment has been the primary means of understanding fluvial
suspended sediment. Specialized samplers, sampling methods, and laboratory methods developed
by select U.S. Federal Agencies are more representative of river and stream conditions than commonly
used grab sampling and total suspended solids (TSS) laboratory methods but are not widely used
because they are expensive, time consuming, and not required as part of water quality standards
in the United States. A new suspended-sediment sampling method called a depth-integrated grab
(DIG) was developed by combining certain elements from both grab and depth-integrating sampling
methods and suspended-sediment concentration (SSC) laboratory methods. The goal of the DIG
method was to provide more accurate results than Grab-TSS while being easier and cheaper to sample
than specialized samplers and methods. Approximately 50 paired comparison samples were collected
at 9 sites in Minnesota from 2018 through 2019. Results showed no significant difference between
the DIG and specialized sampling methods and a significant difference between both methods and
the Grab-TSS method. The DIG-SSC provided an improved alternative to the Grab-TSS method, but
additional research and testing is important to evaluate if this method is appropriate in different
conditions than were observed in this study.

Keywords: sediment transport; suspended sediment; suspended-sediment concentration; isokinetic;
depth-integrating; grab sampling; total suspended solids; water quality; Minnesota; Wilcoxon test

1. Introduction

Scientists, engineers, and natural resource managers have a need for fluvial sus-
pended sediment data because they are not always available at locations of interest. Using
suspended-sediment samplers has been the primary method for collecting fluvial sus-
pended sediment data, but not all sampling and laboratory methods are representative of a
river’s suspended-sediment characteristics. Sediment may not be well mixed horizontally
across the river cross section, especially when a tributary enters with different sediment
characteristics [1]. Fluvial suspended sediment and its grain size distributions are rarely
distributed uniformly in a river’s cross section and can vary with depth [2], especially
when sand-size particles (0.0625 to 2 millimeters [mm]) are present [3]. The occurrence
and concentration of sand is often greater near the streambed, and it can be transported
as bedload and/or suspended in the water column. Sand is more likely than fines to be
deposited in the channel or floodplain when the river’s velocities decrease. Fine-sized
particles, which consist of silt and clay (less than 0.0625 mm), are more homogenously
mixed in the river’s cross section and can stay in suspension longer than sand.

Grab sampling does not represent the horizontal and vertical distribution of sediment
because it only incorporates the top of the water column (less than 0.5 meters [m]), and only
one location in the cross section is sampled (Figure 1c). Additionally, the total suspended
solids (TSS) laboratory method [4], which is often used to analyze grab samples, provides
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additional errors [5–9]. The TSS laboratory method involves subsampling the original
water sample, so the amount of suspended sediment in the subsample can be filtered and
measured [4]. The TSS laboratory method is not representative of the whole water sample
because sand can settle during the subsample extraction given Stokes’s law. Several studies
have shown that Grab-TSS is not as accurate as using specialized samplers and laboratory
methods developed by the Federal Interagency Sedimentation Project (FISP) and the U.S.
Geological Survey (USGS) because Grab-TSS fails to measure sand [5–9]. Even though this
knowledge exists, Grab-TSS is widely used by water quality agencies and organizations
as a water quality standard [10] for rivers and streams, such as in Minnesota where this
study took place. There needs to be a less expensive and feasible alternative that is more
representative of river conditions than Grab-TSS yet easier and cheaper than specialized
samplers and methods.

Figure 1. Three suspended-sediment sampling methods: (a) equal-width increment (EWI) suspended-
sediment sampling method with 10 verticals and a D-74 suspended sediment sampler; (b) depth-
integrated grab (DIG) suspended-sediment sampling method with 1 vertical and a US WBH-96
suspended sediment sampler with a hole in the bottle’s cap; (c) Grab suspended-sediment sampling
method with 1 vertical (near surface) and a US WBH-96 suspended-sediment sampler with an
open-mouth bottle.

The US Federal agencies (USGS, U.S. Army Corps of Engineers, Bureau of Reclamation,
and U.S. Department of Agriculture) that make up the FISP have specialized samplers,
sampling methods, and laboratory methods to accurately represent fluvial suspended
sediment in a river’s cross section given that suspended sediment is not always uniformly
distributed in fluvial systems due to the presence of sand. The primary suspended-sediment
sampling and laboratory methods include equal-width increment (EWI; Figure 1a) or
equal-discharge increment (EDI) sampling [11–13] and suspended-sediment concentration
(SSC) laboratory methods [14,15]. These standard methods (EWDI-SSC) provide the best
measures of suspended sediment because they depth-integrate nearly the entire water
depth (except the bottom ~ 10 centimeters (cm) if the sampler touches the river’s bed),
measure the river’s cross section at multiple verticals, and sample isokinetically. Isokinetic
sampling is when water and sediment particles enter the sampler’s nozzle at the same
velocity as the stream velocity outside the sampler’s nozzle. The SSC laboratory method
measures the entire water-sediment mixture without a subsample extraction used with the
TSS method. However, these samplers and methods are not widely used due to being more
expensive, time consuming, and requiring more specialized equipment and training than

19



Appl. Sci. 2023, 13, 7844

grab sampling and TSS laboratory methods. For example, a weighted bottle sampler [16],
commonly used for grab samples, is approximately 7 percent of the total cost of a US D-74
isokinetic sampler [17].

Technology and methods involving turbidity, acoustics, and laser diffraction (called
surrogates) have shown great potential for accurately and cost-effectively estimating SSCs
and particle sizes [18–20]. These methods and technology allow for increased spatial
and/or temporal resolution in fluvial suspended sediment data and, once relations are
developed, allow for rapid estimates of SSCs and particle sizes when collecting samples
are not feasible or cost effective. However, those methods do not replace physical samples
because physical samples are still used to calibrate the sensors.

There is a need for alternative samplers and methods that are more representative
of river conditions than Grab-TSS methods but easier and cheaper to deploy than EWDI-
SSC methods. The USGS Upper Midwest Water Science Center developed a suspended
sediment sampling method that combined the elements from both grab and EWDI-SSC
sampling methods. The goal of the new method was to improve the accuracy compared to
Grab-TSS and reduce costs associated with EWDI-SSC sampling. The developed sampling
method is called a depth-integrated grab (DIG; Figure 1b). It was originally hypothesized
that the DIG would not be as accurate as an EWDI-SSC because it only consisted of one
vertical measurement and was assumed to be non-isokinetic. However, the results suggest
that there was not a significant difference between DIG-SSC and EWDI-SSC.

2. Materials and Methods

2.1. Study Area

The advancement and retreating of glaciers, predominantly the Wisconsinan glaciation
occurring 85,000 to 11,000 years ago, has created diverse landforms and surface water
conditions across Minnesota [21]. The resulting soil type and topographic relief created
5 sediment regions [22] within the state: southeast, southwest, middle, northeast, and
northwest (Figure 2).

Glacial materials older than the Wisconsinan glaciation are found at the surface only
in the southeastern and southwestern corners of the state [23]. The southeast region was
the only region of the state not covered by the Wisconsinan glaciation, resulting in a lack of
glacial till and shallower, poorer topsoil in the region [23]. Rivers in this region have created
deep-cut valleys into underlying bedrock, resulting in more efficient drainage systems and
more advanced erosion [23].

The southwest region is defined by the present-day Minnesota River valley and was
formed from the drainage of glacial Lake Agassiz approximately 10,000 years ago. The
tributaries to the Minnesota River flow through highly erodible knickpoints made up of
fine-grained till, producing incised valleys throughout the region [24,25].

The middle region in central Minnesota contains a mixture of cultivated crops, pasture,
and forests [25]. The middle region is in a transition zone between the agricultural land
use of the south and the forested regions of the north [25]. The middle region contains the
largest urban developed region in the state, the Minnesota-St. Paul metropolitan area. The
northwest has a flat landscape, and the predominant land use is cultivated crops.

The predominantly forested northeast region has shallow bedrock, and steeper gradi-
ent rivers flow toward Lake Superior [26,27]. The northwest region contains predominantly
cultivated crops, and the landscape is relatively flat compared to the rest of the regions.
Overall, Minnesota’s low-relief glaciated landscape contains differing sediment transport
regimes that vary based on regional vulnerability to erosion, supplies, and controls [22].
The 9 sampling locations selected for this study represent these sediment regions present in
Minnesota (Figure 2).
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Figure 2. Study area with 9 suspended-sediment sampling sites in Minnesota.

2.2. Equal-Width Increment or Equal-Discharge Increment (EWDI) Sampling Method

Based on previous research, the EWDI-SSC was considered the representative measure
of SSC and was used as a comparison to other sampling and laboratory methods [5–9].
Suspended-sediment samples were collected with isokinetic and depth-integrating sam-
plers at EWIs or EDIs [12,13]. For the collection of samples, the stream was either divided
into 10 EWIs (Figure 1a) or 5 EDIs. Each depth-integrated, isokinetic sample was collected
at the centroid of each increment [12]. The EWI method had equal widths while the EDI
method’s width increments varied depending on the distribution of discharge during the
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time of sample collection. The EWI method was the primary sampling method used in
this study.

Before an EWI sample could be collected, the sampler transit rate had to be determined.
Different sampler transit rates (generally, 0.4 times the average velocity in the sampled
vertical [12]) were tested by sampling the deepest and fastest part of the river, to ensure the
sample container did not overfill during the final sample. The same transit rate was used
for all the EWI sample verticals. Depending on the river depth and velocity, a US DH-48
bottle sampler (with a 0.5-L glass bottle), US D-74 bottle sampler (with a 0.5-L glass bottle
or 1-L glass bottle) (Figure 3b), or US D-96 bag sampler (with a 3-L bag) [13]. The US D-74
sampler and 0.635 cm sampler nozzle were mostly used in this study.

Figure 3. The 3 suspended-sediment samplers: (a) depth-integrated grab (DIG) suspended-sediment
sampler (US WBH-96 with a hole in the bottle’s cap) attached to a D-74 suspended sediment sampler;
(b) A D-74 suspended sediment sampler near the water surface; (c) A US WBH-96 grab suspended-
sediment sampler with an open-mouth bottle.

The US DH-48 bottle sampler and US D-74 operate identically with the only difference
being that the US D-74 can hold either a 0.5- or 1-L glass bottle while the US DH-48 can
only hold a 0.5-L bottle. The US DH-48 and US D-74 have vents which are located on the
side of the sampler and point downstream during sample collection. The vent allows air
to escape as it is displaced by the sample being collected in the bottle. The US D-96 bag
sampler can sample at deeper depths and higher velocities than the US DH-48 and US D-74.
The US D-96 does not have a vent but, prior to sample collection, the person sampling
collapses the bag with their hands which pushes the air out from the bag and nozzle prior
to sample collection.

Contamination can occur when a sampler’s nozzle digs into the streambed. A depth-
sounding was taken before each sample was collected to determine the water depth. Each
vertical was sampled approximately 0.15 to 0.3 m above the streambed to prevent bed
contamination. The distance above the streambed varied depending on the estimated
height of the river’s sand dunes to avoid inadvertently sampling the sand dune. All
samples collected from the centroids of the stream transect were composited into one
sample and sent to the laboratory for analysis.

2.3. Depth-Integrated Grab (DIG) Sampling Method

A DIG consists of a single depth-integrating vertical. For this study, the location of
the DIG sample was the centroid of the river’s channel. The location of the DIG sample
was always the same location as one of the EWDI verticals and the grab sampling location
(white verticals in Figure 1a–c). A depth-sounding was taken before each sample was
collected to determine the water depth. Each vertical was sampled approximately 0.15 to
0.3 m above the streambed to prevent bed contamination. The DIG method sampled the
same depth of the water column as the one vertical of the EWDI sample.
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The DIG deploys a weighted-bottle sampler (US WBH-96) with a 1-L high-density
polyethylene plastic bottle secured to the inside of the sampler with a rubber band. For
this study, the weighted bottle was attached directly to the isokinetic sampler to obtain a
concurrent sample (Figure 3a) that was collected at the same time as 1 of the EWDI-SSC
verticals. The one-liter bottle had a cap attached to the mouth of the bottle with a 1.27 cm
hole in the center of the bottle cap (Figure 3a). The hole in the cap was created with a drill
press. The purpose of the hole in the cap was to prevent the bottle from overfilling while
depth integrating. The DIG sampler does not have a separate vent like the US DH-48 and
US D-74 samplers, so air escapes from the hole in the cap during sample collection.

A transit rate for the DIG sample was determined at the same time as the EWDI transit
rate for the isokinetic samplers (US DH-48, US D-74, or US D-96). It was important to
determine a transit rate common to the DIG sampler and isokinetic sampler that prevented
overfilling because the sample container’s volume and nozzle opening sizes differed
between samplers. The same transit rate was used with the DIG sample as the EWDI
sample because the samplers were sent into the water column concurrently. After the
sample was collected, the bottle was inspected to make sure the sample was not overfilled.
This was done by making sure the collected sample was below the shoulder of the bottle. A
cap without a hole in it was secured to the bottle and sent to the laboratory for analysis.

2.4. Grab Sampling Method (Grab)

A grab sample was collected using the same type of 1-L HDPE plastic bottle as the
DIG but had no cap attached (open-mouth) to the bottle (Figure 3c). The plastic bottle
was secured to the inside of a weighted-bottle sampler (US WBH-96) with a rubber band
(Figure 3c). The grab sample was collected from the centroid of the river channel (same
location as DIG and one EWDI vertical) at a depth ranging from directly below the water
surface to less than approximately 0.5 m below the water surface, depending on water
velocities (Figure 1). If water velocities were higher, the sampler was not able to go that
far below the surface. The exact depth was not measured each time. A Grab-TSS sample
was collected directly before (sequentially) and within minutes of when the DIG and EWDI
samples were collected. The grab sample was not collected at the same time as the EWDI
and DIG because only 1 weighted-bottle sampler was available during the sampling events.
After the sample was collected, the bottle was secured with a cap and sent to the laboratory
for analysis.

2.5. Suspended-Sediment Concentration Labratory Method (SSC, Fines, and Sands)

The SSC laboratory analyses consisted of two methods. Suspended-sediment samples
collected with EWDI and DIG sampling methods were both analyzed for SSC following
method D3977-97 [14,15] by the USGS Sediment Laboratory in Iowa City, Iowa. SSC is
measured by measuring the dry weight of sediment from a known volume of a water-
sediment mixture. SSC measures the entire water-sediment mixture. Percentages of
fines (%Fines) were also determined from SSC samples at the same laboratory by wet
sieving [14]. SSC and percent fines results are available in the USGS National Water
Information System [28].

The suspended-sand concentration (Sands) was calculated from Equations (1) and (2)
while the suspended-fines concentration (Fines) was calculated from Equation (1). First,
%Fines was multiplied by the corresponding SSC value and dividing the product by 100
to obtain the Fines. Second, the calculated Fines (Equation (1)) was subtracted (minused)
from the corresponding SSC to calculate Sands (Equation (2)).

Fines = (%Fines × SSC)/100 (1)

Sands = SSC − Fines (2)
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2.6. Total Suspended Solids Laboratory Method (TSS)

Suspended sediment samples collected with the grab sampling method were analyzed
at the Minnesota Department of Health Laboratory in St. Paul, Minnesota for TSS following
method 2540 D [4]. The results from the TSS laboratory analyses are available from the
Water Quality Portal [29].

2.7. Data Analysis

Data analysis included summary statistics, visual inspection of the data, bootstrapped
median and percentile values, and the Wilcoxon signed rank test [30]. The R statistical
environment was used to produce the bootstrapped median and percentile values and
perform the Wilcoxon signed rank tests [31].

3. Results

A total of 9 rivers were sampled in 2018 and 2019 (Table 1). The sampling campaign
resulted in 48 pairs of EWDI-SSC and DIG-SSC with all but 2 of those pairs having Grab-TSS
being collected at nearly the same time (sequential).

Table 1. Summary of sampling sites and number of samples collected.

Station Name
Station

Number
Date from

(yyyymmdd)
Date to

(yyyymmdd)
Number of

Samples

KNIFE RIVER NEAR TWO HARBORS, MN 04015330 20180531 20190415 3
BUFFALO RIVER NEAR HAWLEY, MN 05061000 20190401 20190716 6
NOKASIPPI RIVER NEAR FORT RIPLEY, MN 05261520 20190402 20190923 8
COTTONWOOD RIVER NEAR NEW ULM, MN 05317000 20190418 20190904 2
BLUE EARTH RIVER AT HWY 169 AT MANKATO, MN 05321995 20180608 20180921 2
MINNESOTA RIVER AT MANKATO, MN 05325000 20180421 20190529 9
LITTLE CANNON RIVER NEAR CANNON FALLS, MN 05355140 20190323 20190702 3
ZUMBRO RIVER AT KELLOGG, MN 05374900 20180422 20180921 4
EAST FORK RAPID RIVER NEAR CLEMENSTON, MN 05135000 20190424 20190710 11

Abbreviations: MN, Minnesota.

The rivers’ sizes ranged from 12–126 m in width and 1–10 m in depth (Table S1;
Supplemental Materials). The 9 rivers’ streamflows ranged from 3–1823 cubic meters
per second during sample collection (Table S1; Supplemental Materials). The range of
EWDI-SSC measured was 4–1690 milligrams per liter (mg/L). The percentage of suspended
sand in the EWDI-SSC samples ranged from 0–56 percent. The range of EWDI-Fines
concentrations ranged from 2–1487 while the EWDI-Sands concentrations ranged from
0–278 mg/L (Table 2).

Table 2. Summary statistics for sampling and laboratory methods and river conditions.

EWDI-SSC
(mg/L)

DIG-SSC
(mg/L)

EWDI-
Sands
(mg/L)

DIG-Sands
(mg/L)

EWDI-
Fines

(mg/L)

DIG-Fines
(mg/L)

Grab-TSS
(mg/L)

Water
Depth

(m)

Stream
Width

(m)

Q
(cms)

Min. 4 3 0 0 2 2 3 1 12 3
Max. 1690 1690 278 629 1487 1572 1600 10 126 1823
Mean 267 279 52 60 215 219 221 3 49 277
Med. 90 80 13 15 65 52 76 2 37 16
SD 362 400 71 113 307 320 317 3 39 517

Abbreviations: Min., minimum; Max., maximum; Med., median; SD, standard deviation; EWDI, equal-width or
-discharge increment; SSC, suspended-sediment concentration; mg/L, milligrams per liter; DIG, depth-integrated
grab; TSS, total suspended solids; m, meters; Q, streamflow; cms, cubic meters per second.

EWDI-SSC, EWDI-Sands, and EWDI-Fines were considered the representative mea-
sures of suspended sediment and were the primary samples to which the other methods
were compared. Sediment sample distributions by sampling methods are shown in Figure 4.
Sediment sample distributions and median concentrations of SSC, TSS, Fines, and Sands
varied among rivers and the 3 sampling methods, EWDI, DIG, and grab (Figure 4). The
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highest measured EWDI-SSC, -Fines, and -Sands were in the southwestern and southeast-
ern sediment regions of Minnesota at the Blue Earth River at Mankato (05321995), the
Cottonwood River near New Ulm (0531700), and the Zumbro River at Kellogg (05374900).
The northeastern sediment region site East Fork Rapid River near Clemenston (05135000)
and middle sediment region site the Nokasippi River near Fort Ripley (05261520) had the
lowest median SSC, Fines, and Sands values, regardless of sampling method. The Grab-TSS
concentrations were lower than those obtained by EWDI and DIG methods at most of the
sites (Figure 4).

 
Figure 4. Bootstrapped median values (horizonal line) and the 2.5th and 97.5 percentiles (vertical
line), and measured values (open circle) for sampling (equal-width or -discharge increment [EWDI],
depth-integrated grab [DIG], and Grab) and laboratory methods at each of the 9 sampling sites:
(a) Suspended-sediment concentration (SSC) and total-suspended solids (TSS) laboratory methods;
(b) Suspended-fines concentration (Fines) laboratory method; (c) Suspended-sands concentration
(Sands) laboratory method.

Visual inspection of the SSC data showed close agreement between EWDI and DIG
sampling methods (Figure 5). Most of the data plotted near or on the 1:1 line. The paired
data from site 0531700 which deviated the furthest from the 1:1 line was at 1070 mg/L on
the x-axis (EWDI-SSC) and 1430 mg/L on the y-axis (DIG-SSC). This paired data had the

25



Appl. Sci. 2023, 13, 7844

greatest discrepancy due to there being much higher Sands in the DIG sample (629 mg/L)
than the EWDI sample (278 mg/L) when compared to the whole dataset. These paired
samples had the highest measured Sands observed during the study. This discrepancy in
measured Sandse between the two methods could be due to only measuring one vertical
with the DIG method and measuring it at a location with potentially higher sand transport.
The location of the DIG samples was at the centroid of the channel which is generally the
deepest and fastest part of the river because it was the same location where transit rates
were tested and determined.

 
Figure 5. Relationship between depth-integrated grab (DIG) and equal-width or -discharge increment
(EWDI) sampling methods using the suspended-sediment concentration (SSC) laboratory method.
The black line is the 1:1 line.

When comparing the Fines and Sands between EWDI and DIG sampling methods,
the range of Sands was generally less than the Fines. The maximum measured Sands was
629 mg/L (DIG) while the maximum measured Fines was 1572 mg/L (DIG). There was
a closer agreement between the EWDI-Fines and DIG-Fines than the EWDI-Sands and
DIG-Sands (Figure 6). Most of the Fines data plotted near or on the 1:1 line (Figure 6). There
was more variability around the 1:1 line for Sands data. The same sample that deviated the
furthest from the 1:1 line in Figure 5 also plotted the furthest above the 1:1 line, with the
DIG sample having an additional 351 mg/L of Sands than the EWDI sample.

A paired Wilcoxon test, also known as the Wilcoxon signed-rank test, was used to
compare samples collected by 2 different methods [30]. The paired test takes the sample
differences from each collection method and tests the null hypothesis that the median
difference is equal to zero. Distributions of paired samples are shown in Figure 7. The
results from the paired Wilcoxon test are shown in Table 3.
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Figure 6. Relationship between Sands and Fines concentrations for equal-width or -discharge
increment (EWDI) sampling method (x-axis) and depth-integrated grab (DIG) sampling method
(y-axis). The black line is the 1:1 line.

Table 3. Results from the paired Wilcoxon test [30].

First Method Second Method Median p-Value

EWDI-SSC DIG-SSC 0 0.68
EWDI-SSC Grab-TSS 28 <0.01
DIG-SSC Grab-TSS 15 <0.01
EWDI-Sands DIG-Sands 0.09 0.96
EWDI-Sands Grab-TSS −33 <0.01
DIG-Sands Grab-TSS −47 <0.01
EWDI-Fines DIG-Fines 0.65 0.42
EWDI-Fines Grab-TSS 1.72 0.06
DIG-Fines Grab-TSS 1.67 <0.01

Abbreviations: p-value, probability value; <, less than; EWDI, equal-width or -discharge increment; SSC,
suspended-sediment concentration; DIG, depth-integrated grab; TSS, total suspended solids.

Statistically significant (p-value less than 0.05) differences were not found between
EWDI and DIG methods for any sediment type (SSC, Sands, and Fines; Table 1). There
was not a statistically significant difference between EWDI-Fines and Grab-TSS (Table 3).
Conversely, there were statistically significant differences between all the other compar-
isons (EWDI-SSC-Sands and DIG-SSC-Fines) and Grab-TSS. The Grab-TSS samples were
generally lower than EWDI and DIG methods. The median difference between EWDI-SSC
and Grab-TSS was 28 mg/L, and the median difference between DIG-SSC and Grab-TSS
was 15 mg/L (Table 3). For Fines, the median differences were 1.72 and 1.67 between
EWDI-Fines and Grab-TSS, and DIG-Fines and Grab-TSS, respectively (Table 3).
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Figure 7. Box plots depict the minimum, first quartile, median, third quartile, and maximum, with
measured values depicted as single points, and show the difference in the paired values between
each sampling (equal-width or -discharge increment [EWDI], depth-integrated grab [DIG], and
Grab) and laboratory method for a particular sample: (a) Suspended-sediment concentration (SSC)
and total-suspended solids (TSS) laboratory methods; (b) Suspended-fines concentration (Fines)
laboratory method; (c) Suspended-sands concentration (Sands) laboratory method.

4. Discussion

Since there was not a statistically significant difference between the EWDI-SSC and
DIG-SSC sampling methods, the DIG-SSC shows promise as a more representative method
than Grab-TSS. Furthermore, the DIG-SSC is easier and cheaper to use in the field than
EWDI-SSC. However, the DIG-SSC was only tested at 9 sites within a specific range of river
and suspended-sediment characteristics (Table 2). The DIG-SSC method would benefit from
testing at other rivers with different streamflow and suspended-sediment characteristics
that were not represented in this study. Additional results could help validate or challenge
our study’s results.

The close agreement between EWDI and DIG methods may be explained by the rivers
in this study being relatively well mixed horizontally. The main limitation with the DIG
method occurs when a river is poorly mixed horizontally. If deploying the DIG method
and the river is poorly mixed horizontally, possible solutions would be to go further
downstream where the river is fully mixed horizontally or modify the DIG method to
sample at multiple verticals by using EWDI methods with the DIG sampler.

The DIG-SSC method would benefit from testing at sites with higher concentrations
of sand than what was observed in this study. Sand caused greater variability when
comparing EWDI and DIG sampling methods. The variability might be explained by the
DIG method only sampling one vertical while the EWDI method sampled multiple verticals.
Furthermore, the sample location of the DIG method was at the deepest and fastest part
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of the river, which probably had the highest concentrations of sand, and greater than the
other EWDI sampling locations. This could be tested by comparing the same location and
the same number of verticals with both the DIG and isokinetic samplers. This would make
the sampling methods comparable to see if the variability seen in this study is from the
different number of verticals used by DIG and EWDI methods.

It would also be beneficial to test if the DIG sampler is isokinetic or not. The measure
of isokinetic sampling is defined as the ratio of the velocity through the nozzle entrance
(Vn) to the ambient stream velocity (V):

Isokinetic = Vn/V (3)

where Vn and V are averaged over the sample time and depth for each specific sample.
This could be another possible explanation of the variability between EWDI and DIG
methods. If additional sampling data were to be collected in the future, it would be
beneficial to determine the DIG sampler’s intake efficiency (IE) which is a measure of
isokinetic sampling [32]. Equation (4) contains K which is indexed to the nozzle opening,
volume (Vol), duration, and stream velocity (SV).

IE = K × (Vol/D)/SV (4)

The average IE should fall within 0.75 < IE < 1.25 [32]. Moreover, IE could be compared
with temperature [33] and depth which would help determine the operational specifications
of the DIG sampler. Furthermore, future research could entail testing the DIG sampler in
a tow tank to see if it samples isokinetically and(or) by performing 3-dimensional (3D)
modeling to see if the DIG samples isokinetically. Since there is no significant difference
between the DIG-SSC and EWDI-SSC, the DIG-SSC could be isokinetic; however, the results
in this study cannot confirm this without additional testing and evaluation.

The DIG-SSC might not be applicable everywhere but does provide a more repre-
sentative estimate of suspended sediment than Grab-TSS due to its ability to capture and
measure sand with sampling and laboratory methods. Even though the comparison of
EWDI-Fines and Grab-TSS was only marginally above the threshold of significance, an-
other study showed the similarity between EWDI-Fines and Grab-TSS [9]. Since there are
nominal differences between Grab-TSS and measured Fines with EWDI methods, Grab-TSS
might only be used as an estimate of Fines and may not be considered a complete measure
of Sands and Fines.

When deploying the DIG method in future studies, there are some important consider-
ations. Since the DIG method uses one vertical, it might only be used at rivers that are well
mixed horizontally. If a river is poorly mixed horizontally, EWI and EWDI methods can be
used with the DIG sampler. Before the final sample is collected, an independent transit rate
should be determined, so the bottle is not overfilled. At higher water velocities, additional
weight may be required to maintain position in the water column during the lowering and
raising of the sampler (Figure 8a,b). A weight can be attached to the bottom of a weighted
bottle sampler (Figure 8a,b). A reel and bridge board can assist in raising and lowering
the sampler and weight to help maintain a consistent transit rate when operated correctly
(Figure 8b,c).

The DIG method could replace grab sampling at lower flows and velocities when
sampling conditions are non-isokinetic. FISP samplers are designed to sample at velocities
equal to or greater than 0.457 meter/second [m/s; 13], and the DIG method allows for
depth-integrating sample collection at velocities less than 0.457 m/s. Even though it is
assumed there is no sand in transport at lower velocities, the DIG-SSC method would be
able to capture any potential sand in suspension. At lower river velocities, a rope could be
used to raise and lower the weighted-bottle sampler by hand (Figure 8d).
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Figure 8. Suggested depth-integrated grab (DIG) suspended-sediment sampling setup for high
(a,b) and low (d) stream velocities: (a) Depth-integrated grab (DIG) suspended-sediment sampler
(US WBH-96 with a hole in the bottle’s cap) attached to a sounding weight; (b) A bridge board,
A-55 sounding reel, US WBH-96 with a hole in the bottle’s cap attached to a sounding weight, and
a person sampling from a bridge; (c) A bridge board, b-reel, and a person sampling from a bridge;
(d) Depth-integrated grab (DIG) suspended-sediment sampler (US WBH-96 with a hole in the bottle’s
cap) attached to a rope.

5. Conclusions

Even with the advancement of technology, sampling suspended sediment still remains
the primary means of understanding fluvial suspended sediment. The novel DIG-SSC
sampling method provided more accurate results than Grab-TSS, and results showed there
was no significant difference between the DIG and EWDI methods. The DIG method is
easier and cheaper to sample than with isokinetic samplers and EWDI sampling methods.
However, DIG-SSC was only tested at 9 sites (48 sample pairs) within a range of river and
suspended-sediment characteristics, so this method would benefit from further testing at
other rivers with different river and suspended-sediment characteristics not represented in
this study.

Additional data collection could entail comparing the same number of verticals from
EWDI and DIG. Collecting additional data to determine the IE, tow tank testing, and 3D
modeling may help answer if the DIG sampler is isokinetic or not. Comparing the same
number of verticals and isokinetic testing may help determine the cause of variability
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between EWDI and DIG methods observed in this study. Answering these questions could
help potential users know if this method could be applied at rivers beyond this study area.

In addition to there being benefits of additional data collection, since this is a new
sampling method, here are some important considerations when using the DIG method:

(1). The DIG method does not replace isokinetic samplers and EWDI methods but shows
promise as an alternative if users are unable to use isokinetic samplers and EWDI
sampling methods.

(2). The DIG method may only be used at sites that are well mixed horizontally. If a site is
poorly mixed horizontally, EWDI methods with a DIG sampler can be used.

(3). Grab sampling often occurs at lower velocities as isokinetic samplers are not recom-
mended. The DIG-SSC method could replace grab sampling at lower velocities.

If users are unable to use the DIG-SSC method, here is one important consideration
when using the Grab-TSS method:

(1). Grab-TSS may only be used as an estimate of suspended fines.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app13137844/s1, Table S1: All sampling-method comparison
and river condition data for 9 river sites in Minnesota, 2018–2019.

Author Contributions: Conceptualization, J.T.G.; methodology, J.T.G., J.W.L. and G.D.J.; formal
analysis, J.T.G. and S.B.L.; investigation, J.T.G. and J.W.L.; resources, J.T.G., G.D.J. and J.W.L.; data
curation, E.N.C.; writing—original draft preparation, J.T.G., S.B.L. and E.N.C.; writing—review and
editing, J.T.G., S.B.L., J.W.L. and G.D.J.; visualization, S.B.L., J.W.L. and E.N.C.; supervision, J.T.G.;
project administration, J.T.G. and G.D.J.; funding acquisition, J.T.G. and G.D.J. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by the Minnesota Clean Water Fund via the Minnesota Pollution
Control Agency and U.S. Geological Survey Cooperator Matching Funds.

Informed Consent Statement: Not applicable.

Data Availability Statement: The results from SSC and percentage fines laboratory analysis are
available in the USGS National Water Information System [28]. The results from the TSS labora-
tory analyses are available from the Water Quality Portal [29]. The data can also be found in the
Supplementary Materials section.

Acknowledgments: Special thanks to Brett Savage and Christopher Ellison for originally conceiving
of the idea of using a US WBH-96 with a hole in the bottle’s cap and collecting samples during low
flow, non-isokinetic suspended-sampling conditions in Minnesota. Gerald Storey, Brent Mason, and
Josh Ayers are acknowledged for assisting with sample collection. Ben Adolphson is acknowledged
for assisting with photos of the different samplers. We also thank the Journal’s anonymous reviewers
and Tim Straub, USGS, for their useful comments to improve the manuscript. This journal article
has been peer reviewed and approved for publication consistent with USGS Fundamental Science
Practices (https://pubs.usgs.gov/circ/1367/ (accessed on 30 June 2023)).

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analysis, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

Disclaimer: Any use of trade, firm, or product names is for descriptive purposes only and does not
imply endorsement by the U.S. Government.

References

1. Lewis, J.; Eads, R. Implementation Guide for Turbidity Threshold Sampling: Principles, Procedures, and Analysis; General Technical
Report PSW-GTR-212; U.S. Department of Agriculture; Forest Service; Pacific Southwest Research Station: Albany, CA, USA,
2009; p. 87. [CrossRef]

2. Steegen, A.; Govers, G. Correction factors for estimating suspended sediment export from loess catchments. Earth Surf. Process.
Landf. 2001, 26, 441–449. [CrossRef]

31



Appl. Sci. 2023, 13, 7844

3. Guy, H.P. Fluvial Sediment Concepts. In U.S. Geological Survey Techniques of Water-Resources Investigations; Book 3, Chap. C1; U.S.
Geological Survey: Reston, VA, USA, 1970; p. 55. Available online: https://pubs.usgs.gov/twri/twri3-c1/pdf/TWRI_3-C1.pdf
(accessed on 6 February 2023).

4. Clesceri, L.S.; Greenberg, A.E.; Eaton, A.D. Standard Methods for the Examination of Water and Wastewater, 20th ed.; American
Public Health Association; American Water Works Association; Water Environment Federation: Washington, D.C., USA, 1998;
variously paged.

5. Gray, J.R.; Glysson, G.D.; Turcios, L.M.; Schwarz, G.E. Comparability of Suspended-Sediment Concentration and Total Suspended Solids
Data; U.S. Geological Survey Water-Resources Investigations Report 00-4191; U.S. Geological Survey: Reston, VA, USA, 2000;
p. 14. Available online: https://pubs.usgs.gov/wri/wri004191/ (accessed on 8 February 2023).

6. Selbig, W.; Bannerman, R. Ratios of Total Suspended Solids to Suspended Sediment Concentrations by Particle Size. J. Environ.
Eng. 2011, 137, 1075–1081. [CrossRef]

7. Ellison, C.A.; Savage, B.E.; Johnson, G.D. Suspended-Sediment Concentrations, Loads, Total Suspended Solids, Turbidity, and Particle-Size
Fractions for Selected Rivers in Minnesota, 2007 through 2011; U.S. Geological Survey Scientific Investigations Report 2013–5205; U.S.
Geological Survey: Reston, VA, USA, 2014; p. 43. [CrossRef]

8. Groten, J.T.; Johnson, G.D. Comparability of River Suspended-Sediment Sampling and Laboratory Analysis Methods; U.S. Geological
Survey Scientific Investigations Report 2018-5023; U.S. Geological Survey: Reston, VA, USA, 2018; p. 23. [CrossRef]

9. Groten, J.T.; Johnson, G.D. Comparability of different river suspended sediment sampling and laboratory analysis methods and
the effect of sand. In Proceedings of the SEDHYD 2019 Conference on Sedimentation and Hydrologic Modeling, Reno Nevada,
NV, USA, 24–28 June 2019; pp. 1–16. Available online: http://www.sedhyd.org/2019/proceedings/SEDHYD_Proceedings_2019
_Volume3.pdf (accessed on 6 February 2023).

10. Minnesota Legislature. Available online: https://www.revisor.mn.gov/rules/7050.0222/ (accessed on 15 March 2023).
11. Ward, J.R.; Harr, C.A. Methods for Collection and Processing of Surface-Water and Bed-Material Samples for Physical and Chemical

Analyses; U.S. Geological Survey Open-File Report 90-140; U.S. Geological Survey: Reston, VA, USA, 1990; p. 71. [CrossRef]
12. Edwards, T.K.; Glysson, G.D. Field Methods for Measurement of Fluvial Sediment. In U.S. Geological Survey Techniques of

Water-Resources Investigations; Book 3, Chap. C2; U.S. Geological Survey: Reston, VA, USA, 1999; p. 89. Available online:
https://pubs.usgs.gov/twri/twri3-c2/pdf/TWRI_3-C2.pdf (accessed on 7 February 2023).

13. Davis, B.E. A Guide to the Proper Selection and Use of Federally Approved Sediment and Water-Quality Samplers; U.S. Geological Survey
Open File Report 2005-1087; U.S. Geological Survey: Reston, VA, USA, 2005; p. 20. [CrossRef]

14. Guy, H.P. Laboratory Theory and Methods for Sediment Analysis. In U.S. Geological Survey Techniques of Water-Resources
Investigations; Book 3, Chap. C1; U.S. Geological Survey: Reston, VA, USA, 1969; p. 58. Available online: https://pubs.usgs.gov/
twri/twri3-c1/pdf/TWRI_3-C1.pdf (accessed on 9 February 2023).

15. ASTM D3977–97; American Society for Testing and Materials (ASTM) International. Standard Test Methods for Determining
Sediment Concentration in Water Samples. ASTM: West Conshohocken, PA, USA, 2000; Volume 11.02, Chap. Water (II).
pp. 395–400.

16. Performance Results Plus, US WBH-96 Weighted Bottle Sampler. Available online: https://prph2o.com/us-wbh-96-weighted-
bottle-sampler/ (accessed on 15 March 2023).

17. Performance Results Plus, D-74 Sediment Sampler. Available online: https://prph2o.com/d-74-sediment-sampler/ (accessed on
8 March 2023).

18. Rasmussen, P.P.; Gray, J.R.; Glysson, G.D.; Ziegler, A.C. Guidelines and Procedures for Computing Time-Series Suspended-
Sediment Concentrations and Loads from in-Stream Turbidity-Sensor and Streamflow Data. In U.S. Geological Survey Techniques
and Methods; Book 3, Chap. C4; U.S. Geological Survey: Reston, VA, USA, 2009; p. 53. Available online: https://pubs.usgs.gov/
tm/tm3c4/ (accessed on 8 February 2023).

19. Wood, M.S.; Groten, J.T.; Straub, T.D.; Whealdon-Haught, D.R.; Griffiths, R.E.; Boldt, J.A.; Lucena, Z.N.; Brown, J.E.; Suttles, S.E.;
Dickhudt, P.J. State of the Science and Decision Support for Measuring Suspended Sediment with Acoustic Instrumentation. In
Proceedings of the SEDHYD 2023 Conference on Sedimentation and Hydrologic Modeling, St. Louis, MO, USA, 8–12 May 2023;
pp. 1–16. Available online: https://www.sedhyd.org/2023Program/_program.html (accessed on 22 June 2023).

20. Muneer, M.; Czuba, J.A.; Curran, C.A. In-Stream Laser Diffraction for Measuring Suspended Sediment Concentration and Particle
Size Distribution in Rivers: Insights from Field Campaigns. J. Hydraul. Eng. 2023, 149, 05022007. [CrossRef]

21. Minnesota Department of Natural Resources, Lands and Minerals. Available online: http://files.dnr.state.mn.us/lands_minerals/
geologyhandbook.pdf (accessed on 3 March 2023).

22. Lund, J.W.; Groten, J.T.; Karwan, D.L.; Babcock, C. Using machine learning to improve predictions and provide insight into
fluvial sediment transport. Hydrol. Process. 2022, 36, e14648. [CrossRef]

23. Gran, K.B.; Belmont, P.; Day, S.S.; Jennings, C.; Johnson, A.; Perg, L.; Wilcock, P.R. Geomorphic Evolution of the Le Sueur River,
Minnesota, USA, and Implications for Current Sediment Loading; Geological Society of America Special Paper 451; Geological Society
of America: Boulder, CO, USA, 2009; pp. 119–130. [CrossRef]

24. Gran, K.B.; Belmont, P.; Day, S.S.; Jennings, C.; Lauer, J.W.; Viparelli, E.; Wilcock, P.R.; Parker, G. An Integrated Sediment Budget for
the Le Sueur River Basin; Minnesota Pollution Control Agency (MPCA) Report wq-iw7-29o; Minnesota Pollution Control Agency:
St. Paul, MN, USA, 2011.

32



Appl. Sci. 2023, 13, 7844

25. Ellison, C.A.; Groten, J.T.; Lorenz, D.L.; Koller, K.S. Application of Dimensionless Sediment Rating Curves to Predict Suspended-Sediment
Concentrations, Bedload, and Annual Sediment Loads for Rivers in Minnesota; U.S. Geological Survey Scientific Investigations Report
2016–5146; U.S. Geological Survey: Reston, VA, USA, 2016; p. 68. [CrossRef]

26. Ojakangas, R.W.; Matsch, C.L. Minnesota's Geology, 1st ed.; University of Minnesota Press: Minneapolis, MN, USA, 1982; p. 255.
27. Sims, P.K.; Morey, G.G. Geology of Minnesota: A Centennial Volume; Minnesota Geological Survey: Minneapolis, MN, USA, 1972;

p. 632. Available online: https://hdl.handle.net/11299/57318 (accessed on 6 February 2023).
28. U.S. Geological Survey. USGS Water Data for the Nation; U.S. Geological Survey National Water Information System Database.

2023. Available online: https://waterdata.usgs.gov/nwis (accessed on 7 March 2023).
29. National Water Quality Monitoring Council. Water Quality Portal. 2023. Available online: https://www.waterqualitydata.us/

(accessed on 15 March 2023).
30. Wilcoxon, F. Individual Comparisons by Ranking Methods. Biom. Bull. 1945, 1, 80–83. [CrossRef]
31. R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing. 2023. Available

online: https://www.R-project.org/ (accessed on 8 February 2023).
32. Federal Interagency Sedimentation Project. Best practices for FISP Bag Sampler Intake Efficiency Tests and Operational Velocities;

2013. Federal Interagency Sedimentation Project Memorandum 2013.01. Available online: https://water.usgs.gov/fisp/docs/
FISP_Tech_Memo_2013.01.pdf (accessed on 12 June 2023).

33. Manaster, A.E.; Landers, M.N.; Straub, T.D. Intake Efficiency Field Results for Federal Interagency Sedimentation Project Bag Samplers;
U.S. Geological Survey Open-File Report 2022–1036; U.S. Geological Survey: Reston, VA, USA, 2022; p. 27. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

33



Citation: Vas, L.; Tamás, E.A.

Surrogate Method for Suspended

Sediment Concentration Monitoring

on the Alluvial Reach of the River

Danube (Baja, Hungary). Appl. Sci.

2023, 13, 5826. https://doi.org/

10.3390/app13105826

Academic Editors: Manousos

Valyrakis, Oleg S. Pokrovsky, Gordon

Gilja, Thomas Pahtz, Panagiotis

Michalis and Oral Yagci

Received: 7 April 2023

Revised: 30 April 2023

Accepted: 4 May 2023

Published: 9 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Surrogate Method for Suspended Sediment Concentration
Monitoring on the Alluvial Reach of the River Danube
(Baja, Hungary)

László Vas 1,* and Enikő Anna Tamás 2

1 Lower Danube Valley Water Directorate, H-6500 Baja, Hungary
2 Faculty of Water Sciences, University of Public Service, H-6500 Baja, Hungary; tamas.eniko.anna@uni-nke.hu
* Correspondence: vas.laszlo@aduvizig.hu

Featured Application: Riverine suspended sediment monitoring.

Abstract: Sediment balance is essential for understanding changes in river morphology and ecosys-
tems and related services depending on them. However, the currently used methods to quantify
riverine sediment processes are not adequate enough. We have examined the sediment regime of the
Danube River, particularly the suspended sediment yield. This parameter can be calculated based on
stage or discharge using a suspended sediment yield rating curve; however, the uncertainty of this
method can reach even 150%. The suspended sediment yield of a section does not only depend on
processes that take place in the riverbed; thus, it cannot be described by only one easily measurable
parameter. An integrated surrogate method based on turbidity registration is tested in order to
determine suspended sediment yield on the lower Hungarian (sand-bed alluvial) reach of the Danube
River. The near-bank turbidity is converted into suspended sediment concentration and then into
suspended sediment yield. The turbidity is measured with a built-in turbidity probe, while the sus-
pended sediment yield is determined with traditional methods (discharge measurement, suspended
sediment sampling, laboratory processing, and calculation). The traditional and integrated surrogate
methods are compared based on the results of the measurements, and different aspect correlations
are established between flow parameters, turbidity, and suspended load. The results achieved with
the integrated method are promising, but more measurements are required in order to refine the
relationships in a broader interval.

Keywords: Danube; suspended sediment; surrogate; turbidity; suspended sediment yield; monitoring

1. Introduction

Knowledge of river sediment transport conditions and sediment balance is essential
for river management professionals. Sediment balance is very important for understanding
changes in riverine ecosystems, channel morphology, and related habitat resources. That is
why it is necessary to know if a certain reach of a river is in a state of sediment equilibrium,
accumulation, or deficit [1]. In the case that there are gauging stations along the river where
regular sediment monitoring takes place, the changes of the sediment balance over time
or the influence of tributaries and floodplains can be observed, which makes it possible
to investigate sediment transport processes, deposition, and erosion between the stations.
However, in the European Union, operational sediment monitoring is unfortunately not
yet well developed. As stipulated by the Common Implementation Strategy (CIS) for the
Water Framework Directive (WFD), “sediments provide important ecosystem services, such as
balancing riverine and coastline morphology, contributing to the connection between surface water
and groundwater, increasing soil fertility, contributing to natural water purification, mitigating the
negative effects of extreme flow events, etc., and the importance of properly managing sediment to
reach the environmental objectives of the WFD, but also of many other EU policies, has been now
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well recognised.” Turbidity as one of the surrogate measuerements for suspended sediment
concentation determination is recommended [2].

The importance of sediment monitoring, especially along the second largest river
of Europe, the Danube River, is also shown by the fact that in the last decade, several
renowned European institutions (e.g., the University of Natural Resources and Life Sciences
in Vienna, the Budapest University of Technology and Economics, and the Faculty of Water
Sciences of the University of Public Service in Baja (UPS FWS)), all situated along the
Danube River, have investigated the issue in the frames of different projects (e.g., SEDDON,
DanubeSediment) [3–5].

Suspended sediment can be described by a couple of parameters, including dry
matter content (weight [mg, g] of dry matter in an arbitrary volume of water sample),
sediment concentration (mass of sediment in a unit volume of water [mg/L, kg/m3]),
and sediment yield (mass of sediment passing through the selected cross-section during
a selected period of time [kg/s, t/year]), while turbidity can be defined as the reduced
transparency of water caused by the particles in it by scattering and absorbing the passing-
through light (in the form of, e.g., NTU—Nephelometric Turbidity Unit, FTU—Formazin
Nephelometric Unit or FNU—Formazin Nephelometric Unit). Turbidity is now widely
used as a surrogate measurement method to estimate suspended load [6–8]. This method
is based on the quasi-continuous measurement of turbidity, where the turbidity sensor
measurements are calibrated with (traditional) suspended sediment sampling during
several flood events [9]. In situ turbidimeters are widely used because of the advantages
(quasi-continuous measurement, automatic data transfer) of them. Their main disadvantage
is biological fouling, which can be minimized by built-in methods (brush) or by regular
maintenance [8].

The principles of sediment transport have long been known; however, quick and
efficient measurement and accurate direct or indirect calculation methods require further
development. In Hungarian practice, the sediment transport conditions of a river at a
cross-section are described by the sediment yield rating curves, which give the sediment
yield as the function of the discharge (G = f(Q)). The sediment yield rating curves can
be created based on the results of the simultaneous suspended sediment sampling and
discharge measurement. The dates of the official sediment measurements are regulated
by the measurement plan of the General Directorate of Water Management and the water
management directorates. The investigated reach belongs to the Lower Danube-Valley
Water Directorate (LDVWD). In recent years, on average, five measurements are made
annually at predetermined dates. Depending on the hydrological situation, additional
measurements are carried out, so the number of measurements at a gauging station in a
year is from 5 to 12.

As a result of the current practice, suspended sediment sampling is regular but rare in
Hungary, and it is not well harmonized to flood events. Sampling is done with different
pump samplers, and laboratory analyses are subcontracted to different firms. Based on
this, the sediment datasets in Hungary are of rather questionable quality [10]. Because of
the above, the sediment transport conditions can only be described in an approximate way
with the sediment yield rating curve created based on the results.

To illustrate this, the difference between the sediment yield rating curve and the
measured points, or even the difference between the measured points at nearly the same
stage or discharge, can be significant. For example, at the Dunaújváros station (Danube), at
a discharge of approximately 3000 m3/s, 80 kg and 250 kg of suspended sediment can as
well be measured.

Due to the above, the sediment yield calculated based on the sediment yield curve
is fraught with uncertainties. The identification of the changes in the sediment regime of
major rivers is heavily dependent on the availability of reliable data [8]. In the case of major
rivers around the world (and on the Danube River as well), only a few sediment samples
are collected each year, so the data are usually aggregated over a long time in order to
create a suspended sediment yield rating curve for that period [11].
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Therefore, it is necessary to have a method that provides more reliable data faster than
the currently used one, with less resources (no direct sampling costs, i.e., boat and staff, no
laboratory needs) as well as a better temporal resolution. There are many good practices in
international literature [12], as well as examples from Hungary [13–15], but nothing like
that along the alluvial sand-bed reach of the Danube.

Furthermore, in the regular sediment monitoring of the Water Authorities, the Baja
gauging station (rkm 1479) was included in the past (1951–1965), but nowadays it is not.
Thus, there is no regular sediment sampling, just occasional measurements in the frame of
projects at this very important section, and one of the reasons why the current study focuses
on this particular place is to re-establish sediment monitoring here. This gauging station is
located on the left bank of the Danube at river kilometer 1479 (46◦10′37′ ′ N, 18◦55′26′ ′ E).
The ‘0’ point of the station is 80.99 m above the Baltic Sea’s sea level. The water fluctuation
range of the stage is 30–1000 cm, and discharge fluctuation is 900– m3/s. The catchment of
the station is 208,282 km2.

Within the framework of the DanubeSediment Project, a number of scientific articles
have been published, recommending good practices applicable to the entire reach of the
Danube. An integrated method based on remotely registered turbidity measurement was
recommended for the determination of the mass of sediment for the Danube River [4]. The
essence of the method is that a sensor installed close to the riverbank continuously registers
turbidity, which can be converted into a near-bank suspended sediment concentration
using a calibration equation. The sediment concentration measured at a point close to
the bank can be converted into a section mean concentration by using another calibration
equation. By multiplying the section mean concentration with the discharge, the sediment
yield of the entire section can be calculated, which, when integrated over time, results in
the mass of the sediment [4,12]. There are some examples already regarding the successful
application of the recommended method. The staff of the University of Natural Resources
and Life Sciences (Vienna, Austria) have successfully established a multistage relationship
between near-bank turbidity and the section mean concentration [12]. In Hungary, the staff
of the Budapest University of Technology and Economics has also successfully applied the
method on the gravel-bed Danube reach between Sződliget and Ráckeve (rkm 1674, rkm
1604), where a relationship was established between the suspended sediment concentration
registered near-bank and the sediment yield of the cross-section [15]. The flowchart of the
recommended method is shown in Figure 1.

Figure 1. Determination of suspended sediment yield based on turbidity, based on [12]: ks is the
probe factor, which is the ratio of the concentration close to the probe (sk) and the probe turbidity (ss);
kp is the cross-sectional factor and can be calculated as the ratio of the mean suspended sediment
concentration (sm) and the concentration close to the probe (sk).
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2. Materials and Methods

2.1. Direct Sampling of Suspended Load

Until recent times, riverine suspended sediment data have been produced by gravi-
metric analyses performed on water sediment samples collected most of the time manually
or, in the U.S., in some sites by automatic samplers. These methods tend to be expensive,
difficult, labor intensive, and, under some conditions, e.g., during high floods, hazardous.
Specialized equipment and considerable training are prerequisites for obtaining reliable
samples and results [8]. However, in Hungary, direct sampling is still an integral part of
the sediment monitoring standardization, and it stipulates sampling by a bottle (which is
very inexact) or with a pump [16].

During pump sampling, the sample is brought to the surface (on the Danube River,
aboard a measuring ship anchored in the vertical) with a pump. In international literature,
pump sampling can as well be executed in a different way, when the sample at a monitoring
station is taken automatically through a built-in pump. In Hungarian practice, the end
of the pump suction tube is lowered into the sampling point using a suitable weight,
and the sample of the required volume is sucked up. The disadvantage of the pumping
method is that if the sampling velocity does not match the water velocity at the point, the
sediment concentration of the sample will not, either. Depending on the relative sampling
rate (sampling rate/water velocity), the difference in concentration can be −20–+60%. A
deviation is also caused if the end of the intake is not parallel to the flow direction. The
effects of divergence in various parameters were studied and published at the University
of Iowa, U.S. [17].

Direct sampling methods can be further subdivided according to the number of
sampling verticals, and the literature distinguishes between single- and multi-vertical
methods. The location of the verticals in the case of the single-vertical method is determined
based on different technical considerations (in the middle, at the maximum depth). In the
selected vertical, the sampler is lowered and lifted up during the continuous sampling.
Among the multi-vertical methods, the international literature recommends three: sampling
in lamellae with the same water flow, lamellae of the same width, and lamellae of the same
area. Sampling is carried out in a similar way for multi-vertical methods as for the single-
vertical method (moving at the same speed); the difference is in the number of verticals.
For the lamellae method with the same water flow, a vertical average sample should be
taken in between 4 and 9 verticals, and for the method of lamellae of the same width, at
least 10 verticals [18]. The Hungarian standard on suspended sediment sampling provides
for a multi-vertical method where the lamellae are of equal width, but the average sample
for a given vertical is to be prepared by taking 1 L of sample in the vertical at each of the
10 points of different depths, evenly distributed, and then pouring these samples together
into one canister to form the vertical average sample with a volume of 10 L. In the case of
the Danube, the standard prescribes for seven sampling verticals [16].

As stipulated by the Hungarian standard [16], “during sampling it is very important to
ensure that the sampling nozzle faces the flow, the pipe is not bent and to let enough time before
taking samples to flush the pipe. Sampling needs to be carried out with care to adjust the revolutions
per minute value (RPM) or the discharge of the pump for the velocity through the nozzle Vin should
not differ much from the velocity of the flow v at the given point

0.8 v ≤ Vin ≤ 1.5 v (1)

In case the velocities are outside this range, the RPM of the pump should be accordingly
adjusted, or a tap should be installed at the end of the pipe to ensure that intake velocities match.
In order to determine intake velocity, the discharge of the pump (qp) has to be divided by the
cross-section area of the nozzle (fn)

vin = qp/fn (2)
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In practice, sampling is performed with a constant pumping discharge, assigning a fixed intake
velocity to different velocity ranges of the flow, keeping the hydraulic coefficient between the values
0.8 and 2.0. This ensures a maximum 20% difference in concentrations, which is acceptable.” [10]

For the purposes of the current study, direct sampling of the suspended sediment load
was carried out in accordance with the relevant technical regulations. The method can be
used to measure the suspended sediment yield of open watercourses occasionally, but not
more than 1–2 times a day (from a boat or bridge). The method is applicable if the vertical
mean velocity does not exceed 1.8 m/s and if the water depth at each sampling point is
greater than 1 m [16].

Sampling was carried out simultaneously with discharge measurement based on the
Doppler principle (using an ADCP instrument) with at least four crossings according to the
relevant technical prescription [19]. After the discharge measurement, the same measuring
group performed the suspended sediment sampling. As the samples belonging to one
vertical are stored in one single container, during the laboratory analyses, the vertical
average values of the sediment parameters are given. In some exceptional cases, when
we also examined the differences in the sediment concentration/particle size distribution
(PSD) within a vertical (e.g., for model calibration), we analyzed all the samples from each
vertical individually, but later we averaged the concentration for each vertical in order to
get similar results.

2.2. Laboratory Analyses

Before analysis, the samples were left to settle. During and after settling, the samples
were stored in a place free of light and frost. After short storage, the turbidity of the samples
was measured with a handheld turbidity meter. To measure turbidity, a Hach 2100QIS
handheld turbidity meter was used, which determines turbidity based on the standard
EPA 180.1. The instrument measures the 90◦ dispersion of the light transmitted through
the sample in NTU. The turbidity meter can measure the turbidity of a 15 mL sample in the
range from 0 to 1000 NTU. The correct results of the instrument can be checked regularly
with a series of 6-part standard series of known turbidity and, if necessary, easily calibrated
with the same series. During turbidity measurement, a sample is taken from the well-stirred
vertical average sample with a smaller vessel, and then the instrument’s cuvette is filled
with it. After cleaning the cuvette and shaking it, it is inserted it into the instrument and
the measurement is started. The turbidity is determined three times per vertical, taking
new samples from the stirred vertical average each time. If there is a result significantly
different from the average of the three measurements, a supplementary measurement is
carried out. The turbidity of the vertical average sample will be the average of the three
best measurement results.

After manual turbidity measurement, the sediment samples are settled, withdrawn to
a volume of ~1 L, and sent to the laboratory, where their dry matter content and particle size
distribution (PSD) curves are determined (PSDs are not discussed in the present study). The
method of laboratory processing is regulated by the same [16] technical prescription as the
sampling (it is prescribed that the dry matter contents of the samples must be determined
after drying the samples at 105 ◦C for 24 h, and the PSDs of suspended sediments must be
determined by a special settling device operating based on Stokes’s law).

2.3. Sediment Yield Calculation

The basic equation for calculating the sediment yield is:

G =
n

∑
i=1

qi ∗ ci (3)

where:
G—is the suspended sediment yield of the section [g/s]
n—is the number of sediment sampling verticals [pcs]
qi—is the partial discharge of the sediment sampling lamella [m3/s]
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ci—is the sediment concentration of the sediment sampling vertical [g/m3]
The calculation shall be done for the lamellae of the sediment sampling verticals (bed

width belonging to the sediment sampling vertical). A sediment measurement lamella
consists of several discharge measurement lamellae; therefore, the discharge of the sedi-
ment sampling lamella is the sum of the partial discharges of the discharge measurement
lamellae contained therein. The product of the partial discharge of the sediment measure-
ment lamella and the sediment concentration of the sediment sampling vertical gives the
sediment yield of the lamella. Summing up the sediment yields per lamellae, one can
obtain the suspended sediment yield of the cross section (Figure 2, based on [20]).

Figure 2. Calculation of the suspended sediment load, based on [20,21]. (a) shows the suspended
sediment concentration in a vertical, (b) shows the flow velocity in a vertical, (c) shows the suspended
sediment transport in a vertical and its calculation, (d) shows the suspended sediment transport in a
cross-section and its calculation. h is the water depth, s0 is the suspended sediment concentration, v is
the flow velocity, qsi is the suspended sediment transport in a vertical, Qs is the suspended sediment
transport in a cross-section.

2.4. Indirect Measurement of Suspended Load

Sediment concentrations were as well determined indirectly, using in situ turbidity
measurement. The turbidity of water expresses its reduced transparency, which is caused
by particles in water, by scattering or absorbing light rays passing through water. The
instruments used in daily use are based on the laws of nephelometry (nephelometers).
Nephelometric measurement measures a 90◦ scattering of light in the visible or infrared
range. Wedges measuring optical reflection measure light rays scattered in 140–165◦ in the
infrared range. Such devices are also suitable for analyzing a sample of small volume (a
few cm3). The dispersion of light depends on the size of the particles in the sample, their
color, and the shape of the particles [22]. The advantage of this method is that the probe
can be fixed in a suitable place and its operation can be automated, which greatly increases
the temporal resolution of sediment data. The disadvantage of the method is that turbidity
depends on the size, composition, color, and shape of the sediment. The disadvantage of
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installation is that the accuracy can be greatly reduced by biofilm formation on the probe,
so it is necessary to ensure continuous cleaning. Being an indirect method, calibration is
required to convert turbidity into sediment concentration.

When using direct methods, data are generated only if the sampling team is physically
present on site, takes the samples, and performs the necessary laboratory and processing
work. The temporal resolution of data obtained by direct methods should not be arbitrar-
ily low, as they depend on the available human resources and measurement conditions.
Indirect methods are based on the use of a physical relationship, so each requires a cal-
ibration between the measured and the parameter being sought. An increased number
of samplings is required until the calibration is established, after which it is sufficient to
check the correctness of the calibration set up by sampling on a regular basis. However,
the need for routine calibration is expected to diminish over time [8]. Indirect methods
do not give information specific to the entire cross-section, only point information. A
separate calibration is required for cross-sectional extension of point information. Another
advantage of the indirect methods is that they can be remotely controlled, so they can
provide data without on-site presence, at almost any temporal resolution.

To continuously detect turbidity, an OTT Hydrolab HL7 multiparameter probe was
used. The parameters measured by the probe can be selected at the time of purchase, and
the manufacturer offers a total of 13 sensors for the probe. The probe operated in this
specific research measures turbidity, α-chlorophyll, and water temperature. The turbidity
sensor can measure turbidity in the range of 0–3000 NTU. Measurement is carried out
according to ISO 7027 using light with a wavelength of 880 nm (infrared). Since the
measurement accuracy of optical turbidity meters is significantly impaired by the biofilm
formed on the sensor, the probe is equipped with a central brush that keeps the instrument
clean at all times.

The operation of the turbidity probe and the handheld turbidity meter differ based
on the standards used. The probe measures optical reflections of infrared light according
to ISO 7027, while the handheld turbidity meter measures 90◦ dispersion according to
EPA 180.1. The analyzed sample is also different, the turbidity probe is in situ, while the
handheld turbidity meter analyzes a disturbed sample several times.

The multiparameter probe is fixed and built as a remote registration station. The
station was installed on the sand-bed alluvial reach of the Danube River in the ~1479.6 rkm
section of the river on a floating pontoon next to the left bank (Figure 3) in January 2020. The
support structure, consisting of a protective tube and an instrument box, is mounted on the
downstream edge of the pontoon. The placement on the float ensures that the measuring
point is always at a depth of ~1.5 m. The subsurface placement provides greater protection
from driftwood. The probe is located in a protective basket at the bottom of the protective
tube attached to the pontoon. The station consists of a probe, a data logger, additional
electronics, and the supporting structure. The probe measures the parameters every hour
and sends them to the data logger located in the instrument box, which transmits the data
to the LDVWD, where the measured data can be seen with minimal delay. Thanks to the
low power consumption of the devices, the installed 50 W solar panel and the 22 Ah buffer
battery supply the system with power without problems.

The turbidity measured by the probe is checked by comparative measurements regu-
larly, but at almost every flood wave. During the regular inspection, a sample is taken next
to the probe, and then the turbidity of the sample taken is measured also with a hand-held
turbidity meter, as described in Section 2.2.

Before carrying out further calculations, the adequacy of the values recorded by the
probe was checked. According to the user information, the probe must be calibrated
before the first use and at regular intervals. The calibration standard series consists of
seven samples (0.1–4000 NTU), of which at least five are required for the Danube River
(0.1–1000 NTU).
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Figure 3. Automatic turbidity monitoring station (Danube, 1479.6 rkm, left bank, authors’ photo).

The probe must therefore be calibrated to improve its measurement accuracy. In order
to monitor and improve the measurement accuracy of the probe without the calibration
series, water samples are regularly taken from the probe and the turbidity of the sample
taken is measured with a handheld turbidimeter. The turbidity of a sample is measured
three times and a sample is taken twice from next to the probe.

The correct functioning of the chlorophyll sensor has to be checked with campaign-
like measurements as well. During the occasional sampling, the correct registration of
chlorophyll content and water temperature is checked, and additional chemical parameters
(pH, specific conductivity, dissolved oxygen content, and saturation) are also measured.
These parameters are measured and checked for purposes not relevant to this study.

In the used method, the turbidities registered by the installed probe were corrected
based on the control measurements made with the handheld turbidity meter. Based on the
reliable relationship between the turbidity and the sediment concentration, the corrected
turbidity was converted into a near-bank suspended sediment concentration. Using the
relationships established based on the simultaneous suspended sediment measurements
and near-bank turbidity measurements, the sediment yield along the section was calculated
by using a relationship between it and the near-bank sediment concentration (near-bank
SSC in Figure 4). A flowchart of the method used is shown in Figure 4.
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Figure 4. Determination of the suspended sediment load based on turbidity—the applied method.

3. Results

3.1. Turbidity-Suspended Sediment Concentration Relationship

One of the essential steps of this method is to establish the relationship between the
turbidity and the suspended sediment concentration. This relationship was set up based
on more than 1000 measurements between 2018 and 2022 that were carried out in the frame
of regular monitoring at the LDVWA. The measurements were done for four sections on
the alluvial reach of the Danube (Dunaújváros, Dombori, Baja, and Mohács). Based on the
results, the relationship between the turbidity and the suspended sediment concentration is
very strong for each location (R2 = 0.92–0.99), and overall, as well (R2 = 0.95); furthermore,
it was determined that the relationship in those four cases was insensitive for the location.
Accepting these results, the turbidity measured by the handheld turbidimeter can be
converted into suspended sediment concentration in a reliable way [23]. The suspended
sediment concentration as the function of the turbidity can be seen in Figure 5.

 

Figure 5. Turbidity versus suspended sediment concentration.

3.2. Accuracy of Probe-Recorded Turbidites

Since the installation, 28 control measurements have been carried out, of which 23 have
been turbidity comparisons. Based on the measurement results, it can be seen that under
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50 NTU turbidimeter turbidity the relative accuracy of the probe is low, as it measures
50–125% of the turbidimeter turbidity. The turbidity range below 50 NTU is in case of low
discharge conditions with a low amount of suspended sediment, as well. Because of this,
a larger relative error in this range will not cause a significant error in absolute terms. In
the turbidity range above 50 NTU, the probe measures 60–90% of the handheld turbidity.
The difference between the turbidity measured by the turbidimeter and the probe may be
because of the difference between the measurement methods. The difference can also be
caused by the fact that the probe is an in situ device, while the turbidimeter analyzes a
small volume of sample which is repeatedly disturbed.

In Figure 6, the turbidity measured with the turbidimeter is plotted as a function of the
turbidity measured by the probe. Based on the equation of the regression line, the turbidity
measured by the probe can be corrected.

 

Figure 6. Turbidimeter turbidity versus probe turbidity relationship.

The correlation between the turbidity meter and the turbidity probe turbidities can be
expressed as follows:

Turbidimeter turbidity = 1.1893 ∗ Probe turbidity + 3.9477 (4)

with a correlation coefficient squared R2 = 0.95, which can be considered a rather good
correlation.

3.3. Water Level versus Suspended Sediment Concentration

In order to find a relationship between water level (changes) and turbidity, the rela-
tionship between the two parameters in the time series was sought. The recorded turbidity
as a function of water level was given for the floods listed in Table 1.

Several conclusions can be drawn based on the water level and sediment concentration
time series, as well as the peak water level and sediment concentration. It is assumed
that sediment concentration (similarly to discharge) peaks after the water level. It can be
observed in the time series that the water level and sediment concentration do not always
peak at the same time. Comparing the water levels and the sediment concentrations, it
can be concluded that floods with approximately the same peak water level do not peak
with the same sediment concentration. It can be also observed that peak values do not
follow each other consistently: the peak water level of 400 cm had a peak concentration of
60 mg/L, but two weeks later the next flood peaked with a lower, 350 cm water level and a
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higher, 100 mg/L sediment concentration. The examined floods also include ones where
there has been no increase in concentration during the entire duration of the flood.

Table 1. Attributes of the analyzed flood waves [23].

Period
Peak Water Level

[cm]
Peak Discharge

[m3/s]
Peak Turbidity

[NTU]

February 2020 639 4450 150

June–July 2020 574 4000 50

June–July 2020 483 3350 25

June–July 2020 400 2800 30

July–September 2021 668 4700 230

July–September 2021 540 3750 70

July–September 2021 496 3450 55

July–September 2021 397 2800 60

Figure 7 shows the sediment concentration as a function of water level for three periods
from Table 1. The three biggest floods peaked with water levels between 570 and 670 cm,
but the peak sediment concentrations are not proportional to the peak water level, as they
were between 50 and 230 mg/L. In addition, in the case of the two largest flood waves,
a hysteresis of sediment concentrations (similar to discharge hysteresis) can be observed.
The shape of the curves for each flood wave are different. The hysteresis curve of the 2020
February flood wave has the shape of an asymmetrical 8. The next flood wave, which
occurred in June and July 2020, does not have an exact shape nor a significant rise in the
suspended sediment concentration, while the flood wave of June and July 2021 has a shape
of an open 8. The higher suspended sediment concentrations occurred at the falling limb in
the case of these flood waves.

Figure 7. Suspended sediment concentration as a function of water level in the case of three flood
waves, with the separation of rising and falling limbs, based on [23].

According to [24], the main factors influencing sediment hysteresis in the case of this
particular gauging station of the Danube River may be the magnitude and sequence of
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events, PSD, and sediment source. As in the discussed analysis, these latter two factors were
not investigated, and at the moment, no explanation is sought for the described hysteresis
phenomena. However, sediment dynamics are complex, and the hysteresis patterns may
be linked to many other factors as well.

3.4. Discharge and Sediment Sampling Measurement

The results of the discharge and sediment sampling measurements for the establish-
ment of a relationship between turbidities and the total suspended load can be seen in
Table 2. The measurements were performed by LDVWD and UPS FWS with standard
methods (pump sampling and ADCP discharge measurement) in the relatively low water
period of the years 2021–2022, when only a few medium-sized flood waves happened
(Figure 7).

Table 2. Discharge and sediment yield.

Date
Water Level

[cm]
Discharge

[m3/s]
Sediment Yield

[kg/s]
Hydrological

Condition
Performer

11 February 2020 546 3722 445 Falling LDVWD

13 May 2020 171 1633 35 Stagnating LDVWD

12 June 2020 219 1914 30 Rising LDVWD

23 June 2020 490 3500 161 Rising LDVWD

29 June 2020 422 2620 194 Falling UPS FWS

8 July 2020 444 3098 113 Falling LDVWD

10 August 2020 580 3979 345 Falling LDVWD

4 February 2021 513 3713 265 Falling LDVWD

6 May 2021 278 2223 62 Rising LDVWD

25 May 2021 523 3587 136 Falling LDVWD

7 September 2021 442 2900 300 Falling UPS FWS

In order to provide a picture of the water regime of the Danube River, the hydrograph
of the Baja gauging station for the investigated period is provided, with indication of the
measurements (Figure 8).

Figure 8. Hydrograph of the Baja station in the investigated period. Water level time series is marked
with blue and measurement days are indicated as purple points.

The suspended sediment yield rating curve (suspended sediment yield as the function
of the discharge) based on the data above is shown in Figure 8. The fit of the regression to
calculate the suspended sediment yield based on the discharge is medium. The correlation
coefficient squared is R2 = 0.59 for the exponential curve with Equation (5).

Suspended sediment yield = 11.149 ∗ e0.0009∗Discharge (5)
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As a comparison, the suspended sediment yield rating curve based on the old data
(1951–1965) is also shown in Figure 9. The correlation coefficient squared is R2 = 0.76, which
indicates a good relationship between the discharge and the suspended sediment yield.

 
Figure 9. Suspended sediment yield rating curve for the old (1951–1965) and the new (2020–2021)
measurements.

3.5. Near-Bank Suspended Sediment Concentration versus Suspended Sediment Yield

In the final step of the analysis, a relationship between the near-bank suspended
sediment concentration and suspended sediment yield was sought. The near-bank sus-
pended sediment concentration was calculated based on the probe turbidity corrected by
the probe-turbidimeter relationship.

Since the installation of the probe, 11 sediment yield measurements have been carried
out. Based on the results so far, there is a usable relationship between the two quantities.
Based on the literature available [12,15,25], two straight lines were fitted to the measurement
results, as the slope of the regression line is significantly decreasing around a sediment
concentration of 80 mg/L. The fit of the regression line in the lower range is very strong,
R2 = 0.90. Due to the low number of measurements (three), the goodness of the fit of the
regression line in the higher range is approximate. This approximate fit is very strong
as well, R2 = 0.85. The regression lines fit well for the rising limb, falling limb, and for
the stagnating conditions, as well. The relationship between the near-bank suspended
sediment concentration and the suspended sediment yield based on the findings of this
study is shown in Figure 10, while the comparison between the correlations with discharge
for the old and new data is shown in Figure 9.
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Figure 10. Suspended sediment yield as a function of near-bank suspended sediment concentration.

4. Discussion

4.1. Water Level versus Sediment Concentration

Based on the analysis of the simultaneous water level and sediment concentration
data, it can be concluded that an unequivocal relationship cannot be established between
the water level (or discharge) and the sediment concentration. The equivocal relationship
can be traced back to a number of reasons, which may be more on a watershed scale.
The sediment concentration during a flood wave may depend on the factors triggering
it (snowmelt, precipitation). The concentration may also depend on which subbasin the
flood wave comes from and the characteristics of this subbasin. In addition to the above,
the amount of suspended sediment is also influenced by the level of the flood wave: the
flood wave can descend at such a high level that it washes out the silt deposited in the
side-branches or by reaching the floodplain, and the deposited silt may be washed into
the bed as well. The arriving flood may also increase the amount of sediment being
transported by tearing up the bed armor formed between floods. The succession of the
floods may also affect the sediment concentration, since the first flood wave can wash out
the deposited silt from the side-branches or tear up the bed armor (thus increasing the
sediment concentration); subsequent flood waves can no longer do this. Because of these,
the sediment regime of a river can usually not be described with the traditional relationship
(G = f(Q)) due to its complexity [26].

There is an amount of international literature on the direction of hysteresis of water
level and suspended sediment concentration (or discharge and turbidity) [27–29]. In
the research presented in [27], simultaneous flow and turbidity data of several flood
waves were examined in medium-sized river basins, where several hysteresis samples
(clockwise, counter-clockwise, eight-shaped, and complex) were distinguished, and the
different hysteresis patterns were explained by the factors triggering the flood wave, the
number of sediment sources, the distance of sediment sources from the examined cross-
section, and the mobility of individual sediment sources.

4.2. Suspended Sediment Yield Rating Curve

The accuracy of the suspended sediment rating curves must be checked, regardless of
the regression coefficients. The goodness of them was checked by calculating the difference
between the measured value and the value calculated by the usage of the curve equation.
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In the case of the 2020–2021 measurement campaign, the average difference between
them was 52% in relative terms and 88 kg/s in absolute terms. In half of the cases (6 out of
11), the relative difference was above 50%, and in five cases, the difference was equal to or
above 100 kg/s.

By analyzing the historical data, it can be concluded that based on the regression coef-
ficient (R2 = 0.76) or the average relative and the average absolute difference (31%, 46 kg/s),
this relationship is much more accurate than the one based on the recent measurement.
However, the calculation error in the discharge range above 2000 m3/s is higher with an
average value of 72 kg/s. About 22% of the differences (13 out of 58) in this range are above
100 kg/s.

Based on these, the accuracy of the suspended sediment yield rating curve is not
adequate enough to perform accurate calculations about the annual sediment regime.

4.3. Near-Bank Suspended Sediment Concentration versus Suspended Sediment Yield

Two regression lines were fitted for the simultaneous data of the near-bank suspended
sediment concentration and the suspended sediment yield. The accuracy of the relationship
between the near-bank suspended sediment concentration and the suspended sediment
yield (R2 = 0.85–0.90, Figure 9) is better than the suspended sediment yield rating curve
based on the discharge either in the case of historical or new data (R2 = 0.42–0.57, Figure 8).

The breakpoint of the slope between the two regression lines will be more accurately
marked by increasing the number of measurements. In the article [15] published in 2020, the
authors defined the breakpoint between the regression lines at around 30 mg/L suspended
sediment concentration for the Danube reach between Sződliget and Ráckeve. There
is a relatively long distance between these stations and Baja (130–190 km), the PSD of
the transported sediment is rather different, and the difference between the breakpoints
(breakpoint of Baja is at 80 mg/L) can also be caused by the different geometries of the two
cross-sections.

The results so far provide a good starting point; however, 11 measurements are
not yet enough to establish reliable relationships covering all ranges. In the future, the
measurements will continue in order to refine the relationships. After the establishment
of an acceptable relationship which covers all the ranges, this integrated method will be
compared with the sediment yield rating curve method by determining and comparing
the annual and flood wave sediment regimes. Further tests will be carried out about the
suitability of the selected gauging station (Baja), as during the measurements made so far,
the water level of the Danube River did not exceed the point of overflowing the banks of
the main riverbed (400 m wide), so the effects of the floodplain (7 km wide) on the sediment
transport in the case of the integrated method could not yet be detected.

Overall, the prospect of large-scale applications of proven suspended sediment surro-
gate technologies is a revolutionary concept in fluvial sediment monitoring technologies
with important future benefits, providing for safer, more frequent and consistent, arguably
more accurate, and ultimately less expensive fluvial sediment data collection [8], which
underlines the importance of the presented research.
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Abstract: Bedload sediment transport in rivers can cause impacts, such as bed erosion/deposition,
sandbank formation and changes in flow capacity. Bedload sampling techniques have limitations
related to spatial and temporal resolution. These constraints are more relevant in rivers with dunes
and high sediment transport. This paper presents a comparison between bedload transport rates
estimated with direct and indirect methods in a river with sand dunes. The case study area is a stretch
of the Taquari River, in Brazil. Surveys were carried out on three consecutive days, during a flood
season. A SonTek M9-ADCP with HydroSurveyor capabilities activated was used to simultaneously
measure bathymetry and water velocities throughout a river reach, and also to perform moving-bed
tests at six verticals along a predefined cross-section. A mechanical trap (Helley–Smith) was used to
collect bedload samples at the same time and positions where the moving-bed tests were performed.
Sediment transport was calculated and compared following different approaches: (1) ADCP-BT
(Bottom Tracking); (2) modified ISSDOTv2 method (dune tracking); (3) HelleySmith mechanical trap;
(4) and five empirical equations. The results showed good agreement between the methodologies,
indicating the potential of using ADCPs for hydro sedimentological studies due to the advantages of
integrating bathymetry, flow velocity and bedload data.

Keywords: bedload; sediment transport; ADCP; dunes; riverbed geomorphology

1. Introduction

Bedload sediment transport in rivers can interfere with hydro-morphodynamic pro-
cesses, such as bed erosion/deposition, sandbank formation and changes in flow capacity.
When these processes become excessive and out of balance, they might affect economic
activities, such as waterway navigation, harbor installation and operation, hydroelectric
power generation and water supply. It is important to understand the hydro sedimentolog-
ical behavior, quantifying bedload transport, in order to establish an effective management
of sediments and water resources [1].

Several bedload sampling techniques are cited in the literature. Conventional sampling
procedures are based on mechanical traps deployed on the river bottom to collect sediment
samples at different positions along a cross-section, during a certain time interval [2].
However, these techniques present limited spatial and temporal resolutions and high
uncertainties [3]. Conventional sampling is technically difficult, time-consuming, expensive
and dangerous during floods. These constraints are even more relevant in rivers with dunes
and high sediment transport, as the position of the sampler on the river bottom and the
heterogeneous bedload transport affect the measurements [4,5].

Surrogate technologies, such as acoustic Doppler current profilers (ADCP), provide
faster and safer measurements with better resolution [6–8]. ADCPs were initially developed
with the aim of computing water velocities and discharges. However, recent research
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indicates the ADCP’s potential to estimate bedload rates through a feature called bottom
tracking (BT) [8–10].

Bottom tracking consists of sending acoustic pulses from slanted ADCP beams that
reflect on the river bottom and return to the sensor. The Doppler shift in the frequency
of the return pulse is related to the boat’s velocity (when the instrument is mounted on
a moving boat). In rivers with a moving-bed (i.e., sediment particles in motion near the
bottom), static measurements (named moving-bed tests) allow for computing spatially
averaged bed particle velocities. Thereafter, bedload transport rates can be estimated from
the product between moving-bed velocities, thickness of the bedload layer and sediment
concentration in the bedload layer. This method is herein referred to as ADCP-BT.

Bedload may consist of fine (clays, silts and sand) to coarse (gravels and cobbles)
sediment particles. The entrainment and transport of gravel beds are normally more
intermittent than sand beds, due to their larger and typically less sorted particle size,
providing a more spatially and temporally heterogeneous transport. Nevertheless, the
supposed more homogeneous transport in sand-bed rivers tends to be restricted and local
due to the transport of bed material as bedforms (ripples and dunes), which increases the
spatial-temporal heterogeneity of bedload rates [11].

Additionally, to the application of ADCPs to estimate moving-bed velocities and
hence bedload transport rates, the instrument with activated HydroSurveyor capabilities
(in the case of SonTek M9-ADCP model) allows the collection of synchronized data of
bathymetry and flow velocities, where not only the vertical beam, but also four slanted
beams are used to obtain depth information. After detailed and consecutive surveys
along a river reach, it is possible to analyze longitudinal bathymetric profiles, and map
aggradation and degradation areas. This approach is known as dune tracking, since it
evaluates dune migration rates, and has been successfully employed to estimate bedload
transport [5,12,13].

Abraham et al. [14] developed a method using the dune tracking approach, which
was named ISSDOTv2 (Integrated Section Surface Difference Over Time, Version 2). This
method computes bedload based on the difference in time-sequenced three-dimensional
bathymetric data. Scour volumes calculated from the difference plots of bed level are related
to the average bedload transport due to the dune’s movement. A systemic bias inherent
in the methodology is related to dune migration not being captured due to insufficient
temporal sampling frequency, which tends to underestimate bedload transport as the
time interval between consecutive surveys increases. Shelley et al. [15] implemented a
procedure to correct scour volumes and bedload estimates using information about dune
characteristics (wavelength, height and celerity) and the time interval between the surveys.

Currently, there is no standard procedure for the identification and discrimination of
geometric bedform characteristics. Many researchers apply different methodologies, obtain-
ing variable results, which confirms the present lack of a consistent and nonarbitrary quan-
titative descriptor of bed morphology. With the aim to fulfill this gap, Gutierrez et al. [16]
proposed the application of robust spline filters and continuous wavelet transforms to
discriminate these morphodynamic features, allowing for a quantitative recognition of
bedform hierarchies. This methodology was applied in this work to reduce subjectivity in
establishing the parameter values needed in the ISSDOTv2 correction term (proposed by
Shelley et al. [15]).

The present paper shows a comparison between different direct and indirect methods
applied to estimate bedload transport rates in a river with sand dunes, during a flood season.
Two approaches were carried out using an ADCP: (1) moving-bed tests using the bottom
tracking feature; and (2) dune tracking. Moreover, a Helley-Smith (HS) mechanical trap
was used to collect bedload samples at six verticals along a predefined cross-section. The
field measurements were carried out during one campaign (31 January 2018 to 2 February
2018), on a daily basis, obtaining pairs of data sets for each methodology. Additionally, five
empirical transport equations were used with hydraulic and sedimentometric parameters
averaged for the river cross-section: Einstein [17], Einstein-Brown [18], Kalinske [19], Meyer-
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Peter-Müller [20] and Van Rijn [21]. Bedload rates were compared to evaluate the accuracy
of all methodologies.

2. Study Site

The Taquari River drains a catchment area of 65,000 km2 and is located in the midwest-
ern region of Brazil, in the Upper Paraguay Basin, whose watershed area is approximately
600,000 km2, spreads across three countries (Brazil, Bolivia and Paraguay) and includes
Pantanal, one of the world’s largest freshwater wetlands (140,000 km2 [22]). Known for its
biodiversity, Pantanal is considered a World Natural Heritage site by UNESCO, reinforcing
the importance of better understanding sediment dynamics in the region.

The study site is located in the upper reach of the Taquari River (18◦31′36.26”S,
54◦43′56.90”W), in the city of Coxim, Brazil. In Figure 1, P1 is the monitored cross-section
within the surveyed river reach, P2 is a control point at the Coxim River and P3 is a stream
gauging station called Coxim (code 66870000, in the Brazilian National Water and Sanita-
tion Agency) at the Taquari River. Historical data available at P3 include water level, water
discharge and cross-section bathymetric profiles.

 
(a) (b) 

Figure 1. (a) Upper Paraguay Basin, Pantanal wetland and study site at Taquari River in Coxim,
Brazil; (b) points of measurement in Coxim: P1 and P3 at Taquari River, P2 at Coxim River.

Sediment transport (in suspension and bedload) in the study area is high during floods,
increasing the morphology dynamics and frequently altering the bedforms geometries. At
the Coxim gauging station (P3, located 4.5 km downstream of the study site and after the
confluence with the Coxim River), the drainage area is 27,600 km2 and the annual average
discharge is 350 m3/s. Floods normally occur during the summer (December–March),
with maximum discharges higher than 1600 m3/s at extreme events. During the drought
season (July–September), flow is near 250 m3/s. The annual average rainfall in the region is
1230 mm/year, and the monthly average rainfall during the summer is 200 mm/month.

At the monitored cross-section (P1), during the field campaign, in a flood season,
the river width was approximately 110 m, mean water depth was near 2.0 m, mean flow
velocity was 1.2 m/s and the water level slope was 15–25 cm/km. The riverbed is mobile,
and bedload is formed by fine and medium sand (125 μm < d < 500 μm). Along the
1.0 km surveyed reach, upstream of the confluence of the Taquari and Coxim Rivers, the
morphology is dynamic, with the interaction of bars, ripples and dunes of varying sizes.
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3. Materials and Methods

3.1. Field Measurements

Hydrodynamics, bedload transport and morphological changes were monitored using
an acoustic Doppler current profiler (SonTek M9-ADCP) on 3 consecutive days in the first
trimester of 2018. An external real-time kinematic global positioning system (RTK-GPS)
was coupled with the ADCP to improve vessel positional precision (subdecimetric in
horizontal). The RTK system used was formed by two Leica 1200 GX GNSS dual frequency
GPS receivers (L1 and L2) and a Pacific Crest PDL radio. The GPS mobile station was
attached to the ADCP through a metal pole, directly above the ADCP sensor. The GPS base
station was fixed at a random point on the right margin (approximately 15 m away from
the riverbank), tracked throughout the field campaign.

The M9-ADCP was applied to measure water discharges at cross-section P1, follow-
ing procedures regarding quality control [23]. Static ADCP moving-bed tests were also
performed at 6 verticals locations along the cross-section P1 (Figure 2a), to evaluate the
average velocity of sediment particles moving close to the riverbed. These results were
used to estimate bedload transport rates.

 
(a) (b) 

Figure 2. (a) Cross-section P1 and verticals of static measurements; (b) depth points measured during
the ADCP bathymetric survey. Flow occurs from right to left.

In addition to discharge measurements and moving-bed tests, the ADCP was used for
two bathymetric surveys (integrated with simultaneous flow velocity collection), using the
HydroSurveyor software capabilities [24]. The surveyed reach was approximately 1 km
long (380 m upstream and 620 m downstream of the cross-section P1) (Figure 2b). Each
bathymetric survey lasted 3 h and the time interval between them was near 24 h. The
collection frequency was 1 Hz, with 5 depth points measured per second (from the ADCP
vertical beam and its 4 slanted beams). During the survey, navigation was conducted with
longitudinal, transversal and oblique track lines, trying to cover the biggest possible area
of the river. At regions of higher river width, e.g., near the confluence with the Coxim
River (downstream), the transversal distance between longitudinal track lines reached 30 m.
However, near the region where the modified ISSDOT method was applied, the transversal
distance was below 20 m.

The distances between consecutive depth points (1 Hz frequency) measured with the
ADCP varied according to the boat speed and local depth. Since maximum depths were
approximately 5–6 m and boat speed did not exceed 20 km/h (normally less than 15 km/h),
the distance between successive measured points was less than one meter (usually some
decimeters), with overlapping data due to the 5-beam scheme. The width of each surveyed
“swath” varied mainly between 1 m and 3 m.
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For logistic reasons, it was not possible to conduct all types of surveys (water dis-
charges, moving-bed tests, bathymetry, flow velocities, and bedload samples) on the same
days. Table 1 and Figure 3 summarize the temporal resolution and the equipment used.

Table 1. Surveys carried out during the field campaign.

Survey Equipment 31 January 2018 1 February 2018 2 February 2018

Water discharges ADCP + RTK X X X
Moving-bed

tests ADCP + RTK X X

Bathymetry ADCP + RTK X X
Flow velocities

field ADCP + RTK X X

Bedload samples Helley-Smith X X
Bed material

samples USBM-54 X

“X”—indicates the days when the measurements were made.

 

Figure 3. Temporal resolution of field surveys.

3.2. Digital Elevation Model

After post-processing the bathymetric data (eliminating outliers and smoothing the
water level), an underwater digital elevation model (DEM) was generated for each survey
day (Figure 4). For this purpose, the processed bathymetry was interpolated in a curvilinear
grid with an average resolution of 1.4 m, using methods available on the QuickIn module
of the Delft3D software [25]: grid cell averaging, triangular interpolation and internal
diffusion. The two DEMs (1 February 2018 and 2 February 2018) were used to investigate
and analyze bedforms along the river reach and to extract longitudinal bed elevation
profiles (application of the modified ISSDOTv2 method). The justification for the choice
of the grid and Delft3D software capabilities was due to subsequent morphodynamical
simulations (not shown in this paper).

 
(a) (b) 

Figure 4. Underwater DEMs generated for (a) 1 February 2018 and (b) 2 February 2018.
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3.3. Bed Material and Bedload Samples

Bed material and bedload samples were collected with an USBM-54 sampler and with
a Helley-Smith (HS) mechanical trap, respectively, on two consecutive days. The samplers
were handled from an anchored boat at the same 6 verticals at the cross-section P1 where
moving-bed tests were performed. The distances between verticals varied from 9 m to 25 m
and the duration of each HS sampling was 2 min. Samples were analyzed in a laboratory
using laser diffraction technology, and particle size distribution curves were obtained.

In order to reduce the uncertainties associated with the HS sampling, four samples
were collected in each vertical. In total, 48 bedload samples were obtained, 24 on each
measurement day. Unfortunately, it was not possible to use a video camera to monitor the
inlet of sediment into the HS sampler nozzle due to the high turbidity of the river, caused
by the high concentration of suspended sediments in the water column. Complementary
measurements performed with a USD-49 sampler indicated an average suspended sediment
concentration (SSC) of 190 mg/L at 20% of depth and 310 mg/L at 80% of depth, calculated
following the filtration method [26].

Therefore, despite the caution during bedload sampling, e.g., slowly lowering and
raising the sampler through the water column, it was not possible to monitor the entrain-
ment of sediments into the HS trap. This constraint, thus, hampered the assessment of a
potential decrease in the quality and reliability of the bedload samples.

After drying and weighing all 48 sediment samples, unit bedload transport rates at
each vertical were computed as the average of 4 daily samples. The total bedload transport
at the cross-section was calculated by integrating the unit rates with the increment widths
of each vertical.

A method proposed by Frings and Vollmer [3] was applied to estimate the uncertainties
related to HS samplings. The uncertainty was determined based on parameters, such as
the number of subsections along the cross-section (ns = 6), the number of samples per
subsection (nm = 4), the temporal-spatial variation of bedload transport (z1 = 0.15 and
z2 = 8) and the proportion of the total cross-section in which transport occurs (k = 1). From
these values, a relative uncertainty of 63% was calculated for HS estimates of total bedload
transport. Details about the method can be found in the aforementioned reference.

3.4. Moving-Bed Tests (ADCP-BT)

The ADCP-BT method, also called the kinematic model, computes bedload transport
rate based on Equation (1), where vMB is the average moving-bed velocity, δb is the thickness
of the bedload active layer and cb is the sediment concentration in the bedload layer [27–29].

qb, ADCP = vMB·δb·cb (1)

Moving-bed tests (MB) were performed with ADCP to measure vMB, using the bottom
tracking feature. Measurements were carried out at the same verticals where HS samples
were collected. Tests lasted 5 min.

The ADCP-BT method was applied following two different approaches: (1) based on
Einstein [17], hereafter called ADCP-BTe; and (2) based on Van Rijn [27], hereafter called
ADCP-BTvr. In the ADCP-BTe method, the thickness of the bedload layer (δb_e) in each
vertical was adopted as twice the median diameter (d50) of HS samples (Equation (2) [17])
and the sediment concentration in the bedload layer (cb_e) followed Equation (3), both
classical formulae from the literature [1]. In the ADCP-BTvr method, δb_vr and cb_vr were
computed based on the formulations proposed by Van Rijn [27], (Equations (4)–(8)). Density
was adopted as ρs = 2650 kg/m3 and porosity as p = 0.4 (usual values for sand [1]).

δb_e = 2× d50 (2)

cb_e = (1− p)× ρs (3)

δb_vr = 0.3× d50 × D0.7∗ × T0.5 (4)
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cb_vr
c0

= 0.18× T
D∗

(8)

where ρs is the density of sand (kg/m3); p is the porosity of sand (dimensionless); D∗ is
the dimensionless particle parameter; T is the transport stage parameter (or excess shear
parameter) (dimensionless); υ is the kinematic viscosity of water (m2/s); u′∗ is the bed shear
velocity related to grains (m/s); u∗cr is the critical bed shear velocity (m/s) according to
Shields; u is the depth-averaged flow velocity (m/s); h is the water depth (m); d90 represents
the grain size (m) of the superficial bed sediment for which 90% of the particles are lower
in weight; c0 is the maximum (bed) concentration (=0.65).

Due to the arrangement of the equipment on the boat, it was not possible to track
exactly the same point (in each vertical) with the ADCP and the Helley-Smith sampler. This
contributes to the uncertainties related to the sampling procedures and the variability of
the results. However, the distance between both devices was kept the shortest as possible,
not exceeding 3 m. The results of MB tests were used to estimate unit bedload transport
rates at the 6 verticals and then integrate them along the cross-section.

3.5. Empirical Formulae

Five empirical formulae (Table 2) were applied to estimate bedload transport at
Taquari River cross-section: Kalinske [19], Meyer-Peter-Müller [20], Einstein [17], Einstein-
Brown [18] and Van Rijn [21]. The equations presented at the end of Table 2 are general
formulae used to compute some of the parameters needed in the empirical transport equa-
tions. From now on, the mentioned methods are referred to by the following acronyms,
respectively: K, MPM, E, EB and VR.

Table 2. Empirical formulae applied to estimate bedload transport rates.

Reference Equations

Kalinske [19] qb
u∗×d = 10×Ψ′2

Meyer-Peter-Müller [20] φ = (4×Ψ′ − 0.188)3/2

Einstein [17] ΨE = (s−1)×d
R′×I

R′ = (ks/ks′)3/2 × Rφ vs ΨE → see chart in the re f erence

Einstein-Brown [18] φ = 40×Ψ′3

Van Rijn [21] qb = 0.015× v× h× (d/h)1.2 ×M1.5
e

Me =
v−vcr√

(s−1)×g×d

General formulae

φ =
qb

d3/2×
√

(s−1)×g
Ψ = τ0

(s−1)×ρ×g×d

Ψ′ = τ′0
(s−1)×ρ×g×d = (ks/ks′)3/2 ×Ψ = 1

ΨE

qb1 = qb × ρs
ks = 1

n
τ0 = ρ× g× R× I

All the equations developed by these researchers use information about hydraulic
parameters and bed material characteristics to evaluate bedload transport capacity. The
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values applied in the equations are space and time averaged, showing a more general
and simplified approach than other methods that account for local effects. The presented
formulae were selected for this study because they have been found to provide accurate
bedload transport estimates in large sand rivers with dunes.

In Table 2, qb is the unit bedload transport rate in volume (m3/s·m); qb1 is the unit
bedload transport rate in mass (kg/s·m); τ0 is the bed shear stress (N/m2); u∗ is the shear
velocity, also called friction velocity (m/s); Ψ is the shields parameter, also called flow
parameter (dimensionless); Ψ′ is the flow parameter related to grains, not influenced by
bedforms roughness (dimensionless); ΨE is the flow parameter used by Einstein, inverse of
Ψ′ (dimensionless); φ is called transport parameter (dimensionless); the apostrophe ′ refers
to the influence of grains, (disregarding bedforms); g is the acceleration due to gravity
(m/s2); d is the sediment diameter (m); ρ is the density of water (kg/m3); ρs is the density
of sediments (kg/m3); I is the water surface slope of the study reach (m/m); h is the flow
depth (m); R is the hydraulic radius (m) of the cross-section (ratio of the cross-sectional area
to the wetted perimeter); Me is a mobility parameter which represents the excess mobility
of sediments (dimensionless); s is the specific gravity of sediments (dimensionless); v is
the depth-averaged flow velocity (m/s); vcr is the critical water velocity for currents based
on shields (initiation of motion) (m/s); ks is a roughness coefficient of the bed (m1/3/s),
equivalent to the inverse of Manning’s n roughness coefficient (s·m−1/3).

Kalinske [19] developed a simple theory of bedload transport where the main driver
was particle velocity. He assumed that particle velocity adapted instantaneously to fluid
velocity (linear relationship), which is the main shortcoming of his approach because of the
different processes of particle motion (sliding, rolling and saltating). In his model, bedload
transport rate is computed from the volume of particles in motion (per unit streambed area)
and their mean velocity.

The Meyer-Peter-Müller formula is normally restricted to 0.4 to 28.6 mm uniform
sediments or mixtures in steep rivers with high rates of bedload transport [4,30]. De-
spite the fact that the data upon which the formula was based were obtained in flows
with little or no suspended load, the MPM equation is commonly employed to predict
bedload transport in a wide range of fluvial systems, even for flows with appreciable
suspended loads.

For Einstein [17], bedload transport reflects the random nature of particle paths and ex-
changes between the bed and stream. In his approach, the main driver of bedload transport
is the number of sediment particles entrained. Although he used probabilistic concepts, his
bedload equation is deterministic (and in good agreement with the MPM equation). The
concepts of his work are in use today, e.g., bedload transport as an intermittent process,
dimensional analysis, probabilities of entrainment and deposition, influence of turbulence
on incipient motion [31,32].

The Einstein-Brown formula is a modification developed by H. Rouse, M.C. Boyer
and E.M. Laursen of a formula by Einstein [33], presented in Brown [18]. The equation was
based on flume data with well-sorted sediments (d = 0.3–28.6 mm). The Einstein and the
Einstein-Brown formulae are based on the concept that the fluid forces on the bed sediment
fluctuate randomly due to the turbulence of the flow. They consider that a small amount of
sediment moves randomly in jumps or steps even when the mean hydraulic forces at the
bed are very small, resulting in continuous values of bedload at low transport rates [34].

The Van Rijn [21] formula was developed for particle sizes ranging between
0.2 and 2 mm. The bedload transport model for steady flow proposed by the author
is a parameterization of a detailed grain saltation model representing the basic forces acting
on a bedload particle. The Van Rijn model is appropriate for rivers transporting sandy
sediments in conditions of subcritical flow.

3.6. Modified ISSDOTv2 Method

In rivers with bedforms, dune tracking is considered an effective way for estimating
bedload transport. In this case, successive surveys were performed along a longitudinal
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bathymetric profile and, based on sediment and bedform characteristics, unit bedload was
calculated [5,12,35,36].

The integrated section surface difference over time method (ISSDOTv2) uses the
scour volumes computed from the difference plots of time-sequenced bathymetric data to
estimate bedload transport [14,15,37]. This method is represented by Equation (9), which is
mathematically equivalent and dimensionally homogeneous to Equation (10), developed
by Richardson et al. [38]. The main advantage of the ISSDOTv2 method is that Equation (9)
is applied over a longitudinal profile, while Equation (10) requires averaged wave heights
and velocities.

qb,ISSDOTv2 =
(1− p)× ρs ×V
1.82× Δtbat × Nd

(9)

qb =
(1− p)× vd × Hd × ρs

2
(10)

where qb,ISSDOTv2 is the bed-material load moving in the sand wave computed by the
ISSDOTv2 method (in kg/s); ρs is the density of sand (=2650 kg/m3); p is the porosity of
sand (adopted as 0.4); 1.82 is a constant that accounts for the nontriangular shape of dunes;
Nd is the number of dunes along the longitudinal profile; V is the scoured volume (m3)
during the time interval Δtbat between the bathymetric surveys (s); vd is the dune speed
(celerity, in m/s); and Hd is the dune height (m).

The condition for applying the methodology is that the scoured volumes are equal to
(or very close to) the depositional volumes. In rivers, unlike laboratory experiments, this
condition is rarely observed, since flow is unsteady and the interaction between turbulence
and high shear stresses results in the suspension of bed-material. Some of these suspended
sediment particles might travel downstream and deposit on a different dune from which
they originated, thus, adding depositional volume to another dune. Abraham et al. [37]
recommend scour-deposition ratios between 0.8 and 1.2 (20% variation); otherwise, the
profile is considered unsuitable for the method.

Furthermore, a systemic bias inherent in the methodology underestimates the bedload
rates. This error is related to the dune celerity and to the time interval between the surveys.
In the process of subtracting longitudinal bathymetric profiles, some scour volumes are not
computed (triangles C and D in Figure 5). The larger the time interval and the dune celerity,
the greater the not computed volumes and the lower the calculated bedload. Shelley
et al. [15] proposed a procedure to correct this systemic bias, represented by Equation (11),
allowing the application of the ISSDOTv2 method with large time intervals.

qb,ISSDOTv2,corr = qb,ISSDOTv2 +
v2

d × Δtbat × Hd

2× λ
(11)

where qb,ISSDOTv2,corr is the corrected dune transport rate (kg/s); and λ is the
dune wavelength (m).

Originally, the ISSDOTv2 method was developed to be applied over longitudinal
bathymetric profiles surveyed with multibeam echosounders. The higher spatial resolu-
tion of the depth points measured with multibeam yields high accuracy in the interpo-
lated digital elevation models (DEMs), thus, improving the quality of bedload estimates.
In the present study, the lower resolution resulting from the ADCP survey (using only
5 beams) increases the uncertainties in the DEMs’ construction and in the subsequent
profiles’ extraction. This modified approach, regarding the difference in bathymetric data
collection and its spatial resolution, motivated the authors to test a modified ISSDOTv2
method, hereafter called mISSDOTv2.

The mISSDOTv2 method was applied in the central region of the study area (Figure 6),
in a reach approximately 300 m long and with 85 longitudinal profiles spaced approximately
1.15 m apart. This area comprises the cross-section P1. Only 33 profiles were selected (39%)
because they presented scour-deposition ratios within the range of 20% (0.8 to 1.2). Bedload
rate was calculated for each selected profile and subsequently corrected according to dune
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geometric characteristics obtained from wavelet-spline analysis and to the time interval
between the bathymetries (Δtbat = 24 h). The results were extrapolated to the region where
profiles were discarded. The total bedload transport at the cross-section was computed by
integrating all longitudinal swaths.

Figure 5. Schematic diagram showing the systemic bias due to the not-computed scour volumes
(adapted from [15]).

Figure 6. River reach where the modified ISSDOTv2 method was applied (red area).

3.7. Spline Filters and Wavelet Transforms

Since bedforms can be interpreted as harmonic variations, they can be decomposed
through mathematical analysis for waves or oscillatory systems. Available techniques
include spectral analysis, moving average smoothing techniques, fractal theory and logistic
regression, among others.

In this work, a methodology based on the use of robust spline filters and continuous
wavelet transforms to discriminate bedform geometry was applied [16]. This technique
overcomes the limitations of the Fourier transform used in spectral analysis, as it can
be applied to nonstationary, intermittent, aperiodic, discontinuous, nonlinear and three-
dimensional processes, such as riverbed morphology.

The algorithm of the spline filter uses the penalized least squares method and smoothes
uniformly sampled data through the discrete cosine transform. The wavelet function used
is the Morlet function, which can capture frequencies in the ripple scale (wavelength less
than 60 cm), although the measurement resolution is lower.

In this methodology, continuous wavelet analysis is performed on the original signal
(bathymetric longitudinal profile: elevation or depth), generating a global wavelet spectrum
that provides information about bedform wavelengths with greater frequency and intensity.
Then, the spline filter is applied sequentially to the original signal and its derivatives, using
the transformed wavelet analysis with the characteristic lengths obtained from the global
spectrum to decompose and hierarchize the bedform profile into three categories.

Usually, the first hierarchy corresponds to ripples or small dunes (wavelengths in the
order of 5 m), the second hierarchy is associated with medium (10 m) or large (100 m) dunes
and the third hierarchy comprises mega-dunes or bars. The sum of the three hierarchies’
signals results in the original signal. More details about the methodology can be found in
Gutierrez et al. [16,39] and Torrence and Compo [40].
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4. Results

4.1. Discharges, Flow Velocity, Grain Size and DEM

During the field campaign (31 January 2018, 1 February 2018 and 2 February 2018),
measurements were carried out at cross-section P1 (Figure 7, Table 3). On these days,
discharges were 226 m3/s, 261 m3/s and 373 m3/s, respectively. The mean flow velocity
varied from 1.1 m/s to 1.3 m/s, mean water depth varied from 2.0 m to 2.3 m and cross-section
width was approximately 110 m. Bedload consists of fine sand (125 μm < d < 250 μm) and
medium sand (250 μm < d < 500 μm). Figure 8 shows depth-averaged velocities mapped
along the river reach after ADCP surveys on two consecutive days.

Figure 7. Flow velocity measured with ADCP at cross-section P1 on 1 February 2018. Vertical black
lines are the positions of moving-bed tests and where bedload samples were collected.

Table 3. Measured and estimated hydraulic parameters at Taquari River, cross-section P1.

Parameters 31 January 2018 1 February 2018 2 February 2018

Water Level (cm) 148 163 177
Discharge (m3/s) 226 261 373
Mean Flow Velocity (m/s) 1.13 1.18 1.33
Cross-Section Area (m2) 200.3 221.4 280.4
Width (m) 101.3 109.4 120.8
Mean Depth (m) 1.98 2.02 2.32
Hydraulic Radius (m) 1.85 1.81 2.30
Water Level Slope (cm/km) 15 25 25
d50 (mm) (bedload) 0.268 0.274 -
d90 (mm) (bedload) 0.397 0.406 -
d50 (mm) (bed material) 0.302 - -
d90 (mm) (bed material) 0.418 - -
Transport Stage 11.4 12.5 15.7
Manning’s n (s/m1/3) 0.016 0.020 0.021

 
(a) (b) 

Figure 8. Depth-averaged velocities measured with ADCP and interpolated along the river reach.
(a) 1 February 2018; (b) 2 February 2018.

Figure 9a illustrates a DEM (1 February 2018) of the region where the modified ISS-
DOTv2 method was applied. By the plot difference of the two DEMs (2 February 2018–1
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February 2018), the areas with aggradation and degradation during the time interval be-
tween the surveys were identified (Figure 9b). Analyzing the vertical variation at all grid
points, 96% of the points presented erosion/deposition heights in the range ±50 cm, and
81% in the range ±25 cm. The distribution of the morphological variation was reason-
ably symmetrical, with 48% of the points undergoing aggradation and 52% undergoing
degradation.

 
(a) (b) 

Figure 9. (a) Underwater DEM (1 February 2018) of the region where the modified ISSDOTv2 method
was applied; (b) difference of DEMs showing regions of aggradation (+) and degradation (−) between
the surveys.

4.2. Unit Bedload Transport

Unit bedload rates were computed at the six verticals along the cross-section P1,
where HS samples were collected, and MB tests were performed with ADCP. Despite
the highest resolution in water velocities obtained with SmartPulseHD (automatically
variable frequency: 1.0 MHz and/or 3.0 MHz), the moving-bed velocities measured with
this feature were very similar to those obtained with the two manual configuration schemes
(1.0 MHz and 3.0 MHz fixed frequencies). The average standard deviation of measurements
performed on 31 January 2018 (Figure 10), for example, was 0.019 m/s. On that day, the
highest standard deviation happened in Vertical 3 (Std Dev = 0.044 m/s).

Figure 10. Moving-bed velocities measured with ADCP on 31 January 2018 at the six verticals of
cross-section P1, in Taquari River.

Figure 11 presents the unit bedload rates estimated with HS versus the depth-averaged
water velocities measured at each vertical. The low correlation of the plotted data
(R = 0.29 for 31 January 2018 and R = 0.44 for 1 February 2018) reinforces the high uncer-
tainties associated with the HS samplings in sand-bed rivers.
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Figure 11. Unit bedload transport rates estimated with Helley-Smith sampler versus depth-averaged
water velocities.

Comparing the unit bedload rates based on ADCP-BTe and ADCP-BTvr (Figure 12),
there is no trend where one method yields higher bedload rates than the other. For example,
at some verticals, the ADCP-BTe unit rates were higher than the ADCP-BTvr estimates, but
at other verticals, the opposite happened. This suggests that a compensation of differences
exists, influenced by the necessary parameters to apply Equation (1) in each vertical: the
thickness of the bedload layer (δb) and the sediment concentration in the bedload layer (cb).
In general, the estimates of cb_vr were lower than cb_e (which was constant), with an average
ratio of 35%. On the other hand, estimates of δb_vr were in average twice of δb_e, with higher
deviations observed at the verticals where flow velocities and bedload transport were more
intense.

Figure 12. Unit bedload transport rates estimated with ADCP-BT, following Einstein [17] and Van
Rijn [27] formulations to compute the parameters of Equation (1).

4.3. Bedform Characteristics and mISSDOTv2

After correcting and interpolating the bathymetric data on the curvilinear grid, longi-
tudinal bed profiles were extracted from the underwater DEM. Figure 13 shows a pair of
longitudinal bed profiles (at grid position N = 26) of 1 February 2018 (blue) and 2 February
2018 (red). This pair of profiles met the selection criteria for use in the mISSDOTv2 method,
i.e., presented erosion-deposition ratios within the range [0.8–1.2]. Inconsistencies observed
in some profiles might be related to bathymetric data interpolations on the grid, which is a
constraint of the modified ISSDOTv2 in comparison to the original methodology based on
multibeam surveys.

Despite the feasibility of identifying bedforms along the illustrated profiles, it is
challenging to determine by visual inspection the height, wavelength and celerity of the
dunes. Intending to decrease subjectiveness of personal interpretation while determining
geometries and dimensions, the methodology developed by Gutierrez et al. [16,39] was
applied.
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(a) (b) 

Figure 13. Pair of longitudinal bed profiles (at N = 26) measured at Taquari River. (a) Elevation view;
(b) plan view (grid).

The first wavelet analysis was performed on the original signal (longitudinal bed
elevation profile) and generated a global wavelet spectrum indicating the most frequent
bedform wavelengths. Figure 14 presents the first step results for the profile N = 26
(1 February 2018). The wavelet power spectrum contours show the spatial distribution of
wavelengths (λ), with a 95% confidence interval, and the cone of influence (dashed blue
line) discriminates reliable from spurious local power spectrum results. The global wavelet
power spectrum indicates the main wavelength frequencies found at the analyzed profile
(peaks located to the right of the dotted red line correspond to wavelengths at 95% of the
confidence level). Characteristic wavelengths for the presented profile are: 14 m, 32 m,
100 m, 168 m and 387 m.

Figure 14. Wavelet analysis for profile N = 26 on 1 February 2018. Flow occurs from left to right.
(a) Longitudinal bed elevation; (b) spatial distribution of wavelengths (λ), through wavelet power
spectrum contours using the Morlet function; (c) global wavelet power spectrum, indicating the main
wavelength frequencies.
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On the second step, longitudinal bedforms were decomposed and hierarchized based
on the wavelengths previously found. Three hierarchies were defined: the first referring to
small dunes; the second, associated with medium or large dunes; and the third hierarchy,
comprising mega-dunes or bars. Figure 15 illustrates the decomposition of the longitudinal
profile N = 26 (1 February 2018).

Figure 15. Wavelet-spline discrimination for longitudinal bedform profile N = 26 on 1 February 2018,
with heights and wavelengths of the 3 hierarchies, where h represents the original signal, i.e., the
measured bed elevations (m); h1,3 is the first hierarchy (small dunes); h2,3 is the second hierarchy
(medium and large dunes); and h3,3 is the third hierarchy (bars). Flow occurs from left to right. Values
are in meters.

The results from the wavelet transforms provided information to analytically quantify
bedform dimensions so that the mISSDOTv2 method could be applied with the correction
term (Equation (11)). Nevertheless, it was necessary to visually assess the dune celerity
for each selected longitudinal profile pair, computing the ratio of the distance between the
dune’s crests to the time interval of 24 h. As there were many dunes with varying sizes and
speeds over a single profile path, it was necessary to average the individual estimates to
establish a unique dune celerity value for use in Equation (11). Thus, it was not possible to
use the same objectivity as in the wavelet-spline methodology.

The second hierarchy (h2,3) resulting from the wavelet-spline discrimination was
adopted as the bedform reference to evaluate the systemic loss of area and correct the
dune transport rate using Equation (11). For each selected profile, one numeric value was
determined for each parameter: dune wavelength (λ), dune height (Hd) and dune celerity
(vd). The variations observed between the profiles were: 30 < λ < 80 (m); 0.2 < Hd < 0.8 (m);
1 < vd < 20 (m/day). The average area loss of the selected profiles was 35% of the total
corrected dune transport rate.

4.4. Total Bedload Transport

The total bedload transport is the mass (or volume) of bedload that passes through a
cross-section during a defined time interval. Figure 16a shows the total bedload transport at
cross-section P1 computed based on Helley-Smith (HS) samples, moving-bed tests (ADCP-
BTe and ADCP-BTvr), the modified ISSDOTv2 method and five empirical equations (K,
MPM, E, EB and VR). The predictions were created for the three consecutive survey days.
The result of the mISSDOTv2 method (776 tons/day), however, represents the mean
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bedload transport between the last two days (1 February 2018 and 2 February 2018), since
it uses longitudinal profiles from two DEMs generated with bathymetric data measured
under two distinct hydraulic conditions.

 
(a) (b) 

Figure 16. (a) Total bedload estimates at cross-section P1; (b) discrepancy ratios of total bedload
estimates.

The average total bedload transport rates of all methods are: 528 ton/day (31 January
2018), 742 ton/day (1 February 2018) and 1182 ton/day (2 February 2018)
(Figure 16a). The accuracy of the methods was evaluated in terms of a discrepancy ratio,
defined as the ratio of the computed total bedload of each method and the average of all
methods. Figure 16b shows the discrepancy ratios as a function of the transport stage
(Equation (6)). Several authors consider the methods to give consistent sediment transport
rates when the discrepancy ratio is between 0.5 and 2 [4,27,30,41–43]. This condition was
met for all estimates on the three days, except for the HS measurements, which were
probably underestimated.

The lowest sediment transport rates were estimated by HS on the first two days (this
method was not applied on the third day) and by the MPM equation on the third day
(disregarding the mISSDOTv2 method, which represents the mean bedload between the
last two days).

The maximal sediment transport rates on the first two days were accomplished with
ADCP-BTe and ADCP-BTvr (which were not applied on the third day). Despite the
variations in unit bedload rates computed with these two approaches, the total bedload
transport was similar: (A) 31 January 2018–829 tons/day with ADCP-BTe and 794 tons/day
with ADCP-BTvr; (B) 1 February 2018–926 tons/day with ADCP-BTe and 1046 tons/day
with ADCP-BTvr.

On 2 February 2018, the maximal rate was predicted by the EB equation. When
the Shields parameter (Ψ) is high, the EB equation begins to consider a portion of the
suspended (fine) sediment as bedload (on last day, Shields parameter was calculated as
Ψ = 1.3). This is the main reason for the higher bedload computed on that day, when the
discharge severely increased (+43% in relation to the previous day).

5. Discussion

The presence of a sampling device on the river bottom alters the pattern of the flow
and sediment transport in its vicinity [44]. The Helley-Smith sampler was developed
to perform collections in environments carrying coarse sediments; however, when used
in sand-bed rivers (d < 0.5 mm), the samples can be overestimated [45]. For example,
samplings with HS at the East Fork River near Pinedale, Wyoming, USA, where particle
sizes varied between 0.25 mm and 0.5 mm, were overestimated by 150% [46].

Studies have shown that the effectiveness of HS for bedload sampling is influenced
by mesh size [47,48], nozzle wall thickness [49], flow turbulence and bedform dynamics [44].
The position of the device on the river bottom (above or below the bedload layer; and aligned
or not with the flow) can cause oversampling or undersampling of bedload rates [50,51]. In
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rivers with bedforms, the spatial variability of bedload transport is a source of uncertainty
for the physical samples, since the bedload rate at a specific cross-section tends to decrease
temporally from a maximum near the crest to a minimum in the trough as dunes migrate
downstream [52].

Even for pressure-difference samplers with hydraulic efficiency near 100%, the sam-
pling efficiency is affected by errors and uncertainties as mentioned above [53]. Therefore,
caution is needed when considering the difficulties of obtaining accurate measurements
with mechanical traps, especially when recognizing the drawbacks of the HS sampler when
used in sand-bed rivers. Although it was not possible to identify the specific factors that
caused the lower rates of the HS estimates in the Taquari River, the magnitude of the
computed total transport was useful for comparison with the other methods.

Considering the surrogate method ADCP-BT, it is interesting to point out that Villard
et al. [8] have also estimated bedload transport with ADCP (bottom-tracking), testing the
Einstein [17] and Van Rijn [27] approaches. After a linear functional analysis comparing
bedload estimates from the ADCP-BT method, the Helley-Smith sampler and the Van Rijn
formulae [27], they concluded that there was no improvement in either relation, when
modeled values (based on Van Rijn [27]) of bedload layer thickness (δb) and bedload
concentration (cb) were used.

A possible reason for the high bedload rates estimated with ADCP-BTe is related to
cb determination using Equation (3) with p = 0.4, which is equivalent to adopting the
maximum possible concentration in the bedload layer. Actually, the expected porosity
should be higher than 0.4, even with coarser bed particles. The ADCP-BTvr, in turn,
considers a bed particle’s saltation height (δb) that, although does exist in sand-bed streams
subjected to bed shear velocities, is very small, in the order of a few diameters.

Latosinski et al. [1] assessed bedload rates in a large sand-bed river (Paraná river, in
Argentina) using ADCP-BT, combining theoretical parameters and apparent velocity of
bed-particles from ADCP. Comparing ADCP-BTe and ADCP-BTvr, they concluded that
there is indeed a compensation of differences between the methodologies, in such a way
that the ADCP-BTe approach yields better results, even though it lacks a clear physical
meaning.

From Villard et al. [8] and Latosinski et al. [1] findings, the adoption of constant values
of δb and cb (based on Einstein [17]) seem to be quite appropriate to explore the ADCP-BT
capability. The results from the present work at Taquari River endorse this statement,
despite the lack of a physically based foundation in the definition of variables.

Regarding the complementary use of the ADCP sensor (exploiting its 5 beams) for
collecting bathymetric data should be recognized for its lower spatial resolution in com-
parison to a multibeam echosounder survey. While errors in depth measurements and
RTK-GPS positioning contribute to errors in estimated bed elevations, the interpolation
step to create the DEMs is considered to be the dominant source of error [54]. Nonetheless,
the presented study intended to test a simpler, cheaper and easier approach to evaluate the
capability to estimate bedload transport using a modified ISSDOTv2 method.

The ADCP application (with HydroSurveyor capabilities activated to measure bathymetry)
shows great potential, despite the spatial resolution constraints. However, since the
bathymetry interpolation applied to create DEMs increases noise and uncertainties in
the longitudinal profiles, the application of mISSDOTv2, although promising, must be
carried out with caution.

During the field campaign, it was not possible to repeat the bathymetric survey more
than once, preventing the establishment of a linear relationship between lost area and time
interval to evaluate the computed corrected values [15] in the modified ISSDOTv2 method.
During the second bathymetry, the pilot of the boat tried to follow the original track lines,
maintaining the boat speed as constant as possible, but in general it was not possible to
cover the same exact paths. Then, the visual inspection of longitudinal profile pairs (before
interpolation) and the recognition of equivalent dunes at different times were hampered by
the limited time-spatial resolution of the ADCP bathymetric surveys.
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Two pieces of evidence were considered to evaluate if bedforms traveled less than
50% of their wavelength in the time interval between the consecutive surveys (24 h). The
first evidence was based on dune-tracking measurements performed with an ADCP in the
Paraná River [55], where bed material and flow velocities are similar to those found at the
Taquari River, which resulted in dune velocities of approximately 1 m/day. The second
piece of evidence was based on the results of a computational morphological modeling of
the study site with the Delft3D software [25]. Simulations were performed, testing different
sediment transport formulations and providing longitudinal bed profiles that pointed out
that dunes traveled less than 50% of their wavelength in 24 h (Figure 17).

Figure 17. Temporal variation of a longitudinal bed profile from Delft3D simulations using Van Rijn
formulations.

Despite these efforts, it was not possible to guarantee that dunes did not travel more
than their wavelength in the 24-h interval between the ADCP surveys. This is the main
uncertainty related to the application of the mISSODTv2 in the presented research. Never-
theless, the authors considered it useful to present the results to illustrate the potential of
the methodology, and to warn about the necessary precautions. A major piece of advice is
to perform several transects along a fixed longitudinal path before the bathymetric surveys,
with the aim of recognizing bedform features at different time steps. From the analysis of
the distance traveled by these bedforms, the proper time interval between the bathymetric
surveys should be chosen, considering the equipment used, the extension of the area, and
the local sand wave velocities for a specific hydrologic condition.

It is worth mentioning that the bedload empirical formulations applied in this paper
(Table 2) predict the maximum bedload transport rate that a flow in equilibrium can
produce, given the local hydraulic and sedimentological conditions. This transport capacity
may not be equal to the actual transport if the channel is undergoing aggradation or
degradation processes. Since it is not trivial to determine when this capacity is reached, the
use of field-measured data to check the validity of bedload transport equations (and vice
versa) should be carried out carefully.

Table 4 summarizes the main advantages and disadvantages of the methods analyzed
in this paper. As seen, it is not possible to choose one method as the most efficient and
recommended of all. Each one has its own constraints and is more suitable for specific
conditions concerning economic costs, hydraulic/sedimentologic characteristics, equip-
ment availability, field staff capacity, desired spatial-temporal resolution and hydrological
regime.
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Table 4. Advantages and disadvantages of methods applied to estimate bedload sediment transport
in sand-bed rivers with bedforms.

Method Advantages Disadvantages

Helley-Smith Sampler

• Physical sampling allowing bed
material analysis.

• Cheaper instrument.

• Limited spatial resolution.
• Limited temporal resolution.
• Intrusive method, causing bed disturbance.
• High uncertainties related to the sampler

(hydraulic) efficiency and the sampling
efficiency.

• Time-consuming and dangerous during
floods.

• The representativeness of the sample is
affected by the presence of bedforms.

• Originally developed for environments
carrying coarse sediments.

ADCP-BT

• Faster and safer measurements.
• Higher spatial and temporal

resolutions compared to physical
sampling.

• Nonintrusive method.
• Simultaneous measurement of flow

velocity at each vertical point.
• Results are useful to correct water

discharges estimates based on the
bottom-tracking feature.

• The measured average moving-bed velocity
is influenced by the ADCP frequency and the
acoustic pulse length.

• The measured average moving-bed velocity
is influenced by bedload particle grain size.

• Uncertainties related to the determination of
the parameters: thickness of the bedload
active layer and sediment concentration in
the bedload layer.

• The representativeness of the sample is
affected by the presence of bedforms.

• Specialized (and expensive) equipment and
trained staff are needed.

Modified ISSDOTv2

• Nonintrusive method.
• Useful in rivers with bedforms.
• Simultaneous measurement of flow

velocities throughout the river
reach.

• The method is applied over
longitudinal bathymetric profiles.

• Bedload estimates tend to be more
accurate, since they consider a wide
area and the spatial variability of
bedload transport.

• There must be bedforms (especially dunes).
• A systemic bias related to dune migration not

captured in different time-sequenced 3D
bathymetric data must be corrected.

• Necessity to determine the geometric
bedforms characteristics and celerity to
correct the scour volumes and bedload
estimates.

• Specialized (and expensive) equipment and
trained staff are needed.

• Require detailed and consecutive surveys
along a river reach (time-consuming).

• Difficulties in consecutively tracking the
same boat paths in large rivers.

• Uncertainties related to the bathymetry
resolution (spatial and temporal).

• Uncertainties related to the interpolation
applied to create the digital elevation models
(DEMs).

• Requires that the scoured volumes be equal
to the depositional volumes (steady regime).

69



Appl. Sci. 2023, 13, 5

Table 4. Cont.

Method Advantages Disadvantages

Empirical
Formulae

• Easy to implement.
• Wide use and discussion in the

literature.

• Field measurements are necessary for the
determination of hydraulic and
sedimentometric parameters.

• Parameters are space-time averaged for the
river cross-section, not accounting for local
effects.

• Each equation is developed for specific site
conditions.

• The formulations predict the maximum
bedload transport rate that a flow in
equilibrium can produce.

6. Conclusions

Field measurements were carried out during a flood season on a sand-bed river
with high sediment transport (bedload and suspended load), when transport stages were
between 11 and 16. A SonTek M9-ADCP was employed for different purposes during the
field campaign: (a) measure discharges at the main cross-section; (b) perform moving-bed
tests at six verticals along the cross-section; and (c) simultaneously map bathymetry and
flow velocities throughout the 1.0-km length of the study reach.

Bedload sediment transport rates were estimated using the following four approaches:
(1) physical sampling, using the Helley-Smith mechanical trap; (2) moving-bed tests with
ADCP (bottom tracking feature); (3) dune tracking, based on a modified ISSDOTv2 method;
and (4) five empirical equations (Einstein [17]; Einstein-Brown [18]; Kalinske [19]; Meyer-
Peter and Müller [20]; Van Rijn [21]). Results were consistent, with discrepancy ratios
between 0.5 and 2, except for the HS measurements that underestimated the bedload
transport.

Data collected with ADCP may be used for purposes other than those used in the
present work. Williams et al. [56], for instance, employed dense observations of depths
and flow velocities acquired from an ADCP to calibrate and validate a hydrodynamic
model implemented for a braided river. In this regard, the data collected at the Taquari
River were also used in three-dimensional hydrosedimentological modeling with Delft3D
software [25], the results of which are presented in the author’s thesis [57].

The simultaneously collected and spatially distributed depths and flow velocities
are extremely useful for mapping hydrodynamic and sedimentological behaviors and
increasing our understanding of local physical processes. The application of these data-
points with empirical formulations, such as Van Rijn [21], allows the analysis of bedload
transport distribution throughout the monitored area, overcoming the limitations inherent
to cross-section averaged estimates. Although this procedure was not shown in this paper,
some preliminary results indicate good agreement with the total bedload rates presented
here [57].

The calculation of moving-bed particle velocity from the difference in bottom-tracking
and RTK-GNSS-derived velocities, for the case when the boat is in motion, is a routine
not yet available, neither on RiverSurveyor software nor on HydroSurveyor software. The
development of a tool integrated into HydroSurveyor that encompasses this issue would be
a great contribution to mapping bedload velocities and their spatial variability throughout
a river reach. It was suggested to the ADCP manufacturer.

Another promising approach to estimate bedload rates in rivers with bedforms is
the acoustic mapping velocimetry (AMV) method [58]. The technique combines compo-
nents and processing protocols from two contemporary nonintrusive approaches: acoustic
and image-based. The bedform mapping is conducted with acoustic surveys (preferably
multibeam-echo soundings), while the estimation of the velocity of the bedforms is obtained
with processing techniques pertaining to image-based velocimetry. The bedload rates are
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then computed by applying Equation (10) [38], where dune heights can be calculated
manually and individually for each dune or by using an automated technique [59].

Author Contributions: Conceptualization, P.R., T.B.B., R.B.P. and F.V.G.; methodology, P.R., T.B.B.,
R.B.P. and F.V.G.; formal analysis, P.R.; investigation, P.R., T.B.B., R.B.P. and F.V.G.; resources, T.B.B.
and F.V.G.; data curation, P.R. and R.B.P.; writing—original draft preparation, P.R.; writing—review
and editing, P.R., T.B.B. and R.B.P.; supervision and project administration, T.B.B. and F.V.G.; funding
acquisition, T.B.B. and F.V.G. All authors have read and agreed to the published version of the
manuscript.

Funding: This research was partially funded by the following: (1) CNPq (Conselho Nacional de
Pesquisa—National Research Council) productivity stipend (no. 8786885193878624, call: CNPq no.
12/2017); (2) CAPES (Coordenação de Aperfeiçoamento de Pessoal de Nível Superior—Coordination
for the Improvement of Higher Education Personnel Brasil)—Finance Code 001; (3) FINEP (Finan-
ciadora de Estudos e Projetos—Financier of Studies and Projects)—MORHIS Project (01.13.0455.00);
(4) UFMS (Universidade Federal do Mato Grosso do Sul—Federal University of Mato Grosso do Sul).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data that support the findings of this study are available from the
corresponding author upon reasonable request.

Acknowledgments: We would like to cordially thank the Federal University of Mato Grosso do
Sul (UFMS) and the Federal University of Paraná (UFPR) for the logistic support and financing
during field surveys. The support and assistance provided by other researchers from UFMS and
UFPR during field activities was also critical to the successful data collection. We would also like to
thank the labs (LAMIR, LABEAM, LAQUA and HEROS) for analyzing the sediment samples and
the Technological Institute of Transport and Infrastructure (ITTI-UFPR) for the support during the
research.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

References

1. Latosinski, F.G.; Szupiany, R.N.; Guerrero, M.; Amsler, M.L.; Vionnet, C. The ADCP’s Bottom Track Capability for Bedload
Prediction: Evidence on Method Reliability from Sandy River Applications. Flow Meas. Instrum. 2017, 54, 124–135. [CrossRef]

2. Edwards, T.K.; Glysson, G.D. Field Methods for Measurement of Fluvial Sediment; Techniques of water-resources investigations of the
United States Geological Survey; U.S. Geological Survey: Denver, CO, USA, 1999; ISBN 978-0-607-89738-8.

3. Frings, R.M.; Vollmer, S. Guidelines for Sampling Bedload Transport with Minimum Uncertainty. Sedimentology 2017, 64,
1630–1645. [CrossRef]

4. Claude, N.; Rodrigues, S.; Bustillo, V.; Bréhéret, J.-G.; Macaire, J.-J.; Jugé, P. Estimating Bedload Transport in a Large Sand–Gravel
Bed River from Direct Sampling, Dune Tracking and Empirical Formulas. Geomorphology 2012, 179, 40–57. [CrossRef]

5. Gaeuman, G.; Jacobson, R.B. Field Assessment of Alternative Bed-Load Transport Estimators. J. Hydraul. Eng. 2007, 133,
1319–1328. [CrossRef]

6. Kostaschuk, R.; Villard, P.; Best, J. Measuring Velocity and Shear Stress over Dunes with Acoustic Doppler Profiler. J. Hydraul.
Eng. 2004, 130, 932–936. [CrossRef]

7. Rennie, C.D.; Millar, R.G.; Church, M.A. Measurement of Bed Load Velocity Using an Acoustic Doppler Current Profiler. J.
Hydraul. Eng. 2002, 128, 473–483. [CrossRef]

8. Villard, P.; Church, M.; Kostaschuk, R. Estimating Bedload in Sand-Bed Channels Using Bottom Tracking from an Acoustic
Doppler Profiler. Fluv. Sedimentol. VII 2005, 35, 197–209. [CrossRef]

9. Rennie, C.D.; Millar, R.G. Deconvolution Technique to Separate Signal from Noise in Gravel Bedload Velocity Data. J. Hydraul.
Eng. 2007, 133, 845–856. [CrossRef]

10. Yorozuya, A.; Kanno, Y.; Fukami, K.; Okada, S. Bed-Load Discharge Measurement by ADCP in Actual Rivers. In Proceedings of the
River Flow; Bundesanstalt für Wasserbau: Braunschweig, Germany, 2010; pp. 1687–1692.

11. Rennie, C.D.; Vericat, D.; Williams, R.D.; Brasington, J.; Hicks, M. Calibration of Acoustic Doppler Current Profiler Apparent
Bedload Velocity to Bedload Transport Rate. In Gravel-Bed Rivers; Tsutsumi, D., Laronne, J.B., Eds.; John Wiley & Sons, Ltd.:
Chichester, UK, 2017; pp. 209–233. ISBN 978-1-118-97143-7.

71



Appl. Sci. 2023, 13, 5

12. Simons, D.B.; Richardson, E.V.; Nordin, C.F. Bedload Equation for Ripples and Dunes. Geol. Surv. Prof. Pap. 462 H 1965, 1–9.
[CrossRef]

13. Villard, P.V.; Church, M. Dunes and Associated Sand Transport in a Tidally Influenced Sand-Bed Channel: Fraser River, British
Columbia. Can. J. Earth Sci. 2003, 40, 115–130. [CrossRef]

14. Abraham, D.; Kuhnle, R.A.; Odgaard, A.J. Validation of Bed-Load Transport Measurements with Time-Sequenced Bathymetric
Data. J. Hydraul. Eng. 2011, 137, 723–728. [CrossRef]

15. Shelley, J.; Abraham, D.; McAlpin, T. Removing Systemic Bias in Bed-Load Transport Measurements in Large Sand-Bed Rivers. J.
Hydraul. Eng. 2013, 139, 1107–1111. [CrossRef]

16. Gutierrez, R.R.; Abad, J.D.; Parsons, D.R.; Best, J.L. Discrimination of Bed Form Scales Using Robust Spline Filters and Wavelet
Transforms: Methods and Application to Synthetic Signals and Bed Forms of the Río Paraná, Argentina: BED FORM SCALE
DISCRIMINATION. J. Geophys. Res. Earth Surf. 2013, 118, 1400–1418. [CrossRef]

17. Einstein, H.A. The Bed-Load Function for Sediment Transportation in Open Channel Flows; Technical Bulletins; United States Depart-
ment of Agriculture, Economic Research Service: Washington, DC, USA, 1950.

18. Brown, C.B. Chapter XII Engineering Hydraulics. In Sediment Transportation; John Wiley and Sons: New York, NY, USA, 1950.
19. Kalinske, A.A. Movement of Sediment as Bed Load in Rivers. Trans. AGU 1947, 28, 615. [CrossRef]
20. Meyer-Peter, E.; Müller, R. Formulas for Bed-Load Transport. IAHSR 2nd Meet. Stockh. Append. 2 1948, 39–64.
21. van Rijn, L.C. Unified View of Sediment Transport by Currents and Waves. I: Initiation of Motion, Bed Roughness, and Bed-Load

Transport. J. Hydraul. Eng. 2007, 133, 649–667. [CrossRef]
22. Hamilton, S.K.; Sippel, S.J.; Melack, J.M. Inundation Patterns in the Pantanal Wetland of South America Determined from Passive

Microwave Remote Sensing. Arch. Für Hydrobiol. 1996, 1–23. [CrossRef]
23. Mueller, D.S.; Wagner, C.R. Measuring Discharge with Acoustic Doppler Current Profilers from a Moving Boat. Geol. Surv. Tech.

Methods 3A 22 2009. [CrossRef]
24. SonTek. HydroSurveyor User’s Manual, Software Version 1.5, Firmware Version 3.80; SonTek—A Xylem Brand: San Diego, CA, USA,

2014.
25. Deltares. Delft3D-FLOW, User Manual, Hydro-Morphodynamics, Version: 3.15; Deltares: Delft, The Netherlands, 30 August 2018;

672p.
26. APHA—American Public Health Association. Standard Methods for the Examination of Water and Wastewater, 23rd ed.; Bridgewater,

L.L., Baird, R.B., Eaton, A.D., Rice, E.W., Eds.; American Public Health Association: Washington, DC, USA, 2017; ISBN 978-0-
87553-287-5.

27. van Rijn, L.C. Sediment Transport, Part I: Bed Load Transport. J. Hydraul. Eng. 1984, 110, 1431–1456. [CrossRef]
28. van Rijn, L.C. Principles of Sediment Transport in Rivers, Estuaries and Coastal Seas; Aqua Publications: Amsterdam, The Netherlands,

1993; ISBN 978-90-800356-2-1.
29. Rennie, C.D.; Villard, P.V. Site Specificity of Bed Load Measurement Using an Acoustic Doppler Current Profiler. J. Geophys. Res.

2004, 109, F03003. [CrossRef]
30. Batalla, R.J. Evaluating Bed-Material Transport Equations Using Field Measurements in a Sandy Gravel-Bed Stream, Arbúcies

River, NE Spain. Earth Surf. Process. Landf. 1997, 22, 121–130. [CrossRef]
31. Ancey, C. Bedload Transport: A Walk between Randomness and Determinism. Part 1. The State of the Art. J. Hydraul. Res. 2020,

58, 1–17. [CrossRef]
32. Ancey, C. Bedload Transport: A Walk between Randomness and Determinism. Part 2. Challenges and Prospects. J. Hydraul. Res.

2020, 58, 18–33. [CrossRef]
33. Einstein, H.A. Formulas for the Transportation of Bed Load. Trans. ASCE 1942, 107, 561–573. [CrossRef]
34. Vanoni, V.A. Sedimentation Engineering. Manuals and Reports on Engineering Practice No. 54; American Society of Civil Engineers—

ASCE: New York, NY, USA, 1975.
35. Fredsoe, J. Unsteady Flow in Straight Alluvial Streams. Part 2. Transition from Dunes to Plane Bed. J. Fluid Mech. 1981, 102,

431–453. [CrossRef]
36. Hubbell, D.W. Apparatus and Techniques for Measuring Bedload. Geol. Surv. Water Supply Pap. 1748 1964, 74. [CrossRef]
37. Abraham, D.; McAlpin, T.; May, D.; Pratt, T.; Shelley, J. Update on ISSDOTv2 Method for Measuring Bed-Load Transport

with Time Sequenced Bathymetric Data. In Proceedings of the 3rd Joint Federal Interagency Conference on Sedimentation and
Hydrologic Modeling, SEDHY 2015, Reno, NE, USA, 19–23 April 2015.

38. Richardson, E.V.; Simons, D.B.; Posakony, G.J. Sonic Depth Sounder for Laboratory and Field Use; U.S. Dept. of the Interior, Geological
Survey: Whashington, DC, USA, 1961; p. 7.

39. Gutierrez, R.R.; Mallma, J.A.; Núñez-González, F.; Link, O.; Abad, J.D. Bedforms-ATM, an Open Source Software to Analyze the
Scale-Based Hierarchies and Dimensionality of Natural Bed Forms. SoftwareX 2018, 7, 184–189. [CrossRef]

40. Torrence, C.; Compo, G.P. A Practical Guide to Wavelet Analysis. Bull. Am. Meteor. Soc. 1998, 79, 61–78. [CrossRef]
41. Haddadchi, A.; Omid, M.H.; Dehghani, A.A. Bedload Equation Analysis Using Bed Load-Material Grain Size. J. Hydrol.

Hydromech. 2013, 61, 241–249. [CrossRef]
42. López, R.; Vericat, D.; Batalla, R.J. Evaluation of Bed Load Transport Formulae in a Large Regulated Gravel Bed River: The Lower

Ebro (NE Iberian Peninsula). J. Hydrol. 2014, 510, 164–181. [CrossRef]
43. Yang, C.T. The Movement of Sediment in Rivers. Geophys. Surv. 1977, 3, 39–68. [CrossRef]

72



Appl. Sci. 2023, 13, 5

44. Gomez, B. Bedload Transport. Earth Sci. Rev. 1991, 31, 89–132. [CrossRef]
45. Helley, E.J.; Smith, W. Development and Calibration of a Pressure-Difference Bedload Sampler. Open File Rep. 1971. [CrossRef]
46. Emmett, W.W. A Field Calibration of the Sediment-Trapping Characteristics of the Helley-Smith Bed-Load Sampler; Studies of bedload

transport in river channels; U.S. Govt. Print. Off.: Washington, DC, USA, 1980; p. 44.
47. Beschta, R.L. Increased Bag Size Improves Helley-Smith Bed Load Sampler for Use in Streams with High Sand and Organic

Matter Transport. In Proceedings of the Erosion and Sediment Transport Measurement, IAHS Publ. no. 133, Florence, Italy, 22–26
June 1981; pp. 17–25.

48. Druffel, L.; Emmett, W.W.; Schneider, V.R. Laboratory Hydraulic Calibration of the Helley-Smith Bedload Sediment Sampler, Open-File
Report 76-752; Department of the Interior, Geological Survey: Bay St. Louis, MI, USA, 1976; p. 71.

49. Pitlick, J. Variability of Bed Load Measurement. Water Resour. Res. 1988, 24, 173–177. [CrossRef]
50. Gaudet, J.M.; Roy, A.G.; Best, J.L. Effect of Orientation and Size of Helley-Smith Sampler on Its Efficiency. J. Hydraul. Eng. 1994,

120, 758–766. [CrossRef]
51. Gaweesh, M.T.K.; van Rijn, L.C. Bed-Load Sampling in Sand-Bed Rivers. J. Hydraul. Eng. 1994, 120, 1364–1384. [CrossRef]
52. Childers, D. Field Comparisons of Six Pressure-Difference Bedload Samplers in High-Energy Flow. In USGS Water Resources

Investigations, Report 92-4068; U.S. Geological Survey: Vancouver, WA, USA, 1999; p. 71.
53. Bunte, K.; Klema, M.; Hogan, T.; Thornton, C. Testing the Hydraulic Efficiency of Pressure Difference Samplers While Varying

Mesh Size and Type. Tech. Comm. Fed. Interag. Sediment. Proj. 2017, 117.
54. Williams, R.D.; Rennie, C.D.; Brasington, J.; Hicks, D.M.; Vericat, D. Linking the Spatial Distribution of Bed Load Transport to

Morphological Change during High-Flow Events in a Shallow Braided River: Spatially Distributed Bedload Transport. J. Geophys.
Res. Earth Surf. 2015, 120, 604–622. [CrossRef]

55. Gamaro, P.E.M.; Maldonado, L.H.; Castro, J.L. Aplicação Do Método Das Dunas Para Determinação Da Descarga de Fundo No
Rio Paraná. In Proceedings of the XI Encontro Nacional de Engenharia de Sedimentos; Associação Brasileira de Recursos Hídricos
(ABRH): João Pessoa-PB, Brazil, 2014; pp. 1–14.

56. Williams, R.D.; Brasington, J.; Hicks, M.; Measures, R.; Rennie, C.D.; Vericat, D. Hydraulic Validation of Two-Dimensional
Simulations of Braided River Flow with Spatially Continuous ADcp Data: TWO-DIMENSIONAL SIMULATION OF BRAIDED
RIVER FLOW. Water Resour. Res. 2013, 49, 5183–5205. [CrossRef]

57. Ratton, P. Mapeamento e Modelagem 3D do Transporte de Sedimentos do Leito em Rios com Dunas. Ph.D. Thesis, Federal
University of Paraná (UFPR), Postgraduate Program in Water Resources and Environmental Engineering (PPGERHA), Curitiba,
PR, Brazil, 2020.

58. Muste, M.; Baranya, S.; Tsubaki, R.; Kim, D.; Ho, H.; Tsai, H.; Law, D. Acoustic Mapping Velocimetry. Water Resour. Res. 2016, 52,
4132–4150. [CrossRef]

59. van der Mark, C.F.; Blom, A.; Hulscher, S.J.M.H. Quantification of Variability in Bedform Geometry. J. Geophys. Res. 2008, 113,
F03020. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

73



Citation: Ðord̄ević, D.; Tamás, E.A.;
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Abstract: The subject of this study is an approximately 300 km long Middle Danube River reach that
spans from river kilometer (rkm) 1581 in Hungary to (rkm) 1255 in Serbia. The observed drying of
floodplains in Hungary some thirty years ago initiated the hydrological studies. However, problems
related to the navigation route maintenance of the Danube River and those in the water supply of
irrigation and drainage canal networks are now present in the whole free-flowing middle Danube
region. The study aims at investigating the correlation between the observed water level decrease
and recorded incision of the river bed at gauging stations and the indirect estimation of the long-
term sediment transport along the sand-bed reach based on the surveillance cross-sections’ data
collected during regular monitoring surveys on the navigable Danube. It starts with hydrological
analyses of the 70-year-long time series of water level and discharge yearly data and continues
with morphological and correlation studies. It ends with the estimation of sediment transport. The
decreasing trend in water levels and the increasing trend in cross-sectional areas are persistent. There
is a linear correlation between the two. Longitudinal changes in sediment transport indicate the
existence of both degrading and aggrading riverbed reaches.

Keywords: low water levels; incision of riverbeds; sand bed; surveillance cross-sections; indirect
estimation of sediment transport

1. Introduction

Large alluvial rivers carry large discharges. As such, they are valuable water resources
that are used for multiple purposes (e.g., drinking and industrial water supplies, irrigation,
electricity production in hydropower plants, and navigation). At the same time, they can
carry significant amounts of sediments that play a role in shaping the riverbed and its
planform. Since water is the carrying fluid, sediment dynamics depend on hydrodynamics,
which are now modified by different human interventions and uses [1]. In the long run,
morphological changes can significantly affect the hydrological cycle of surface and ground-
waters through permanent decreases or increases in water levels in the channel and the
groundwater table, which, in turn, can produce various imbalances in the environment [2].
This is why regularly monitoring water levels (and/or discharges), on the one hand, and
river sediment, on the other, are essentially important. However, some large rivers, like the
Danube River, run through several countries, and along some stretches, they are boundary
rivers. While the fact that they are transboundary rivers has advantages in the flow of
goods and services, the fact that they are also boundary rivers may cause problems in crisis
times, especially regarding sediment monitoring. This is the case with the downstream part
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of the free-flowing Middle Danube River reach (from Bezdan to Novi Sad in Serbia, a part
of which is a boundary with Croatia). There has been no sediment monitoring at all along
this stretch of the river, not only during the crisis in the 1990ies [3]. The situation is similar
to bed load monitoring in the Hungarian reach, where the bed load is sampled only in the
gravel bed stretches at the most upstream gauging stations (GSs) of the country, while data
from suspended sediment sampling, which is more frequent than bed load sampling, are
of questionable quality because (1) the sample is usually not related to flood events when
the suspended sediment concentrations are the highest, (2) the cross-section is not usually
surveyed during the measurement campaign and (3) the discharge is not usually measured
simultaneously with suspended sediment sampling. In contrast, water level monitoring
was not and is not susceptible to the crisis to the same extent as the sediment monitoring,
and there are only a few gaps in the stage time series.

Owing to the relationship between changes in the water level (stages) and morpholog-
ical changes in the riverbed (either the incision or aggradation of the channel), trends in the
time series of the stage data might be an indicator of trends in riverbed changes. Riverbed
deformation results from an imbalance in the sediment transport capacity of the flow and
sediment supply. Since water stage monitoring is simpler and cheaper than bathymetric
surveys and sediment monitoring, analyzing its trends is a convenient initial step in the
assessment of the average multiannual change in sediment transport.

The first sign which initiated analyses of long-term trends in the water stage and
discharge data in the free-flowing Middle Danube River reach was an alarming dry-
ing of floodplain forests in the Gemenc area in Hungary in the late 1980ies and early
1990ies. The first analyses covered the time series from 1901 to 1992 at 17 GS along the
Hungarian reach and 8 GS downstream of Budapest, including Dunaújváros at river kilo-
meter (rkm) 1581, Dunaföldvár (rkm 1560), Paks (rkm 1531), Baja (rkm 1479) and Mohács
(rkm 1447) [4]. The results have shown a decreasing trend of water levels at all these
gauging stations. However, there was no attempt to correlate it with the suspected incision
of the riverbed, most probably initiated by river training activities, mostly carried out in
the second half of the 19th century and the first half of the 20th. Recently, Tamás et al. [5].
extended hydrological analyses to the entire free-flowing Middle Danube River reach
(from Dunaújváros—rkm 1581 in Hungary to Novi Sad—rkm 1255 in Serbia) following the
reports on water intake problems at different locations, out of which the Bezdan pumping
station which supplies the Danube-Tisza-Danube irrigation and drainage canal network in
Serbia [6]; and decreasing inundation frequencies in the nature reserve Kopački rit on the
right bank floodplain in Croatia [7] were outstanding. The analysis covered a 70-year-long
period from 1951 to 2019. During the first 30 years of this period, many river training
works were completed along this reach to facilitate navigation, thus contributing to setting
up one of the ten Transeuropean transportation corridors—the Danube-Rhine corridor.
Despite the obligation of all Danubian countries to regularly monitor the river channel for
operational purposes, there were only a few attempts to analyse the sediment budget along
the river e.g., [8] until the Interreg project “Danube sediment” [9]. The project focussed
on the adjustment of the sediment monitoring methodologies and the data in the Danube
River basin.

This paper aims to present a comprehensive study of the sand bed free-flowing Mid-
dle Danube River reach, with hydrological and morphological analyses and the indirect
estimation of the average multiannual sediment transport along the study reach. Given
the fact that the suspended sediment monitoring on the Hungarian sub-reach is relatively
scarce in space and time [3] and that there was no sediment monitoring at all on the Serbian
side [3], the estimation of the sediment transport is, for now, based on analyses of the
bathymetric data of surveillance cross-sections from the Directorate for Inland Waterways
in Serbia and the Lower Danube-Valley Water Authority in Hungary. This procedure
is standard in estimating reservoir sedimentation processes, e.g., the reservoir sedimen-
tation at Shumburit Dam in Ethiopia [10]. A similar analysis was performed along the
gravel bed reach of the Danube River between rkm 1800 and rkm 1826 for the period
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1992–2001 by Rákóczi and Sass [11]. Martin and Ham [12] demonstrated the advantages of
a morphological method based on available field surveys in evaluating the performance of
different bed load transport formulae over larger spatial and temporal scales (decadal-scale)
on a 65 km long gravel-bed reach of the Fraser River. Tang et al. [13] used bathymetric
data collected in two years bounding 30 years (1977 and 2006) to analyze riverbed de-
formation, i.e., cumulative volume change in the channel of the largest Mississippi Delta
distributary—the Atchafalaya River. Analysis of the bathymetric data revealed, among
other facts, a discrepancy between the transport capacity of the flow and the inflow of
sediments [13].

Sediment transport can also be successfully estimated from dune-tracking methods
based on bathymetric surveys of channel longitudinal profiles recorded with a certain time
shift [14,15]. Recently, Gaeuman and Jacobson [16] suggested a modified method based on
routing local erosion and deposition volumes. It is applicable to channels with a complex
bedform morphology when it is difficult to delineate individual bedforms. However, the
conventional dune-tracking method and its modifications require on-purpose bathymetric
surveys. This is why it is not possible to use these methods for the estimation of sediment
transport in less monitored rivers like the free-flowing Danube River reach, as on-purpose
surveys have not been performed there.

The research questions to which the answers are sought in this paper are as follows:

(1) Are the previously observed decreasing trends in water levels stagnating? Did they
revise, or are they continuing after 30 years from the initial studies?

(2) Is there a correlation between the observed minimum water level and the recorded
incision of the riverbed at gauging stations?

(3) What are the long-term sediment transport characteristics along the investigated reach?

The paper is organized as follows. After the description of the study reach, the
methods of hydrological and morphological analyses are presented, and the procedure for
the estimation of the sediment transport is described. These are followed by a presentation
of the results of homogeneity tests and trend analyses of water level time series and
discharges, correlation analyses between the cross-sectional area change at GSs and the
corresponding lowering of the water level, and the estimation of the average multiannual
sediment transport within the sand bed reach with no tributaries. The relationships between
all three phenomena are discussed in the fourth section. The key conclusions of the study are
provided in the last section. They include an answer showing that the time series of water
levels are inhomogeneous along the entire reach while the time series of discharges are
homogeneous. It is found that the trend of lowering water levels and the deepening of the
riverbed continues at the same rate and that there is a linear correlation between minimum
water levels at GSs and percentage increases in the corresponding cross-sectional areas. At
the upstream end of the sand bed reach, the 25-year sediment transport rate is positive,
indicating the aggradation of the riverbed. In the remaining 86% of the investigated reaches,
the 25-year sediment transport rate is negative, indicating the degradation of the riverbed.

2. Description of the Study Reach

The subject of this study is an approximately 300 km long reach spanning from rkm
1581 in Dunaújváros, Hungary, to rkm 1255 in Novi Sad, Serbia (Figure 1), and it belongs
to the Middle Danube. The reach is situated between the Gabcikovo (rkm ~1800) and
Iron Gate I (~rkm 1000) dams and hydropower plants. The Danube River is alluvial
downstream of ~rkm 1600, although the transition from gravel bed to sand bed is around
Paks in Hungary (rkm 1531). Since the Danube is a free-flowing river along this reach, in the
course of creating the Danube waterway, now part of the European TEN-T network, there
was extensive river-training work along the reach in the past. This included cutting off
mostly overdeveloped meander bends and the installation of different stone structures after
the 1870s (e.g., groynes and longitudinal stone toes). These river-training measures were
known for increasing flow energy and sediment transport capacities, and they resulted in
deepening erosion in the riverbed. Additionally, there were intensive dredging activities in
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the upstream part of the study reach between Dunaújváros (rkm 1581) and Paks (rkm 1531)
in the second half of the 20th century until the beginning of the 2000s, which provoked
further morphological changes in the river channel.

 

(a) (b) 

Figure 1. (a) Map of Central Europe with the Danube River Basin and the Danube River (the
investigated section is highlighted in red). (b) Detailed map of the investigated reach; the gauging
stations used in the detailed analysis in the present study are marked with red dots.

To the best of the authors’ knowledge, no comprehensive analysis of the changes in
the water regime or, at the same time, the morphological parameters of the entire free-
flowing alluvial reach of the middle Danube River has been performed to date. To fill this
gap, available time series of the water level and discharge data for the entire free-flowing
alluvial reach of the Danube River and the morphological evolution of cross-sections at
corresponding gauging stations (GSs) are analyzed in the present study. Moreover, the
digital database of surveillance cross-sections from the state institutions authorized for
hydrographic surveys along the international waterway is used to assess variations in the
long-term sediment transport along the reach.

3. Materials and Methods

3.1. Methods of Statistical Analysis of Hydrological Data

In the first phase of the hydrological study, analyses were performed using time series
of water levels and discharges for the 70-year-long period between 1950 and 2019 for the
entire free-flowing alluvial reach of the River Danube downstream of Budapest, Hungary,
and upstream of Slankamen, Serbia (~300 km). This was considered necessary, as the older
studies published on this topic used different periods, older datasets, and different/shorter
river reaches, e.g., in [17]. The analysis included the official water level and discharge data
of the Hungarian Hydrological Forecasting Service and the Hydrometeorological Service
of the Republic of Serbia for a total of ten gauging stations (Figure 1b): Dunaújváros
(rkm 1581), Dunaföldvár (rkm 1560), Paks (rkm 1531), Baja (rkm 1479) and Mohács
(rkm 1447) in Hungary, and Bezdan (rkm 1425), Apatin (rkm 1402), Bogojevo (rkm 1367),
Bačka Palanka (rkm 1299), and Novi Sad (rkm 1255) in Serbia, similar to Tamás et al. [5].

The first step in this analysis was a test of the homogeneity of the time series. Compu-
tations were made in XLStat (Addinsoft, 2023) [18]. A two-tailed, two-sample Kolmogorov–
Smirnov test at a confidence level of α = 0.05 was used. The homogeneity test was first
performed for values of the yearly characteristics of water levels and discharges for all
stations. Consequently, the trend analysis was performed for the annual characteristic
values to find trend parameters. Given the fact that there are no large tributaries between
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the upstream end of the reach and Apatin, it is presumed that discharges upstream of the
Drava River confluence, which is downstream of Apatin, do not change significantly. That
is why annual discharge data were analyzed only at two gauging stations, Baja and Bezdan,
which are located upstream of the confluence of the Drava River. The discharges for the
two stations were also tested for normality using XLStat [19].

For further analyses, as the intention was to connect water level changes with mor-
phology, the two stations at the upstream end of the reach (Dunaújváros and Dunaföldvár)
were excluded, as the bed material of the river there contains a relatively large portion
of gravel, and according to previous studies [20] dredging played a role in the lowering
of the water levels on this part of the reach. The two stations at the downstream end of
the reach (Bačka Palanka and Novi Sad) were also excluded as the backwater effect and
sediment deposition upstream of the Iron Gate I Dam (~rkm 1000) can influence water
levels there [14]. The trend of the yearly characteristic values of water level data at the six
remaining stations (Paks, Baja, Mohács, Bezdan, Apatin, and Bogojevo) was examined. All
trend analyses were performed using linear regression with the least squares (LSQ) method
in MS Excel.

3.2. Bathymetric Data Collection

Bathymetric data that were used as a basis for the estimation of the sediment transport
were obtained from the databases of the Directorate for Inland Waterways—Plovput in
Serbia, the former Environmental and Water Management Research Institute (VITUKI),
and the Lower-Danube-Valley Water Directorate (LDVWD) in Hungary. These included
23 surveillance cross-sections in Hungary at an average distance of approximately 2000 m
and 46 surveillance cross-sections in Serbia at an average distance of approximately
1000 m. All cross-sections were distributed along the sand bed reach, spanning from Baja
(rkm 1479 + 000) to the proximity of the confluence of the Drava and Danube Rivers
(rkm 1387 + 200) (Figure 2).

Plovput is the state institution responsible for hydrographic surveys on international
inland navigable waterways in Serbia. Plovput’s typical cross-section single-beam survey-
ing equipment includes the following:

• Survey Echo Sounder with a depth measurement precision of 1 cm +/− 0.1% depth;
• DGPTS-RTK positioning with a measurement precision of +/−20 cm;
• Data-processing and post-processing applications.

VITUKI was a coordinator for hydrographic surveys on the Danube River until 2012,
and the LDVWD is in charge of river management and navigation routes on the Danube
reach downstream of rkm 1560 + 000. The hydrographic survey equipment of VITUKI
included a single-beam ultrasonic echosounder with an accuracy of 2 cm and a total
station on the shore. The accuracy of the total station was less than 2 mm at 200 m in the
robotic survey mode. The equipment of the LDVWD consisted of a single-beam ultrasonic
echosounder and an RTK GNSS receiver. The accuracy of both instruments was 2 cm.

The echosounder used to survey cross-sections in Serbia was mounted on a 5 m long
boat, specifically equipped for this activity. All collected data (which contained the x, y,
and z coordinates of the measured points) are in the State Geographical Coordinate System.
Before the commencement of a survey, the coordinates of boundary points were entered
into the software. Survey lines ran along predefined cross-sections. Data on location and
depth (x, y, z) were transferred to the software for hydrographic surveys. The software
synchronized the data constantly. Thus, the boat position was supplied in real time. The
speed of sound in water was entered according to the information provided by an SVP
(sound velocity profiler) device. A differential GPS station was mounted at the reference
point with known geographic coordinates. A station was connected to the boat with the
radio signal, sending information on differential correction and providing the required
accuracy for the performed survey. Depth information was obtained by using the time
necessary for ultrasound waves to travel from the echosounder to the river bottom and
back. Data on depth and location were synchronized in real time, and information was
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stored in ASCII format in the form of x, y (position), and z (depth) coordinates. After
completing the survey, quality control was performed, spikes were removed, and data were
stored in the database with cleaned x, y, and z coordinates for each cross-section.

 
Figure 2. Investigated river reach with indicated positions of surveillance cross-sections (yellow
marks) on the Hungarian and Serbian sides. The white line presents the border. The average distance
between the cross-sections in Hungary is approximately 2000 m and in Serbia 1000 m.

VITUKI surveyed cross-sections with a special motor boat. The total station on the
occupied stance on the shore followed the active signal, coming from the echosounder
beacon-receiver placed on the same rod with fixed height and without horizontal offset.
The processing result was a 3D point (x, y, and z coordinate) list.

The LDVWD surveyed the bed with satellite positioning (RTK GNSS) and single-
beam ultrasonic depth measurement equipment based on a specific cross-section plan
prepared in advance. To convert the satellite positioning coordinates into a Cartesian
spatial coordinate system, original positioning in the global system and the officially
accepted Field Transformation Procedure were used.

3.3. Analysis of Morphological Changes

Since Hungary and Serbia use different surveying systems, it was necessary to make all
data comparable. After the conformance of the data in the two countries, the cross-sections
were visualized and processed using the AutoCAD software (Map 3D 2011) and Plovput’s
in-house AutoCAD routines.
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To establish a standard for comparisons along the stretch being studied, the next
step involved defining a reference. To achieve this, Étiage Navigable (EN) was selected,
which is not a reference level but a reference water surface elevation profile along the reach,
belonging to a relatively low discharge and hydraulically steady state. EN was originally
determined by the Danube Commission in 2012 for each gauging station. This requires that
each cross-section has its own reference level. However, as EN is significantly below the
bankfull stage, it was decided to raise it by 2 m. Once this was accomplished, the area of
each cross-section below the newly established EN + 2 m was calculated.

The correlation between the decrease in water levels and the incision of the riverbed
was analyzed using cross-sectional areas of gauging stations along the sand bed reach
upstream of the Drava River confluence. The analysis was conducted for the selected
years during the 60-year-long period (years that had hydrographic surveys performed
in both countries). In total, eight different years were found, starting from 1975, and
the first available hydrographic survey data in Serbia from 1964 were also included in
the analysis of the GSs on the Serbian side. The rate of cross-sectional area change was
analyzed first, followed by a correlation between the percentages of the cross-sectional
increase and minimum water levels. The percentage of the cross-sectional increase was
expressed with reference to the first year with available bathymetric data. All trend and
correlation analyses were performed using linear regression with the LSQ method in
MS Excel.

3.4. Indirect Method for Estimation of the Sediment Transport

Sediment transport was inferred indirectly from the 69 surveillance cross-sections from
Baja to the confluence of the Drava River. The study is limited to this shortened sand bed
reach, with no large tributaries with massive sediment inputs. Surveillance cross-sections
are from the databases of the three previously mentioned institutions. The procedure for
defining the cross-sectional area is described in the previous subsection. The estimation of
the sediment transport should be based on data from the two years when hydrographic
surveys were made in both countries. Since there was no overlap in the last 25 years, we
decided to use data from surveys in two consecutive years in the two countries. These
were datasets collected in 1996 and 2021 by Plovput and datasets collected in 1997 and
2022 by VITUKI and LDVWD, respectively. The datasets were used for the estimation of
25-year sediment transport changes along Serbian and Hungarian reaches. The areas of
69 cross-sections were used to calculate channel volumes between each pair of cross-sections
along the study reach (sr):

∀sr,i(t) = 0.5(Ai(t) + Ai+1(t)) Δx, i = 1, 68 (1)

The long-term sediment transport between two cross-sections is thus

Qs,i =
∀sr,i(t1)− ∀sr,i(t2)

Δt
ρs(1− λ) =

Δ∀sr,i

Δt
ρs(1− λ), i = 1, 68 (2)

where ρs is sediment particle density and λ is a porosity of the bed material.

4. Results

4.1. Results of the Homogeneity Tests for the Hydrological Data

Homogeneity tests for water level yearly characteristics were performed by Tamás et al.
in 2021 [5], and the results are presented in Figure 3a–c only for the Baja GS, as all gauging
stations along the investigated reach showed very similar behavior. Both minimum and
mean water stages and levels were highly inhomogeneous, with large D-statistic values
(>0.3) and very low probabilities (p) (less than 0.01; at some GSs, these were not even
traceable; see Table 1). For the sake of the completeness of the results and the explanation
for why the evaluation of the sediment transport was limited to one part of the investigated
reach, the D-statistics and p-values are taken from [5] and presented again in Table 1.
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Figure 3. Results of the two-tailed (α = 0.05), two-sample Kolmogorov–Smirnov test of the ho-
mogeneity of the time series of (a–c) water stages and (d,e) discharges at the Baja GS. The first
row of panels (a,d) refers to the water stage and discharge minima, respectively; the second
row (b,e) refers to the mean values, respectively; and the third row (c,f) refers to the water stage and
discharge maxima, respectively. It is readily apparent that the time series of water stage minima
and means are non-homogeneous (red frames), while all discharge data and water stage maxima are
homogeneous (green frames). Blue lines—data for the first 35 years (1950–1984). Red lines—data for
the second time interval of 35 years (1985–2019).

Table 1. Results of the homogeneity test of water level yearly characteristics [5].

Gauging Station
Minima Means Maxima

D p Homog. D p Homog. D p Homog.

Dunaújváros 1.000 <0.0001 NO 0.943 <0.0001 NO 0.343 0.033 NO
Dunaföldvár 0.971 <0.0001 NO 0.857 <0.0001 NO 0.257 0.197 YES

Paks 0.714 <0.0001 NO 0.543 <0.0001 NO 0.159 0.837 YES
Baja 0.457 0.001 NO 0.400 0.007 NO 0.114 0.976 YES

Mohács 0.457 0.001 NO 0.429 0.003 NO 0.086 1.000 YES

Bezdan 0.371 0.016 NO 0.371 0.016 NO 0.114 0.976 YES
Apatin 0.429 0.003 NO 0.371 0.016 NO 0.114 0.976 YES

Bogojevo 0.429 0.003 NO 0.429 0.003 NO 0.171 0.683 YES
Bačka Palanka 0.257 0.255 YES 0.357 0.038 NO 0.121 0.976 YES

Novi Sad 0.229 0.320 YES 0.171 0.683 YES 0.114 0.976 YES

The homogeneity test was also performed for discharges, and the results are presented
in Table 2, as in [5], but only for the two gauging stations, as was explained in Section 3.1.
They are graphically presented only for the Baja GS (Figure 3d–f), as they are very similar
for all other GSs. Unlike the water level data, the yearly characteristic discharges at
the investigated gauging stations are homogeneous for all three characteristics—minima,
means, and maxima (all D-statistic values are less than 0.2, and values of probability
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(p) are much larger than 0.70). In the same study ([5]), it was shown that the annual
discharge minima, means, and maxima showed no trend at the downstream end of the
study reach over the last 70 years.

Table 2. Results of the homogeneity test of yearly discharge characteristics (taken from [5]).

Gauging
Station

Minima Means Maxima

D p Homogen D p Homogen D p Homogen

Baja 0.139 0.896 YES 0.143 0.879 YES 0.190 0.569 YES
Bezdan 0.143 0.867 YES 0.171 0.683 YES 0.114 0.976 YES

The results of the discharge normality test are visualized in Figure 4. Although the
frequency of the measured data (green columns) shows slight asymmetry, the test undoubt-
edly indicates that all three yearly discharge characteristics follow normal distributions at
all four gauging stations.

4.2. Results of the Hydrological Data Trend Analysis

The results of the trend analysis of the annual characteristic values of water levels are
presented in Figure 5, based on data from [5]. The data show a linear decreasing trend
at all gauging stations; the trendline slope is negative along the reach except in Novi Sad
at the downstream end, where the free-flowing Danube enters the Iron Gate I reservoir.
It is readily apparent that the rate of decrease in minimum water levels decreases in the
downstream direction. The decreasing rate is more than three times greater on the gravel
bed (approximately 3.9 cm/year) than on the sand bed sub-reach, where the average
decreasing rate upstream of the confluence of the Drava River is 1.1 cm/year. Along the
sand bed reach between Baja and Bogojevo (just upstream of the Drava River confluence),
it almost linearly decreases from 1.3 cm/year to 0.9 cm/year. Based on these data, the total
change in water level minima (ΔZ) for the analyzed 70-year period ranges from 1.45 m at
the beginning of the sand bed reach (Paks) to approximately 0.60 m at Bogojevo (Figure 6).
Between Mohács and Apatin, the total drop in water levels changes almost linearly from
0.76 m to 0.70 m. The corresponding average yearly water level decrease (δZ) is around
2 cm/year at Paks, 1.3 cm/year at Baja, and approximately 1 cm/year between Mohács
and Apatin. Downstream of the Drava River confluence, it is less than 0.9 cm/year.

Variation of trends for the mean values on the gravel-bed sub-reach is almost the
same as for minima, while that on the sand-bed reach is similar, except the rates are higher.
Since means include the influence of water level maxima, any anomaly in the water level
maxima reflects on them. It is visible at Mohács (Figure 5), where the rate of decrease is
approximately 25% greater than expected (0.0146) had not there been this anomaly in the
water level maxima.

The annual characteristic values of discharges on the reach between Baja and Apatin
did not change significantly during the investigated period, as annual maxima show a
slightly increasing trend, while mean values and minima fluctuate around almost constant
values (Qmin around 1100 m3/s and Qmean around 2300 m3/s) [5].

4.3. Correlation between the Minimum Water Level and Cross-Sectional Area Changes at GSs

The evolution of cross-sections at four GSs on the sand bed reach from Baja to Apatin
is presented in Figure 7. Visual inspection of the cross-sections shows that they are more
or less stable starting in 1985 (dark blue line). The most stable cross-section is in Baja
(Figure 7a), where the amplitude of changes is the smallest. The cross-section in Apatin
is the most unstable one, having the largest amplitudes in bed level changes (Figure 7d).
The analysis of the cross-sectional area change compared with the first survey supports
these visual observations (Table 3). This revealed that the Apatin cross-section became
stable after 2004 upon additional river training work. Thus, 2004 was used as the reference
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year for this GS. It is readily apparent that the rate of change (value of the parameter, a)
increases in the downstream direction.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 4. Normality test for discharges (a,b) minima, (c,d) means and (e,f) maxima at Baja GS. Green
colour is used for empirical distributions and red for thenormal distribution in the Cumulative
distribution functions (CDFs) and Probability density functions (PDFs) alike. The three characteristic
values belong to normally distributed populations with the following statistics: (a,b) N (1204, 192.87),
(c,d) N (2395, 374.15), and (e,f) N (5272, 1153).

Table 3. Change trends of the cross-sectional area with reference to the first survey, AY/Aref − 100 =
aYear − b; the reference years (ref ) are 1975 for GSs in Hungary and 1964 for GSs in Serbia, except for
Apatin, where 2004 is taken as the reference.

Gauging Station River km a b

Baja 1478.70 0.08 152.36
Mohács 1446.90 0.24 489.29

Bezdan 1425.59 0.59 1172.1
Apatin 1401.90 1.92 −3890.6
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Figure 5. Variations in the trends of changes in characteristic yearly water level values—minimum
and mean along the free-flowing Middle Danube River reach.
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Figure 6. The total (ΔZ) and yearly (δZ) change in water level minima based on the yearly time series
trends based on rkm.

The results of the analysis of rates of change in the cross-sectional area between the
two successive surveys (ΔA/Δt) at the four considered GSs are presented in Figure 8. They
confirm the visual observations. The lowest rates are at Baja GS (Figure 8a). They are less
than 20 m2/year or 0.75% of the cross-sectional area below EN + 2 m, except between
2004 and 2007 (23.5 m2/year) when there was a large flood wave in the spring of 2006
with very long overbank flow durations along the entire Danube River course. The most
prominent morphological changes at the Mohács GS happened between the first three
surveys—an aggradation of approximately 50 m2/year (1975–1985) and a degradation of
around 65 m2/year (1985–1988) (Figure 8b). These changes correspond to 2% and 2.6%
of the cross-sectional area each. After that, ΔA/Δt did not exceed 30 m2/year, except,
again, between 2004 and 2007, when it was around 35 m2/year. Changes at Bezdan GS
(Figure 8c) were less than 10 m2/year before 1997, i.e., less than 0.5% of the cross-sectional
area. Between the following two surveys, the cross-section aggraded and degraded for
equal amounts of approximately 45 m2/year or 2% of A. After the large flood wave of 2006,
the changes in the cross-sectional area increased, and between the last two surveys, they
exceeded 20 m2/year, or 0.8% of A. Finally, Figure 8d quantitatively confirms that the GS in
Apatin is the most unstable in the reach. This section is one of 17 critical sectors for inland
navigation in Serbia. The cross-sectional area aggraded at a rate of 137 m2/year between
1985 and 1988, which is 6.9% of A. The aggradation/degradation between other surveys
was always greater than 50 m2/year, or more than 3% of A.
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Figure 7. Evolution of cross-sections at GSs in (a) Baja, (b) Mohács, (c) Bezdan, and (d) Apatin.
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Figure 8. Rate of change in the cross-sectional area in (a) Baja; (b) Mohács; (c) Bezdan; and (d) Apatin
according to available bathymetric surveys. Red color is used for GSs on the Hungarian, and blue
color for GSs on the Serbian side.
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Finally, the correlation between the percentages of the observed cross-sectional area
increase (morphological variable) and the minimum water level (hydrological variable) is
presented in Figure 9. The cross-sectional area increase is calculated compared with the
reference year, i.e., the first year with available bathymetric data, as indicated in the caption
of Table 3. There is a linear correlation between the two variables, and the decrease in the
low water level follows the incision of the riverbed. Values of regression coefficients are
provided in Table 4. Figure 9 confirms what was already presented in Figures 5 and 6, i.e.,
that the highest rate of water level decrease is in Baja (rkm 1478.70) and that Zmin decreases
at a rate of 0.12 m2 with a percentage increase in the cross-sectional area, with a coefficient
of determination of R2 > 0.6 (Table 4). The rate of Zmin decrease is almost the same as
in Mohács (rkm 1446.8) and Bezdan (rkm 1425.59). It is approximately 0.03. However,
the coefficient of determination in Bezdan (R2 = 0.62) is significantly greater than that in
Mohács (R2 ≈ 0.09). The trend in Apatin (rkm 1401.90) decreases for the entire period
(1964–2016), i.e., the slope of the trendline is positive but very small (a = 0.004). Moreover,
the coefficient of determination is very low (R2 ≈ 0.02). These values altogether indicate
that there is no correlation between the morphological and hydrological variables at this
particular GS.

AY A ref

Z

AY A ref

Figure 9. Correlation between the minimum water level decrease and the percentage of cross-sectional
area increase. The percentage of cross-sectional area increase in a given year (AY) is calculated in
relation to the cross-sectional area in the reference year (Aref). The reference year on the Serbian
side is 1964, and on the Hungarian side, it is 1975. Correlations for GSs on (a) Hungarian and
(b) Serbian sides.

Table 4. Correlation coefficients in the linear regression equation, Zmin = a (AY/Aref − 100) + b, where
the reference years (ref ) are 1975 for GSs in Hungary and 1964 for GSs in Serbia.

Gauging Station River km a B R2

Baja 1478.70 −0.124 8.21 0.64
Mohács 1446.90 −0.031 8.02 0.09

Bezdan 1425.59 −0.032 8.10 0.62
Apatin 1401.90 0.004 7.92 0.02

4.4. Estimation of the Sediment Transport

Variations in the cross-sectional area (A) along the study reach in the two consecutive
years 1996/1997 and 2021/2022 (as explained in Section 3.4) are presented in Figure 10. Gen-
erally, the cross-sectional area (A) increased in 52 cross-sections (75%), while it decreased
in the remaining 17 cross-sections (25%). The longest stretch with the observed decrease
in A is between Baja and Mohács (11 cross-sections). The percentage decrease reduces in
the flow direction from 21% just downstream of Baja to 1% just upstream of Mohács. The
remaining six cross-sections are on the Serbian reach. The percentage reduction is generally
less than 3%. However, there are two locations with 12 and 17.5% reductions (just upstream
of Bezdan and some 20 km upstream of the Drava River confluence, respectively). The
stretch with the most pronounced increase in A is between Bezdan and Apatin, with a
maximum enlargement of A of approximately 30%.
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A

Figure 10. Longitudinal profiles of the main-channel cross-sectional area in 1996/1997 and 2021/2022.

These longitudinal profiles of A were used to estimate the 25-year long-term sediment
transport, presented in Figure 11. The largest multiannual sediment transport rate (Qs)
(around 65·103 t/year) is on the Hungarian side between Baja and Mohács, where the
aggradation of the riverbed is evident (Figure 10). The most intensive degradation of the
riverbed is downstream of Bezdan and resulted from a multiannual sediment transport rate
of approximately 45·103 t/year. Generally, downstream of Mohács, the sediment transport
rate is negative, meaning there is a continuous uptake of sediments from the riverbed, i.e.,
the incision of the riverbed. The uptake rates are mostly greater than 10·103 t/year, and
between some surveillance cross-sections, they reach approximately 25·103 t/year.

Q
s

Figure 11. Twenty-five-year long-term changes in sediment transport with sediment deposition and
erosion patterns.

5. Discussion

The minima and means of water levels are inhomogeneous along the entire reach
except at Bačka Palanka and Novi Sad, where the Danube approaches and enters the
Iron Gate Reservoir and where the effects of the backwaters are or could be felt (Table 1).
The non-homogeneity of water levels results from their strong relationship with riverbed
changes, which are the consequence of intensive river training work along this stretch of
the river. On the other hand, the yearly maxima are homogeneous, as the shape of the main-
channel riverbed at high flows merely influences the water level, and it is supposed that the
riverbed incision mainly affects the riverbed of the main channel and not the floodplains.
Unlike water level data, the yearly characteristic discharges at the investigated gauging
stations are homogeneous for all three characteristics—minima, means, and maxima. The
homogeneity of the discharge data (Figure 3d–f) can be explained by the fact that the shape
of the riverbed does not affect water quantity, which arrives from upstream, and the fact
that there are no large tributaries downstream of Szob (rkm 1700).

The trend analysis of a 70-year long time series for the annual characteristic water
level values of the entire free-flowing Middle Danube reach [5] confirmed the decreasing
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trends in all three characteristics (minima, means, and maxima) found in [4,17] along the
Hungarian stretch until 1992 and 2005, respectively. Inspecting the variation in the rates
of change of Zmin and Zav along the studied reach reveals that rates along the gravel bed
reach are up to three times larger than those along the sand bed reach. Between Mohács
and Bogojevo, the ΔZ/Δt is almost the same for Zmin, with an average value of 1.1 cm/year.
Downstream of the Drava River confluence (in Bačka Palanka) and at the entrance to
the Iron Gate I reservoir (in Novi Sad), the decreasing rate rapidly reduces because of
the deposition of sediments brought by the Drava River and the backwater effects of the
Iron Gate I Dam. Moreover, under the influence of Iron Gate I backwaters, the incision
terminates and changes into aggradation, an usual physical process where a river enters a
reservoir, lake, or sea. Thus, this is a positive answer to the first research question.

The second research question about the correlation between the observed minimum
water levels and the recorded incision of the riverbed resulted from the fact that the water
level decrease is usually a consequence of a channel incision. The riverbed incision is a
continuous process in rivers with numerous cut-offs. Rectification of the river course by
cutting-off meanders and disconnection of narrower side channels along anabranching
river reaches was a river engineering technique applied in the 19th century aiming at
facilitating navigation, flood control and agricultural production along European rivers
that played a role in demographic, economic, cultural and urban development, such as the
Rhine and Danube Rivers. Dredging and groyne construction might amplify the incision
process, both of which happened in the second half of the 20th century along the Middle
Danube. The comparison between the longitudinal profiles of the sand bed free-flowing
Middle Danube River reach in 1996/1997 and 2021/2022 (Figure 12) shows that the riverbed
incision continued after 2013 when a report on long-term morphological development was
published [21] (this was approximately 110 years after the start of cutting-off work on the
Middle Danube). Long-term analysis of longitudinal riverbed profiles of the Upper Rhine
River has shown, at one location, a drop in thalweg as large as 7 m 120 years after Johann
Tulla’s work [22]. Thus, a recorded maximum thalweg drop of approximately 6 m in a
bend upstream of the Drava River confluence (Figure 12) agrees with observations in other
rectified rivers.

Z
Z

Z
Z
Z
Z
Z
Z

Figure 12. Actual and averaged longitudinal profiles of the Danube River with corresponding water
surface profiles in 1996/1997 and 2021/2022.

In addition to actual longitudinal riverbed profiles, large-scale bed slopes at the
beginning and end of the considered time interval are drawn in Figure 12. These readily
demonstrate that the large-scale bed slope of the study reach is decreasing, i.e., that the
river channel is still responding to changes from 150 and 60 years ago. The average bed
slope reduced from 0.094‰ to 0.083‰.

To the best of the authors’ knowledge, there is no information on the correlation be-
tween the minimum water level and the incision of the channel at GSs on the Danube River.
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In this study, a linear relationship between the Zmin and the corresponding percentage
of the cross-sectional area increase due to a channel incision after the reference year of
observation was found at three out of four considered gauging stations. The exception
is the Apatin GS, where the channel dynamically changes with the growth and washing
of a large sand bar. This location is one of the critical sectors for navigation along the
Serbian/Croatian border reach. The rates of Zmin lowering decrease in the downstream
direction, which is consistent with the results of the trend analysis in Figures 5 and 6 and
in [6].

Since the Danube River channel on the investigated reach was predominantly of the
meandering type in the 19th century, it was rectified with numerous cut-offs (Figure 4.1.12
in [21] (p. 42)). Only on the Hungarian side were there more than 20 cut-offs between
Dunaföldvár and the Hungarian–Serbian border [23]. Thus, an alternating degradation
and aggradation pattern could be expected. This pattern is further amplified by the
construction of river-training structures starting in 1876 and dredging in the second half
of the 20th century. The answer to the third research question, i.e., what are the long-
term sediment transport characteristics along the investigated reach, is sought through
the indirect estimation of the sediment transport rate between Baja and the Drava River
confluence, as there are no large tributaries along the reach that could affect riverbed
morphology. Both figures—Figure 10 (with the raw data) and Figure 11 (with the results
of the sediment transport estimation)—show an expected pattern. The stretch between
Baja and a location some distance upstream of Mohács aggrades (the main-channel cross-
sectional area reduces—Figure 10 and positive values of Qs in Figure 11, which are more
than four times greater than the negative ones along the reach exposed to degradation). It
is expected since it is located downstream of a stretch with numerous cut-offs and intensive
dredging in the second half of the 20th century (the area close to Dunaföldvár). The short
river reach around Baja can be considered stable (Figures 7a and 8a), possibly owing to the
very wide floodplain (~6 km), where large discharges with large velocities (high energy
level) can spread. This area is known as Gemenc from ~1503 to ~1469 rkm. Downstream
of Gemenc, the river channel is narrow until it reaches Mohács. Close to Mohács, a reach
with numerous cut-offs and river-training structures built to aid navigation, it starts again
(see the map on the right in Figure 4.1.12 in [21] (p. 42)). As such, it continuously degrades
with a mean 25-year long-term sediment transport of approximately 10 t/year. The most
intensive washing of the riverbed material during the analyzed period (around 50 t/year) is
throughout the length of 5 km downstream of Bezdan (even the translation of the name of
this small town—bottomless—suggests that there is a permanent deepening of the riverbed
at this location). This is logical, as Bezdan is at the upstream end of the 25 km rectified river
channel. The sediment transport rate ceases toward the Drava River confluence. Another
quantitative drop in the washing rate is close to Apatin, where the sediment transport
drops from 13.5 t/year to 3 t/year on average.

During the investigated 250-year-long time interval, several large floods with peaks
exceeding 7000 m3/s happened (in the summer of 2002, the spring of 2006, the winter of
2010, and the biggest one in the summer of 2013). Among them, the one with undoubtedly
the most prominent effect on the morphological changes was that of the spring of 2006,
when there were 48 days with discharge larger than the bankfull discharge of 4500 m3/s and
5 days with a discharge larger than 7500 m3/s (see Figure 8, block VI, for the time interval
between 2004 and 2007, when there was a significant deepening of the cross-sections along
the entire reach). Since large amounts of sediment are carried during extreme flood events,
it would be interesting to see whether and how it affected the sediment transport rate along
the study reach and, consequently, sedimentation and erosion patterns. As was already
mentioned, there were only two almost-coinciding years with bathymetric surveys in both
countries at the disposal for the analysis—1996/1997 and 2021/2022. Thus, it would even
be useful to analyze asynchronous data to infer to what extent floods alleviate or deteriorate
the incision of the riverbed in the main channel and how much time is needed after the
flood event to reach dynamic equilibrium. From the standpoint of this analysis, it would be
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advisable if bathymetric surveys were performed along the entire reach after each large
flood wave.

6. Conclusions

A comprehensive hydrological–morphological study of the 300 km long free-flowing
Middle Danube River reach between rkm 1581 (Dunaújváros), Hungary, and rkm 1255
(Novi Sad), Serbia, led to the following conclusions:

1. The data series of minimum and average water levels are inhomogeneous and show
a continuous decreasing trend. They are both the consequence of the permanent
riverbed changes initiated by the rectification of the meandering river channel in the
19th century, and they amplified with the consequent construction of groynes and
longitudinal stone toes since 1876 and intensive dredging after the 1950s.

2. The rate and type of cross-sectional area change (an increase or a decrease) depend
on the location of the cross-section along the river course. The slowest decrease is
downstream of reaches with cut-offs and intensive dredging. More intensive changes
in the cross-sectional area are at the upstream ends of rectified main-channel reaches.

3. The correlation between low water levels and the percentage increase in the main
channel cross-sectional area at official gauging stations in the last 50 years is linear.
Thus, the hypothesis about the continuous lowering of water levels caused by the
incision of the main channel is correct. The large-scale longitudinal riverbed slope
decreased in the last 25 years by 0.01‰. A maximum water level decrease of ap-
proximately 1 m is on the upstream end of the study reach, and it reduces when
approaching the Drava River confluence.

4. In the absence of systematic sediment transport monitoring, regularly surveyed
cross-sections of the navigable river can be used to estimate the long-term averaged
sediment transport, i.e., to infer the average rates of aggradation and degradation of
the channel along the reach.

5. Along the sand bed reach of the free-flowing Middle Danube with no large tributaries,
the maximum value of the positive sediment transport in the last 25 years is approxi-
mately 30% greater than the maximum absolute value of the negative transport.

6. The maximum absolute value of the negative transport is near Bezdan, at the upstream
end of another rectified river sub-reach. The sediment transport ceases toward the
confluence of the Drava River.

7. In 86% of the study reach, the long-term sediment transport for the studied period is
negative. Thus, sediment balance changes also prove that decreasing water levels are
a good indicator of an ongoing severe riverbed erosion process.
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Abstract: In Colombia, most of the energy is produced by using water resources. However, the
morphological impact of damming has not been thoroughly studied yet. Therefore, upstream and
downstream changes in the channel width and sinuosity along the river due to the Betania, Prado,
Salvajina, and Urrá I Dams, four of the oldest hydroelectric projects, were estimated. These changes
were reported by using aerial photographs and satellite images to compare the river before and after
dam construction. The analysis was complemented by including hydrological trends and geological
characteristics of the areas to evaluate their relevance on the impacts on channel morphology. It was
shown that factors such as valley confinement and the bank’s composition are key to determining
the magnitude of the impact downstream of the dam. Upstream of the dam, contrastingly, the
influence of the reservoir geometry controls the magnitude of the morphological changes, marking
the boundaries of affected areas. The impacts of dam construction on river morphology vary notably,
but including the geological characteristics of the river reach can be useful to improve predictions
of the channel morphology response. The proposed methodology can be used to identify biotic
compensation measures for new projects, a task that is not well defined in several countries.

Keywords: downstream and upstream changes; morphological evolution; river morphology; erodi-
bility; valley confinement

1. Introduction

The construction of dams is an anthropic practice that provides economic benefits
for our society but has also caused significant changes to riverine landscapes worldwide.
Around 800,000 dams have been built around the world with different objectives: irrigation,
flow control, navigation, and hydropower, among others [1]. Inevitably, dam construction
and operation have immediate and long-term effects on river morphology [2–4] both
upstream [5,6] and downstream [7,8] of those structures. Thus, predicting the effects of
dams is key to maintaining biodiversity and ecosystem services [9,10].

Upstream of dams, the aggradation processes in the alluvium along reservoir reaches
are dominant due to the reduction in flow velocities, responsible for sediment transport,
and the backwater effects following impoundment [11–16]. Bed aggradation in these
regions generates a water level rise, increasing the flood frequency and the vulnerability of
the existent infrastructure, imposing an additional risk to human settlements located in the
surroundings and considerable challenges for managers [17,18]. Therefore, predicting the
extent of the morphological changes in the upstream area of a reservoir can benefit flood
risk estimations. Morphological changes upstream of dams are evaluated in varied ways by
measuring different morphological parameters. For example, by using aerial photographs,
Liro [6] determined changes due to the Czorstyn reservoir at a control distance of 2.2 km,
reporting an increase in bar areas and the river channel, and changes in bank erosion due
to flooding, highlighting the importance of the material present in the confining valley.
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Evans et al. [11] also used aerial photographs to define the length of the upstream influence
area (4 km) based on increased bar and sand areas. However, no previous studies have
considered the importance of geology in upstream areas, except for Escudero et al. [5], who
made an approximation at a regional scale. There is also a lack of studies dealing with the
changes in the channel width in these areas.

The downstream morphological long-term changes depend on site-specific drivers,
such as the altered flow and sediment regimes, and geological controls [19]. Clear water
released from reservoirs is expected to increase bed degradation and erosion rates in the
downstream reaches [20,21]. Nevertheless, this trend is not universal and varies with the
distance from the dam [22], ranging from tens to hundreds of kilometers [23,24]. This
variation may be dominated by the lithological and structural controls of the downstream
valley that determine channel geometry [25] and the interaction between the main channel
and its floodplains [26]. Including the surface geological settings in morphological analyses
may contribute to developing more effective methods to predict such changes, but this
practice has not yet been addressed.

Upstream and downstream morphological evolution is commonly expressed with
changes in variables such as the channel width, water depth, slope, and sediment charac-
teristics through time. Moreover, a few studies have shown that damming can even alter
bar patterns [27] and river planforms [28]. With a few studies carried out in the tropics,
the morphological changes reported in the literature are mainly collected from temperate
and Mediterranean environments. The impacts due to dam construction and operation in
tropical rivers may have different magnitudes than those observed in other regions because
of the differences observed in [29]: (1) the degree of discharge alteration, (2) sediment loads
and dynamics, and (3) the nature and pace of post-disturbance adjustments. Considering
the ecological value of tropical systems, it is important to perform studies in these regions to
assess similitudes and differences in the morphological response. Morphological effects due
to dam construction are commonly reported based on hydrological series of discharges and
sediment loads, and historical bathymetries at limited gauging stations [7,23,24,28,30–32].
Recent advances in geographic information systems (GIS) have resulted in a wider use
of GIS tools for estimating morphological changes in rivers due to damming [4,11,33].
However, these applications have also been focused on specific areas without considering
the analysis of geological records. In this paper, GIS tools are used to analyze post-dam
trends and to quantify the evolution of the channel width and sinuosity over time by
correlating the magnitude of those changes with the hydrological and geological settings of
each river reach.

The river width is adopted in this research as the reference parameter to establish
the magnitude of the morphological changes, considering its key relevance in channel
geometry and the river character [34–37]. In addition to the channel width, sinuosity is
also included in this work to consider possible planform changes. The channel width and
sinuosity are obtained using all the information available for the study sites, including
their planform from remote sensing (satellite images, aerial photographs), hydrology
(gauging stations), and geology. The geology was analyzed from a regional to a local
scale, considering confinement, composition (formations), and erodibility of the banks to
understand the magnitude of the morphological changes that each river reach experiences
after dam construction.

Compensatory mitigation is intended to look for a way to repay the negative effects of
development projects [38]. The definition of biodiversity offsets focuses on restoring the
altered functions of the intervened ecosystem [39]. This analysis is important to establish
the extent of the alteration in the ecosystem, defining a clear application of this work.
Considering that our interest is to identify the elements that are relevant to delimiting the
expected morphological changes due to dam construction in a simplified manner, other
important factors, such as land use changes, are not included.

This paper aims at identifying and discussing the changes in the channel width
and sinuosity upstream and downstream of four large dams located in Colombia (South
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America), considering this region as an appropriate representative of tropical systems.
The work also explores the integration of hydrological and geological information in the
analysis to establish a way to identify the areas that are more susceptible to those changes.
Our results can help in setting the extent of the affectations and the biotic compensation
areas due to new projects to be considered in the definition of biodiversity offsets.

2. Materials and Methods

2.1. Study Sites

The selected reservoirs are located in the Colombian Caribbean hydrographic basin,
which is irrigated by the main rivers of the country and houses around 85% of its popula-
tion [40,41]. This study considers dams constructed across three rivers of this hydrographic
basin: the Magdalena River, the Cauca River, and the Sinú River. The dams built across the
selected rivers are located on the fall line, with an upstream bedrock reach and a down-
stream alluvial bed. Anthropogenic interventions in these areas have generated severe
changes in land use, which have resulted in increased sediment loads [42,43]. However, the
morphological impacts of damming in this hydrographic area have not yet been studied
in detail; therefore, understanding the morphological trends and the magnitude of their
changes due to dam construction is a useful task in the future planning and management
of water resources.

Spatial and temporal criteria were considered to define the study sites. The spatial
criterion was limited by the fact that in this work, we use free satellite images with a lowest
spatial resolution of 30 m; therefore, river reaches upstream and downstream of each dam
must have a minimum width of 60 m. Considering the temporal resolution and to be able
to identify morphological changes, images before and after the construction of the selected
dam are required, with a minimum operating time of 5 years. The dams that satisfy the
selection criteria are presented in Table 1 and Figure 1. In the case of Betania and Prado
Dams, both structures affect the Magdalena River and are separated by a river reach of,
approximately, 178 km (see Table 1).

Table 1. Main characteristics of the dams selected for the study.

Dam
Year Starting

Operation
Height

(m)
Reservoir Volume

(106 m3)
Reservoir
Area (m2)

Downstream
Initial Channel

Width (m)

Rivers
Upstream of

Reservoir

Rivers
Downstream
of Reservoir

Prado 1972 75 1010 125,400 302 Prado, Cunday Magdalena
Salvajina 1985 148 764 203,100 84 Cauca Cauca

Betania 1986 170 1971 700,000 236 Magdalena,
Yaguara Magdalena

Urrá I 2000 100 1740 740,000 112 Sinú, Verde Sinú

At the dates of construction of the Prado, Salvajina, and Betania projects (see Table 1),
environmental impact studies were not mandatory according to Colombian regulations.
Therefore, existing documents [44–46] only include technical recommendations, excluding
the analysis of ecological and morphological impacts on the intervened river reaches. The
Urrá I project was conceived after the installation of environmental law in the country [47];
however, the possible morphological effects due to dam construction were not addressed
in its environmental impact study.

2.2. Data
2.2.1. Average Monthly Precipitation Data within the Basins

The precipitation data within the basins were obtained from the total precipitation
product of ERA5-Land. ERA5-Land is a reanalysis that provides a consistent evolution of
land variables over several decades using a spatial resolution of 10 km. This reanalysis
produces data that go back several decades in time, providing an accurate description of
the climate of the past [48]. This last feature was particularly useful in our research, since
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the precipitation station network was limited during the Betania project pre-dam period
(1960–1984). Seeking coherence in the analysis, the same product was used for the Salvajina
(pre-dam period 1976–1983) and Urrá I (pre-dam period 1991–1998) projects, even though
for those dates, the precipitation station network had improved.

Figure 1. Location of the selected dams in Colombia: (a) general location, (b) Urrá I project, (c) Salva-
jina project, and (d) Betania and Prado projects (see Table 2 for information about selected gauging
stations).
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Table 2. Gauging stations selected for the study.

Dam
Station Coordinates Elevation

(masl)

Period (Years) Downstream
Distance (km)Name ID Long. Lat. Pre-Dam Post-Dam

U
rr

á
I

El Toro b1 −76.13 8.11 100 1991–1998 2002–2010 26
Carrizola b2 −76.10 8.16 55 1993–1998 2002–2020 40
Nueva Colombia b3 −75.98 8.50 20 1991–1998 2002–2020 112
Montería b4 −75.89 8.75 15 1963–1998 2002–2020 162
Sabana Nueva b5 −75.85 9.03 9 1979–1998 2002–2020 205
Palma Central b6 −75.82 9.20 6 1991–1998 2002–2010 230

Sa
lv

aj
in

a La Balsa c1 −76.60 3.09 987 1976–1983 1987–2020 27
Tablanca c2 −76.57 3.12 980 1978–1983 1987–2010 36
La Bolsa c3 −76.50 3.20 964 1967–1983 1987–2016 75

Pr
ad

o
an

d
Be

ta
ni

a Puente Santander d1 −75.31 2.94 431 1960–1984 1988–2019 42
Angostura d2 −75.12 3.44 345 1975–1984 1988–2020 119
Purificación d3 −74.94 3.85 306 1960–1984 1988–2019 182
Nariño d4 −74.84 4.39 277 1978–1984 1988–2019 273

Using the monthly total precipitation product from ERA5-Land, the average precipita-
tion for each month was calculated within the basins that supply the reservoirs. So, each
basin had a monthly precipitation series between 1950 and 2020. For precipitation change
analysis, the pre-dam and post-dam periods were forced to coincide with the selected
periods in the discharge stations closest to the dams, since these are assumed to be the
stations whose records are more affected (see Section 2.2.2 and Table 2).

2.2.2. Discharge and Sediment Data

River width changes are directly related to the flow regime; the discharge information
was provided free of charge by the Instituto de Hidrología, Meteorología y Estudios Ambientales
(IDEAM; http://dhime.ideam.gov.co/atencionciudadano/; accessed on 30 April 2023)
and the Corporación Autonoma Regional del Valle del Cauca (CVC; https://www.cvc.gov.co/;
accessed on 28 February 2023). Gauging stations were chosen for their location in the
main channel and recorded time before and after dam construction (see Table 2). In this
table, identificatory numbers of each station (ID) are the same as in Figure 1. Gauging
stations were only selected downstream of the dams because upstream stations do not have
information prior to dam construction.

The hydrological regime in the influence area of each selected dam was analyzed for
selecting the images in the summer or with similar summer discharges, avoiding years
under the influence of El Niño–Southern Oscillation (ENSO) phenomena extreme phases
(El Niño or La Niña years), in which the river can exhibit abrupt width changes. After
dam construction and according to the design criteria, the natural discharge regime of
a river can be maintained, decreased, or increased throughout the year [49–51]. As the
spatial information was taken in the summer season, it was necessary to estimate the
magnitude of change with statistical tests. We used Student’s t-test [52,53] to evaluate
the mean change, and Fisher’s [54] F-test to evaluate the variance change, for the pre-
and post-dam periods. Although the literature describes a general tendency due to dam
operation (increased discharges during the dry period, medium discharges maintained,
and decreased high discharges [51,55,56]), the influence of a dam is also observed in annual
values. Therefore, minimum, medium, and maximum annual flow time series were built,
and the differences (in percentage) between the pre-dam and post-dam periods for all
stations were evaluated. The Kolmogorov–Smirnov [57,58] and Mann–Whitney [59] non-
parametric tests were performed to evaluate changes in the distribution before and after
dam construction.

In Colombia, only a few gauging stations count with a record of suspended sediment
transport. Nevertheless, we also included suspended sediment measurements from avail-
able reports and theses in our analysis [60–64]; a summary of the reduction trend in this
parameter is shown in Table 3. The gathered data allowed us to establish an approximate
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distance downstream of the dams at which the suspended sediment load was almost
fully recovered.

Table 3. Suspended sediment reduction downstream of the selected dams.

Project

Closest Station to the Dam Farthest Station to the Dam

Station Name
Downstream

Distance (km)

Reduction in
Suspended

Sediment (%)
Station Name

Downstream
Distance (km)

Reduction in
Suspended

Sediment (%)

Prado and
Betania

Puente
Santander 42 70–73 Nariño 279 9

Salvajina Salvajina 1 75 Juanchito 134 30
Urrá I Pasacaballos 6 81 Montería 175 40

2.2.3. Remote Sensing Data

To define the morphological changes in the selected river reaches, it is important to
gather information before and after dam construction. For this purpose, three different
types of spatial information were collected: aerial photographs, spectral images, and radar
images. For the dams built between 1972 and 1986 (i.e., Prado, Salvajina, and Betania), the
acquisition of aerial photographs supplied by the Instituto Geográfico Agustín Codazzi (IGAC;
https://www.igac.gov.co/; accessed on 15 April 2023) was required. A total of 85 aerial
photographs were purchased to characterize the pre-dam morphology (see Appendix B).
Aerial photographs are acquired following flight lines that coincide with the river alignment,
but several flights of the same year or nearly a year (not more than 5 years) may be needed.
In the case of the Betania and Prado projects, the predominant spatial information is from
1969 (most photographs), so this year was used as a general reference. For the Salvajina
project, a similar behavior was observed for the year 1961.

The satellite images chosen for this study were obtained from (1) Landsat missions
provided by the United States Geological Survey (USGS; https://earthexplorer.usgs.gov/;
accessed on 30 March 2023), with a spatial resolution of 30 m (Landsat 4–5 TM, between 1982
and 2012; Landsat 7 ETM+, between 1999 and 2003; and Landsat 8, from 2013 to the present),
and (2) Aster images provided by the National Aeronautics and Space Administration
(NASA; https://earthdata.nasa.gov/; accessed on 30 March 2023), with a spatial resolution
between 10 and 30 m, available from 2000 to the present. In areas with high cloudiness,
Sentinel 1-GDR radar images from the European Spatial Agency (ESA; https://scihub.
copernicus.eu/; accessed on 30 March 2023), with 10 m spatial resolution, were used.

Spatial uncertainty in measurements of the river width depends on adequate delimita-
tion of the water body borders [65]. These uncertainties appear when channels are digitized
from aerial photographs and satellite images with vegetation, clouds, and shadows. The
images used in this study are of a different type and year; therefore, river alignments may
exhibit considerable changes. These errors are, however, not easy to estimate; therefore,
only the uncertainty in the spatial resolution of each image and how this affects the river
width estimation [66] were considered. Because most images considered in this study were
Landsat images with a 30 m pixel size, all spatial information was worked on with this
resolution to avoid error propagation. From our selected sites, the Cauca River is most
sensitive to this aspect, with a width of 86 m (36% of possible variation), followed by the
Sinú River with a width of 112 m (26.7% of possible variation). As the Magdalena River is
the widest (channel width from 236 m to 302 m), it exhibits less uncertainty, from 10% to
13%.

2.3. Morphological Parameter Estimation

Aerial photographs and satellite images were integrated into GRASS [67] for esti-
mating morphological characteristics. The methodology used in this study for processing
the images is presented in Figure 2. The aerial photos were georeferenced and the river
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channels digitized with a maximum root mean square error (RMSE) of 10 m with the
settings of the GRASS GIS (see Figure 2a).

 

Figure 2. Methodology for obtaining the morphological characteristics of rivers: (a) georeferencing
and digitization of aerial photographs, (b) delimitation of the river channel in spectral images,
(c) delimitation of the river channel in radar images, and (d) morphological parameter assessment
using the R package cmgo.

Satellite images with a spectral range were processed to identify the river channel
width. Based on their spectral characteristics, different indices have been developed for the
extraction of water bodies [68]. Considering the geomorphology of the study areas (i.e.,
high mountain ranges and piedmont plains), the Modified Normalized Difference Water
Index (MNDWI; see Figure 2b) was chosen, defined by:

MNDWI =
GREEN −MIR
GREEN + MIR

(1)

where the MIR and GREEN bands must be selected for the different Landsat and Aster
images since the band numbers change among missions. All water body extraction methods
add additional bodies to the main channel, such as tributaries and effluents, swamps, clouds,
and rock bodies, such as outcrops, which need to be removed or cleaned, leaving only one
channel. In Colombia, the cloud cover is high, especially in the mountainous areas of all
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selected dams. Although the extraction of water bodies with the MNDWI, in general, is for
values greater than 0 in the cloudy areas, the selection value may vary between −0.2 and 0,
so a constant threshold check is necessary for each image.

In the Urrá I project sector, due to its high cloudiness, a Sentinel 1-GRD image was
used for 2020 (Figure 2c) and corrected by following the procedures proposed by Filipponi
(2019) [69], a methodology available in the free Sentinel Applications Platform (SNAP) tool
(https://step.esa.int/main/download/snap-download/; accessed on 30 October 2022).
The image was converted from digital pixel values to calibrated SAR backscatter values,
which were analyzed with the histogram setting of SNAP, using the low return signal
behavior of open water [70], allowing us to differentiate water and land. This information
was processed in a similar way to the Landsat and Aster images, only leaving the main
channel of the river.

After obtaining the channel using the methods previously described, the morpho-
logical parameters were calculated with the R package cmgo (see Figure 2d) [71]. This
open-source code package is versatile and easy to use. The package gives channel metrics
such as width, sinuosity, and slope. The R package cmgo requires separating the channel
banks on the left and right sides, information that is used for calculating the width, center-
line, and slope of the channel. Considering the purpose of this study, only the width and
centerline were used in the analysis.

The downstream and upstream changes for each dam were measured using sections
selected based on the tributaries, the changes in relief, and the river’s slope (verification
realized with an SRTM DEM obtained from the United States Geological Service (USGS;
https://earthexplorer.usgs.gov/; accessed on 15 October 2022)). The channel width of each
section was averaged and compared during the temporal window for each case.

2.4. Geological Information

Considering that one of our hypotheses was that morphological changes are con-
ditioned by the geological characteristics and relief of the river reach, this information
was gathered for each study site. The geological information was relevant to define the
erodibility of the banks of the analyzed river reaches. This information was obtained from
the Servicio Geológico Colombiano (SGC [72]) that allows free access to the Colombian geology
through a viewer (http://srvags.sgc.gov.co/JSViewer/Atlas_Geologico_colombiano_2015;
accessed on 30 September 2022) and geological reports from different areas (https://
recordcenter.sgc.gov.co; accessed on 30 September 2022).

From more resistant (less erodible) to more erodible, the materials can be listed in
the following order: metamorphic rocks, igneous rocks and limestone, and sedimentary
rocks. Erodibility varies according to grain size and intercalation for the latter, in which
the more erodible materials are the unconsolidated ones, such as alluvium, colluvium, and
recent-origin fans [73,74]. In this study, only the outcropping chronostratigraphic units
(CUs) close to the river were considered, and a detailed description of these units can be
found in Appendix A.

To determine the erodibility in the riverbanks of each study reach, we regionally
applied the Global Erodibility Index [75], which is based on the subjacent rock type (see
Appendix A). This index varies from 1.0 (the hardest rocks) to 3.2 (unconsolidated sediments
that do not suffer the effects of pressure and temperature).

Relief changes are reflected in the valley confinement, which is related to the geological
and geomorphological environment: high relief areas exhibit high confinement, wide
valleys and plains offer low confinement, and the transition zone (between high and low
zones) defines the medium confinement regions. The confinement controls the mobility
of a river channel, affecting the morphological changes [76]. These transitional changes
(from a confined valley to a valley with floodplains) were classified in three confinement
degrees: low confinement (where the width of the floodplain or vast valleys is larger than
20 km), medium confinement (with narrow valleys, in which their width varies between
3 and 20 km), and highly confined (extremely narrow valleys with a width less than 3 km).
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3. Geological Context of Each Study Site

For each study site, the geology was evaluated upstream and downstream of the dam
from a regional to a local scale based on the information available from geological maps,
topography, hydrography, and various studies. A geological conceptual map of each study
site was produced.

3.1. The Urrá I Project

The Sinú River basin is in the Western Andes Mountain Range. The tributaries come
from the Paramillo massif (Verde and Sinú Rivers; see Figure 3), feeding the reservoir of
the Urrá I Dam. This area has high humidity due to the interaction between the NE trade
winds and the Choco jet current from the west, causing high rainfall in the upper area of
the Sinú River basin and the nearby regions [77]. The quaternary alluvium (Q-al) is the
chronostratigraphic unit (CU) that mainly interacts with the Sinú River in this vast valley,
except between 118 km and 156 km, where the e3e4-Sm CU appears [78]. The Betanci
swamp and the Grande swamp complex stand out in the basin for their characteristics and
water interchange with this river (see Figure 3).

Figure 3. Geological conceptual map of the Urrá I Dam area (geology from the SGC and DEM from
the SRTM mission/2000).

3.2. The Salvajina Project

The Cauca River basin is located between the Central and Western Andes Mountain
Ranges; its valley is the inter-Andean graben [79] and is limited by the Romeral and Cauca
fault systems (see Figure 4). There are volcanic-type formations in the upper part of the
basin or high mountain: lavas, tuffs, and basalts [72]. Downstream of the Salvajina Dam,
the river goes through a transition from a high mountain to an extensive alluvial valley
following a parallel course and close to the Cauca fault system, near the site of Timba.
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Figure 4. Geological conceptual map of the Salvajina Dam area (geology from the SGC and DEM
from the SRTM mission/2000).

Between Timba and the confluence of the Desbaratado River, the planform exhibits
high sinuosity. From this confluence, the river stops being sinuous when it is near Cali,
and the river’s course tends toward the Cauca fault system and the western mountain
range. These changes in sinuosity and the river course respond to the underlying geological
structure. The river is confined by the terraces (Q-t CU, see Figure 4) coming from the
central mountain range (this cordillera is 1400 m higher than the western one).

3.3. The Betania and Prado Projects

The Magdalena River basin is located between the Central and Eastern Andean Moun-
tains Ranges; the Garzón Suaza and Chusma fault systems limit this basin (see Figure 5).
Betania is the first dam that affects the Magdalena River, and downstream 178 km is an
affluent (Prado River) that is dammed for the Prado Dam. The basin is divided into two
sub-basins, Neiva and Girardot, separated by a valley or transition zone [80,81]; a lithologic
formation n4n6-Sc CU (Honda group) is the base of the basin and overlying different kinds
of quaternary materials, such as volcanic, colluvial, terraces, and alluvial.

In the Neiva sub-basin from 0 km to 90 km, it is possible to identify the Foehn-effect-
generated Tatacoa Desert [82,83]. The repercussions of this effect are present throughout
the year (poor vegetation, little soil weathering). The climate of this area is classified as a
tropical wet and dry or savanna climate, with the driest month having a precipitation of
less than 60 mm during the dry summer [84].

The transition to the Girardot sub-basin occurs in a narrow valley from 90 km to
158 km, which ends at the Pata and Natagaima highs [85]. In the Girardot sub-basin from
158 km to 244 km, the Magdalena River follows a north-south trend closer to the Eastern
Andes and Prado fault (Garzón Suaza fault system). From 178 km to 244 km, quaternary
terraces and the Guamo fan are predominant on the left bank, confining the Magdalena
River against the Eastern Mountain Range and rectifying the river.
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Figure 5. Geological conceptual map of the Betania–Prado Dam area (geology from the Servicio
Geológico Colombiano and DEM from the SRTM mission/2000).

4. Results

4.1. Hydrology

For each discharge time series at the available gauging stations (see Table 2), a 3-year
period was removed and was not considered in the later analysis: from 1 year earlier to
1 year after the start of dam operation.

4.1.1. Hydrological Regime

The hydrological regime for the pre- and post-dam periods was evaluated at each flow
gauging station. In addition, we calculated the changes in monthly precipitation within the
basins of each project in order to identify whether the changes in discharge are influenced
by the precipitation change within the basins.

In Figure 6, the hydrological regime for both periods in two gauging stations down-
stream of each dam is shown. In Appendix C, the test results (Student’s t-test and Fisher’s
F-test) applied on the average monthly discharge and precipitation within the basins in
the pre-dam and post-dam periods are summarized. According to the statistical results
presented in Appendix C, no significant changes in the mean or variance values of the
monthly precipitation within the basins were observed, except for some specific months.
Therefore, those precipitation changes do not explain the monthly mean flow changes in
the downstream gauging stations.

The hydrological effect due to dam construction is similar in the four selected study
sites: increased low discharges during the dry period and decreased high discharges during
the rainy period (see Figure 6). Downstream of the Urrá I Dam (see Figure 6a and Table 4),
the differences between the pre- and post-dam periods occur in the means during the dry
period, while differences in the variances are more significant in the rainy season.
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Figure 6. Mean monthly discharge in downstream stations for the pre-dam (black line) and post-dam
(red line) periods. Left and right columns show the nearest and the furthest station to the dam,
respectively. (a) Urrá I project, (b) Salvajina project, and (c) Betania and Prado projects.

Downstream of the Salvajina Dam (see Figure 6b and Table 4), the discharges decrease
significantly in the rainy period compared to the other dams; this is reflected in the lower
values (t-test) before and after dam construction. We also observed a considerable increase
in discharges during the dry season, from August to September (see Figure 6b).

The hydrological effects due to the Betania Dam construction are reflected by the
discharge series at the Puente Santander and Angostura stations, while the hydrological
effects observed downstream of the Purificación station reflect the combined effects of the
Betania and Prado Dams. It was impossible to identify the affectation of only the Prado
Dam, which started operation in 1972, since the gauging station records are only available
from 1975, so the combined effect of both dams was considered. In the area affected only by
the Betania Dam (until the Angostura station), attenuated discharges are observed during
the rainy season and increased discharges are present during the dry period (January to
April). The discharges during the same dry period at the Purificación station were higher
in the post-dam period than the ones observed before dam construction. The percentages
of the difference between the low discharges pre- and post-dam in this station were larger
than those observed in the gauging stations that are only influenced by the Betania Dam.
Of the three studied areas, this one has the slightest changes in the mean and variance,
which implies a lower impact of these dams on the hydrological regime.
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Table 4. Upstream changes for each dam in Section 1 (influenced zone) and Section 2 (non-
influenced zone).

Dam

R
e

a
ch

Coordinates Characteristics

Initial Ending

L
(k

m
)

P
e

ri
o

d

W
(m

)

S

L
a

t.

L
o

n
.

L
a

t.

L
o

n
.

U
rr

á
I

Verde River

1 7.85 −76.29 7.83 −76.13 8
Pre 81 1.3
Pos 373 1.1

2 7.83 −76.13 7.80 −76.33 5
Pre 60 1.0
Pos 56 1.1

Sinú River

1 7.84 −76.29 7.83 −76.25 6.7
Pre 56 1.2
Pos 203 0.9

2 7.83 −76.25 7.79 −76.24 6.3
Pre 55 1.0
Pos 62 1.0

Sa
lv

aj
in

a

Cauca River

1 2.77 −76.71 2.75 −76.70 2.7
Pre 33 1.06
Pos 92 1.05

2 2.75 −76.70 2.71 −76.74 5
Pre 44 1.15
Pos 44 1.15

Be
ta

ni
a

Yaguará River

1 2.69 −75.51 2.64 −75.52 2.5
Pre 71 1.1
Pos 269 1.1

2 2.64 −75.52 2.63 −75.5 3.5
Pre 55 1.0
Pos 47 1.0

Magdalena River

1 2.56 −75.49 2.53 −75.5 6.5
Pre 156 1.4
Pos 342 1.1

2 2.53 −75.5 2.47 −75.56 9.5
Pre 122 1.3
Pos 140 1.3

Note: Lat.: latitude; Lon.: longitude; L: length; W: river width average; S: river sinuosity average; pre: pre-dam;
pos: post-dam.

4.1.2. Annual Discharges

The changes in the annual discharge (minimum, mean, and maximum annual flow)
were evaluated by calculating the difference (as a percentage) between the pre- and post-
dam periods (see Figure 7). The Kolmogorov–Smirnov and Mann–Whitney non-parametric
tests were also applied to test the hypothesis of no difference at a 5% significance level
between the distributions of the annual discharge values from the pre- and post-dam
periods. The results of these tests are presented in Appendix C. The general effect of the
studied dams in all areas was to increase the minimum annual discharges and decrease
the maximum annual discharges. For the studied reservoirs, dam operation focuses on
retaining the water excess during the wet period, decreasing the peak discharges to release
it later in a controlled way during the dry period, increasing the minimum discharges for
maintaining water consumption. At the same time, the medium annual discharges tend to
remain constant.
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Figure 7. Changes in annual discharges between pre-dam and post-dam periods as a percentage at
downstream stations of the (a) Urrá I Dam, (b) Salvajina Dam, and (c) Betania and Prado Dams.

Downstream of the Urrá I Dam (see Figure 7a), all stations exhibit an increase in
minimum annual discharges and show a different trend in medium annual discharges. In
the Palma central station, all annual differences in discharges are positive, indicating that
there is no influence of the dam on this station but, rather, an increase in discharges due
to the tributaries. Downstream of the Salvajina Dam, the maximum and medium annual
discharges decrease and the minimum annual discharges increase up to 54% (see Figure 7b).
After dam construction, the distribution changed for the minimum annual discharges at the
La Bolsa station and the maximum annual discharges at the La Balsa station. Downstream
of the Betania Dam, the minimum discharges do not have a single trend (see Figure 7c).
The maximum and medium annual discharges decreased after dam construction, except at
the Purificación station (influenced by the Betania and Prado Dams), where the minimum
and medium annual discharges increased. Only at the Purificación station in the post-dam
period did the distribution of the minimum annual discharges change.

4.2. Erodibility Index

Based on the geological information, bank material was classified and ranked by
using the Global Erodibility Index (EI) according to the recommendations found in the
literature [75]. In this work, the EI demonstrated its applicability and its capacity to be
applied in morphodynamic modeling. This classification is shown with the morphological
changes described in the next section.
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4.3. Morphological Changes
4.3.1. Downstream Morphological Changes

The channel width and sinuosity per section were calculated for all years, considering
the pre- and post-dam periods. The values were averaged by river reach, and to identify
the effects due to dam construction, the differences in the channel width and sinuosity were
presented as a percentage, considering the pre-dam condition. A river reach is defined by
the affluence of tributaries or changes in the river morphology. These values are schemati-
cally arranged in plots that include the confinement degree, the chronostratigraphic units,
the erodibility index, and the main tributaries downstream of the dam. In the next sections,
the main changes in the channel morphology of each selected dam are presented.

• Morphological changes downstream of the Urrá I Dam

The spatial information available for this study site is distributed as follows: pre-dam
years (1991 and 1998) and post-dam years (2007, 2018, and 2020). The percentage of change
in the channel width and sinuosity referring to the pre-dam year of 1991 for this study site
as a function of the downstream distance is presented in Figure 8. This figure emphasizes
that downstream of the Urrá I Dam, the general trend of the channel width after dam
construction was to increase (see Figure 8f). After the construction of the dam, the Sinú
River increased its width by 17% on average; meanwhile, sinuosity only decreased to
−1.31% on average. This general trend is consistent with the increase in low discharges
and the sediment retention in the reservoir. However, these changes in the channel width
are not correlated with the modifications to channel sinuosity. Figure 8e allows identifying
areas with the changing channel width that almost maintain a constant sinuosity. These
areas coincide with the location of the Betanci stream affluence and the Grande complex
swamps (Figure 8d).

In the high mountains, the river dynamic is driven by changes in lithology, because of
the less thickness of the quaternary alluvium. This can be seen in the first 5 km downstream
of the dam (see Figure 8), where one of the banks is dominated by rock, so the change in
the channel width is less than that observed in quaternary-alluvium dominant areas.

In Figure 8, it is also observed that in the year 2007, the channel width exhibited the
maximum observed values (close to an increase of 20%). Areas with this high percentage
of increase in the channel width are concordant with more erodible zones, where the
quaternary alluvium is on both sides of the channel (see Figure 8b,c). In 2020 (the last
year of comparison), some reaches had a reduced channel width in comparison with the
maximum channel width observed during the study period; this negative trend indicates
bed erosion and channel incision, a behavior that can be clearly identified near the city of
Montería. The morphological changes drastically reduced 219 km downstream of the dam,
near the Cotoco site; therefore, this length can be assumed as the extent of the morphological
impact due to dam construction.

• Morphological changes downstream of the Salvajina Dam

For this study site, the pre-dam years are 1961 (obtained from aerial photographs) and
1984, while the post-dam years are 2007, 2019, and 2020. The percentage of change in the
channel width and sinuosity referring to the pre-dam year of 1991 for this study site as a
function of the downstream distance is presented in Figure 9.
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Figure 8. Morphological changes downstream of the Urrá I Dam: (a) confinement grade; (b) geological
units near the Sinú River; (c) Erodibility Index (EI) on the left and right sides of the river channel
(RC); (d) sites of importance near the Sinú River, including affluent rivers and streams; (e) river
sinuosity change as a percentage with respect to the pre-dam year 1991; and (f) river width change as
a percentage with respect to the pre-dam year 1991.
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Figure 9. Morphological changes downstream of the Salvajina Dam: (a) confinement grade; (b) ge-
ological units near the Cauca River; (c) Erodibility Index (EI) on the left and right banks of the
river channel (RC); (d) sites near the Cauca River, including affluent rivers and streams; (e) river
sinuosity change as a percentage with respect to the pre-dam year 1961; and (f) river width change as
a percentage with respect to the pre-dam year 1961.
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Figure 9 shows that downstream of this dam, the morphological changes had two
contrasting behaviors, observed in the high mountain area and the alluvial valley. In
the high mountain area (between 0 km and 39 km) with high-to-medium confinement,
the tendency of the channel was to increase its width, with some changes in sinuosity,
during the post-dam period, with a short reach in which the channel width decreased
between 1984 and 2019. The most recent year, 2020, presented an increase in the channel
width in most areas. The first 17 km of the Cauca River downstream of the Salvajina
Dam exhibit a similar behavior to that reported for the Sinú River: the channel width
and sinuosity respond to the bank composition; fewer changes are observed in areas with
low erodibility, and vice versa. The transition from high mountain to alluvial valley (see
Figures 4 and 9a,b) occurs between 17 km and 23 km, where the channel width increases
but sinuosity remains constant. From 23 km to 39 km, the channel width increases, which
coincides with the transition zone toward the vast valley, where medium confinement is
found with quaternary materials (Q- Vc and Q-ca CUs). In the alluvial valley area, from
39 km to 123 km, low confinement and quaternary lithology are observed. In this zone, the
Erodibility Index is the highest for the studied river reach (with values up to 3.2). However,
there are different quaternary alluvium types (Q-Vc, Q-Ca, Qt, and Q-al) and the river
is sinuous. The general tendency of the channel width is to decrease, increasing channel
sinuosity. This increase in sinuosity implies a decrease in the river slope, which is reflected
in a reduction in the erosive capacity.

The quaternary terraces (Q-t CU) dominate on the right side of the valley, between
70 km and 123 km, confining the river to the left side or pulling it toward the Western
Andes. The river stops being sinuous exactly in confluence with the Desbaratado River,
approximately 118 km downstream of the dam. From 118 km to 123 km, the channel
width and sinuosity did not significantly change in the post-dam period. This narrowing
trend of the river channel combined with an increase in discharges during the dry period
may indicate the existence of an incision process in this area. This aspect is contrary to
the expected increase in bank erosion processes, which emphasizes the relevance of the
composition of the alluvial valley materials. In general, before the construction of the dam,
the Cauca River width increased by 3.5 m (4.33%) and its sinuosity by 0.1 (6.5%). During
the post-dam period, the channel width decreased by −0.17 m (−0.21%) and the sinuosity
by 0.09 (4.74%). The morphological changes drastically reduced 118 km downstream of the
dam, near the Desbaratado River; therefore, this length can be assumed as the extent of the
morphological impact due to dam construction.

• Morphological changes downstream of the Betania and Prado Dams

The pre-dam years are 1969 (obtained from aerial photographs) and 1984 for the
Betania and Prado Dams, respectively, while the post-dam years are 1988, 1998, 2015, and
2020. The percentage of change in the channel width and sinuosity referring to the pre-dam
year of 1969 for this case as a function of the downstream distance is presented in Figure 10.

The Magdalena River crosses different confinements and lithologies, separated into
three areas according to the area’s geology: the Neiva sub-basin, the Girardot sub-basin,
and the transition zone between them (valley). In the Neiva sub-basin, from 0 km to 90 km,
the narrowing trend of the river was kept in the pre-dam and post-dam periods without
important changes in sinuosity. After dam construction, the decrease in the channel width
intensified. There is, however, no general trend, because the banks present contrasting
lithologies. Two areas are highlighted with unique geological characteristics:

- Between 14–18 km, there is an erodible volcanic lithology (EI = 1.5) on a high-
confinement area. Then, an increase in the channel width was observed in the post-
dam period.

- From 18 to 25 km, the channel width was reduced by about −62% between pre-
and post-dam periods. This is a Magdalena River transition area from high- to
low-confinement. The transition area is close to where the Frío River flows into the
Magdalena River.
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Figure 10. Morphological changes downstream of the Betania and Prado Dams: (a) confinement
grade; (b) geological units near the Magdalena River; (c) Erodibility Index (EI) on the left and right
sides of the river channel (RC) and faults (----); (d) sites near the Magdalena River, including affluent
rivers and streams; (e) river sinuosity change as a percentage with respect to the pre-dam year 1969;
and (f) river width change as a percentage with respect to the pre-dam year 1969.
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The transition zone, a valley with medium-to-high confinement, between 90 km and
158 km presents a thinner alluvial quaternary deposit. The general trend of the channel
width is to decrease. That decreasing trend was enhanced in the post-dam period. Some
sections are highlighted: For example, the river reach located between 103 km and 106 km
exhibits the lowest channel width change throughout the Magdalena River in the post-dam
period (−64%) and a maximum sinuosity of 16%. This reach corresponds to the confluence
zone of four streams into the Magdalena River. Between 112 km and 123 km, the channel
width increases due to the presence of a fault zone (sheared rocks), which makes this
zone erodible.

In the Girardot sub-basin, with low confinement from 158 km to 244, there was a
channel-widening trend during the pre-dam period. After dam construction, a general
narrowing trend is observed until 192 km downstream of the dam. This trend is primarily
associated with bars that decrease its channel width, delimited by the n4n6-SC CU forma-
tion. From 192 km to 244 km, quaternary formations, such as Q-t, alluvial terraces, and
the Q2-Vc CU Guamo fan appear, which confine the river, generating an almost straight
planform. In this area, there are no significant changes in sinuosity and width, but precisely
between 215 km to 226 km, the channel width shows no change during the pre-dam period.
The post-dam period maintains a value of −6% for all years, defining the extent of the
morphological impact due to dam construction, which occurs until 215 km downstream of
the dam (near the city of Suárez).

In this study site, it was not possible to differentiate the changes due to each dam
(Betania and Prado), because the gauging station installation date does not coincide with the
starting of the operation of the Prado Dam. The hydrological regime in this area presents
increased discharges during the dry period, but those are not reflected in the observed
changes in the channel width. This aspect also shows the relevance of the resistance of the
riverbanks, which coincide with more consolidated formations.

4.3.2. Upstream Morphological Changes

The morphological changes upstream of the selected dams are presented schematically
in a similar way to that used for the downstream areas; however, these plots do not include
the tributaries of the main river. The morphological changes upstream of the selected
dams showed similar trends, and the obtained results are summarized in Table 4, while the
schematic plots are included in Appendix D. To identify the extent of the morphological
effects upstream of the reservoir, two reaches were adopted: (1) the length of the channel
until the influence of the reservoir was identified and (2) the length of the channel upstream
of the previous one in which the effect of the reservoir vanished.

The morphological changes in the reach upstream of the reservoir (identified by reach 1
in Table 4) are related to the increased water levels in the reservoir with the correlated
increase in the channel width. The magnitude of the increase in the channel width varies
among the study sites, but it is possible to emphasize that upstream changes in the channel
width are 1 order of magnitude larger than those observed downstream of the dam.

Upstream of the Urrá I Dam, an increase in the channel width of 600% and 562% was
observed along the Verde and Sinú Rivers, respectively—a situation that occurs in zones
with high confinement and medium erodibility but that are affected by the presence of
faults that increase instability. Upstream of the Betania Dam, the Yagura River has low
confinement and high erodibility and presents an increase in the channel width of up to
456%. Contrastingly, the zone of the Magdalena River with medium confinement and
medium erodibility exhibits an increase up to 167%. Upstream of the Salvajina Dam, the
channel width increases up to 123% in zones with high confinement and medium erodibility.
The sinuosity, however, remains almost constant for the cases of Salvajina and Betania
Dams, while in the Urrá I Dam, it presents high variability.

Considering the results presented in Table 4 and the plots presented in Appendix D, it
is possible to identify that the magnitude of the morphological changes upstream of the
studied sites depends on the hydrological variability of the water levels in the reservoir
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and the geometrical settings of the reservoir vase, such as the confinement degree and the
valley lateral slope. The geological characteristics of the forming materials seem to have
an influence on the morphological changes as high erodibility generates an increase in
the channel width. The coincidence of the channel course with fault chains modifies the
behavior of certain zones from low to high erodibility. Due to the changing morphology,
the zones identified as reach 1 in each study site should be considered in risk reduction
activities because of the increased water levels and channel widths.

5. Discussion

5.1. Downstream Dam Effects

Although geology is considered essential in influencing river morphology, a few
studies have considered the riverbank’s composition in the study of the morphological
effects of dams. It is more common to use the geological information to define the right place
to build a dam, analyzing, for instance, the rock type and geological structure [86]. Studies
dealing with the morphological effects of dams use geologic information to obtain a context
of the area of interest with lithological descriptions at a regional scale, but this information
is not included in the morphodynamic analysis. Geology determines the spatial variation
of riverbank materials (formations) and their associated resistance [73]. Grant et al. [30], for
example, distinguished the importance of geology as a primary control, determining valley
and landscape configurations and creating a relationship between sediment flows and
post-dam changes. It is important to mention that due to the Colombian topography, the
selected dams are built on the fall line (with an upstream bedrock reach and a downstream
alluvial bed). Therefore, our analyses focused on this high–low intervention type.

Downstream of a dam, it is expected to find narrower channels through time [2,33];
however, a few authors have reported other trends during the post-dam period. Williams
and Wolman [8] reported contrasting trends based on data from 21 dams in the United States.
They explained these different responses due to the resistance of the alluvial bank materials,
identified through field campaigns. In the Snake River, Nelson et al. [87] reported wider
channel widths after dam construction, associated with large tributary floods. The results
of our study suggest that including the geological framework and confinement degree of
the selected area may clarify the possible channel width response, allowing identification
of the more susceptible areas. This information is valuable in defining the extent of the
biotic compensation measures in environmental impact studies. In mountainous areas
(regions with high-to-medium confinement) near a dam, there is a general trend to have
increased widths, even though the thickness of the alluvial quaternary area is thinner than
in the alluvial valley. Moreover, in some sectors, the riverbanks can be in direct contact
with the geological formations. Just downstream of the dams of the selected projects, a
high-confinement zone is found. However, the high mountain area downstream of the
Betania Dam (Magdalena River) is composed of more erodible materials (feldespathic
sandstones and conglomerates rich in lithics). These low-resistance riverbanks explain
the wider channels observed after dam construction (see Figure 10). In the other two
cases (Salvajina and Urrá I projects), narrower channels are present, an aspect that can be
attributed to incision processes induced by high-resistance banks (see Figures 8 and 9).

In contrast, in the alluvial valley region (area with low confinement), quaternary
formations predominate, and it is there where the trend may vary. The valley composition
of the selected sites determines the channel width response. The Sinú and Cauca River
valleys present the quaternary alluvium in both riverbanks; however, downstream of the
Salvajina project, a graben structure (i.e., distinct escarpment on each riverbank caused
by downward displacement) composed of terraces and colluvial exists. These material
sequences generate channel confinement, a configuration that is not present downstream of
the Urrá I project. This difference in the geological structure generates channel narrowing in
the Cauca River valley and channel widening in the Sinú River valley (see Figures 8 and 9).
Downstream of the Betania project, the Magdalena River exhibits decreased channel widths
through the valley up to 160 km, where the alluvial material interacts with consolidate
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rocks. The increased presence of unconsolidated materials and the end of a confined area, at
160 km downstream of the dam, determine the wider channels in that zone (see Figure 10).
In Figure 11, three moments with similar discharges of a sector of the Magdalena River
in which the channel width reduced by more than 50% are presented. Besides channel
width reduction, in this figure, it is possible to identify how the dynamics of the reach
considerably reduced, while maintaining a low-impacted flow regime (see the Purificación
station regime in Figure 6).

Figure 11. Downstream changes in the Betania Dam in the sector near Natagaima: (a) aerial pho-
tograph of March 1969 (Q = 233 m3/s), (b) RGB composite 743 of March 1988 (Q = 326 m3/s), and
(c) RGB composite 754 of March 2020 (Q = 350 m3/s).

Generally, in morphological studies downstream of dams, the information about the
river width is measured at selected cross sections [7,23,24,28,30–32], but the morphological
impacts due to dams cannot be analyzed in short distances [87,88]. Therefore, the use
of GIS tools, as the one selected for this study (R package cmgo), allows covering long
distances (until 240 km downstream in our case) to identify the real extent of the impacts.
The geological information at a regional scale is compatible with the spatial resolution
of free available imagery and DEMs, allowing identification of areas more susceptible to
change and defining the extent of morphological alterations [76,89].

5.2. Upstream Dam Effects

Studies addressing the quantification of morphological changes upstream of dams
are scarce and geographically limited. These studies have mainly developed conceptual
models to identify the upstream effects of dams; among these, studies by Liro [12] and Lu
et al. [16] were mainly based on the relationship between deposition and erosion. Specif-
ically, Liro [12] described the effects of morphological changes on flooding. In general,
morphological studies summarize upstream effects as bed aggradation and changes in the
river profile (e.g., Csiki and Rhoads [90]). Our results suggest that reservoir operation and
its geometrical characteristics, such as the valley confinement degree and slope, determine
the magnitude and extent of the changes in channel morphology upstream of dams. There-
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fore, the geology of the forming materials seems to have an influence on the morphological
long-term changes: wider and less sinuous channels were observed in zones with high
erodibility as quaternary materials and fault zones (see Figures A1–A3 in Appendix D).
However, we also showed that the change in the channel width in the upstream zone is
1 order of magnitude larger than in the downstream areas (see Table 4 and Appendix D).

In Figure 12, an example of these changes in the Magdalena River upstream of the
Betania Dam is presented. This figure emphasizes that the geomorphology of the dam area
is of paramount importance for determining long-term morphological effects. The drastic
reduction in the reservoir levels observed in this figure between 1988 and 2020 allows us
to see the important planform changes recorded in this area. Our methodology, and the
morphological studies of these areas in general, is found to be highly relevant in flood risk
reduction analyses.

Figure 12. Upstream changes due to the Betania Dam across the Magdalena River: (a) aerial photo-
graph of 1969, (b) RGB composite 743 of 1988, and (c) RGB composite 754 of 2020.
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5.3. Limitations

It is important to mention that our study addresses the downstream morphological
impacts of dams at the reach scale, which can be useful in regional analyses; however,
our approach is motivated but limited at the same time by information scarcity. Detailed
data on sediment transport characteristics, land use, and land cover changes, as well as
the channel shape and slope evolution, would have allowed us to reach more quantitative
results. Additionally, the Global Erodibility Index (EI) used in this work was adjusted
to a global scale, but the Colombian geological formations are slightly different. Field
visits and laboratory tests may reinforce the application of the EI in the Colombian re-
gion. We assumed that all quaternary formations (unconsolidated materials) have the
same EI, neglecting the sediment characteristics. Therefore, the quaternary formations
must be better described for identifying lithologies and evaluating fluvial erodibility in
morphology [28,91,92].

6. Conclusions

The magnitudes and trends of upstream and downstream morphological changes due
to dam construction vary widely. In this contribution, the relationship between the geology
of each river reach and the channel width and sinuosity response was addressed. For that
purpose, the geology of the areas close to the river channel was correlated to the riverbank
resistance through the Erodibility Index (EI). The selected dams are built on the fall line of
Colombian rivers, considered an appropriate representative of tropical systems.

Although the hydrological alteration reported in the tropical rivers considered in this
contribution is relatively low, the observed morphological changes are of considerable
magnitude. The magnitude of these morphological changes can be related to the high
sedimentological alteration, considering that none of the studied dams includes a sediment
bypass. Therefore, the reduction in both the suspended and bed loads is almost complete
downstream of the dam.

Downstream of dams, the geomorphological settings define the degree of confine-
ment and riverbank resistance, key characteristics of defining the morphological trends
and future behavior of river channels. Therefore, including the geological framework of
the selected area may clarify the possible morphological response of the channel width,
allowing identification of the more susceptible zones. This delimitation may be valuable in
setting the study area for biotic compensation measures and environmental impact studies.

Upstream of dams, the geology of the forming materials also influences the morpho-
logical changes. The geometrical characteristics of the reservoir tail (valley confinement
degree and transversal slope) and its operation determine the magnitude and extent of the
changes in channel morphology.

Despite the high sediment transport rates of Colombian rivers (and tropical systems
in general), which allow quick recovery of sediment loads, the morphological impacts
downstream of dams can reach considerable lengths. This fact demonstrates the relevance
of conducting morphological studies before dam construction, including the geological
characteristics of the underlying materials, to consider the possible negative effects of such
interventions.

The use of the geological information about the area of interest and its relationship
with the Erodibility Index (EI) used in this research to estimate the riverbank resistance
demonstrated its usefulness. This approach can also be used in the calibration of the erodi-
bility coefficients required in morphodynamic modeling exercises to predict morphological
changes upstream and downstream of dams.
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Appendix A

Chronostratigraphic units’ description:

The chronostratigraphic units’ description was obtained from the Servicio Geológico
Colombiano [45], and the unit coding is presented here:

k2k6 − Sm7

Age + Lithology + Terrain *

Turonian −Maastrichtiense + Sedimentary marine + 7

* Terrain: Geological provinces of Colombia [72].

• Urrá I dam area:

Q-al: Alluvial deposits and floodplains
Q-ca: Alluvial fans and colluvial deposits
n6n7-Sm: Intercalations of mudstones, calcareous arenites, and coarse-grained–conglomeratic
quartz sandstone
n6n7-St: Conglomerate intercalations, medium–conglomerate lithic–sublithic arenites,
calcareous arenites, and mudstones
n3n5-Sm: Fine–coarse-grained lithic and feldspathic sandstones with glauconite and cal-
careous shale intercalation with mudstones
n1n2-St: Medium-grained lithic–sublithic sandstones interstratified with mudstones, lo-
cally peat, charcoal, and sandy conglomerate lenses
e8n2-Sm: Limestone, sandstone, and calcareous mudstone
e8n2-St: Ferruginous fine-grained–conglomeratic sandstone intercalation with calcareous
siltstone and coal
e3e4-Sm: Grain-decreasing lithic sandstones to conglomeratic–fine-grained sandstone
intercalation with mudstones and micritic limestones
k2k6-Sm7: Claystones, muddy and lithic sandstones, cherts, limestone, tuffs and agglom-
erates, local cataclassites

• Salvajina dam area:

Q-al: Alluvial deposits and floodplains
Q-ca: Alluvial fans and colluvial deposits
Q-t: Alluvial terraces
Q-Vc: Volcanoclastic flows made up of pyroclasts and epiclasts of andesitic composition
N2-P: Ash tuffs and lapilli intercalation with lavas of andesitic composition
N2-Vi: Lavas and ignimbrites of andesitic composition
n1n2-Pi: Quartzodiorites, tonalites, diorites, and granodiorites
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N1-St: Claystones, siltstones, sandstones, and conglomerates
e6e7-Stm: Conglomerates, lithic muddy sandstones, quartz sandstones, siltstones, clay-
stones, and coals
E3-St: Fine-grained quartz sandstones to conglomerate intercalation with conglomerates,
mudstones, and coals
k2-Vm7: Tholeiitic basalts, dolerites, picrites, basics tuff, and volcanic breccias
k2k6-Sm7: Claystones, muddy and lithic sandstones, cherts, limestone, tuffs and agglom-
erates, local cataclassites
K1-Mbg6: Amphibolite schists and quartzites

• Betania and Prado projects:

Q-al: Alluvial deposits and floodplains
Q-ca: Alluvial fans and colluvial deposits
Q-t: Alluvial terraces
Q2-Vc: Volcanoclastic flows constituted of pyroclasts and epiclasts of andesitic and dacitic
composition
N2Q1-VCc: Felspathic sandstones, claystones, and conglomerates rich in lithics of andesites
and dacites
n4n6-Sc: Lithic sandstones with intercalation of gray–green claystones and conglomerates
e6e9-Sc: Intercalations of red beds of conglomerates, lithic conglomeratic sandstones, and
claystones
k6E1-Stm: Red claystones with intercalations of fine quartz sandstones, coal beds in the
basin
b6k6-Stm: Intercalations of shales, limestones, sandstones, cherts, and phosphorites
b5b6-Sctm: Red conglomerates, feldesphatic sandstones and claystones, quartz sandstones,
limestones and shales; in the top, ferruginous quartz and glauconites sandstones
J-Pi: Monzogranite from Algeciras and Stock of Ibagué
J-VCc: Tuffs, agglomerates, and lavas, occasionally intercalations of red beds of lithic
sandstones and siltstones

Global Erodibility Index (EI):

1.0—acid plutonic rocks, metamorphic rocks, and carbonate sedimentary rocks
1.1—acid volcanic rocks
1.2—mixed sedimentary rocks
1.4—basic volcanic rocks; siliciclastic rocks of fine–medium grain sizes
1.5—basic plutonic rocks, siliciclastic rocks of high variability in grain sizes
3.2—unconsolidated sediments

Appendix B

Table A1. Images used in the study for the selected dams.

Project
Aerial Photographs Satellite Images

Flight Date Name Mission Date

Be
ta

ni
a

C1431 12 September 1971
C1866 1 March 1973 LT05_L1TP_008058_19850322 Landsat 5 22 March 1985
C1343 9 December 1970 LT04_L1TP_008058_19880322 Landsat 4 22 March 1988
C1518 11 September 1974 LT05_L1TP_008058_19981004 Landsat 5 4 October 1998
C1564 5 March 1975 LC08_L1TP_008058_20151019 Landsat 8 19 October 2015
C1256 22 March 1969 LC08_L1TP_008058_20200322 Landsat 8 22 March 2020
C1470 17 November 1973
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Table A1. Cont.

Project
Aerial Photographs Satellite Images

Flight Date Name Mission Date

Pr
ad

o

C1256 22 March 1969 LT05_L1TP_008057_19850322 Landsat 5 22 March 1985
M1393 24 February 1966 LT04_L1TP_008057_19880322 Landsat 4 22 March 1988
M152 29 March 1957 LT05_L1TP_008057_19981004 Landsat 5 4 October 1988
M153 30 March 1957 LC08_L71TP_008057_20151019 Landsat 8 19 October 2015

LC08_L1TP_008057_20200322 Landsat 8 22 March 2020

U
rr

á
I

No flights

LT05_L1TP_010054_19910321 Landsat 5 21 March 1991
LT05_L1TP_010054_19980103 Landsat 5 3 January 1998
AST_L1T_00301132007153521 Aster 13 January 2007
LC08_L1TP_010054_20181228 Landsat 8 28 December 2018
S1B_IW_GRDH_1SDV_20200 Sentinel 1B 11 January 2020
111T104920

Sa
lv

aj
in

a C1421 16 March 1972 LT05_L1TP_009057_19840902 Landsat 5 2 September 1984
C1518 11 September 1974 LT04_L1TP_009058_19880516 Landsat 4 16 May 1988
M1098 14 August 1961 AST_L1T_00301292007153659 Aster 29 January 2007
M1467 14 August 1961 LC08_L1TP_009058_20190818 Landsat 8 18 August 2019

Appendix C

Table A2. Comparison of monthly discharges in pre-dam and post-dam periods at each flow gauging
station. The values are the p-values of Student´s t-test and Fisher´s F-test. The p-values below
α = 0.05 are bolded.

ID TEST January February March April May June July August September October November December

b1
T 0.01 0.00 0.00 0.13 0.57 0.66 0.91 0.57 0.90 0.63 0.90 0.25
F 0.91 0.74 0.74 0.89 0.39 0.02 0.39 0.02 0.34 0.37 0.02 0.31

b2
T 0.01 0.01 0.00 0.15 0.55 0.67 0.68 0.84 0.61 0.69 0.91 0.21
F 0.92 0.66 0.77 0.96 0.44 0.02 0.03 0.23 0.09 0.35 0.00 0.26

b3
T 0.10 0.06 0.02 0.09 0.53 0.87 0.36 0.81 0.68 0.48 0.04 0.68
F 0.72 0.64 0.41 0.81 0.98 0.63 0.54 0.18 0.53 0.00 0.82 0.46

b4
T 0.53 0.00 0.00 0.01 0.76 0.70 0.12 0.25 0.11 0.00 0.00 0.49
F 0.04 0.39 0.15 0.43 0.97 0.69 0.32 0.37 0.28 0.00 0.28 0.18

b5
T 0.63 0.04 0.00 0.00 0.49 0.62 0.87 0.62 0.82 0.06 0.04 0.59
F 0.56 0.01 0.76 0.02 0.47 0.97 0.72 0.02 0.14 0.02 0.60 0.05

b6
T 0.00 0.02 0.00 0.01 0.25 0.02 0.24 0.36 0.30 0.90 0.93 0.17
F 0.95 0.42 0.20 0.98 0.53 0.03 0.13 0.47 0.44 0.19 0.70 0.43

c1
T 0.71 0.43 0.85 0.00 0.00 0.03 0.75 0.05 0.08 0.16 0.02 0.48
F 0.94 0.96 0.35 0.19 0.25 0.60 0.48 0.00 0.41 0.26 0.73 0.19

c2
T 0.47 0.23 0.75 0.19 0.02 0.13 0.35 0.00 0.01 0.98 0.42 0.63
F 0.31 0.36 0.67 0.74 0.34 0.69 0.23 0.02 0.45 0.92 0.51 0.03

c3
T 0.41 0.56 0.56 0.66 0.02 0.18 0.2 0.00 0.00 0.05 0.00 0.45
F 0.76 0.50 0.83 0.93 0.65 0.00 0.26 0.50 0.07 0.03 0.60 0.38

d1
T 0.25 0.29 0.15 0.82 0.96 0.65 0.27 0.50 0.51 0.02 0.07 0.44
F 0.89 0.81 0.42 0.25 0.07 0.76 0.02 0.59 0.37 0.08 0.14 0.01

d2
T 0.95 0.59 0.82 0.15 0.11 0.38 0.44 0.72 0.06 0.00 0.28 0.88
F 0.15 0.98 0.86 0.71 0.73 0.73 0.53 0.92 0.69 0.82 0.66 0.29

d3
T 0.07 0.12 0.01 0.66 0.80 0.30 0.70 0.61 0.78 0.04 0.24 0.08
F 0.90 0.91 0.32 0.20 0.47 0.34 0.08 0.72 0.55 0.18 0.42 0.06

d4
T 0.77 0.99 0.18 0.52 0.32 0.70 0.31 0.47 0.08 0.01 0.00 0.29
F 0.88 0.47 0.30 0.73 0.62 0.73 0.50 0.99 0.71 0.02 0.68 0.08
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Table A3. Comparison of monthly precipitation in pre-dam and post-dam periods at each project
basin. The values are the p-values of Student´s t-test and Fisher´s F-test. The p-values below α = 0.05
are bolded.

BASIN TEST January February March April May June July August September October November December

Betania
T 0.33 0.96 0.80 0.64 0.58 0.69 0.01 0.53 0.44 0.35 0.73 0.05
F 0.74 0.15 0.39 0.68 0.10 0.25 0.27 0.07 0.78 0.49 0.07 0.82

Salvajina T 0.36 0.66 0.11 0.25 0.89 0.65 0.00 0.26 0.46 0.06 0.10 0.40
F 0.07 0.34 0.65 0.90 0.70 0.08 0.01 0.10 0.78 0.01 0.42 0.39

Urrá I
T 0.95 0.11 0.48 0.88 0.30 0.48 0.15 0.54 0.00 0.78 0.22 0.61
F 0.42 0.29 0.49 0.02 0.80 0.97 0.93 0.51 0.46 0.27 0.50 0.43

Table A4. Comparison of downstream gauging station annual flow. The flow values are the average
of minimum (MIN), median (MED), and maximum (MAX) annual discharges at each station. In
addition, the p-values of Kolmogorov–Smirnov (KS) and Mann–Whitney (MW) tests are shown. The
p-values below α = 0.05 are bolded.

Project Station
Annual
Value

Average
Discharge (m3/s)

KS
p-Value

MW
p-Value

Pre-Dam Post-Dam

U
rr

á
I

El Toro
Min 71 81 0.06 0.16
Med 348 328 0.96 0.48
Max 953 759 0.06 0.04

Carrizola
Min 79 117 0.49 0.24
Med 329 353 0.70 0.92
Max 846 803 0.88 0.72

Nueva
Colombia

Min 74 89 0.01 0.05
Med 347 354 0.91 0.98
Max 820 802 0.44 0.70

Montería
Min 69 97 0.01 0.02
Med 376 357 0.90 0.57
Max 876 781 0.01 0.01

Sabana
Nueva

Min 78 92 0.04 0.22
Med 352 348 0.80 0.87
Max 714 686 0.76 0.89

Palma
Central

Min 72 113 0.00 0.01
Med 352 412 0.07 0.05
Max 620 642 0.86 0.42

Sa
lv

aj
in

a

La Balsa
Min 67 66 0.798 0.592
Med 204 177 0.983 0.817
Max 542 424 0.144 0.023

Tablanca
Min 58 77 0.858 0.654
Med 198 194 0.44 0.196
Max 576 447 0.277 0.793

La Bolsa
Min 68 105 0.008 0.02
Med 233 232 0.458 0.313
Max 635 537 0.212 0.062

Be
ta

ni
a

an
d

Pr
ad

o

Puente
Santander

Min 153 162 0.798 0.592
Med 488 487 0.983 0.817
Max 1796 1496 0.144 0.023

Angostura
Min 235 218 0.858 0.654
Med 657 603 0.44 0.196
Max 2007 1829 0.277 0.793

Purificación
Min 216 273 0.008 0.02
Med 744 790 0.458 0.313
Max 2591 2392 0.212 0.062

Nariño
Min 456 404 0.625 0.486
Med 1153 1138 0.977 0.986
Max 3563 3147 0.279 0.093
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Appendix D

Schematic plots showing upstream morphological changes due to the reservoir con-
struction in each study site.

 

Figure A1. Morphological changes upstream of the Urrá I Dam across Verde and Sinú Rivers:
(a) confinement grade, (b) geological units near the rivers, (c) Erodibility Index (EI) on the left and
right sides of the river channel (RC) and faults (----), (d) river sinuosity change as a percentage with
respect to the pre-dam year 1998, and (e) river width change as a percentage with respect to the
pre-dam year 1998.
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Figure A2. Morphological changes upstream of the Salvajina Dam: (a) confinement grade, (b) geo-
logical units near the Cauca River, (c) Erodibility Index (EI) on the left and right sides of the river
channel (RC), (d) sites near the river, (e) river sinuosity change as a percentage with respect to the
pre-dam year 1961, and (f) river width change as a percentage with respect to the pre-dam year 1961.
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Figure A3. Morphological changes upstream of the Betania Dam across the Yaguara River and the
Magdalena River: (a) confinement grade, (b) geological units near the rivers, (c) Erodibility Index
(EI) on the left and right sides of the river channel (RC), (d) river sinuosity change as a percentage
with respect to the pre-dam year 1970, and (e) river width change as a percentage with respect to the
pre-dam year 1970.
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Abstract: This paper presents the development of a two-dimensional hydrodynamic sediment
transport model using the finite volume method based on a collocated unstructured hybrid-mesh
system consisting of triangular and quadrilateral cells. The model is a single-phase nonequilibrium
sediment-transport model for nonuniform and noncohesive sediments in unsteady turbulent flows
that considers multiple sediment-transport processes such as deposition, erosion, transport, and bed
sorting. This model features a hybrid unstructured mesh system for easy mesh generation in complex
domains. To avoid interpolation from vertices in conventional unstructured models, this model
adopted a second-order accurate edge-gradient evaluation method to consider the mesh irregularities
based on Taylor’s series expansion. In addition, the multipoint momentum interpolation corrections
were integrated to avoid possible nonphysical oscillations during the wetting-and-drying process,
common in unsteady sediment transport problems, to ensure both numerical stability and numerical
accuracy. The developed sediment transport model was validated by a benchmark degradation
case for the erosion process with armoring effects, a benchmark aggradation case for the deposition
process, and a naturally meandering river for long-term unsteady sediment-transport processes.
Finally, the model was successfully applied to simulate sediment transport in a reservoir that was
significantly affected by typhoon events.
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1. Introduction

Sediment transport, defined as sediments driven by water and moving with the water,
is one of the most important processes when studying morphological and environmental
problems. Sediment transport may result in sediment depositions in lakes, reservoirs [1,2]
and coastal wetlands [3,4]; erosion of riverbanks [5,6], coastlines [7,8], and downstream of
dams [9,10]; local scour downstream of hydraulic structures [11,12]; gully erosion [13,14];
channel evolution [15,16]; adsorption/de-adsorption and resuspension [17], etc.

In addition to conventional physical models, with the advancement of computer
technology and numerical methods, numerical models have become powerful tools to
study sediment transport in rivers, lakes, reservoirs, and coastal regions. In natural rivers,
sediment in the water can be described as a two-phase flow [18,19], in which the sediment
phase and the water phase are governed by the continuity and the momentum equations
and interact with each other all the time [20,21]. In the conventional single-phase flow
method, sediment transport is described as a diffusion phenomenon using the momentum
equation and the transport equations: the suspended load moves in the form of a suspension
in the water column, while the bed load moves by sliding, rolling, or saltation along or near
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the bed. Despite the advancement of the two-phase flow method [21–23] in recent years,
the single-phase flow method [20,24–26] is still dominant in sediment transport modeling
due to its relative simplicity and higher computational efficiency.

Sediment transport models may be categorized according to the dimension of study
domains (one dimensional (1D), two dimensional (2D), or three dimensional (3D)), flow
conditions (steady or unsteady), uniformity of sediment particles (single-sized or multiple-
sized), transport mode of sediment (equilibrium or nonequilibrium), and the cohesion of
sediment materials (noncohesive or cohesive). In natural rivers, nonuniform and noncohe-
sive sediments are dominant, and the flows are unsteady and turbulent. Moving sediments
interact with the channel and can both change channel geometry and be influenced by
channel geometry. The dynamic interactions between flow and sediments imply that global
equilibrium sediment transport (the sediment transport rate equals the transport capac-
ity) is rare. Local transport may be temporarily in equilibrium with the flow, however,
nonequilibrium sediment transport is much more common in natural channels [18]. The
1D sediment transport models (e.g., [25]; CCHE1D [27]; MIKE 11 [28]; HEC-RAS [29]; and
GSTAR-1D [30]) were developed for averaged solutions with high computing efficiency
for long-term simulations in large-scaled domains, while 3D models (e.g., CCHE3D [31];
Delft3D [32]) are for highly-sophisticated solutions of short-term simulations in local small
domains. The 2D models (e.g., [19]; CCHE2D [24]; SRH-2D [26]; [33]) are in between 1D
and 3D models with respect to computing efficiency and numerical accuracy. Theoretically,
sediment transport is a 3D phenomenon and 3D models should be used. However, in
practice for different problems, model selection needs to balance computing efficiency and
numerical accuracy.

Unlike hydrodynamic flow models, there are more uncertainties and challenges with
the sediment transport models since numerous semiempirical and empirical formulas
have been developed, covering all aspects of the sediment transport process, such as the
sediment settling velocity, sediment incipient motion, mobile bed roughness, critical shear
stress, suspended-load transport capacity, and bed-load transport capacity. A good review
of some of those formulas can be found in [20]. Most of those formulas were derived based
on physical laws using experimental data under steady flow conditions, and application of
them to truly unsteady sediment transport has been a concern [21]. Each formula has its
own advantages, limitations, and application ranges. A sediment transport model cannot
accommodate all the available formulas, which would make the model difficult to use. The
same model cannot use multiple approaches in most cases since different formulas often
yield significantly different simulation results according to the authors’ experiences.

In the review of sediment transport models by Papanicolaou et al. [34], model limita-
tions were identified, including turbulence calculations, entrainment formulas established
under uniform flow conditions, fractional (nonuniform) sediment transport calculations,
evaluation of sediment dispersion and diffusion coefficient, soil contributions from banks,
hill slopes, and floodplains, and two-phase flow modeling. Most of these problems have
not been resolved. Basically, sediment transport modeling needs to address the unsteady
and nonequilibrium natures of sediment transport [26]. On the other hand, the mesh sys-
tem (structured or unstructured) determines the numerical methods in sediment transport
models. Despite their advantages and disadvantages, both structured and unstructured
meshes have been widely used. For example, the CCHE2D model [19,24] and the Delta3D
model [32] were based on structured meshes, while SRH-2D [26] was based on unstructured
polygon meshes. Compared to structured meshes, unstructured meshes are more suitable
and flexible for geometrically complex domains with complicated boundaries. Among
unstructured meshes, triangle meshes, and quadrilateral meshes are the most popular and
easiest to generate [35]. In addition, structured (quadrilateral) meshes can be shared by
both structured models and unstructured models in many cases.

In this study, an alternative single-phase 2D depth-integrated sediment transport
model for turbulent flows was developed. The model aims to simulate unsteady, nonequi-
librium, and nonuniform (fractional) sediment transport processes for noncohesive sedi-
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ment materials on both the laboratory scale and the field scale. The model features (1) an
unstructured hybrid-mesh system consisting of either triangle cells or quadrilateral cells
or mixed triangle and quadrilateral cells for geometrically-complex domains with high
adaptivity; (2) an edge gradient evaluation method with second-order accuracy designed
for mesh irregularity and nonuniformity; and, (3) a multipoint momentum interpolation
correction method to remove possible nonphysical oscillations in the wetting-and-drying
process. The development details are presented in the Section 2 (Numerical Model) and
Section 3 (Numerical Method). Selected examples and applications will demonstrate and
validate the proposed sediment-transport model.

2. Numerical Model

2.1. Flow Model

The flow model is the backbone of the sediment-transport model. The proposed
sediment-transport model is based on a 2D depth-integrated hydrodynamic-flow model
developed by Zhang et al. [36] where the continuity equation and the momentum equations
for unsteady turbulent flow are:

∂h
∂t

+
∂(hu)

∂x
+

∂(hv)
∂y

= 0 (1)

∂(hu)
∂t

+
∂(hu2)

∂x
+

∂(huv)
∂y

= −gh
∂η

∂x
+

1
ρ
[
∂(hτxx)

∂x
+

∂(hτxy)

∂y
] +

(τwx − τbx)

ρ
+ fcorhv (2)

∂(hv)
∂t

+
∂(huv)

∂x
+

∂(hv2)

∂y
= −gh

∂η

∂y
+

1
ρ
[
∂(hτyx)

∂x
+

∂(hτyy)

∂y
] +

(τwy − τby)

ρ
− fcorhu (3)

where t represents time (s); u and v are depth-integrated velocity (m/s) components in
the x and y directions, respectively; η is the water surface elevation (m); ρ is the water
density (kg/m3); h = η − zb is the local water depth (m) and zb is the bed elevation (m); g
is the gravitational acceleration (m/s2); fcor is the Coriolis parameter; τbx and τby are shear
stresses (Pa) on the bed surface and were calculated as follows:

τb(x,y)

ρ
=

gn2

h1/3

√
u2 + v2(u, v) (4)

n is Manning’s roughness (m−1/3s); τwx, τwy are surface wind shear stresses (Pa):

(τwx, τwy) = ρairc f a

√
U2

w + V2
w(Uw, Vw) (5)

where c f a is the friction coefficient at the water surface and Uw and Vw are wind velocity
(m/s); and, τxx, τxy, τyx, and τyy are the depth-integrated Reynolds stresses (Pa) including
both viscous and turbulent effects and approximated based on the Bousssinesq assumption:

τxx = 2ρ(ν + νt)
∂u
∂x

(6a)

τxy = τyx = ρ(ν + νt)(
∂u
∂y

+
∂v
∂x

) (6b)

τyy = 2ρ(νt + ν)
∂v
∂y

(6c)

where a mixing-length model [21] was adopted to calculate the eddy viscosity νt (m2/s).
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2.2. Sediment-Transport Model

In this study, a single-phase sediment-transport model was developed, mainly con-
sisting of the suspended-load transport equation, the bed-load transport equation, and the
bed-change equation.

2.2.1. Suspended-Load Transport

For suspended loads, the governing equation for the kth size class reads [19]

∂(hCk/βsk)
∂t + ∂(huCk)

∂x + ∂(hvCk)
∂y = ∂

∂x [h(εs
∂(Ck)

∂x + Dsxk)] +
∂

∂y [h(εs
∂(Ck)

∂y + Dsyk)]

+αωsk(C∗k − Ck) (k = 1, 2, . . . , ns)
(7a)

where C is the depth-averaged suspended-load concentration by volume (m3/m3), the
concentration by mass is therefore ρsCk (kg/m3) with ρs the sediment density (kg/m3);
C*k is the suspended-load transport capacity; ωsk is the settling velocity (m/s); α is the
adaptation coefficient for the suspended load; ns is the number of size classes; the correction
factor

βsk = (

η∫
zb+δ

usCkdz)/(Us

η∫
zb+δ

Ckdz) = Us/U (7b)

represents the lag between the flow and the suspended-load transport (≤1) with δ the thick-
ness of the bed-load zone near the bed, us the velocity of the suspended load (m/s), and Us
the velocity magnitude (m/s). The suspended-load diffusivity coefficient is εs = νt/σc, with
the Schmidt number 0.5 ≤ σc ≤ 1 and the dispersion terms

Dsx = − 1
h

η∫
zb

(u3d − u2d)(c3d − C2d)dz and Dsy = − 1
h

η∫
zb

(v3d − v2d)(c3d − C2d)dz account

for the nonuniform distributions of flow velocity and sediment concentration over flow
depth, with small u3d, v3d, and c3d in 3D. In this study, the dispersion terms were ignored
so that Dsx = 0 and Dsy = 0.

In Equation (7), there is one calibration parameter, the adaptation coefficient α for
the suspended load, and three input variables, including the settling velocity ωs, the
suspended-load transport capacity C*, and the correction factor βs, to be determined by
semiempirical formulas. As mentioned previously, there are so many formulas available
with their own advantages, limitations, and application ranges, this study does not focus
on the comparisons of those formulas for “best picks”; we selected appropriate formulas
that provided reasonable results during the validation process.

For the settling velocity, Zhang’s formula [18] for naturally-worn sediment particles
was used, which assumes a combination of drag force in the laminar region and the
turbulent region.

ωs =

√
(13.95

ν

d
)

2
+ 1.09(

ρs

ρ
− 1)gd− 13.95

ν

d
(8)

where d is the particle diameter (m) and ν is the kinematical viscosity (m2/s). Julien [37]
and Cheng [38] also proposed similar formulas as Equation (8).

A variety of formulas have been developed for the suspended-load transport capacity.
For example, Einstein [39] determined the suspended-load transport rate by integrating
the local sediment concentration over the suspended-load zone; Zhang [18], based on
the energy balance of sediment-laden flow, derived the relation between suspended-load
transport capacity C* and parameter U3/(gRωs); and Bagnold’s formula [40] was based on
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the stream power concept. The formula proposed by Wu et al. [41], based on the stream
power concept, was selected:

qs∗k = 0.0000262[(
τ

τck
− 1)

U
ωsk

]
1.74
· pbk

√
(γs/γ− 1)gd3 (9)

where qs∗k is the fractional suspended transport capacity (m2/s); γs and γ are the specific
weight (N) of sediment and water, respectively; pbk is the fraction of kth size class; and τ is
the shear stress of entire cross section (Pa); τck = 0.03(γs − γ)dk(phk/pek)

0.6 with the hiding
probability phk = ∑

j
pbjdj/(dj + dk) and the exposure probability pek = ∑

j
pbjdk/(dj + dk).

The correction factor βs, the lag between the flow and sediment velocities, can be
ignored for fine sediments, though for coarse sediments it is nonnegligible. According
to [42], based on the logarithmic velocity distribution and the Rouse distribution for
suspended load, the correction factor relation to the Rouse number R and the Chezy’s
coefficient Ch is defined as:

βs =

⎧⎪⎪⎨
⎪⎪⎩

0.0289R3 − 0.0448R2 − 0.2977R + 0.994 (Ch = 40)
0.0222R3 − 0.0433R2 − 0.1825R + 0.9924 (Ch = 60)
0.0189R3 − 0.044R2 − 0.122R + 0.9924 (Ch = 80)
0.0113R3 − 0.0227R2 − 0.1051R + 0.9918 (Ch = 100)

(10)

where R = ωs/(κU∗) is the Rouse number with κ the van Karman constant (=0.41) and
U∗ =

√
τ0/ρ is the shear velocity (m/s). Interpolation may be performed with Equation

(10) for the other Ch values.

2.2.2. Bed-Load Transport

The governing equation for bed loads of kth size class [19] reads as follows:

∂(qbk/ubk)

∂t
+

∂(αbxqbk)

∂x
+

∂(αbyqbk)

∂y
=

1
Lb

(qb∗k − qbk) (11)

where qbk is the bed-load transport rate by volume per unit time and width (m2/s); qb∗k
is the transport capacity (m2/s); Lb is the bed-load adaptation length (m); and the direc-
tion cosines of bed-load movement are αbx = u/U and αby = v/U with U the velocity
magnitude (m/s) when the effect of the bed slope is ignored.

To solve Equation (11), the bed-load velocity formula established by van Rijn [43] and
the bed-load transport capacity formula developed by Wu et al. [41] were adopted. For
the bed-load velocity, van Rijn [43] proposed the concept of the transport stage num-
ber T, which was defined as the excess bed-shear stress T = (U′∗/U∗cr)

2 − 1, with
U′∗ = Ug0.5/[18 log(4h/d90)] the effective shear velocity and U∗cr the critical shear ve-
locity given by the Shields diagram. Then, the bed-load velocity is estimated by

ub = 1.5T0.6
√
(ρs/ρ− 1)gd. (12)

The bed-load transport capacity is related to the flow conditions and sediment prop-
erties. The formulas for bed-load transport capacity can be categorized into stream-
power based (or velocity based) (i.e., Ref. [40]), shear-stress based (i.e., Refs. [44–46]),
and probability-theory based (i.e., Ref. [38]). Wu et al. [41] proposed the use of the nondi-
mensional excess grain shear stress Tk = (n′/n)3/2

τb/τck − 1 for the estimation

qb∗k = 0.0053[(
n′

n
)

3/2
τb
τck
− 1]

2.2

· pbk

√
(γs/γ− 1)gd3

k (13)

131



Appl. Sci. 2023, 13, 4940

where qb∗k is the fractional bed-load transport capacity (m2/s); τck is the critical shear stress
(Pa); n′= d1/6

50 /20, and n is the Manning’s roughness coefficient (m−1/3s). Note that the
hiding and exposure effect in nonuniform bed material is considered through τck.

In Equations (7) and (11), the adaptation coefficient, α, for suspended load, and the
adaptation length, Lb, for bed load, are critical to predicting nonequilibrium sediment
transport. Physically, the adaptation length Lb represents the distance required for the
sediment transport to move from nonequilibrium to equilibrium conditions, while the
adaptation coefficient α originally is related to the near-bed suspended-load concentration
Cb, with Cb = αC. To be consistent, an adaptation length for the suspended load (m) can
also be defined as Ls = Uh/(αωs). In practice, α and Lb are case-dependent calibration
parameters. The adaptation length for the bed load, Lb, is closely related to the bed-form
characteristics and can be evaluated using the characteristic lengths, such as channel width,
sand-dune length, alternate-bar length, water depth, and mesh-cell length. The adaptation
coefficient α is in the range of [0, 1]. Based on the work of Galappatti and Vreugdenhil [47],
Armanini and de Silvio [48] proposed the following function to evaluate α:

α = 1/{ a
h
+ (1− a

h
) exp[−1.5(

a
h
)
−1/6 ωs

U∗
]} (14)

where a is related to the zero-velocity distance in the logarithmic velocity distribution,
defined as a = 33h/ exp(1 + κCh/

√
g).

The suspended-load transport Equation (7) and the bed-load transport Equation (11)
can be combined into a total-load transport equation [20,26]. The single total-load equation
is computationally more convenient since only one equation is solved, though it requires
an additional fraction parameter to identify the suspended load and the bed load in the
total load. In this study, however, the suspended-load equation and the bed-load equation
will be solved separately, which is conceptually simple and clear.

2.2.3. Bed Changes and Sorting

The source terms on the right-hand side (RHS) of Equations (7a) and (11) represent the
net exchange of sediment between the bed and the flowing water, including the suspended
load in the water column and the bed load in the near-bed zone. Therefore, the bed changes
can be calculated by

(1− p′m)
∂zbk
∂t

= αωsk(Ck − C∗k) +
1
Lb

(qbk − qb∗k) (15)

where p′m is the sediment porosity, and zbk represents the bed elevation (m) contributed by
kth size class.

In the vertical direction, the bed can be divided into at least three layers from top to
bottom: the mixing layer (also called the active layer), the immediate subsurface layer, and
the bottom subsurface layer. The bottom subsurface layer can be further divided into more
sublayers. The exchanges of sediment between the water column and the bed leads to bed
sorting with dynamic variations of sediment composition in each bed layer.

As is widely accepted, sediment exchange occurs at the mixing layer. The composition
of the mixing layer can be found using a mass-balance approach (e.g., [19,25,26,49]). This
study used the equation proposed by Wu [19] for the mixing layer.

∂(Am pbk)

∂t
=

∂zbk
∂t

+ p∗bk(
∂Am

∂t
− ∂zb

∂t
) (16)

where Am is the thickness of the mixing layer and pbk is the fraction of the kth size class in
the mixing layer. When ∂Am

∂t − ∂zb
∂t ≥ 0, bed changes remain in the current-mixing layer, so

p∗bk = pbk; when ∂Am
∂t − ∂zb

∂t < 0, bed changes penetrate to the immediate subsurface layer,
so p∗bk = pik (the fraction of kth size class in the immediate subsurface layer).
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The thickness of the bed layers (the mixing layer, the immediate subsurface layer, and
the bottom subsurface layer) are user-input variables for the simulation. For the mixing
layer, a minimum thickness, Amin, was set to maintain the active sediment exchanges
in the mixing layer. This minimum thickness of the mixing layer, Amin, can be either
user-specified or determined by d50 and the sand dune height Δs [20].

Amin = max(2d50, 0.5Δs) (17)

The mixing-layer thickness changes little during the computation, though the division
of each layer may move upward with net deposition or downward with net erosion. In
such cases, the composition changes of the mixing layer may induce corresponding changes
in the other subsurface layers. For example, for the immediate subsurface layer, one can
obtain [20]

∂(Ai pik)

∂t
= −p∗bk(

∂Am

∂t
− ∂zb

∂t
) (18)

where Ai is the thickness of the immediate subsurface layer.
For the nonerodible bed with only net depositions allowed, both erosions and the

bed-layer thickness need to be limited.

3. Numerical Method

The governing equations of the flow (Equations (1)–(3) and sediment transport
(Equations (7) and (11)) were discretized using the finite volume method (FVM) on a col-
located unstructured hybrid-mesh system with mixed-triangle and quadrilateral cells.
Compared to the structured-mesh system, the unstructured mesh is more suitable for
geometrically complex domains with higher adaptivity.

3.1. FVM Discretization

Following the work of Zhang et al. [36], the discretization method is illustrated by
the integral form of the suspended-load transport equation in the typical cells shown in
Figure 1, where one triangle cell and one quadrilateral cell are neighbored with each other.
In each cell, the centroid nodes (denoted by the superscript “c”) and the vertex nodes
(denoted by the superscript “v”) are counterclockwise numbered. A similar discretization
procedure can be carried out for the bed-load transport equation.

For the time integral, the first-order Euler forward scheme was used:

∫
Ω

∂(hCk/βsk)

∂t
dΩ ≈ (hCk/βsk)

n+1 − (hCk/βsk)
n

Δt
·Ω (19)

where the superscript “n” denotes the time level.
For the convective fluxes,

∫
Ω

(
∂(uhCk)

∂x
+

∂(vhCk)

∂y
)dΩ ≈ ∑ F0−m(hCk)0−m (20)

where F0−m = u0−mΔyi−j − v0−mΔxi−j is the flux; the subscripts “i” and “j” denote the
two vertices of the edge “0 − m” ordered counterclockwise. Note that for coordinate
calculations, the subscript “i − j” denotes the subtraction of coordinate “i” from “j”; that is,
Δxi−j = xj − xi and Δyi−j = yj − yi.

The second-order upwind scheme was used for the edge center “0 − m”,

φ0−m ≈
{

φ0 + (φx)0Δx0−F + (φy)0Δy0−F (F0−m > 0)
φm + (φx)mΔxm−F + (φy)mΔym−F (F0−m < 0)

(21)

where φ0−m = (hCk)0−m and, φx and φy represent the first-order derivatives with respect
to x and y.
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Figure 1. Typical triangle and quadrilateral cells: the black circle denotes the cell centers; the gray
circle denotes the vertices; the big white circles denote the edge centers; the small white circle denotes
the interception point of the edge and the line of two neighboring cell centers; the blank quadrilateral
(0c-1v-1c-2v) with the dash-dot lines is formed by two vertices of the edge and two neighboring cell
centers; and the quadrilateral filled with gray color is formed by four neighboring edge centers (E0–1,
E0–3, E1–4, and E1–6) with E0–1 as centroid.

In Equation (21), the first term on the RHS will be treated implicitly, while the second
term with gradients is treated as the source term.

Sφ = ∑
m

{
F+

0−m · [(φx)0Δx0−F + (φy)0Δy0−F] + F−0−m · [(φx)mΔxm−F + (φy)mΔym−F)]
}

(22a)

F±0−m =
1
2
(F0−m ± |F0−m|) (22b)

For the diffusion fluxes, the Green Theorem was applied so that one can obtain:
∫

Ω0−m

[
∂

∂x
[hεs

∂Ck
∂x

) +
∂

∂y
(hεs

∂Ck
∂y

)]dΩ ≈ ∑
m
[(hεs

∂Ck
∂x

)
0−m

· Δyi−j − (hεs
∂Ck
∂y

)
0−m

· Δxi−j] (23)

where Ω0−m is the area of the quadrilateral at the edge “0 − m” (refer to the quadrilateral
0c-1v-1c-2v in Figure 1).

For the source terms, one can obtain:∫
Ω

[αωsk(C∗k − Ck)− Sφ]dΩ ≈ [−αωskCk + αωskC∗k − Sφ] ·Ω (24)

where the first term with Ck at RHS will be treated implicitly.
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3.2. Edge-Gradient Evaluation

On the RHS of Equation (23), the edge gradient was evaluated by the Green Theorem,
and the values at the vertices are required, which are interpolated from the cell centers.

(
∂C
∂x

)
0−m

=
1

Ω0−m

∮
Cdy ≈ 1

2Ω0−m
[(Cc

m − Cc
0)Δyi−j − (Cv

j − Cv
i )Δy0−m] (25a)

(
∂C
∂y

)
0−m

=
−1

Ω0−m

∮
Cdx ≈ −1

2Ω0−m
[(Cc

m − Cc
0)Δxi−j − (Cv

j − Cv
i )Δx0−m] (25b)

Note that the subscript “k” is omitted here for simplicity.
If the Taylor series expansion is used, no interpolation is needed, and one can obtain:

(
∂C
∂x

)
0−m

=
1

Ω0−m

∮
Cdy ≈ 1

Ω0−m
[(Cc

m − Cc
0 + D0−m)Δyi−j + (Gx)0−m] (26a)

(
∂C
∂y

)
0−m

=
−1

Ω0−m

∮
Cdx ≈ −1

Ω0−m
[(Cc

m − Cc
0 + D0−m)Δxi−j + (Gy)0−m

] (26b)

D0−m = [(Cx)m − (Cx)0] · ΔxF−F′ + [(Cy)m − (Cy)0] · ΔyF−F′ (26c)

(Gx)0−m = 1
2 [(Cx)0Δx′0−i + (Cy)0Δy′0−i] · Δy′0−i +

1
2 [(Cx)0Δx′0−j + (Cy)0Δy′0−j] · Δy′ j−0+

1
2 [(Cx)mΔx′m−i + (Cy)mΔy′m−i] · Δy′ i−m + 1

2 [(Cx)mΔx′m−j + (Cy)mΔy′m−i] · Δy′ j−m
(26d)

(Gy)0−m = 1
2 [(Cx)0Δx′0−i + (Cy)0Δy′0−i] · Δx′0−i +

1
2 [(Cx)0Δx′0−j + (Cy)0Δy′0−j] · Δx′ j−0+

1
2 [(Cx)mΔx′m−i + (Cy)mΔy′m−i] · Δx′ i−m + 1

2 [(Cx)mΔx′m−j + (Cy)mΔy′m−i] · Δx′ j−m
(26e)

where Ω0−m denotes the areas of the quadrilateral at the edge 0 − m; Cx and Cy denote
the first-order derivatives; D0−m is the correction term for mesh irregularity (will auto-
matically vanish in well-connected mesh), and all the coordinates with the superscript “′”
count in the distance vector ∇→r f as well. For example, Δx′0−i = xv

i − (xc
0 + ΔxF−F′) and

Δy′m−i = yv
i − (yc

m + ΔyF−F′), and so on.
This evaluation method for the edge gradient was also applied to the velocity gradient

at edges in the momentum equations and the pressure gradient at edges when coupling
the continuity equation and the momentum equations. Compared to the conventional
method requiring vertex values, this method accounts for mesh irregularities and avoids
interpolations for the vertex values.

3.3. Multipoint Momentum Interpolation Correction

After discretization, the momentum Equations (2) and (3) can be linearized as follows:

AU∗

ru
U∗ +

b

∑
1

AU
b U∗b = Un − gΔt(∇η) +

(1− ru)

ru
AU∗Um + SU (27)

where U∗ = (u∗, v∗) is the provisional velocity (m/s); Um is the velocity of the previous iter-
ation (m/s) with the superscript “m” denoting the iteration step; ru is the under-relaxation
parameter for velocity; ∇η = (∂η/∂x, ∂η/∂y) is the pressure gradient; A∗U = (A∗u, A∗v)
is the nondimensional matrix coefficient; AU

b = (Au
b , Av

b) is the matrix coefficient for neigh-
boring cells; and SU is the source term.

For the collocated mesh system, the momentum interpolation (MI) method proposed
by Rhie and Chow [50] is to interpolate the discretized momentum equation at the edge
between two neighboring cells to evaluate the edge velocity and flux.

U∗0−m ≈ IS0−m −
gΔt

AU
0−m

(∇η)0−m (28)

135



Appl. Sci. 2023, 13, 4940

where IS = U∗ + gΔt
AU (∇η) denotes the interpolation subject (m/s) at cell centers; IS0−m

denotes the cross-edge interpolation subject with IS0−m = s0−mIS0 + (1− s0−m)ISm with
s0−m(∈ [0, 1]) the linear interpolation coefficient; and the matrix coefficient at the edge is
defined as AU

0−m = s0−m ·AU
0 + (1− s0−m) ·AU

m.
Zhang and Jia [51] extended the cross-edge MI to the surrounding edge centers by

defining the multipoint interpolation subject as the averaged surrounding edge interpola-

tion subject ISMP
0−m =

4
∑
1

wnISi−j with w the weighting coefficient. Specifically, at edge “0–1”

in Figure 1, the multipoint interpolation subject is ISMP
0−1 = w1IS0−1 + w2IS0−2 + w3IS1−4 +

w4IS1−6 with the superscript “MP” representing “multi-point”. Therefore, the momentum
interpolation with multipoint interpolation correction reads:

U∗0−m ≈ IS0−m −
gΔt

AU
0−m

(∇η)0−m + (ISMP
0−m − ISo−m) · rI (29)

where rI is a relaxation factor in the range of [0, 1] to control the correction of the last term
on the RHS of Equation (29). With the multipoint-momentum interpolation corrections,
nonphysical oscillations can be removed, especially those possible oscillations induced by
the wetting-and-drying process, which is common due to the morphological changes in the
unsteady sediment transport.

3.4. Solution Procedure

All discretized equations are solved by the BiCGSTAB(l) (biconjugate-gradient sta-
bilized method) solver [52]. At each time step, the flow and the sediment transport are
coupled in the following way: (1) the flow field is calculated first based on the current bed
conditions (bed elevation and bed material composition); (2) then, the sediment transport
is simulated using the calculated flow field; and (3) finally, the bed changes and the bed
sorting are calculated and bed elevations and sediment compositions are updated.

4. Examples and Application

In the following sections, the hybrid-sediment transport model will be demonstrated
and validated by selected examples, including the degradation case [9] for the erosion
process, the aggradation case [53] for the deposition process, and the long-term unsteady
sediment transport in the East Fork River [54]. Finally, the model was applied to JiJi
Reservoir in Taiwan [1]. All computational meshes were generated by CCHE-MESH [55], a
quality mesh generator for both structured and unstructured meshes.

4.1. Bed Degradation

The first example is based on the benchmark experiments conducted by Ashida
and Michiue [9] to demonstrate the model’s capability of handling bed degradation and
armoring processes under clear-water conditions. The experimental flume was 20 m long
and 0.8 m wide with a slope of 1%. On the flume bed, there were 12 size classes of sediment
particles (Table 1) ranging from sand to gravel with the median size of 1.5 mm and the
initial bed material thickness of 0.113 m. A steady flow of 0.0314 m3/s was imposed at the
inlet, while the water level of 0.06 m was maintained at the outlet.

In this simulation, the bed-load transport dominated, and the bed-load transport
model was run on a 5 × 100 rectangle mesh. Bed roughness was calibrated as 0.023 m−1/3s,
and the time step was 1 s. For this bed degradation case, Wu [20] investigated the effects
of the mixing layer thickness (varying between d50 and 2d50) and the bed-load adaptation
length (time dependent, water depth dependent, or constant) on the simulations using
the one-dimensional model. In this study, the mixing-layer thickness was set as 2d50 and
the bed-load adaptation length was set as the averaged sand dune length (≈ 7.3 times the
water depth).
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Table 1. Size classes for degradation experiment (Ashida and Michiue [3]).

Size (mm) 0.25 0.35 0.5 0.7 0.9 1.25 1.75 2.5 3.5 5 7 9

Lower Bound 0.2 0.3 0.4 0.6 0.8 1 1.5 2 3 4 6 8
Upper Bound 0.3 0.4 0.6 0.8 1 1.5 2 3 4 6 8 10
Fraction 0.075 0.125 0.165 0.035 0.035 0.065 0.04 0.09 0.1 0.195 0.05 0.025

With the clear water condition, bed erosion occurred due to bed-load sediment trans-
port. During the scouring process, a layer of coarse bed materials (called an armoring
layer) may be formed, which could protect the bed from scouring, resulting in slowing or
even stopping erosion (called armoring effects). In this bed degradation case, the armoring
effects were significant. Figure 2 compares the measured erosion depth development with
time at x = 7 m, 10 m, and 13 m to the simulation results. As can be seen, the erosion
developed rapidly in the first 100 min and then became much milder afterward due to the
armoring effects. The simulated erosion development profiles at three locations agreed
well with the measured ones.

Figure 2. Erosion development profiles with time.

The armoring effect is closely related to the bed sorting calculation. Figure 3 compares
the simulated bed composition with the measured one at x = 10 m. The model succeeded
in simulating the armoring effects. The initial d50 was 1.5 mm and the measured final d50
was 5.4 mm, while the simulated final d50 was 5.6 mm. However, the simulated armoring
layer was formed earlier, resulting in a slightly coarser bed-armoring layer. In general, the
bed-sorting calculation was satisfactory for this case.

4.2. Bed Aggradation

The benchmark experiments conducted by Seal et al. [53] were selected to demonstrate
the bed aggradation process. The experiment was designed to investigate longitudinal
deposition formed by feeding poorly sorted sediment from upstream. The flume was 45 m
long and 0.3 m wide with a slope of 2%. The input-sediment particle size varied from
0.125 mm (fine sand) to 64 mm (coarse gravel) with a median size of 6 mm. Figure 4 shows
a sketch of this flume experiment.

In the experiment, there were three runs, and run two was selected in this study. For
run two, at the inlet, a constant flow discharge of 0.049 m3/s and a constant sediment
discharge of 0.0942 kg/s were imposed, while at the outlet, the water level was 0.45 m.
Table 2 lists the input sediment mixture consisting of 10 size classes. The sediment transport
model ran for 32.4 h on a 5 × 200 rectangle mesh with the bed roughness of 0.025 m−1/3s
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and a time step of 1 s. The adaptation coefficient of the suspended load, α, was calibrated
as 0.3, while the adaptation length of the bed load, Lb, was 0.3 m (the channel width).

Figure 3. Bed compositions at x = 10 m.

Sediment feeding

Free fall

45 m

Gravel deposits Sand

Figure 4. Sideview of the layout of the bed-aggradation experiment by Seal et al. [51].

Table 2. Input sediment mixture for the bed aggradation experiment (Seal et al. [32]).

Size
(mm)

0.125 0.25 0.5 1 2 4 8 16 32 64

Fraction 0.022 0.104 0.102 0.07 0.04 0.172 0.12 0.168 0.124 0.078

Due to the constant feeding of coarse sediments, sediment deposition developed in
this flume. Figure 5 compares the simulated bed profiles at different times to the measured
ones. The shape of the bed profiles, including the ending slopes, was well captured by the
model, though a small phase shift at 22 h was observed, resulting in an over-estimated
deposition. However, the simulation results generally agreed well with the measurements.
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Figure 5. Longitudinal bed profiles at different times.

4.3. East Fork River

The East Fork River is a typical meandering river located in Wyoming State that was
used for the study of bed-load transport in the 1970s. The selected reach was about 3.3 km
long with the channel width varying from 16 m to 45 m and ending at a bed-load trap
across the river (Figure 6). The flow in this river was influenced by spring runoff due to
snowmelt, with rising flow rates in the morning, peak rates at midday, and declining flows
in the afternoon. This field case was selected to demonstrate the capability of the model for
long-term sediment transport under unsteady turbulent-flow conditions.

 

Figure 6. Selected reach of East Fork River. Solid circles represent the approximate locations of bed
samples.
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The simulation period was 2–19 June 1979. Figure 7 shows the hydrograph and the
stage graph at the inlet and outlet. This model generated an unstructured quadrilateral
mesh of this reach with minimum and maximum edge lengths equal to 0.46 m and 13.99 m
(Figure 8). With the variation of flow, the wetting-and-drying process developed with time
in this study reach, which may have induced nonphysical numerical oscillations in the
model. The multipoint momentum interpolation correction technique [51] was used to
remove the oscillations and maintain numerical stability and accuracy.

Hydrograph

Stage-graph

Figure 7. Hydrograph at the inlet and stage graph at the outlet.

 

Figure 8. Local view of unstructured quadrilateral mesh with 16,533 cells and 16,000 nodes.

The measured water surface elevation at section 107 was used to calibrate the Manning
coefficient, and Figure 9 compares the simulated and measured water surface profiles at
section 107 using the calibrated Manning coefficient of 0.03 m−1/3s for the whole reach
and the time step of 3 s. As can be seen, the simulated profile matched well with the
measured one.
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Figure 9. Water surface profiles with time at section 107.

Table 3 lists the initial nine size classes of sediment mixtures ranging from 0.088 mm
(fine sand) to 32 mm (coarse gravel). Bed-sample information was obtained from the USGS
technical report [52] for the selected reach. Although the bed load was dominant, both the
suspended-load and bed-load transport were simulated. In this simulation, the adaptation
coefficient of the suspended load, α, was calibrated as 0.001, while the adaptation length of
the bedload, Lb, was 60 m, about two times the average channel width.

Table 3. Sediment size classes for the East Fork River (Meade et al. [52]).

Size
(mm)

0.088 0.177 0.354 0.707 1.41 2.83 5.66 11.3 32

Fraction 0.044 0.00038 0.02 0.478 0.233 0.145 0.093 0.02 0.01

At the outlet, the measured sediment flux at the bed trap was available to compare
with the simulated one (Figure 10). According to the comparisons, the sediment-transport
model captured the general trend of the variation of the sediment discharge with time,
except for the overestimation of the first peak and the underestimation of the second peak.
The simulation results were also identical to the ones from Wu [19].

Figure 10. Sediment discharge at the outlet.
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4.4. JiJi Reservoir

The sediment-transport model was used to simulate the deposition process in the JiJi
Reservoir (Figure 11) in Taiwan, which was previously simulated by the CCHE2D sediment-
transport model using structured meshes [1]. The JiJi Weir (Figure 11) was built across
a mountain river, Chuoshui Creek, in Taiwan. The flow pattern of Chuoshui Creek was
strongly affected by the precipitation pattern, with a very small discharge in dry seasons
and extremely large flows in typhoon seasons. Due to the steep slopes and exposed soils,
the flood water could transport high sediment loads and deposit them in the reservoir,
resulting in rapid reductions in reservoir storage capacity. Once the reservoir was full, the
sediment would be flushed through the spillway of the weir to the downstream channel.

 

Figure 11. JiJi Reservoir.

Figure 11 shows the study domain from JiLu Bridge to JiJi Weir, which was about
2 km long. As can be seen, the reservoir suffered from serious sedimentation problems. In
2003, the total amount of sediment yield was about 14.77 million m3, though only about
13% was transported downstream. According to the bed samples measured in July of 2004
(Figure 12), coarse sediments were deposited mainly upstream of the reservoir, close to the
JiLu bridge, while fine sediments were deposited within about 1000 m of the weir.

Figure 12. Bed sample locations with d50 in mm.
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Table 4 lists six sediment-size classes used in the simulation, varying from medium
silts to small boulders. The bed samples of 2004 (Figure 12) were used as the initial
bed composition within the reservoir. Figure 13 shows the initial bed elevation and the
quadrilateral mesh generated for this reservoir based on the measured topography data
in 2004.

Table 4. Size classes in the JiJi Reservoir.

Size (mm) 0.0272 0.297 2.38 9.52 152 457

Lower Bound 0.001 0.074 0.59 4.76 19.1 305
Upper Bound 0.074 0.59 4.76 19.1 305 610

 
Figure 13. Initial bed elevations and computational mesh for the JiJi Reservoir with 6440 nodes and
6240 cells.

The simulation period was from July 2004 to October 2007. Due to the flow pattern
of Chuoshui Creek, small discharges were assumed to have little effect on the sediment
transport in the reservoir, which were therefore ignored in the simulation. The actual hydro-
graph and sedigraph consisted of all ten typhoon events during the study period with peak
flow discharges varying from 1020 m3/s to 8343 m3/s, as shown in Figure 14a. Figure 14b
shows the corresponding stage hydrograph at JiJi Weir. Such treatment shortened the
simulation time from 3 years to 33 days.

Both suspended-load and bed-load transport models were applied to this reservoir
with the adaptation coefficient of the suspended load, α, set as 0.01, and the adaptation
length of bed load Lb = 4000 m.

Figure 15a shows the measured bed change pattern from 2004 to 2007. At the down-
stream end, sediment deposits approached the weir and formed a large hump across the
reservoir, though a large scour hole also developed about 100 m from the weir. In the
middle, sediment transport followed a general pattern of erosion on the left and deposition
on the right, while erosion dominated upstream close to the JiLu Bridge. Note that the
erosion on the left of the deposition delta (Figure 11) was partially caused by dredging
activities with unknown amounts ([1,2]). Comparing to the measured values, the simulated
bed changes (Figure 15b) captured the humps near the weir and the general deposition
pattern on the right but missed the hole near the weir and predicted slight deposition on
the left, as expected.
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(a) 

(b) 

Figure 14. Boundary conditions (a) Hydrograph and sedigraph at JiLu Bridge. (b) Stage hydrograph
at JiJi Weir.

 
(a) 

Figure 15. Cont.
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(b) 

Figure 15. Bed changes from 2004 to 2007 in JiJi Reservoir. (a) Measured bed changes (b) Simulated
bed changes.

Twenty measured cross sections were available within the JiJi Reservoir, and their
locations are indicated in Figure 15a. Ten measured cross sections were compared with
the simulated cross-section profiles, and the simulated bed-change patterns match them
well (Figure 15b). As shown in Figure 16, from CS-2 to CS-12, the simulation predicted
slight deposition on the left delta but captured the deposition on the right side. From CS-14
to CS-18, good agreement between the simulations and measurements was obtained. At
CS-20, the simulation missed the scour hole in the middle of the cross section but predicted
two smaller ones on two sides. Considering the uncertainties brought by the manual
dredging activities on the left delta that were not considered in the simulation, the overall
simulation results were reasonable.

Figure 16. Cont.
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Figure 16. Cont.
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Figure 16. Cont.
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Figure 16. Comparisons of cross section profiles.
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4.5. Discussion

Two laboratory-scaled cases and two field-scaled cases validated and demonstrated the
developed sediment-transport model. For all cases, the fractional sediment transport played
important roles, which was one of the model limitations identified by Papanicolaou et al. [34].
Multisized sediment particles may have interactions among each other in the transport
or movement, such as collisions, flocculation, and disaggregation, which would affect the
sediment-transport rates, concentrations, and settling behavior. Such interactions are better
considered in two-phase flow models [21]. In this study, both the suspended-load and the
bed-load transport-capacity formulas [41] considered the hiding-and-exposure effects in
sediment mixtures, which partially and indirectly address the particle–particle interactions.

According to the comparisons with the measured data, the developed model obviously
had better performances in laboratory cases than in field cases. One reason lies in the
relatively simple and easy-to-control flow and sediment initial and boundary conditions
in laboratory cases. In field cases, there are few well-monitored sediment data, and data
scarcity has been a concern in sediment transport modeling. Specifically, in the case of
the JiJi Reservoir, only limited bed samples were available, there was no inflow fractional
sediment data, the measured cross section topography data were insufficient, and the
dredging activities were not well recorded.

As stated previously, the flow model is the backbone of the sediment-transport
model. Accurate flow calculations would provide solid conditions for qualitatively cor-
rect sediment-transport modeling. To ensure stable and accurate flow calculations, this
study adopted second-order edge-gradient evaluation to consider corrections from mesh
irregularities [36], and multipoint momentum-interpolation corrections for nonphysical
oscillations in the wetting-and-drying process [51].

5. Conclusions

In this study, a 2D single-phase nonequilibrium sediment-transport model has been
developed for nonuniform, noncohesive sediments in unsteady turbulent flows. The model
was discretized using FVM on a hybrid unstructured-mesh system with high adaptivity for
geometrically-complex domains. The conventional suspended-load transport equation and
the bed-load transport equation were solved separately in the model. For the suspended-
load gradient, the velocity gradient, and the pressure gradient at the edges, a second-
order accurate method was used to take account of the mesh irregularities and avoid
interpolations for the vertex values. For the possible nonphysical oscillations induced in
the wetting-and-drying process, a multipoint momentum interpolation correction method
was integrated to maintain both numerical stability and accuracy.

The sediment transport predictions were validated by a benchmark degradation
case for the erosion process with armoring effects, a benchmark aggradation case for the
deposition process, and a naturally meandering river was used for the validation of long-
term unsteady sediment-transport processes. In general, the simulation results agreed well
with the measured data, which indicates success in the development of this model. Finally,
the model was successfully applied to simulate sediment transport in the JiJi Reservoir,
which was significantly affected by typhoon events. In the future, this sediment-transport
model will be improved and expanded in: (1) more applications for soil erosion and gully
erosion in agricultural lands and (2) a cohesive sediment-transport process.
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Abstract: A three-dimensional large eddy simulation model is used to simulate the turbulent flow
dynamics around a circular pier in live-bed and clear-water scour conditions. The Navier–Stokes
equations are transformed into a σ-coordinate system and solved using a second-order unstructured
triangular finite-volume method. We simulate the bed evolution by solving the Exner-Polya equation
assisted by a sand-slide model as a correction method. The bedload transport rate is based on the
model of Engelund and Fredsœ. The model was validated for live-bed conditions in a wide channel
and clear-water conditions in a narrow channel against the experimental data found in the literature.
The in-house model NSMP3D can successfully produce both the live-bed and clear-water scouring
throughout a stable long-term simulation. The flow model was used to study the effects of the
blockage ratio in the flow near the pier in clear-water conditions, particularly the contraction effect
at the zone where the scour hole starts to form. The scour depth in the clear water simulations is
generally deeper than the live-bed simulations. In clear-water, the results show that the present
model is able to qualitatively and quantitatively capture the hydrodynamic and morphodynamic
processes near the bed. In comparison to the wide channel situation, the simulations indicate that the
scour rate is faster in the narrow channel case.

Keywords: 3D flow simulation; clear-water flow; live-bed flow; horseshoe vortex; local scour;
narrow channel

1. Introduction

Scour erosion refers to an increase in local sediment transport at the base of a sub-
merged structure due to the vortices generated by fluid–structure interactions. According
to Raudkivi and Ettema, 1983 [1], scour in rivers can be classified into three categories:

(i) General scour, which occurs irrespective of the presence of an obstacle.
(ii) Contraction scour, which occurs as a result of constriction due to lateral groins, spur

dikes, or bridge abutments.
(iii) Local scour, which is only observed at the base of the obstacle and does not lead to

sediment transport far from the pier.

Raudkivi and Ettema, 1983 [1], distinguish the first and last types as live-bed scour and
clear-water scour, respectively. The shear stress exerted by the approaching flow determines
the type of scour at the base of a structure. Clear-water scour occurs as a result of inflow
shear stresses which are less than or equal to the threshold for sediment motion, whereas
live-bed scour occurs for inflow shear stresses that are greater than this threshold (Melville
et al., 1999 [2]). In the literature, this threshold between clear-water and live-bed conditions
has been described in a number of ways. Ettema et al., 2017 [3], expressed it as the mean
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velocity needed for the entrainment of the bed, while Roulund et al., 2005 [4], expressed it
as a critical value for the Shields number associated with the friction velocity, uτ .

Examples of clear-water conditions can be found in nature, such as at the Tahrir and
Imbaba bridges in Cairo, Egypt (Stevens et al., 1991 [5]), and also in laboratory studies
(Williams et al., 2018 [6]). Scouring at the base of bridge piers has been found to be the third
global cause of bridge collapse (Proske, 2018 [7]) after impact and flooding. However, the
leading causes of bridge collapse vary significantly in dependence with the geographical
situation, construction and inspection standards (Arneson et al., 2012 [8]). As a result,
some regional studies have found that bridge scouring is responsible for between 50%
and 64% of bridge failures [9–12]. This problem highlights the importance of studying
the scouring process; hence, there is interest in numerical models capable of accurately
modeling this case.

The characteristics of the flow around a cylindrical pier are well known, and the
turbulent structures present have been extensively described in the past [4,13–15]. Up-
stream from the cylinder, the main structure responsible for scouring is a horseshoe vortex
(HSV) system. This is also the case downstream in live-bed conditions, but in clear-water
conditions, the HSV competes against wake vortices (WV) in the deposition and scouring
processes (Lachaussée et al., 2018 [16]). However, despite the many existing studies on
pier scouring, our current understanding of this process remains incomplete. A recent
study by Lai et al., 2022 [17], pointed out that the gap between the numerical predictions of
equilibrium scouring and experimental results can be traced to the limitations of the current
sediment transport theory. As Lachaussée, 2018 [18], observed, there is a noteworthy
disparity between studies of live-bed scouring [4,19–25] and clear-water scouring [26–29],
the latter being much less studied.

There are many empirical and semi-empirical formulae for predicting bedload trans-
port available in the literature (VanRijn, 1993 [30], but their predictions differ in certain
regimes. Most sediment models need a sand-slide model to control the angles of scour-
ing and deposition (Zhang, 2019 [31]). In clear-water conditions, the majority of models
consider the bed load [27–29], although the suspended load has been considered for flow
velocities in the upper spectrum (Olsen and Melaaen, 1993 [26]. The usual approaches
for turbulence modeling include RANS [26,27] and URANS (Khosronejad et al., 2012 [28])
approaches. The scour equilibrium depth at the upstream face of the cylinder is frequently
reported in studies, while the dune downstream and the kinematics of scour hole evolution
are rarely described (Lai et al., 2022 [17]). Furthermore, while a few studies have been
performed in computational domains that could be considered narrow channels [26,28],
the effects of the channel width on sediment transport tend to be dismissed. This is be-
cause the traditional approach seeks to emulate an open channel by using virtual lateral
walls boundaries.

In a fluid–structure problem tested between two lateral walls, the term “narrow
channel” is used when the lateral walls affect the flow pattern in the vicinity of the structure
and at its wake. A number of conditions will determine whether the wall effect is negligible
or not. Chen et al., 1995 [32], observed a delay in the transition to vortex shedding,
compared with the “free-stream” case, for blockage ratios (i.e., the ratio between the
diameter D of the obstacle and the width W of the channel) D/W ≥ 0.1. Furthermore,
Singha and Sinhamahapatra, 2010 [33] describe three factors in which the presence of the
side walls will alter the flow structure: (i) the incoming flow will be sheared, (ii) the flow
through the gap directly above the obstacle will be higher than the “free-stream” case to
maintain the mass continuity, and (iii) the overall vortex structure will be altered due to
the interaction between the wall vortices and the vortices from the obstacle. Regarding the
effect of the blockage ratio over the scour dynamics, Mignot et al., 2015 [34], state that the
blockage ratio will not influence the scouring process when the obstacle is separated from
the side walls by a fully developed flow with a supercritical Froude number. Lachaussée,
2018 [18], noted that the critical Shields number for the presence of horseshoe vortex-
induced scour will also deviate from the “free-stream” case for blockage ratios D/W ≥ 0.1.
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In the present study, we propose a numerical investigation of the combined effects
of the velocity and the blockage ratio over the scouring process around a vertical cylinder.
The numerical model uses a second-order finite-volume method in σ-coordinates, with
a Large Eddy Simulation (LES) method to model the turbulence near the sediment bed
and the cylinder. This model is used alongside the Exner–Polya equation with the bedload
function of Engelund and Fredsøe, 1976 [35], similar to the one proposed by Zhang et al.,
2021 [19]. The narrow channel is emulated using a large blockage ratio and non-slip lateral
boundaries, and the wide channel is emulated by a small blockage ratio alongside slip
lateral boundaries. Table 1 highlights the position of the present study by presenting an
overview of different configurations used to simulate the scour process in the literature.
To the best of our knowledge, the present study presents a novel study of the effect of the
blockage ratio and the flow velocity over the scour evolution at the base of a circular pier.

The present study is structured as follows. Section 2 covers the mathematical model,
including the fluid and sediment models. Section 3 focuses on the numerical methods
implemented for the solution of the mathematical model. Section 4 first reproduces the
scour depth evolution of a live-bed experiment in a wide channel in Roulund et al., 2005 [4].
Then, the model is validated with a clear-water case in Lachaussée, 2018 [18]. Finally,
simulations with the same flow conditions of the clear-water case in two channels with
different blockage ratios are presented to assess the effect of the flow confinement in the
scour evolution. Section 5 gives a discussion of the numerical results and the conclusions
of the work, as well as some perspectives on the combined effects of the velocity, blockage,
and relative coarseness, or the shape of the obstacle, over the scour depth.

Table 1. Comparison of numerical techniques used in clear-water scour simulation in the literature.

Reference Numerical Turbulence Sediment Load ReD D/W Lateral
Method Model Model Wall B. C.

Olsen et al., FVM RANS (k− ε) Suspended load 5.02× 104 0.2 Slip
1993 [26] (Van Rijn)

Zhao et al., FEM RANS (k−ω) Bedload 3.9 × 104 0.05 Slip
2010 [27] (Engelund and Fredsøe)

and suspended load
(convection-diffusion)

Khosronejad UFVM URANS Bedload 2.9–6.3 × 104 0.14 Slip
et al., 2012 [28] (Van Rijn)
Link et al., FVM DES Bedload 3.25 × 104 0.07 Slip
2012 [29] (Lagrangian model)
Bento et al., FDM RANS (k− ε) Suspended load 3.5 × 104 0.027–0.055 Non-slip
2023 [36]
Present study UFVM LES Bedload 1.9 × 103 0.1 Non-slip

(Engelund and Fredsøe)

2. Mathematical Model

To investigate the evolution processes of local scour around the cylinder in a rectangu-
lar channel, the flow model solves the Navier–Stokes (N-S) equations using a large eddy
simulation (LES). In the present study, the free surface is neglected because a rigid roof is
used to isolate the effects of the wake vortices on the scouring process (Lachaussée et al.,
2018 [16]). In addition, the model computes near-bed transport separately using an Exner
equation, in which the bedload transport is calculated with the formula given by Engelund
and Fredsøe, 1976 [35]. The computational domain is illustrated by Figure 1.

154



Appl. Sci. 2023, 13, 11501

Figure 1. Sketch of the computational domain used for the numerical simulations (narrow chan-
nel case).

2.1. Hydrodynamic Model

For the flow, the governing equations employed for LES are obtained by filtering the
Navier–Stokes equations (Equations (1) and (2)).

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+
∂

∂xj

(
ν

∂ui
∂xj

)
− ∂τij

∂xj
+ fi, (1)

∂ui
∂xi

= 0, (2)

where ui is the i-th filtered velocity component in Cartesian coordinates, p is the filtered
pressure, ρ is the density, and ν is the kinematic viscosity. τij is the sub-grid stress (SGS)
tensor required for the LES formulation, defined in Equation (3).

τij = 2νtSij +
1
3

τjjδij, Sij =
1
2

(
∂ūi
∂xj

+
∂ūj

∂xi

)
(3)

where νt is the turbulent viscosity at the subgrid scale, Sij is the rate-of strain tensor at
the resolved scale, and δij is the Kronecker delta. The eddy viscosity is modeled using
Equation (4) using the Smagorinsky model.

νt = L2
s |S̄|, |S̄| =

√
2S̄ijS̄ij, (4)

where Ls is the sub-grid length scale. This length scale cannot be described with a constant
value when it is located in the near-wall region; instead, it decreases as it approaches the
wall. This effect is captured by the Function (5).

1
Ln

s
=

1
(CsΔ)n +

1
(κLw)n , (5)

where n = 2 is the Mason wall matching power (Mason and Thomson, 1992 [37]), Cs = 0.1
is the Smagorinsky constant, Δ = V1/3 s the average spacing (where V is the volume of the
cell,) κ = 0.4 is the Von Kármán constant, and Lw is the distance from the cell center of a
control volume to the wall.
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The present study employs the diameter of the pier (D) and the mean velocity (U) at
the inflow boundary as reference scales for the length and velocity, respectively. Using
these length and velocity scales, we then define the time scale T = D/U. By setting these
reference scales, the governing equations become in terms of the pier Reynolds number,
defined in Equation (6), which is based on the cylinder diameter, the mean flow velocity,
and kinematic viscosity (ν = 1× 10−6 m2/s).

ReD =
UD

ν
. (6)

2.2. Morphodynamic Model

The present study analyzes sediment transport in the clear-water and live-bed regimes.
Despite this, the Rouse number (Ws/uτ , where Ws is the settling velocity) is not high
enough for the suspended load to be significant; therefore, only the bedload formulation
is considered. Thus, the morphological evolution of the sediment bed is described using
Equation (7), also known as the Exner–Polya equation.

(1− η)
∂zb
∂t

+
∂qbi

∂xi
= 0, (7)

where η = 0.4 is the porosity of the bed, zb is the bed elevation, and qbi
(i = 1, 2) is the

bedload transport rate given by Equation (8), proposed by Engelund and Fredøe, 1976 [35].

qbi
=

πd
6

pEF ubi, (8)

where d is the particle diameter, pEF is the percentage of particles in motion modeled, and
ubi

(i = 1, 2) are the mean velocity components of a sediment particle in movement. The
value pEF is given by Equation (9).

pEF =

⎧⎪⎪⎨
⎪⎪⎩

[
1 +

(
πμd

6(θ − θc)

)4
]− 1

4

, θ > θc

0 , θ ≤ θc.

(9)

Here, μd is the dynamic friction coefficient, θ is the Shields number, and θc is its critical
value for the initiation of motion. The mean velocity is given by the Equation (10).

ubi
= a

(
1− 0.7

√
θc

θ

)
uτi , (10)

where a is an empirical constant and �uτ = (uτ1 , uτ2) is the friction velocity. As implemented
in Zhang et al., 2020 [20], θc is modelled using Equation (11).

θc = θc0

⎛
⎝cos β

√
1− sin2 α tan2 β

μ2
s

− cos α sin β

μs

⎞
⎠, (11)

where θc0 is the critical Shields number for the initiation of motion in a bed with slope
zero, μs is the static friction coefficient, β is the maximum angle of repose, and α is the
difference between the angle of the flow near the bed and the maximum angle of repose
β. The friction velocity is calculated by solving Equation (12), as proposed by Nikuradse,
1950 [38]:

u
uτ

= κ−1 ln
(

z
z0

)
, (12)

where z0 is governed by the friction Reynolds number Reτ = uτks/ν, with ks being the
so called Nikuradse sand roughness. Based on the value of Reτ , three hydraulic regimes
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are defined to compute z0. The flow is hydraulically smooth for Reτ ≤ 5, and rough for
Reτ ≥ 70. Soulsby, 1997 [39], developed a transitional formula in Equation (13) to link
both regimes:

z0 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν

9 uτ
, for Reτ ≤ 5

ν

9 uτ
+

ks

30

[
1 − exp

(
− uτks

27 ν

)]
, for 5 < Reτ < 70

ks

30
, for Reτ ≥ 70

(13)

2.3. Sand-Slide Model for the Sediment Bed

In addition to the Exner–Polya equation, a sand-slide model is implemented to avoid
the occurrence of bed slopes which are larger than the physical value of the angle of
repose. The present study applies the mass-conservation-based algorithm of Khosronejad,
as presented in Zhang et al., 2020 [20]. The bed slope is defined by the elevation gradient
between a point and any neighboring horizontal cell center. Thus, if the slope exceeds
the maximum angle of repose of the material, then a correction will be made to the bed
elevation based on a material angle of repose φ. The bed corrections are obtained by mass
conservation using the area projection of the cells. This area projection is an appropriate
choice because there is no change in the cell area, as the mesh points move only in the
vertical direction. Details about this algorithm in a triangular mesh can be found in Zhang
et al., 2020 [20].

2.4. Narrow Channel Boundary Conditions

For the narrow channel case (i.e., D/W ≤ 0.1), the shearing zone near the lateral
walls cannot be neglected [32–34]. Therefore, the lateral wall boundaries adopt non-slip
conditions, as well as the bottom boundary. The surface is a rigid boundary with slip
conditions, and the outflow boundary adopts non-reflective conditions. For the inflow
boundary, velocity is defined by a theoretical vertical profile fit for the desired friction
velocity given by Equation (14) (Swamee, 1933 [40]).

u+ =
(

z−1/p
+ + [κ−1 ln(c + 9z+)]−1/p

)−p
, (14)

where u = uτu+, z = δνz+, and δν = νu−1
τ . Here, we consider c = 1 and p = 3/10. Equiva-

lences û = u+
uτ
U and ẑ = z+ δν

D are used in Equation (1) due to their dimensionless format.

3. Numerical Method

The numerical model used herein is an evolved version of the program initially
developed by Uh Zapata et al., 2014 [41], to study hydrodynamics problems in irregular
domains. Versions of the model have been used to study the morphodynamic evolution of
sediment [20,42], including the scour around a cylindrical pier in live-bed conditions.

The mobile bed induces variable bathymetry and can lead to discretization problems.
In order to avoid these problems, the σ-transformation (defined in the study of Phillips,
1957 [43]) is applied to the system. It consists of the simplification of the geometry of the
domain in the vertical direction. This is achieved by transforming the system into the
coordinate system defined in Equation (15).

t∗ = t, x∗ = x, y∗ = y, σ =
z + h

h
; (15)

where h(x∗, y∗, t∗) and z ∈ [−h, 0] and σ ∈ [0, 1]. An in - explanation of the implementation
can be found in Uh Zapata et al., 2014 [41]. The velocity field and pressure are decoupled
using the projection method initially proposed by Chorin, 1968 [44]. The resulting linear
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systems are solved by the Successive Over-Relaxation method (SOR). Finally, the whole
program operates in parallel using the Message Passing Interface (MPI). Further details can
be found in Uh Zapata et al., 2019 [45].

3.1. Configurations of the Computational Domain

As a result of the implementation of the σ-transformation, the research code can only
model partially submerged prismatic obstacles. However, as stated in Lachaussée, 2018 [18],
the influence of the height of the obstacle over the scouring process is negligible for H/D
larger than 3 (H being the height of the pier), which is the case studied herein. Therefore, a
test of height H = 0.09 m is equivalent to one with H = 0.16 m due to its diameter being
D = 0.01 m.

Figure 1 shows a global view of the computational domain for the narrow channel
case in the present study. The configuration and dimensions are the same as those used in
the laboratory experiments performed by Lachaussée, 2018 [18]. The numerical domain is a
30D long, 10D wide, and 16D deep cuboid with a cylinder situated at the axes’ origin, such
that the domain is symmetrical in the y-direction with 10D upstream and 20D downstream
of the cylinder.

Figure 2 shows a two-dimensional view of the mesh used in the simulations. The mesh
consists of layers of stacked prismatic elements, which are extended from an unstructured
triangular 2D mesh in the horizontal direction. To obtain the turbulent flow around the
cylinder, the minimum size of the mesh (triangle length l) is set about l = 0.015D and
l = 0.02D in the horizontal and vertical directions, respectively. The largest triangles are
close to the walls with an average length of l = 0.25D (zone 1). In the middle region (zone
2), the mesh reaches a maximum of l = 0.1D. Note that higher mesh density is used close
to the cylinder (zone 3) to capture the vortex structure. The total number of vertex and
cell-centered points in the horizontal are 20,123 and 39,721, respectively. For this mesh, we
have 205 vertex points around the cylinder. In the vertical direction, the mesh is comprises
96 layers of elements and the height of the cells increases geometrically as they are further
from the bed. The first cell center near the bed is set to be situated in the viscous sub-layer
(z+ < 5). In the clear-water case, the first cell center close to the bed is at z+ = 2.82,
u+ = 23.68 at the cell center closest to the surface.

Figure 2. (a) Horizontal view of the mesh used for the numerical simulations. (b) Detail of the cells
near the cylinder.

3.2. Initial and Boundary Conditions

To validate the numerical model in the clear-water case, we set the problem using
the PIV measurements by Lachaussée, 2018 [18]. These measurements were performed
close to the bed with a vertical resolution of ΔzPIV = 8× 10−4 m. To avoid the influence
of waves on the scouring process, a plexiglass sheet is put over the water surface to
prevent a free surface. Due to the flow conditions, the Froude number Fr = U/(gh)2 is
small, so implementing a rigid roof as a surface boundary condition is appropriate. The
experimental configuration produces a flow with a mean velocity U ≈ 0.16 m/s and friction
velocity uτ ≈ 8± 1 mm/s. As Reτ ≈ 5.4 in this case, according to Soulsby’s formulation
(Equation (13)), the flow approaching the obstacle is in the transitional regime, but very
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close to being hydraulically smooth. Naturally, as the flow approaches the obstacle and its
friction velocity increases, the flow regime is consolidated as transitional.

For the clear-water simulations, we adjust the Swamee profile (14) to the PIV data
while confirming that the friction velocity is conserved, and then we apply the profile to
the inflow boundary condition. As a result, considering D = 0.01 m, the pier Reynolds
number in the numerical model is ReD ≈ 2000.

For the live-bed simulations, the Swamee profile (14) is adjusted to the flow velocity
and pier size described in Roulund et al., 2005 [4]. The mean velocity in this case is
U = 0.46 m/s, the pier diameter is D = 0.1 m, and, therefore, the pier Reynolds number is
ReD = 46,000.

In the present study, the same parameters are used in all the simulations for sediment
density, fluid sediment, grain size, sand roughness, bed porosity, critical Shields number
for a horizontal slope, and static and dynamic friction coefficients. The parameters used in
the tests are summarized in Table 2.

Table 2. Flow and sediment parameters used for all simulations.

Parameter Symbol Clear-Water Case Live-Bed Case

Mean velocity U 19.23 cm/s 46 cm/s
Reynolds number ReD 1923 46,000
Friction velocity uτ 0.9 cm/s 1.8 cm/s

Water depth H 16 cm 40 cm
Cylinder diameter D 1 cm 10 cm
Sediment density ρs 2500 kg m−3 2500 kg m−3

Fluid density ρ 1000 kg m−3 1000 kg m−3

Grain size d 0.27 mm 0.27 mm
Sand roughness ks 0.67× 10−3 m 0.67× 10−3 m

Friction Reynolds
number Reτ 6 12

Bed porosity η 0.4 0.4
Critical Shields

number θc0 0.04 0.04

Dynamic friction
coefficient μd 0.62 0.62

Static friction
coefficient μs 0.63 0.63

From the value of θc0 , it follows that the critical friction velocity for the incipient
motion of a solid particle on a flat bed is given by Equation (16).

uτcrit =
[
θc0 gd(ρs/ρ− 1)

]1/2
= 1.27× 10−2 m/s. (16)

Therefore, the ratio uτ/uτcrit is equal to 0.72, i.e., clear-water conditions.

4. Numerical Results

4.1. Live-Bed and Wide Channel Case

As stated in Section 2, the in-house model was validated in Zhang et al., 2020 [20]
by reproducing the experimental results in Roulund et al., 2005 [4]. The flow and scour
conditions are detailed in the live-bed case in Table 2. In the present study, the Swamee
profile defined in Equation (14) is implemented, which differs from the Poiseuille profile
utilized in Zhang et al., 2020 [20]. Additionally, the blockage ratio for the wide channel
in the present study is D/W = 1/16, while the blockage ratio in Zhang et al., 2020 [20] is
D/W = 1/30. However, for slip walls, it is considered that the sensitivity of the flow near
the obstacle to D/W is minimal when D/W < 0.1 (Chen et al., 1995 [32] and Lachaussée,
2018 [18]). Therefore, the difference in width can be considered negligible.
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Figure 3 compares the experimental measurements from Roulund et al., 2005 [4]
corresponding to the rough bed case with a cylinder Reynolds number ReD = 46,000
with the numerical results of Roulund et al., 2005 [4], and the present study. These
results show that the scour depth development over time can still be reproduced after the
implementation of the current inflow profile. Furthermore, the current estimation is closer
to the experimental data presented originally in Roulund et al., 2005 [4] in terms of scour
depth evolution over time.

Figure 3. Scour depth evolution upstream of the cylinder for the live-bed case [4].

4.2. Clear-Water Case

This section shows the capability of the proposed numerical model for reproducing
the hydrodynamics and morphodynamics behavior around the cylinder in clear-water.
The flow results are presented in Figures 4–7, and detailed in the section “Hydrodynamic
validation”, and the morphological results are presented in Figures 8–14, and detailed in
the subsection “Morphodynamic validation”. The numerical simulations are performed in
two stages to avoid inaccuracies produced by the initial state of the flow. We only compute
the hydrodynamic model in the first stage until the flow stabilizes. In the second stage, we
calculate both the flow and sediment evolution. In the beginning, the initial condition of
the pressure is zero, and the inflow Swamee boundary condition is imposed throughout
the domain.

4.2.1. Hydrodynamic Validation

In order to examine the inflow field, the vertical velocity component and the friction
velocity are discussed and compared with experimental data in this section. The evolution
of the flow is analyzed to find the time needed for the velocity to reach an equilibrium. The
study of morphological evolution begins at the conclusion of this warm-up time.

Figure 4 presents the time evolution of the velocity at the first vertical cell and the
friction velocity results. Note that both quantities stabilize as expected. Moreover, there
are no significant changes after t/T = 60. This time agrees with the non-dimensional time
necessary for the flow to travel twice the distance from the inlet to the outlet. It is also
equivalent to dimensional 3.12 s using a time scale of T = 0.052 s. Figure 5 compares the
vertical profile of the resolved approaching flow at x/D = −5 and t/T = 100 with the
experimental measurements in Lachaussée, 2018 [18]. This velocity profile is close to the
PIV measurements for z/D < 2, which is the critical region for scour erosion. In the present
study, the warm-up time is set to t/T = 100.
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Figure 4. Time analysis of (a) the velocity at the first vertical cell above the bed, and (b) the friction
velocity for a flow with ReD ≈ 2000 at (x, y) = (−5, 0).

Figure 5. Comparison between the numerical vertical velocity profile at (x, y) = (−5, 0) and the PIV
measurements in Lachaussée, 2018 [18] for the flow with ReD ≈ 2000 and U = 0.1923 m/s.

Figure 6 displays the three-dimensional instantaneous flow at the non-dimensional
time t/T = 100, just before the beginning of the second stage. The cylinder is represented
by the gray surface and the flow by the black streamlines. Note the complex patterns of the
streamlines close to the cylinder. The adverse pressure gradients induced by the cylinder
obstruction create downflows in front of the cylinder and generate a horseshoe vortex
(HV) near the bottom and wake region behind the cylinder. Figure 6a shows the main
coherent structure in an instantaneous flow associated with an HV using the Q criterion.
We clearly observed a clockwise vortex close to the bottom in Figure 6b, which also presents
3D streamlines of the wake region behind the cylinder. Figure 6c presents 3D streamlines
of the wake region behind the cylinder. We note fluid particles situated close to the bed
could be first entrained into the core of this region, and then, from there, toward the surface
by an upwelling anti-clockwise vortex. This counter-clockwise rotating vortex would be
responsible for the scour mechanisms downstream of the cylinder.

161



Appl. Sci. 2023, 13, 11501

Figure 6. Three-dimensional instantaneous flow visualization at t/T = 100: (a) Detailed view of the
vortex structures at the base of the cylinder. (b) Front and (c) side view depicting stream lines.

Finally, Figure 7 shows the horizontal profile of the friction velocity amplification
over the line y = 0 at different time stages. Here, uτcrit = 1.27× 10−2 m/s as defined in
Equation (16). In this case, the sediment transport starts at t/T = 100. Before a dune is
formed, the friction velocity slightly surpasses the critical value. It is worth noting that the
distance between the inflow boundary and the cylinder is enough to stabilize the flow. Thus,
the friction velocity reaches an equilibrium value of 8± 1 mm/s, remaining unperturbed as
long as it is far enough from the cylinder. This value agrees with the measurements given
by Lachaussée, 2018 [18].

Figure 7. Friction velocity amplification along the x direction with y = 0 for ReD ≈ 2000.

4.2.2. Morphodynamic Validation

This section is devoted to the analysis of the scour around the cylinder. The morpho-
logical model is tested for ReD ≈ 2000, in the clear-water regime. Any friction velocity
greater than 1.27× 10−2 m/s will result in a Shields number satisfying the condition θ > θc0,
and, thus, it will produce sediment transport. Figure 8 illustrates the early evolution of the
obtained scour hole at non-dimensional morphological times t/T∗ equal to 100, 200, 400,
and 800. At these early stages, the development of the scour hole agrees qualitatively with

162



Appl. Sci. 2023, 13, 11501

the one presented for live-bed conditions in Zhang et al., 2021 [19]. T∗ is the morphological
time scale defined by Sumer, 1992 [46] as follows:

T∗ = D2√
g(s− 1)d3

, (17)

where d is the grain size and s = ρs/ρ is the relative density of the sediment. In this case,
T∗ = 5.87.

Figure 8. Bed elevation near the cylinder at different moments in time, demonstrating the evolution
of the scour hole.

Figure 9 presents the horizontal profiles of the same results shown in Figure 8, offering
a more quantitative insight into the scour hole and the dune. The scour hole upstream
of the cylinder presents a consistent angle of approximately 32°, which is consistent with
the prescribed value for the maximum angle of repose in Lachaussée et al., 2018 [16]. By
contrast, the dune downstream of the cylinder does not have a consistent shape throughout
its formation. While the lee-side angle of the dune is unchanged once it reaches the same
slope as the scour hole, the stoss side of the dune presents more inconsistency. This last
behavior might result from the wake vortices interacting directly on the stoss side of
the dune.
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Figure 9. Horizontal profile of the bed elevation at y = 0, corresponding to the same states shown
in Figure 8.

Additionally, the presence of a horseshoe vortex in the studied range of ReD is in
agreement with Baker, 1979 [47]. The presence of scour induced by the horseshoe vortex
(herein referred to as “horseshoe scour”) in clear-water regime agrees with Lachaussée
et al., 2018 [16]. Three measures are compared with their data: the maximum depth ξm and
the characteristic lengths Lx and Ly, illustrated in Figure 10. Lx is defined as the distance
between the pier and the point of the bed where its depth is ξm/2. Ly is also defined as the
distance between the pier and the point of the bed where its depth is ξm/2.

Figure 10. Characteristic lengths of the scour hole.
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The time evolution of ξm, Lx, and Ly can be fit to the exponential law

f (t) = A
(

1− B exp
(
− t

Ta

)
− (1− B) exp

(
− t

10Ta

))
, (18)

where A, B, and Ta are empirical parameters. This is illustrated in Figure 11a, where the
square, triangle, and circle markers are the computed maximum depth, and the upstream
and lateral characteristic lengths, respectively. The solid and dashed lines are the adjusted
Equation (18) to fit the evolution of ξm, Lx, and Ly.

Figure 11 presents a comparison between the numerical and experimental results
with the model Equation (18). Figure 11a illustrates the fitting of the Equation (18) to the
numerical data. The values for the empirical parameters are A = −10.3, B = 0.6, and
Ta = 1000 for the time evolution of ξm; A = 14.5, B = 0.42, and Ta = 1000 for the time
evolution of Lx, and A = 15, B = 0.52, and Ta = 1000 for the time evolution of Ly.

Figure 11. (a) Time evolution of ξm, Lx, and Ly. (b) Comparison between the numerical and
experimental data.

As illustrated by Figure 11b, initially, the scour evolution in the numerical results
fits well with the experimental results of Lachaussée, 2018 [18], but the model eventually
over-predicts the maximum scour depth. With regard to the characteristic lengths, the
numerical results present a better fit for Ly than Lx. This is because the numerical results
present a rounder scour hole than the one in the experiment. As a comment, we note that
the maximum depth of the predicted scour hole is often situated in a region that, in the
experimental case, was obscured by the pier, and thus could not be measured.

Figure 12 shows a comparison between the numerical results of the present study and
the experimental results with equivalent flow and sediment conditions reported in the
thesis of Lachaussée, 2018 [18]. Both the scour hole and the dune have a similar magnitude
and angle, with some discrepancy around the limits of the scour hole and downstream of
the dune. The numerical and experimental data in the figure both correspond to an instant
in which the scour hole has not yet reached an equilibrium.
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Figure 12. Comparison between the numerical results at a non-dimensional time t/T = 3500 and the
experimental results reported in Lachaussée, 2018 [18] at time t = 2.4 h. The horizontal profiles were
extracted along the lines y = 0 (a), x = 0 (b), and x = −9 mm (c).

Figure 13 shows a topographical comparison at the same time as Figure 12. The shape
and magnitude of the predicted scour hole is very similar to that of the experimental results.
However, while the position and magnitude of the dune in the numerical results agree
with the experimental ones, the width is different. A shallow scour hole is present at the
lee-side of the dune, which is in agreement with the experimental results, although the one
predicted is larger.

This second scour hole seems to be a result of the non-slip conditions at the lateral
walls, as these conditions model the physical walls of a narrow channel. This scour hole
is an example of wake scour, as the wake of the cylinder is trapped inside the channel,
producing scour at the lee-side of the dune. A 3D view is shown in Figure 14.
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Figure 13. (a) Topographical map of the experimental results reported in Lachaussée, 2018 [18] at
time t = 2.4 h. (b) Topographical map of the state of the sediment bed for the numerical results at
non-dimensional time t/T = 3500.

Figure 14. (a) Snapshot of the scour in development at time t = 2.4 h (Lachaussée, 2018 [18]).
(b) Scour hole at non-dimensional time t/T = 3500.

4.3. Effects of the Channel Width on the Clear-Water Local Scour Pattern

In a free-stream, the streamlines lateral to an obstacle will contract, resulting in flow
acceleration. If the flow acceleration results in a supercritical Shields number, the sediment
particles will be set in motion, resulting in scouring. In a narrow channel, the flow is
confined between two lateral walls, and this confinement will accentuate the contraction of
the streamlines, further accelerating the flow past the obstacle. Under this contraction effect,
the dune will be pushed downstream. In clear-water conditions, the region of threshold
overshoot has a larger expansion than in live-bed conditions. In this section, the narrow
channel case has a blockage ratio of D/W = 0.1, and the wide channel has a blockage ratio
D/W = 0.0625.

Figure 15 shows the friction velocity amplification uτ/uτcrit, where uτcrit is as defined
in Equation (16). The figures show the amplification effect of the friction velocity at the
sides of the cylinder. Roulund et al., 2005 [4], describes this amplification as being caused by
the contraction of the flow streamlines and the horseshoe vortex. The isolines in Figure 15a
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show that the largest amplification is located at an angle within the interval 43◦ ≤ ϕ ≤ 75◦.
This region is approximately 45 percent wider than the equivalent region in the wide
channel case, which is located at 48◦ ≤ ϕ ≤ 70◦ (Figure 15b). In the narrow channel case,
the confinement of the flow results in a larger contracted area relative to the wide channel
case, which will result in a larger sediment transport rate at the start of the development.

Figure 15. Friction velocity amplification distribution for ReD = 2000 in a rigid bed. (a) Narrow
channel case (D/W = 0.1). (b) Wide channel case (D/W = 6.25× 10−2).

Figure 16 compares the resulting bed topography of the clear-water simulations. It
can be seen that both scour holes and dunes present similar characteristics. The horseshoe
scour hole is circular without reaching the wake-side of the cylinder. The maximum scour
depth is present in both cases at the lee-side of the cylinder, lateral to the stagnation point,
at |y/D| ≈ 0.25D. The scour hole in the narrow channel is deeper than the scour hole in
the wide channel by approximately 15%.
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Figure 16. Comparison of the bed topography at equilibrium condition in clear-water conditions in
the narrow channel (a) and the wide channel (b).

Figure 17 compares the time evolution of the normalized scour depth for the three
scour simulations performed for the present study. Regarding clear-water, it can be ob-
served that, in both cases, the scour depth evolution is largely monotonically increasing.
This continuously growing scour behaviour, although not perfectly monotonic in lab stud-
ies, has been documented in experimental studies on clear-water scour, such as Lachaussée,
2018 [18], Kothyari et al., 2007 [48], and Melville et al., 1999 [2]. Moreover, the scour rate
decreases over time in both cases. From the the beginning of the scour simulation, both
cases presented a similar scour evolution, but the scour rate decreases more rapidly for
the wide channel case. This initial similar behavior can be explained by the similar mag-
nitude reached by the friction velocity in the rigid bed simulation (Figure 16). The area
where the friction velocity overshoots its critical value is only slightly larger in the narrow
channel case, so the faster scour rate does not become apparent in the early time of the
simulation. As a result, the narrow channel effect results in a faster scour process and a
deeper horseshoe scour hole in the clear-water test, as shown in Figure 16.
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Figure 17. Scour depth evolution upstream of the cylinder for the clear-water (CW) and live-bed
(LB) cases.

It is important to note that the live-bed tests were based on the configuration in
Roulund et al., 2005 [4], while the clear-water conditions are based on the configuration in
Lachaussée, 2018 [18]. A notable difference is the pier diameter, which affects the relative
coarseness (D/d) of the model. In the Roulund configuration, D/d ≈ 370, while in the
Lachaussée case D/d ≈ 37. Several studies have pointed out the influence of the relative
coarseness on the effect of the blockage ratio over the scouring process. Tejada, 2014 [49],
states that, for D/d < 100, the blockage ratio has minimal influence over the scour process.
However, an experimental study by Williams et al., 2018 [6], was performed with a relative
coarseness D/d = 81 and it was found that the larger blockage ratio produced a larger
scour depth. This suggests that the relationship between the relative coarseness and the
blockage ratio may be more complex than previously thought.

The effect of the roughness length z0 over the scouring process is a similar consider-
ation to the relative coarseness effect. The behavior of z0, which directly influences the
friction velocity, is directly influenced by the hydraulic regime of the flow (Equation (13)). It
can be seen in Table 2 that the clear-water case is located in the transitional hydraulic regime,
but very close to the smooth hydraulic regime at ReD ≈ 6. Furthermore, considering the
largest amplification factor seen in Figure 15, we obtain ReD ≈ 22.8, which is within the
transitional hydraulic regime. In contrast, the live-bed configuration (Table 2) results in
a larger friction velocity amplification near the cylinder (Zhang et al., 2020 [20]), which
locally overshoots the threshold for the rough hydraulic regime.

5. Conclusions

Despite important research efforts over the last decade, there are still difficulties in
accurately predict the maximum value of S/D (Harasti et al., 2023 [50]). It is for this reason
that a correct understanding of the kinematics of the scour at the base of an obstacle are
vital for designing and constructing sustainable hydraulic structures. This study presents
a numerical model using the LES approach. The code was initially developed by Zhang
et al., 2020 [20] for a wide channel in live-bed conditions in the turbulent rough regime
(ReD ≈ 46,000). In the present study, we successfully studied the combined effect of the
velocity and the blockage with a focus on an approaching flow near the hydraulically
smooth regime. We consider two different test cases. The first case presents a good
agreement with the experimental findings of Roulund et al., 2005 [4] (ReD ≈ 46,000), with
the objective of acting as a control case to ensure that the model could still accurately
predict the scouring process in the live-bed regime after the extension of the applicability
to the clear-water regime and the generalization of the flow conditions. A moderately low
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Reynolds number (ReD ≈ 2000) is used for the second case to study the model’s ability
to predict clear-water scour. Validation is achieved by qualitatively and quantitatively
comparing the predicted scour depth and time evolution with a laboratory experiment
reported in Lachaussée, 2018 [18].

We obtain fair agreement with the velocity profile obtained using PIV measurements
in the narrow channel with non-slip lateral wall boundary conditions. Although the
numerical model still has discrepancies at the lee-side of the dune and downstream of
it, the accuracy of the predicted angle, size, and depth of the scour hole are very good
near the obstacle. This is despite the difference in the height of the cylinder and despite
the fact that the experimental set-up uses a submerged cylinder while the cylinder in
the numerical set-up is only partially submerged. This behavior is consistent with the
conclusion regarding the height–diameter ratio of the obstacle in Lachaussée, 2018 [18]. The
model can also accurately predict the depth evolution of the scour hole. However, in the
long-term simulation, the model reaches its equilibrium at a greater depth. This behavior
could be a consequence of the sediment bed hypothesis as a continuum, the pier “shadow
effect” on the measurement technique, or a combination of both.

The amplification to the flow contraction caused by the confinement is well described
by the model. In the clear-water case, the narrow channel simulation presented a higher
scour depth than the wide channel simulation. These results show that a large blockage
ratio (D/W ≥ 0.1) can have an important impact over the scour process, despite a low
relative coarseness (D/d < 100). However, because all tests in the present study were
performed for low Froude number values, it would be interesting to perform a similar
study for a higher value Froude number to account for the free surface effects on the
scouring process. Future study will focus on testing similar flow conditions with different
pier geometries.

Author Contributions: M.H.-H.: Methodology, Writing, Validation; W.Z.: Methodology, Conceptual-
ization; A.H.: Methodology, Writing; D.P.V.B.: Project administration, Methodology, Conceptualiza-
tion, Supervision; K.D.N.: Methodology, Conceptualization. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was partially funded by the Quebec Ministry of Foreign Affairs (MRIF,
project AVOCAP-2021-2023) and the Mexican Council of Science and Technology (Investigadoras e
Investigadores por Mexico, CONACYT). Additional support from the Jiangsu Science and Technology
Programme (BK20220285), the NSERC-Discovery program (RGPIN-2018-0677), and Compute Canada
(project SINAPSE, No. 3148) is also acknowledged.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank Miguel Uh Zapata for his invaluable input and
support throughout the research process. The authors also extend special thanks to Compute Canada
(contract No. 3148) for providing access to the computing facility.

Conflicts of Interest: The authors declare no conflict of interests.

References

1. Raudkivi, A.; Ettema, R. Clear-water scour at cylindrical piers. J. Hydraul. Eng. 1983, 109, 338–350. [CrossRef]
2. Melville, B.W.; Chiew, Y.M. Time scale for local scour at bridge piers. J. Hydraul. Eng. 1999, 125, 59–65. .:1(59). [CrossRef]
3. Ettema, R.; Constantinescu, G.; Melville, B.W. Flow-field complexity and design estimation of pier-scour depth: Sixty years since

Laursen and Toch. J. Hydraul. Eng. 2017, 143, 03117006. . [CrossRef]
4. Roulund, A.; Sumer, B.M.; Fredsøe, J.; Michelsen, J. Numerical and experimental investigation of flow and scour around a circular

pile. J. Fluid Mech. 2005, 534, 351–401. [CrossRef]
5. Stevens, M.A.; Gasser, M.M.; Saad, M.B.A.M. Wake Vortex Scour at Bridge Piers. J. Hydraul. Eng. 1991, 117, 891–904. .:7(891).

[CrossRef]

171



Appl. Sci. 2023, 13, 11501

6. Williams, P.; Bolisetti, T.; Balachandar, R. Blockage correction for pier scour experiments. Can. J. Civ. Eng. 2018, 45, 413–417.
[CrossRef]

7. Proske, D. Bridge Collapse Frequencies versus Failure Probabilities; Springer: Berlin, Germany, 2018.
8. Arneson, L.; Zevenbergen, L.; Lagasse, P.; Clopper, P. Evaluating Scour at Bridges; Technical Report; Federal Highway Administra-

tion: Fort Collins, CO, USA, 2012.
9. Huber, F. Update: Bridge scour. ASCE 1991, 61, 62–63.
10. Wardhana, K.; Hadipriono, F.C. Analysis of recent bridge failures in the United States. J. Perform. Constr. Facil. 2003, 17, 144–150.

[CrossRef]
11. Lin, C.; Han, J.; Bennett, C.; Parsons, R.L. Case history analysis of bridge failures due to scour. In Climatic Effects on Pavement and

Geotechnical Infrastructure; American Society of Civil Engineers: Reston, VA, USA, 2014; pp. 204–216. [CrossRef]
12. Taricska, M. An Analysis of Recent Bridge Failures (2000–2012). Master’s Thesis, Ohio State University, Columbus, OH, USA, 2014.
13. Kirkil, G.; Constantinescu, G. Nature of flow and turbulence structure around an in-stream vertical plate in a shallow channel

and the implications for sediment erosion. Water Resour. Res. 2009, 45, W06412. [CrossRef]
14. Kirkil, G.; Constantinescu, G. A numerical study of the laminar necklace vortex system and its effect on the wake for a circular

cylinder. Phys. Fluids 2012, 24, 073602. [CrossRef]
15. Kirkil, G.; Constantinescu, G. Effects of cylinder Reynolds number on the turbulent horseshoe vortex system and near wake of a

surface-mounted circular cylinder. Phys. Fluids 2015, 27, 075102. [CrossRef]
16. Lachaussée, F.; Bertho, Y.; Morize, C.; Sauret, A.; Gondret, P. Competitive dynamics of two erosion patterns around a cylinder.

Phys. Rev. Fluids 2018, 3, 012302. [CrossRef]
17. Lai, Y.G.; Liu, X.; Bombardelli, F.A.; Song, Y. Three-Dimensional Numerical Modeling of Local Scour: A State-of-the-Art Review

and Perspective. J. Hydraul. Eng. 2022, 148, 03122002. [CrossRef]
18. Lachaussée, F. Érosion et Transport de Particules au Voisinage d’un Obstacle (In French). Ph.D. Thesis, Université Paris-Saclay

Paris, France, 2018. Available online: https://www.theses.fr/2018SACLS377 (accessed on 24 July 2023).
19. Zhang, W.; Uh Zapata, M.; Pham Van Bang, D.; Nguyen, K.D. Three-Dimensional Hydrostatic Curved Channel Flow Simulations

Using Non-Staggered Triangular Grids. Water 2022, 14, 174. [CrossRef]
20. Zhang, W.; Uh Zapata, M.; Bai, X.; Pham Van Bang, D.; Nguyen, K.D. Three-dimensional simulation of horseshoe vortex and local

scour around a vertical cylinder using an unstructured finite-volume technique. Int. J. Sediment Res. 2020, 35, 295–306. [CrossRef]
21. Yu, P.; Zhu, L. Numerical simulation of local scour around bridge piers using novel inlet turbulent boundary conditions. Ocean

Eng. 2020, 218, 108166. [CrossRef]
22. Jia, Y.; Altinakar, M.; Guney, S. Three-dimensional numerical simulations of local scouring around bridge piers. J. Hydraul. Res.

2017, 56, 351–366. [CrossRef]
23. Xiong, W.; Tang, P.; Kong, B. Computational Simulation of Live-Bed Bridge Scour Considering Suspended Sediment Loads.

J. Comput. Civ. Eng. 2017, 31, 04017040. [CrossRef]
24. Baykal, C.; Sumer, B.M.; Fuhrman, D.R.; Jacobsen, N.G.; Fredsøe, J. Numerical investigation of flow and scour around a vertical

circular cylinder. Phil. Trans. R. Soc. A 2015, 373, 104. [CrossRef]
25. Baykal, C.; Sumer, B.M.; Fuhrman, D.R.; Jacobsen, N.G.; Fredsøe, J. Numerical simulation of scour and backfilling processes

around a circular pile in waves. Coast. Eng. 2017, 122, 87–107. [CrossRef]
26. Olsen, N.; Melaaen, C. Three-dimensional calculation of scour around cylinders. J. Hydraul. Mech. 1993, 119, 1048–1054.

[CrossRef]
27. Zhao, M.; Cheng, L.; Zang, Z. Experimental and numerical investigation of local scour around a submerged vertical circular

cylinder in steady currents. Coast. Eng. 2010, 57, 709–721. [CrossRef]
28. Khosronejad, A.; Flora, K.; Sotiropoulos, F. Experimental and computational investigation of local scour around bridge piers.

Water Resour. 2012, 37, 73–85. [CrossRef]
29. Link, O.; González, C.; Maldonado, M.; Escauriaza, C. Coherent structure dynamics and sediment particle motion around a

cylindrical pier in developing scour hole. Acta Geophys. 2012, 60, 1689–1719. [CrossRef]
30. Van Rijn, L.C. Principles of Sediment Transport in Rivers, Estuaries And Coastal Seas; Aqua Publications: Amsterdam, The Netherlands, 1993.
31. Zhang, W. 3D Numerical Simulation of Scour Erosion Around an Obstacle. Ph.D. Thesis, Université Paris-Est, Paris, France, 2019.
32. Chen, J.H.; Pritchard, W.G.; Tavener, S.J. Bifurcation for flow past a cylinder between parallel planes. J. Fluid Mech. 1995,

284, 23–41. [CrossRef]
33. Singha, S.; Sinhamahapatra, K.P. Flow past a circular cylinder between parallel walls at low Reynolds numbers. Ocean Eng. 2010,

37, 757–769. [CrossRef]
34. Mignot, E.; Moyne, T.; Doppler, D.; Riviere, N. Clear-Water Scouring Process in a Flow in Supercritical Regime. J. Hydraul. Eng.

2015, 142, 04015063. [CrossRef]
35. Engelund, F.; Fredsøe, J. A sediment transport model for straight alluvial channels. Hydrol. Res. 1976, 7, 293–306. [CrossRef]
36. Bento, A.M.; Pêgo, J.P.; Viseu, T.; Couto, L. Scour Development Around an Oblong Bridge Pier: A Numerical and Experimental

Study. Water 2023, 15, 2867. [CrossRef]
37. Mason, P.J.; Thomson, D.J. Stochastic backscatter in large-eddy simulations of boundary layers. J. Fluid Mech. 1992, 242, 51.

[CrossRef]

172



Appl. Sci. 2023, 13, 11501

38. Nikuradse, J. Laws of Flow in Rough Pipes; Technical Memorandum 1292; National Advisory Committee for Aeronautics:
Washington, DC, USA, 1950.

39. Roulsby, R. Dynamics of Marine Sands: A Manual for Practical Applications; Thomas Telford: London, UK, 1997.
40. Swamee, P.K. Generalized inner region velocity distribution equation. J. Hydraul. Eng. 1993, 119, 651–656. [CrossRef]
41. Uh Zapata, M.; Pham Van Bang, D.; Nguyen, K.D. An unstructured finite volume technique for the 3D Poisson equation on

arbitrary geometry using a sigma-coordinate system. Int. J. Numer. Methods Fluids 2014, 76, 611–631. [CrossRef]
42. Uh Zapata, M.; Pham Van Bang, D.; Nguyen, K.D. Unstructured Finite-Volume Model of Sediment Scouring Due to Wave Impact

on Vertical Seawalls. J. Mar. Sci. Eng. 2021, 9, 1440. [CrossRef]
43. Phillips, N.A. A coordinate system having some special advantages for numerical forecasting. J. Meteor. 1957, 14, 184–185.

[CrossRef]
44. Chorin, A.J. Numerical solution of the Navier-Stokes equations. Math. Comput. 1968, 22, 745–762. [CrossRef]
45. Uh Zapata, M.; Zhang, W.; Pham Van Bang, D.; Nguyen, K.D. A parallel second-order unstructured finite volume method for 3D

free-surface flows using a σ coordinate. Comput. Fluids 2019, 190, 15–29. [CrossRef]
46. Sumer, B.; Fredsøe, J.; Christiansen, N. Scour around vertical pile in waves. J. Waterw. Port Coast. Ocean Eng. 1992, 118, 15–31.

[CrossRef]
47. Baker, C.J. The laminar horseshoe vortex. J. Fluid Mech. 1979, 95, 347–367. [CrossRef]
48. Kothyari, U.; HAger, W.H.; Oliveto, G. Generalized approach for clear-water scour at bridge foundation elements. J. Hydraul.

Eng. 2007, 133, 1229–1240. [CrossRef]
49. Tejada, S. Effects of Blockage and Relative Coarseness on Clear Water Bridge Pier Scour. Master’s Thesis, University of Windsor,

Windsor, ON, Canada, 2014. Available online: https://scholar.uwindsor.ca/etd/5055/ (accessed on 24 July 2023).
50. Harasti, A.; Gilja, G.; Adžaga, N.; Žic, M. Analysis of Variables Influencing Scour on Large Sand-Bed Rivers Conducted Using

Field Data. Appl. Sci. 2023, 13, 5365. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

173



Citation: Harasti, A.; Gilja, G.;

Adžaga, N.; Žic, M. Analysis of

Variables Influencing Scour on Large

Sand-Bed Rivers Conducted Using

Field Data. Appl. Sci. 2023, 13, 5365.

https://doi.org/10.3390/

app13095365

Academic Editor: Cheng-Yu Ku

Received: 15 March 2023

Revised: 20 April 2023

Accepted: 21 April 2023

Published: 25 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Analysis of Variables Influencing Scour on Large Sand-Bed
Rivers Conducted Using Field Data

Antonija Harasti 1, Gordon Gilja 1,*, Nikola Adžaga 2 and Mark Žic 3

1 Department of Hydroscience and Engineering, Faculty of Civil Engineering, University of Zagreb,
Fra Andrije Kacica Miosica 26, 10000 Zagreb, Croatia; antonija.harasti@grad.unizg.hr

2 Department of Mathematics, Faculty of Civil Engineering, University of Zagreb, Fra Andrije Kacica
Miosica 26, 10000 Zagreb, Croatia; nikola.adzaga@grad.unizg.hr

3 Division of Materials Physics, Ruder Boskovic Institute, Bijenicka Cesta 54, 10000 Zagreb, Croatia;
mark.zic@irb.hr

* Correspondence: gordon.gilja@grad.unizg.hr

Abstract: Throughout the lifespan of a bridge, morphological changes in the riverbed affect the
variable action-imposed loads on the structure. This emphasizes the need for accurate and reliable
data that can be used in model-based projections targeted for the identification of risk associated
with bridge failure induced by scour. The aim of this paper is to provide an analysis of scour depth
estimation on large sand-bed rivers under the clear water regime, detect the most influential (i.e.,
explanatory) variables, and examine the relationship between them and scour depth as a response
variable. A dataset used for the analysis was obtained from the United States Geological Survey’s
extensive field database of local scour at bridge piers, i.e., the Pier-Scour Database (PSDB-2014).
The original database was filtered to exclude the data that did not reflect large sand-bed rivers,
and several influential variables were omitted by using the principal component analysis. This
reduction process resulted in 10 influential variables that were used in multiple non-linear regression
scour modeling (MNLR). Two MNLR models (i.e., non-dimensional and dimensional models) were
prepared for scour estimation; however, the dimensional model slightly overperformed the other
one. According to the Pearson correlation coefficients (r), the most influential variables for estimating
scour depth were as follows: Effective pier width (r = 0.625), flow depth (r = 0.492), and critical and
local velocity (r = 0.474 and r = 0.436), respectively. In the compounded hydraulic-sediment category,
critical velocity had the greatest impact (i.e., the highest correlation coefficient) on scour depth in
comparison to densimetric Froude and critical Froude numbers that were characterized by correlation
coefficients of r = 0.427 and r = 0.323, respectively. The remaining four variables (local and critical
bed shear stress, Froude number, and particle Reynolds number) exhibited a very weak correlation
with scour depth, with r < 0.3.

Keywords: bridge scour; sand-bed; principal component analysis; multiple non-linear regression;
PSDB-2014

1. Introduction

The courses of large European rivers have been altered over the centuries of urban-
ization to provide support for development, such as flood protection, fairway routes,
energy production, and water use for domestic and industrial consumption, agriculture,
or recreation [1]. The proximity of rivers and large cities inevitably means that river flow
interacts with the built environment, most often with hard and critical infrastructure [2].
Bridges stand out from other structures in the infrastructure since their elements are typi-
cally placed in the main channel, and thus, they are continuously exposed to river flow. In
this context, bridges are subjected to multiple hazards of various severity that can occur
simultaneously, such as flooding, scouring, and seismic loading, resulting in bridge failure.
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Throughout the lifespan of the bridge, the riverbed morphology changes, which
in turn affects the variable action-imposed loads on the structure [3] and increases the
risk of failure [4]. Numerous researchers have identified scour as the most common
cause of failure among all other hydraulic-related causes [5–7]. Climate change has a
significant impact on bridge safety since their long life span does not allow a reliable
estimation of the impact of climate change [8,9]. The annual costs of adaptation to
reduce the risk of bridge scour under projected future climate change scenarios are
estimated at €541 million in Europe for the period 2040–2070 [10]. Therefore, potential
threats to bridge safety have been identified during maintenance, which ensures their
resilience [11,12] and reduces potential direct and indirect losses [13]. Obstacles to
reliable estimation of potential scour are numerous: the unknown accuracy of field data,
the uncertainty of laboratory data upscaled to the prototype scale, and an overall lack of
understanding of the interaction between the turbulent flow and the erodible riverbed.
Scour is initiated when the flow velocity exceeds a threshold for entrainment of sediment,
and it lasts until after the flood peak [14]. Thereafter, as the flood stage recedes, the
scour hole refills and its depth decreases [15,16]. As scour is the most common cause of
bridge failure, there is an apparent need for accurate and reliable data that can be used
in model-based projections of the risks associated with bridge scour.

Most of the existing scour prediction models available in the literature are derived
from laboratory data [17]. Using a pump and a tail gate in the laboratory provides con-
trolled hydraulic conditions for experimental data collection. Establishing a specific flow
environment in a laboratory limits the range of laboratory conclusions [18]. Furthermore,
upscaling to field prototype bridge piers is a daunting task that can lead to unreliable
extrapolated data. It is fair to say that laboratory-based scour models are adequate
only for the limited range of variables for which they were developed. With the aim
of avoiding extrapolation issues, the accuracy of these models should be additionally
confirmed with field measurements. Therefore, it is necessary to gain a perspective on
scour potential under field conditions [19]. Regardless of the data collection method,
most of the scour prediction equations are based on conventional regression methods
to provide explicit expressions that are easy-to-use and readily applicable to practice.
However, conventional methods are limited to conditions similar to those under which
the data were collected. This leads to biased results that often overestimate scour depth,
i.e., a so-called conservative approach [20,21]. To describe the scour process, the scour
database should be extensive and structured because many local variables are required
to capture the complex flow environment in the bridge opening.

Recently, artificial intelligence (AI) has become a prominent tool that has the capa-
bility to capture complex scour processes governed by a large number of influencing
variables. Recent studies have used AI techniques for scour prediction. Dong et al. [22]
developed four machine-learning models: a back propagation neural network (BP NN),
a genetic algorithm neural network (GA NN), a convolutional neural network (CNN),
and a deep belief network (DBN NN) to predict local scour based on a combination of
laboratory tests and field observations. Pandey et al. [23] developed scour equations
using a genetic algorithm (GA) on a large experimental dataset. Rady [24] applied
the adaptive neural fuzzy inference system (ANFIS) and genetic programming (GP)
methods for pier scour assessment. Muzzammil et al. [25] implemented gene expression
programming (GEP) to derive a new equation for pier scour estimation in a bed of a
mixture of clay and sand. To evaluate the performances of developed AI models, the
abovementioned authors conducted comparisons with traditional methods (regression
technique, dimensional analysis, and functional relations) and concluded that AI meth-
ods showed better scour depth prediction. Although AI-based models have proven to be
more accurate than conventional models, they have a tendency to overfit data. Generally,
AI models learn to fit the selected data set as closely as possible, but learning the model
for a particular data set might make it inappropriate for unseen data. Moreover, in the
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case of insufficient scouring of input data, it might occur that the AI model has a biased
outcome due to overfitting issues.

The United States Geological Survey (USGS) has published an extensive field database
of local scour at bridge piers, “A Pier-Scour Database” [26], collected for 270 bridges
spanning over 433 rivers in 29 countries, resulting in a total of 1858 measurements of flow,
bridge geometry, and river morphology. The database is structured as a digital spreadsheet
with measurements organized as rows and values of variables under each measurement
organized in columns, e.g., scour depth around bridge piers (ds), pier width (b), pier
length (l), angle of flow attack (θ), effective pier width (bef), pier type and nose shape,
approach flow depth (y), approach flow velocity (v), bed material type, median sediment
size (d50), geometric standard deviation of sediment particles (σg), approximate recurrence
interval for measured flow rate (RI), stream slope (S), date, type, time, and location of
measurements, etc.

As this extensive PSDB-2014 database has been available since 2014, it has been used
in several studies focusing on pier scour. Benedict and Caldwell [18] aimed to define
the maximum scour depth in South Carolina by developing an envelope curve. They
evaluate the upper bound of the flow-scour relationship by combining pier scour data
from other sources for effective pier widths up to 9 m. Benedict and Knight [27] evaluated
the HEC-18 model by comparing the PSDB-2014 experimental database since the HEC-18
model was developed on a scarce laboratory dataset. Rathod and Manekar [28] designed a
new universal scour model utilizing the GEP method on the PSDB-2014 database. They
compared the new GEP model with five existing conventional scour equations and found
a good correlation with Jain and Fischer model Equation (14). Pandey et al. [29] used
the PSDB-2014 database to modify laboratory-based Melville and Coleman’s equation
and make it applicable to field conditions. The authors filtered the PSDB-2014 database
to retain only non-uniform gravel beds in clear-water conditions and introduced new
K-factors. Ali and Günal [30] collected a new laboratory dataset and complemented it
with the corresponding PSDB-2014 laboratory subset to train the ANN model with the
Levenberg-Marquardt algorithm. Shahriar et al. [31] used the PSDB-2014 database to
compare four pier scour models and assess their performance through error statistics and
the probabilistic distribution of predictions.

This paper presents a preliminary analysis of the variables influencing the pier scour
on large sand-bed rivers under the clear-water regime. Due to the lack of scour equations
based on field measurements and the low accuracy of the laboratory-derived equations
deployed for field data, this study uses a comprehensive PSDB-2014 database. The objective
of this paper is to identify the most influential variables affecting scour on large sand-bed
rivers using the structure as presented by the flow chart (Figure 1). First, the collection of a
large database is required, i.e., in our case, obtaining the PSDB-2014 database. Second, filling
the original database with more potentially important variables that were not originally
included. Herein, these variables are designed as additionally calculated variables, such as
Froude number, shear stress, and other similar variables that cannot be directly measured.
Third, filter measurements from the collected database that are not related to specific
environmental conditions, i.e., eliminate measurements to obtain a relevant dataset. Fourth,
reduce unnecessary variables to the filtered subset with only influencing variables using
principal component analysis (PCA). Fifth, perform sensitivity analysis to examine the
strength of correlation between the influencing variables and the scour depth using the
Pearson correlation matrix. At this point, a reliable scour prediction model can be designed
and tested. In this paper, a dimensional regression-based model is proposed for scour
depth estimation in large sand-bed rivers in clear water regimes. Several already existing
models applicable to the aforementioned conditions were selected and compared with the
model developed in this study to put this investigation in a relative perspective.

176



Appl. Sci. 2023, 13, 5365

Figure 1. Flowchart of the proposed methodology to identify the most influential variables before
developing a new model.

2. Methodology

2.1. Influencing Variables

The original PSDB-2014 database covers a wide range of directly measured flow,
sediment, and geometry variables. From all measured variables in the original PSDB-2014
database, the following 13 variables were selected for the purpose of this study: ds, b, l, θ,
bef, pier type, nose shape, y, v, d50, σg, RI, and S. Since this dataset contains only directly
measured variables, it is of keen interest to include several other variables commonly used
in scour prediction equations. Thus, this study introduces 8 additional variables calculated
using the measured data from the PSDB-2014 database: channel width (B), Froude number
(Fr), local bed shear stress (τ), critical bed shear stress (τc), critical velocity (vc), critical
Froude number for incipient motion (Frc), densimetric Froude number (Frd), and particle
Reynolds number (Rep) (Table 1). By including the aforementioned additional variables,
information about the flow regime, clear-water or live-bed scour, and particle entrainment
threshold conditions are taken into account. These additional variables are not given in
the original PSDB-2014 database, but they are often used in scour research (e.g., [32,33]).
With this addition, a comprehensive dataset of 21 independent variables was created with
essential information on flow, sediment, and morphology at each location.

Table 1. Additional variables included in the analysis.

Additional Variable Equation

Froude number Fr = v√
g·y (1)

local shear stress τ = γw·y·S (2)

critical shear stress [34] τc = 0.25·
⎛
⎝d50·

[(
γs
γw
−1

)
·g

ν2∗

] 1
3
⎞
⎠
−0.6

·g·(ρs − ρw)·d50·tan(Φ∗) (3)

critical velocity [35] vc =
√

ρrel
∗·g·d50·

(
0.0024·

(
y

d50

)
+ 2.34

)
(4)

critical Froude number Frc =
vc√
g·y (5)

densimetric Froude number Frd = v√
(ρrel

∗−1)·g·d50
(6)

particle Reynolds number Rep =
d50·
√

ρrel
∗·g·d50

ν∗ (7)

* ν is kinematic viscosity of fluid. Φ is the angle of repose of the particle [36]. ρrel is the submerged relative mass
density of sediment particles.

2.2. Data Filtering

After the expansion of the subset (containing 13 initial variables) with the additional
computed 8 variables, data filtering was conducted to retain only data relevant for the aim
of the paper, i.e., to study measurements referring to large sand-bed rivers. To obtain this
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data, several sets of filtering criteria were defined that correspond to the flow regime and
riverbed morphology of the large rivers.

The first set of filtering criteria is related to the flow regime. The flow of large rivers is
subcritical due to the nature of the flow in lowland areas; hence, the Froude number can be
used to distinguish subcritical and supercritical flow regimes. In open-channel flow, the
critical flow regime is lower than its theoretical value (Fr = 1) since the flow transition from
wide channel to contraction is gradual. Different studies identified the transition between
subcritical and supercritical flow regimes to be within the interval 0.7 < Fr < 0.85 for field
conditions. For example, in the study by Azamathulla et al. [37], Fr values varied from
0.7 to 0.8, as in several other reports [18,29,38]. In this study, measurements with Fr > 0.75
were filtered out, i.e., applying Rady’s approach [24]. Additionally, erroneous data related
to Froude number were also filtered out—measurements of approach flow velocity (v) with
missing or zero values were removed.

The second set of filtering criteria was applied to preserve the data corresponding
to large sand-bed rivers. To restrain the dataset to sand-bed rivers, the following criteria
were used: sediment particle median size (d50) ranging between 0.0625 mm and 2 mm.
The geometrical standard deviation of the sediment (σg) presents a measure of the non-
uniformity of the sediment [28]. Uniform sediment gradation associated with uniform sand
is considered to be less than 1.3 [27] because larger σg values would indicate the presence of
coarser gravel particles. After applied filtration, the average value of σg is 3.0, which shows
slightly non-uniform sediments, which indicates potential bed armoring and consequently
reduces scour depth [39]. To restrain the dataset to large rivers, measurements of flow
depth (y) lower than 1.5 m were excluded from further analysis. The original PSDB-2014
database [26] contains no information regarding the river widths. Benedict and Knight [40]
have applied basin data to correlate known channel widths against drainage area, flow
depth, and stream slopes. To validate filtering criteria for large rivers, correlation by
Benedict and Knight [40] was used herein to calculate channel widths, of which 69% are
greater than 30 m.

Finally, the filter that takes into account the scour depth error margin range has
been applied. If only large rivers are considered, the accuracy of riverbed morphology
measurement has to be taken into account, especially when equipment limitations do not
allow detailed riverbed mapping. Therefore, from the original PSDB-2014 database, an
additional 140 measurements were excluded where scour depth was in the error margin
range of less than 0.2 m. Moreover, the original PSDB-2014 database contains multiple
measurements collected at the same location under different hydrologic events, including
multiple scour depth values. To prepare the database for the analysis of cause-and-effect
relationships, it is important to maintain the independence of the measurements, i.e.,
only one measurement should be retained for each bridge. Therefore, for the second set
of filtering criteria, only the measurements with the largest scour depth were considered
(568 exclusions). The association of scour depth with hydraulic conditions in the PSDB-2014
database is not extensively documented. For some multiple measurements, scour depth and
flow depth are inversely proportional, which may be a consequence of an undocumented
hydraulic event, e.g., a recent flood. In addition to the second set of filtering criteria, only
the most recent measurements have been retained (291 exclusions). Some measurements
date from the early 1900s, so their reliability is low due to technical limitations such as
the development of guidelines and instruments for bathymetric and hydraulic surveys.
Overall, a total of 859 measurements were excluded.

After filtering the original PSDB-2014 database, a total of 348 independent measure-
ments have remained relevant for estimating maximum scour depth on large, alluvial,
and sand-bed rivers. Since scour depth is 10% greater in clear water than in live-bed
conditions [41], the clear-water regime is the desired condition for estimating scour depth
in this study. To distinguish whether flow conditions are clear-water or live-bed scour,
the expression Fr − Frc > 0.2 by Jain and Fischer is used for validation [38]. Interestingly,
after filtering by using the aforesaid expression, 98% of the 348 remaining measurements
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fall within the clear-water scour conditions, even though the clear-water criterion was not
applied in the filter, which validates the reliability of the applied data filters. The range of
original and additional variables before and after filtration is shown in Table 2.

Table 2. Range of original and additional variables with their symbols, measurement units, ranges,
average values, and standard deviations before and after filtering.

Variable

Before Filtering After Filtering

Range Average
Standard
Deviation

Range Average
Standard
Deviation

Original

ds 0–10.4 1.1 1.3 0.21–7.8 1.5 1.3
bef 0.21–28.7 2.3 2.5 0.24–11.6 2.0 1.9
b 0.21–19.5 1.6 1.6 0.24–11.6 1.3 1.4
l 0.21–39.6 6.3 5.3 0.37–25.3 6.3 4.7
θ 0–85.0 6.1 10.3 0–600 6.6 9.6

d50 0.001–228.6 14.7 25.0 0.06–1.82 0.59 0.41
y 0–22.5 3.9 3.2 1.5–22.5 5.6 3.4
v 0–5.4 1.4 0.8 0.20–3.9 1.4 0.71

RI 1–500 53.6 50.9 1–500 63.1 69.4
σg 1.2–20.3 3.3 2.8 1.4–20.3 3.0 1.2
S 0.00007–0.02 0.00086 0.00152 0.00007–0.0036 0.00052 0.00044

Additional

B 5.4–692.5 71.5 67.1 10.5–692.5 75.3 80.7
vc 0.15–55.7 2.4 3.2 0.76–11.6 2.8 1.7
τ 0–180 21.3 21.8 0.015–1.7 0.25 0.21
τc 0.025–3.9 0.87 0.77 0.13–0.56 0.32 0.10
Fr 0–1.98 0.28 0.21 0.039–0.55 0.20 0.10
Frc 0.19–5.77 0.40 0.34 0.19–1.0 0.38 0.13
Frd 0–629 11.1 23.4 1.6–88.9 16.0 9.9
Rep 0.0025–274,834 8222 19,074 1.2–195.2 42.1 43.7

Original
Pier type Single and group

Not affectedPier nose shape (drag
coefficient) [42]

Cylindrical (1.2), Round (1.33), Square (2.0),
Sharp (1.0), Triangular (1.72)

2.3. Variable Reduction

Estimation of scour depth requires the detection of the most significant input variables
relevant to the complex scour process in large sand-bed rivers. This can be achieved using
principal component analysis (PCA), which has already been proven to be an effective
decision-making tool for dimensionality reduction when many variables are involved [43].
PCA determines which variable influences scour depth the most by analyzing how much
each variable contributes to the variance. Therefore, PCA was applied to the filtered dataset
of 348 measurements and a total of 21 variables (including the observed scour depth ds).
PCA interprets data with principal components—linear combinations of the input variables
that are orthogonal to each other. In this study, there are 21 principal components as well as
21 input variables. The first principal component explains the largest amount of variability
in the dataset; the second principal component accounts for the next largest variance;
etc. The principal components are lines in the coordinate system with a corresponding
eigenvalue—the sum of the squared distances between the orthogonally projected observed
data onto the line and the origin of the coordinate system.

Variable reduction in PCA analysis is based on the number of retained principal
components without diminishing the total variance of the scour dataset. A commonly
used criterion for reducing the number of variables is the Kaiser-Guttman criterion, which
considers only those principal components whose eigenvalues are greater than 1. Apply-
ing the Kaiser-Guttman criterion for variable reduction would keep the first 7 principal
components and thus eliminate only 2 variables. Since the Kaiser-Guttman criterion was
previously proven to be inaccurate because it overestimates the number of principal com-
ponents [44], it was decided to use a more stringent criterion. If we discard the principal
components whose eigenvalues are less than 2, then the first three principal components
remain. The first three principal components explain 56% of the variance of the entire
dataset. The variables that contribute the most to the first three principal components
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can be identified as influential (bef, y, d50, v, vcr, τ, τcr, Fr, Frc, Frd, Rep, B, b, l, and S),
while other variables (σg, θ, RI, pier type, and nose shape) can be excluded from further
analysis. The results of the PCA analysis are presented in the form of a loading plot, in
which the variable vectors are positioned with respect to the first two principal components
(Figure 2a). Variables located near the center of the coordinate system have the smallest
impact on the variance of the dataset (within the inner dashed circle) and are therefore
eliminated from further analysis. When two variable vectors are perpendicular to each
other, they are not correlated at all, while variables whose vectors are close to each other are
highly correlated. The contribution of each variable to the first three principal components
can be evaluated by the squared cosine values (Figure 2b). Since the principal components
are axes of the rotated coordinate system, the squared cosine represents the quality of the
variables after rotation. The values in bold are the maximum squared cosine values for
each variable. Therefore, only the variables that have the maximum squared cosine for one
of the first three principal components are retained for further analysis.

 

(a) (b) 

Figure 2. Results of PCA analysis: (a) Loading plot that presents a total of 21 variables in the
coordinate system with the first two principal components on the axes; (b) Contribution of each
variable to the retained first three principal components throughout the squared cosines of the
variables. Values in bold correspond for each variable to the principal component for which the
squared cosine is the largest.

Based on the PCA results, 5 variables were discarded from further analyses, and all
remaining variables can be classified into the following categories: pier geometry (b, l, and
bef), hydraulic (y, v, τ, and Fr), compounded hydraulic-sediment variables (vc, Frc, and Frd),
sediment properties (d50, τc, and Rep), and channel properties (B and S). Previous studies
have concluded that d50 can be eliminated from the development of the scour equation
since its range of values is small when compared to the other variables, which consequently
leads to biased results [19]. Since only field data are used in this study, d50 is expected
to be negligible due to reaching large values of the ratio b/d50 [45,46]. In order to obtain
information on sediment properties, only τc and Rep were retained for developing the
equation, while d50 was discarded.
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Similarly, the variables describing pier geometry (θ, b, l and bef) are also close together.
The angle of flow attack (θ) is not a reliable variable for scour prediction because flow
direction depends on the water level and changes over time. This makes the measurement
of θ arbitrary and should be used only when it can be reliably estimated [24]. The former
debate was supported by the PCA results, which suggested that θ and l should not be used
in scour prediction, leaving b and bef as the only descriptors of pier geometry. Taking into
consideration the difficult approximation of complex pier geometry (in the case of a group
of piers, pile caps, etc.), this study uses bef as the pier geometry variable, which is reduced
to b when no other data is known but can be adjusted for pier alignment when necessary.

Both variables from the channel properties category (B and S) can be excluded. Al-
though river width was an important variable for validating the filter applied to obtain a
database corresponding to the large rivers, it is not necessary to include it in the develop-
ment of the equation since this paper focuses on local scour. Stream slope is a local variable,
originally measured in PSDB-2014 near the bridge. Since S was only used for estimating
shear stress, a variable that estimates the drag force of flowing water, it can be eliminated
from scour equation development.

The remaining variables are a combination of commonly used variables in scour
prediction as well as variables that are rarely used in scour research on field conditions (τ,
τc, Rep). Although τ has been previously recognized as an influential variable for scour
prediction [47], it is usually omitted from conventional scour equations due to difficulties
in obtaining direct measurements in a complex flow environment [19]. However, τ and
v are both variables that reflect drag forces in front of the pier. Since it is challenging to
measure v in situ during the flood, perhaps it can be replaced by τ. Locally measured
variables (y and S) in the original PSDB-2014 database allow τ to be estimated for each
pier. Since it is not sufficiently investigated how much local value of τ contributes to ds
compared to v, its importance for the local scour process will be evaluated in this study. The
incipient motion of sediment starts when τ exceeds the critical shear stress (τc). Instead, in
equations for estimating scour depth, vc is mainly used because it is easier to measure and
is proportional to τc. In this study, it is decided to retain both critical variables τc and vc, in
order to evaluate their contribution to ds estimation. Particle Reynolds number (Rep), which
is a measure of eddy currents around particles, is an important variable for estimating
the transport of sediment mixtures [48]. Previous research by Vonkeman and Basson [49]
demonstrates that replacing vc with Rep in the HEC-18 scour equation can improve scour
depth prediction.

After the variable reduction analysis performed on the filtered dataset, 10 influential
variables remained (Table 3), forming a filtered subset relevant to the development of
functional dependencies. Since the focus of this study is on the functional dependencies
between scour depth and selected variables, dependent variables were retained with the
aim of testing which of them has a greater impact on scour depth. Full variable names can
be seen at the end of a paper in the list of symbols.

Table 3. Influential variables selected for developing new regression-based models.

Influential variables bef y v vc τ τc Fr Frc Frd Rep

3. Results

3.1. MNLR—Multiple Nonlinear Regression

Multiple nonlinear regression (MNLR) is a mathematical method that establishes a
functional dependence between variables to predict the target variable. The optimization
process finds the best fit for the model based on the principle of least squares. In Section 2.3,
10 influential variables were chosen as suitable for scour analysis on large sand-bed rivers.
In order to model the data between the response ds and the explanatory influential variables,
the following dimensional and non-dimensional models were proposed:
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ds = a·
(

be f

)b·(y)c·(v)d·(vc)
e·(τ) f ·(τc)

g·(Fr)h·(Frc)
i·(Frd)

j·(Rep
)k, (8)

and non-dimensional model:

ds

y
= a·

( be f

y

)b

·
(

v
vc

)d
·
(

τ

τc

) f
·(Fr)h·(Frc)

i·(Frd)
j·(Rep

)k. (9)

Both models were fitted to the filtered dataset by using MNLR, and the extracted
parameters (a, b, c, d, e, f, g, h, i, j, and k) were used to form two new regression-based
models presented in Table 4.

Table 4. Parameters obtained applying MNLR technique on both dimensional and non-dimensional
models.

a b c d e f g h i j k

dimensional 3.29 0.49 1.19 −0.91 −0.99 −0.011 0.019 0.38 0.26 0.97 −0.44
non-dimensional 0.002 0.48 −0.90 −0.047 −0.33 −2.50 1.16 −0.094

The performance of MNLR dimensional and non-dimensional models was validated
with a commonly used statistical measure, i.e., the coefficient of determination (R2). R2

shows how closely the scour depth, predicted by the MNLR dimensional and nondi-
mensional equations, resembles the observed scour depth with values of 0.51 and 0.45,
respectively. The same observation was made by Ali and Günal [30], who noticed that
dimensional scour data were more accurate than those based on dimensionless data. Based
on R2, the dimensional MNLR model was adopted for further analysis. Too many influenc-
ing variables reduce the number of degrees of freedom and also increase R2. Hereby, the
adjusted R2 is useful because it corrects the original R2 in such a way that if the number
of variables increases, the number of degrees of freedom decreases, as does the adjusted
R2. For the developed model, the adjusted R2 = 0.50 does not change significantly in
comparison with the original R2, which confirms that the number of selected variables is
sufficient and not overused.

The dependency between measured scour depth values (ds) and those predicted by
the MNLR dimensional model (ds,pred) is presented in Figure 3. The gray continuous line
shows ideal agreement between measured and predicted values, i.e., ds,pred = ds. Data points
that lie below the line of agreement indicate overprediction (54% of predicted values are
greater than actual measured values), while data points that lie above the abscissa represent
underprediction (46% of predicted values are lower than measured values).

 

Figure 3. Scattered plot of measured (ds) and scour depth predicted (ds,pred) by MNLR dimen-
sional model. Isolated points are outliers where red dots present underprediction and green dots
present overprediction.

182



Appl. Sci. 2023, 13, 5365

A prediction interval of 95% was calculated using the following equation:

= ds ∓ t95·SE·

√√√√
1 +

1
n
+

(
ds − ds

)
SSxx

(10)

where t95 is the two-tailed Student’s T-Distribution for 95% fit, SE is the standard error,
which considers the squared ratio of the residual sum of squares by degrees of freedom, n
is the number of entries, (ds) is the average of all measured scour depths, and finally SSxx is
the sum of squares of the deviations of measured scour depths from their mean value.

The individual dependance of each variable on the residual (the difference between
measured and predicted scour depth) is presented as a series of graphs merged into Figure 4.
Upper and lower limits represent the 95% prediction intervals in Equation (10) illustrated
by the red dashed lines for the purpose of detecting potential outliers. This means that 95%
of all measurements would deviate from predicted values within the region between the
dashed red lines. If the data falls outside the 95% prediction interval region, it can be marked
as a potential outlier. The red dots show the data with the best prediction—residuals within
5% of the total deviation. A common feature for all the graphs is the homoscedasticity of
residuals over the entire range of explanatory variables, indicating that there is no bias in
the model in any part of the data range.

  

  

  

  

  

Figure 4. Dependence of influential variables on the scour depth residual. Upper and lower limits
illustrated by the red dashed lines represent the 95% prediction intervals.
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Since all the scour data only contains measured variables, there is no additional
metadata that could be used to expand the filtered dataset, and therefore only collected
variables were analyzed in order to detect outliers. All points lying outside of the prediction
interval were considered potential outliers. There are 5 outliers detected based on model
overprediction, whose residuals have a negative value, and 10 outliers based on model
underprediction, whose residuals have a positive value. Outliers are detected based on
prediction intervals in Figure 4 and presented as isolated points with associated IDs in
Figure 3, where green dots illustrate overprediction and red dots underprediction. Potential
outliers and their corresponding influential variable values are presented in Table 5, sorted
from minimal to maximum residual. The lack of data does not allow the detection of true
outliers, and therefore, outliers can only be detected based on their common features. The
only identifiable common feature of all potential outliers is the Froude number value. One
of the data points (#Obs348) has a very low Froude number value (Fr = 0.07), making it
unreliable, while the other one (#Obs293) is at the boundary conditions for clear-water
scour (Fr − Frc = 0.06). Therefore, of the initial 15 potential outliers, two were detected as
true outliers and removed from further analyses. When outliers were removed from the
model, the performance of the dimensional model increased from R2 = 0.50 to R2 = 0.54.

Table 5. List of potential outliers with corresponding measured and calculated influential variable values.

ID bef y v vc τ τc Fr Frc Frd Rep ds ds,pred Residuals

Obs96 4.88 9.81 2.13 5.11 38.51 0.27 0.22 0.52 27.57 17.90 0.67 3.50 −2.83
Obs293 11.58 4.85 2.68 2.30 95.08 0.31 0.39 0.33 29.82 28.11 2.50 5.15 −2.65
Obs252 5.54 13.47 2.35 7.44 72.45 0.26 0.20 0.65 32.61 14.39 1.80 4.08 −2.28
Obs52 9.63 3.60 0.79 1.30 7.76 0.49 0.13 0.22 5.46 117.86 0.43 2.36 −1.93
Obs57 2.50 9.33 1.55 4.09 17.38 0.33 0.16 0.43 16.63 31.55 0.43 2.22 −1.79
Obs340 5.97 8.35 1.22 3.28 11.47 0.37 0.13 0.36 11.37 47.57 5.15 2.95 2.20
Obs307 0.61 2.77 1.13 1.14 5.17 0.42 0.22 0.22 8.86 79.52 2.87 0.65 2.22
Obs346 6.10 22.52 2.43 9.11 66.29 0.34 0.16 0.61 24.65 36.96 7.10 4.73 2.37
Obs324 1.07 4.54 1.77 2.17 53.46 0.31 0.26 0.33 19.65 28.11 3.66 1.27 2.38
Obs343 4.33 5.67 2.93 3.32 32.81 0.25 0.39 0.45 41.99 13.07 6.22 3.57 2.65
Obs329 1.07 4.15 1.71 2.00 48.80 0.31 0.27 0.31 18.97 28.11 4.05 1.23 2.82
Obs316 0.61 2.19 0.67 0.97 4.52 0.42 0.14 0.21 5.27 79.52 3.29 0.47 2.82
Obs344 4.37 5.21 2.44 2.98 16.62 0.26 0.34 0.42 33.88 14.39 6.43 3.26 3.17
Obs347 4.27 9.78 2.90 5.62 9.60 0.25 0.30 0.57 41.55 13.07 7.65 3.86 3.79
Obs348 10.09 9.00 0.65 3.60 48.40 0.36 0.07 0.38 6.24 43.61 7.80 2.90 4.90

3.2. Comparison with Different Scour Models

To evaluate the relative performance of the dimensional model developed on specif-
ically filtered data in the present study, a comparison with already developed empirical
scour models was conducted (Figure 5). The link between selected models (Table 6) is
their applicability for scour depth prediction in sand-bed rivers during the clear-water
regime. However, there are some differences between them based on: variables used for
scour prediction; source of large-scale data (field, combination of laboratory and field, and
numerical data); and equation development technique (1 conventional MNLR equation,
2 recent MNLR equations, and 2 GEP methods). The conventional MNLR technique is
an approach to developing functional dependencies using dimensional analysis and the
Buckingham PI theorem to attain dimensional consistency. GEP is one of the evolutionary
algorithms that can create simple and explicit equations and is therefore often used for
developing scour depth expressions. Two governing variables that are included in all scour
equations are water depth (y) and pier width (b), as presented in Table 6.

The comparisons between previously developed empirical models (Table 6) and the
dimensional model developed in this study, Equation (17), are presented in Figure 5, where
the line of agreement indicates the perfect match between observed and predicted data,
i.e., ds,pred = ds. The circle points, obtained by using our dimensional model and the filtered
dataset, are the same as in Figure 3. However, Figure 5 also displays the lines that were
constructed by using predicted ds,pred data obtained by utilizing different models from
Table 6. The following discussions will explain the performance of all models from Table 6.
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Figure 5. Comparison of dimensional model developed in this study with various previously
developed scour equations (Table 6). The displayed data (i.e., circles) are obtained by using our
non-dimensional model and the filtered data. The lines present data computed by different models
when using the filtered data.

Table 6. Summary of selected previously developed scour models and two models developed in
this paper.

Author Dataset Method Equation

Annad and Lefkir,
2022 [19]

field
(PSDB-2014) MNLR ds = 0.318·K1

∗·K2
∗·b0.76·y0.515 (11)

Rathod and
Manekar,
2022 [28]

field and
laboratory

(PSDB-2014)
GEP ds = y·

[(
b

b+1.6·y
)
+

(
b·v

y·(b+v)

)
+

(
b
y

34.12·y
Frd

+2σg

)]
(12)

Hassan and Jalal,
2021 [50]

numerical on a
large scale GEP

ds =

b·
[

7.24· v
vc
· b

B −
(

v
vc

)2· b
B − v

vc
·( b

B

)2
+

b
B

b
B · v

vc −
y
b −

b
B
+

{
y
b · b

B ·Frpier
∗ +

( b
B

)2·Frpier
∗
}
·K2

2∗· v
vc

] (13)

Jain and Fischer,
1979 [38]

field and
laboratory

conventional
MNLR ds = 1.84·b·( y

b

)0.3·(Frc)
0.25 (14)

Azamathulla et al.,
2010 [37] field MNLR ds = 1.82·y·

(
d50

y

)0.042·
(

b
y

)−0.28·
(

L
y

)−0.37·Fr0.42·σg
−0.031 (15)

Our non-
dimensional model

field
(PSDB-2014) MNLR ds

y = 0.002·
(

be f
y

)0.48

·
(

v
vc

)−0.90·
(

τ
τc

)−0.047·(Fr)0.33·(Frc)
−2.5·(Frd)

1.16·(Rep
)−0.094. (16)

Our dimensional
model

field
(PSDB-2014) MNLR ds = 3.29·(be f

)0.49·(y)1.19·(v)−0.91·(vc)
−0.99·(τ)−0.011·(τc)

0.019·(Fr)0.38·(Frc)
0.26·(Frd)

0.97·(Rep
)−0.44 (17)

* K1 is 1.2 for live-bed scour and 1 for clear-water scour. K2 is 1.1 for round, 1 for square, and 0.9 for a sharply
pierced nose. Frpier is the pier Froude number, calculated as follows: Frpier =

v√
g·be f

.

Annad and Lefkir [19] (AL abbreviated) proposed a new scour equation obtained by
the same dimensional MNLR technique and the identical PSDB-2014 database as used in
this study. The authors have retained almost all observed measurements (1249 of 1858),
except for those that lack information regarding bridge pier shape. However, they have
included only 4 variables: b, y, pier shape nose correction factor (K2), and live-bed vs.
clear water correction factor (K1). Considering that their approach was similar to ours
(the same database and the same modeling technique), their equation almost matches the
dimensional model developed in this study (Equation (17)). According to Figure 5, there
are similarities between the performance of our model and that of the AL model that can be
assigned to the fact that in the AL model there was no restrictive data filtering, i.e., almost
the whole span of measurements was considered.

Rathod and Manekar [28] (RM abbreviated) developed the GEP model for scour depth
estimation using the PSDB-2014 database. In order to develop a unique and universal scour
equation, the authors integrated laboratory and field datasets to obtain larger variable
ranges. Even though the RM model was developed using the GEP method and on the
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combined nature of the data (lab and field), the model has a similar performance in
comparison to the model developed in this study, probably due to the application of the
PSDB-2014 database. Assuming that the type of technique selected for model development
does not affect scour prediction performance as much as the filtering of the dataset, the
performances of the RM and AL models are expected to be very close, as shown in Figure 5.

Hassan and Jalal [50] (HJ abbreviated) numerically simulated scour around the bridge
pier on a real scale to evaluate the performance of predicting scour depth with the GEP
model. They used a numerical dataset consisting of 243 observations collected in a clear-
water regime and calibrated with the results from the Melville laboratory model [51]. The
authors carried out a sensitivity analysis of influential variables and showed that y has the
greatest influence on the predicted ds, followed by the ratio of velocities v/vc, the ratio of
pier width B/b, the pier Froude number Frpier, and finally the pier shape factor Ks with the
weakest influence. According to Figure 5, the HJ model tends to underpredict scour depth.
Unfortunately, only ranges of nondimensional variables are given in their study, so the
real span of variable values remains unknown. However, it can be assumed that Hassan
and Jalal [50] collected numerical data in terms of lower water depths since flow depth
turned out to be the most significant variable. This assumption is supported by the work of
Melville and Sutherland [52], as they claim that flow depth does not play an important role
in scour when the y/bef ratio is above 2.6. The final difference is that they have taken into
account the ratio of pier width B/b, so it can be assumed that contraction scour has a more
important role in their dataset.

Jain and Fischer [38] (JF abbreviated) is one of the many existing regression-based
scour equations. The JF model was selected for this comparison process among other
regression-based models because previous research [28], which applied the PSDB-2014
database, claims that the JF model is superior to the other conventional models. The JF
model is developed in conditions of higher Fr values and sand-bed sediment properties
(0.25–2.5 mm with a median of about 1.5 mm). Even though Jain and Fischer collected
data in similar conditions that were applied for data filtration in this study, it is still an
overly predictive and conservative method. The first reason for overprediction in JF model
performance is related to including laboratory-based data, and the second reason is the
traditional methodology of developing equations where coefficients were generated to
form an envelope for all collected data.

Azamathulla et al.’s [37] (Az abbreviated) model presented the lowest performance
amongst all equations selected for comparison in this study. Data in [37] were collected
from different studies available in the literature to develop their MNLR model based on
398 field measurements collected over a non-cohesive and uniform riverbed. A possible
reason for such low performance could be the larger range of sediments, with d50 values
ranging from 0.12 to 108 mm and a median of 54 mm. Although information regarding the
angle of flow attack is not available in their study, the authors included pier length in their
equation. However, it can be assumed that piers were skewed, as otherwise, it would have
no effect on scour depth [53]. Azamathulla et al. also provided an explicit equation for
the GEP model, but when the PSDB-2014 measurements were input into the equation, the
computed results were unreasonable, such as negative values of scour depth. In addition,
parts of an equation of the developed MNLR model are vague, such as the exponent of the
variable σg.

3.3. Variable Sensitivity Analysis

The Pearson correlation coefficient (r) (Figure 6) interprets the strength of the cor-
relation between selected variables in the filtered subset and measured scour depth (ds).
The Pearson correlation coefficient varies in range from −1 to 1. A value of −1 indicates
a perfect negative correlation, a value of 1 a perfect positive correlation, and a value of
0 indicates no correlation at all. If variables are classified into four categories: pier geometry
(bef), hydraulic (y, v, τ, and Fr), compounded hydraulic-sediment variables (vc, Frc, and Frd),
and sediment (τc, and Rep), then the pier geometric variables are the most influential, fol-
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lowed by compounded hydraulic-sediment, hydraulic, and finally the sediment variables.
Based on Pearson correlation coefficients, bef proved to be the most influential variable for
estimating ds (r = 0.625), which is the same observation that was already stated in previous
investigations [28,30]. The second most influential variable is y (r = 0.492), followed closely
by vc and v, r = 0.474 and r = 0.436, respectively. In the compounded hydraulic-sediment
category, vc has the greatest impact on scour depth in comparison to Frd and Frc, which are
defined by r = 0.427 and r = 0.323, respectively. The remaining four variables (τ, τc, Fr, and
Rep) show a very weak correlation with scour depth, with r < 0.3.

Figure 6. Pearson correlation coefficients (r) for selected influential variables that are classified into
four variable categories. The selected variables are taken from the filtered dataset.

4. Discussion

In the present study, large, alluvial, and sand-bed rivers were taken into account with
the intention of evaluating the significance of several influential variables in estimating
maximum scour depth. Comparing four different categories, i.e., pier geometry (bef),
hydraulic (y, v, τ, and Fr), sediment (τc, and Rep), and compounded hydraulic-sediment
variables (vc, Frc, and Frd), it was elucidated that pier geometry variables are the most
influential ones. Rating pier geometry variables above hydraulic variables was expected
because more than 70% of the data used in this study exceeds the threshold value of
y/bef = 2.6, over which the flow depth is no longer significant for the pier scour process [52].

The approach velocity and the flow depth have the next largest impact on scour depth,
while local shear stress and Froude number remain the least important variables. The
latter confirms the traditional approach assumptions that the equilibrium state of scour
depth primarily depends on both the pier width and approach flow velocity, while flow
depth is just an indirect effect of the downflow magnitude [38]. The introduction of new
hydraulic variables such as τ and Fr is supposed not to significantly contribute to the
variance of scour depth due to their unreliable estimation and small ranges of values. A
similar conclusion can be drawn regarding the sediment variables. In this study, d50 was
excluded from analysis, suspecting that it has a negligible effect, so two new sediment
variables (τc, Rep) were included in the scour depth equation. Even though it was expected
that Rep would play a more significant role owing to a larger standard deviation than d50,
both sediment variables τc and Rep yielded the lowest Pearson correlation coefficients,
which shed light on sediment properties in general (d50, τc, and Rep) as being insignificant
on scour depth variance. In order to consider the effect of sediment properties, it was
recommended to use compound hydraulic-sediment variables such as vc, Frc, and Frd that
consist of both the acting forces of the flow and sediment properties. In this study, the
compounded hydraulic-sediment variables and hydraulic variables had a similar impact
on the scour prediction because the average values of their Pearson correlation coefficients
were 0.408 and 0.340, respectively. A comparable observation was made by Török et al. [54],
who deem that shear Reynolds number, a function of grain size and shear velocity, is a more
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adequate variable for evaluating sediment transport than Rep, d50, or other variables whose
evaluation is based only on sediment properties. Furthermore, at the beginning of this
paper, there was a doubt concerning which variable should be used to assess the incipient
motion of sediment, vc or τc. The doubt originates from the fact that vc is a function of y and
d50, while τc is a function of d50. The assumption that the compound hydraulic-sediment
variable would be more significant was verified by Pearson correlation coefficients of vc
and τc with values of 0.474 and −0.006, respectively. After vc, which proved to be the most
influential variable in the category of compounded hydraulic-sediment variables, Frd and
Frc are next in the sequence. It was expected that Frd would show a stronger association
with scour depth since it has been previously determined as the most influencing variable
in the group of variables that describe sediment properties [55–57].

The introduction of sediment variables into the scour depth equation showed negligi-
ble effects. However, this observation does not mean that they can be completely excluded
from the scour analysis, as sediment properties have a significant effect on the scour process.
Equations developed for different compositions of riverbed sediments behave differently,
as evidenced by the comparison process performed in this work. The Az model showed
the lowest performance and was based on sediment ranges that tend toward gravel grain
sizes. The fact that sediment variables play an important role indicates that it is necessary
to take sediment size into account when filtering data sets to achieve certain environmental
conditions. However, if sediment properties are selected as one of the scour variables in the
equation, it is better to include them through compounded hydraulic-sediment variables
than to take them directly because of their small contribution to the variance of the data set.

Recently, regression-based AI models have become widely used in scour studies
because of their simple structure and their ability to find functional dependencies among
a large number of scour-related variables. However, AI-based models tend to overfit the
training dataset, and they are only appropriate for the range of variable values taken for
the training. To avoid the aforesaid issues, it is important to appropriately choose specific
environmental variables (flow regime, complex pier geometry, pier alignment, sediment
uniformity and grain sizes, bridge in the bend, etc.) and their value ranges in order to
filter the dataset adequately for AI-model training. If the data are too dispersed, the
development of a unique and universal scour equation remains an option. For many years,
researchers have been struggling to find a universal equation, which means finding an
envelope for a dispersed cloud of data that will predict scour oversafely, i.e., the so-called
conservative method.

To avoid overprediction, a best-fitting curve that passes through a cloud of datasets
while minimizing the sum of the squared distances should be created. However, it is
unlikely to develop such a curve with a machine learning algorithm trained to match the
data as closely as possible to a dispersed and scattered dataset. For example, Rathod and
Manekar [28] developed two GEP models: one based on a combination of field and labo-
ratory data and one based on laboratory data only. The GEP model, whose development
was based only on laboratory data, showed much better performance owing to smaller
variable ranges and, consequently, a less scattered dataset. Furthermore, comparisons
performed in this work (Figure 5) showed that the AL and RM models are superior to all
other scour models. Although the models utilize different techniques such as MNLR and
GEP, the deviation between them is quite small, and they have a high similarity in scour
prediction. This possibly stems from the same dataset used (PSDB-2014), indicating that
any prediction model’s performance highly depends on the data and less on the method
used for its development. The same can be said for the selection of influencing variables. In
the AL and RM models, only 4 and 5 variables, respectively, were introduced, while in this
study, 10 variables were considered for the development of the equation without improving
the performance of the model. Without the detection of environmental conditions and the
application of a specific filter, the data set will be too dispersed or too gathered, and neither
the complex curve of the AI technique nor the trivialized envelope curve of the regression
model will provide a more accurate prediction.
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However, it must be emphasized that the dimensional MNLR model Equation (17)
provided a low R2 value (R2 = 0.5) due to the presence of scatter in the dataset. Previous
equations that used the same PSDB-2014 dataset (AL and RM) performed better, as in-
dicated by higher R2 or lower RMSE values. The reason could be that they used almost
all field measurements without excluding multiple measurements for the same bridge.
Such a collection of data with similar measurements could lead to overfitting. However,
in this study, the independence of the measurements was maintained in the final set of
filtration criteria by retaining only one measurement for each bridge, which eventually led
to the exclusion of 46% from the original dataset. Another reason for the scatter is that the
filtered dataset contains only field data where the scour regime is unknown; it is difficult to
determine whether some measurements have reached an equilibrium or maximum state.

5. Conclusions

Most of the existing scour prediction equations available in the literature are derived
from laboratory data since flume experiments provide controlled hydraulic conditions and
straightforward data collection. On the other hand, the limited range of flow conditions in
the flume limits the wider application of derived scour equations, i.e., their application to
the prototype conditions. The USGS dataset PSDB-2014 provides a wide range of on-site
measured flow, sediment, and geometry variables related to scour; thus, this dataset was the
most representative source of scour data for large sand-bed rivers. The measured variables
from the dataset were expanded to include eight additional calculated variables commonly
used in scour prediction equations and consequently filtered to retain measurements taken
only for large sand-bed rivers. After filtering the original dataset, 98% of the remaining
measurements were within the clear-water scour conditions, even though the clear-water
criterion was not applied in the filter, which validates the reliability of the applied data filter.

Several influential variables were removed by using the PCA, as well as two commonly
used variables, θ and d50, as they showed low impact on the scour depth. Since the
measurement of θ is arbitrary and changes with flow severity, it should be used only
when it can be reliably estimated, which is not often the case. Since the pier length was
also eliminated by the PCA and taking into consideration the difficult approximation
of complex pier geometry with a single variable, this study selected bef as the only pier
geometry variable, combining the information of pier geometry and alignment with the
flow, if available. PCA has eliminated the characteristic sediment size as well, which
can be explained by focusing on sand-bed rivers where sand is uniform and therefore
has a significantly smaller range than other variables. To take into account riverbed
composition, compounded hydraulic-sediment variables (vc, Frc, and Frd) were retained,
and consequently, 10 influential variables were classified into four categories: pier geometry
(bef), hydraulic (y, v, τ, and Fr), sediment (τc, and Rep), hydraulic-sediment variables (vc,
Frc, and Frd), and compounded. Afterward, the variables from these categories were used
to determine the scour model variables.

The proposed dimensional MNLR model designed for scour estimation on the selected
data subset has a firm similarity with the two other models (AL and RM) developed
using the same PSDB-2014 dataset but with different filters or methods. The comparison
performed in this work indicates that the filtering method has a greater influence on the
model’s performance than the model type (MNLR or GEP). However, the MNLR model
developed in this study, Equation (17), yielded a low R2 value of 0.5 due to the scatter of
the dataset, which could be a consequence of excluding multiple measurements for the
same bridge locations. Since, at the time of the field measurement, it is not known whether
the equilibrium or maximum state has been reached, dispersion in the results is expected.

Furthermore, the selection of influential variables that can be reliably measured or
estimated is crucial when creating a database for scour estimation. Based on the Pearson
correlation coefficient, bef proved to be the most influential variable for estimating ds in
this study, and the second most influential variable is y, followed closely by vc, v, Frd, and
Frc. The remaining four variables (τ, τc, Fr, and Rep) exhibit a very weak correlation with
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scour depth, probably resulting from errors in the measurement of variables used for their
calculation. The fact that compounded hydraulic-sediment variables were highly influ-
ential for our dimensional model indicates that it is necessary to use sediment size when
filtering data to reduce the uncertainty associated with the acquisition of a representative
bed sample.
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Glossary

Symbol Unit Description

ds [m] scour depth
v [m/s] local approach flow velocity (upstream of the pier)
vc [m/s] critical velocity
y [m] approach water depth (upstream of the pier)
b [m] nominal pier width
l [m] pier length
bef [m] effective pier width normal to the flow
θ [◦] angle of attack
B [m] the channel width
S [1] stream slope
τ [Pa] local bed shear stress
τc [Pa] critical bed shear stress
Fr [1] Froude number
Frc [1] critical Froude number for incipient motion
Frd [1] densimetric Froude number
Rep [1] particle Reynolds number
RI [years] recurrence interval for measured flow rate
g [m/s2] gravitational acceleration
d50 [mm] sediment median grain size
d95 [mm] the size at which 95% of the sediment particles are smaller
σg [1] geometrical standard deviation of sediment (measure of non-uniformity)
ρrel [1] submerged relative mass density of sediment particles (ρrel = [(ρs − ρ)/ρ] − 1 = 1.65)
ρs [kg/m3] mass density of sediment particles (equal to 2650 kg/m3)
ρw [kg/m3] mass density of water (equal to 1000 kg/m3)
γs [N/m3] specific gravity of sediment (equal to 25,996.5 N/m3)
γw [N/m3] specific gravity of water (equal to 9810 N/m3)
K1 [1] the live-bed vs. clear-water correction factor
K2 [1] the pier shape correction factor
ν [m2/s] kinematic viscosity of fluid (ν = 1.6 × 10−6 m2/s)
Φ [◦] angle of repose for sediments
r [1] Pearson correlation coefficient
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Abstract: Incipient motion has been a topic of investigation by researchers, engineers and scientists
for more than a century. The main approach for studying sediment entrainment has been the static
approach that uses temporal and spatial averaged flow parameters like bed shear stress and stream
power to link them indirectly to sediment entrainment. Recent research outputs have shed light on
the important role of turbulent fluctuations in the sediment transport process. It is suggested that
the approach of using temporal and spatial averaged parameters fails to account for the dynamic
and probabilistic nature of the entrainment process, as inherited by flow turbulence. This has led
to the introduction of the only dynamic criteria in the literature for studying sediment entrainment,
namely the impulse and energy criteria. These criteria take into account both the magnitude and
duration of the turbulent flow event used for assessing the conditions that can result in sediment
entrainment. In light of this, this work aims to assess whether there is a trend in terms of the type
of flow structures that occur in sequence before and after the occurrences of the flow impulses that
have resulted in the coarse particle’s entrainment. To achieve this, we conducted a well-controlled
laboratory experiment to investigate the incipient motion of a 7 cm diameter instrumented particle.
Five runs of the experiment were performed at flowrates close to the threshold of motion. The
instrumented particle was equipped with micro-electro-mechanical sensors (MEMS) to accurately
measure its inertial dynamics and detect motion. The sensors recorded entrainment events, and these
events were stochastically linked to the impulses occurring for the tested flow conditions. Quadrant
analysis was used to investigate the type of flow structures that occurred before, during and after
the occurrence of quadrant events with an impulse above the critical impulse. The findings herein
associate coarse particle entrainments with energetic impulses linked primarily to sweep events (Q4)
and secondarily, sequence of sweeps (Q4) and ejections (Q1).

Keywords: instrumented particles; MEMS sensors; frequency of entrainment; incipient motion;
turbulent flows; flow structures; quadrant analysis

1. Introduction

The topic of sediment transport has been studied by scientists, engineers and re-
searchers for more than a century due to its application in the fields of environmental
monitoring, infrastructure monitoring, geosciences and marine biology. Different criteria
and correlations have been developed to assess the conditions that result in the entrain-
ment of a sediment particle and to estimate the bed-load transport rate. These criteria
and correlations do not represent the full complexity of the process, which depends on
multiple parameters, since they are mostly based on simple physics or simplified laboratory
experiments [1,2]. These correlations and criteria have shown there to be large discrep-
ancies between each other and between the actual data [3]. Historically, there are two
approaches that have been followed to study sediment entrainment: the static approach
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and the dynamic approach. The static approach uses time-averaged parameters like bed
shear stress [4] or critical stream power [5,6] to define the conditions that result in sediment
entrainment. Since turbulence by definition is chaotic and random around the averaged
values of pressure or velocity [7], multiple researchers [8–14] have tried to emphasise the
important role of turbulent fluctuations in the sediment transport process in an attempt to
overcome the limitations of the time-averaged parameters approach or the static approach.
Some researchers have reported that increasing the turbulence level in the boundary layer
while maintaining the same time-averaged shear stress in the boundary layer has resulted
in an increase in bed-load transport rates [15,16]. Other researchers [17,18] have suggested
that instantaneous normal Reynolds shear stresses are more correlated with sediment move-
ment compared to average or instantaneous shear stresses. Thereafter, [19] suggested that
both the force magnitude and duration of the energy near to the bed turbulent events are
relevant when predicting sediment entrainment. He also introduced the impulse criterion,
which is the first dynamic criterion used for studying sediment entrainment reported in
the literature. Valyrakis et al. [20] and Celik et al. [21] generalised the applicability of the
concept and Valyrakis et al. [22] extended it to the energy criterion which is the second
dynamic criterion that exists in the literature for assessing the conditions that can result
in sediment entrainment. The energy criterion formulates that the complete removal of
sediment from the bed matrix occurs only if the impinging flow event(s) supply enough
mechanical energy.

As part of a further investigation into the relationship between turbulence and sedi-
ment entrainment, researchers have started to investigate whether there are specific flow
events that are associated with the entrainment of sediment. Specifically, the observation of
Kline et al. [23] showed that among the random and complex turbulent events, there are
elementary organised structures with spatial and temporal coherence. This has generated
interest among researchers in relation to further investigating the flow structures that exist
in boundary layers, linking the observation of Kline et al. [23] to the sediment entrainment
problem. At the time of this work, there has been an extensive research output on the
investigation of the coherent flow structures in the boundary layers for rough and smooth
wall flows [24–26]. As for the study of sediment transport, some researchers [12,14,27] have
reported that although there are chaotic turbulent fluctuations, there are specific events or
flow structures that are associated with sediment transport episodes. These events have
both temporal and spatial coherence. The method of quadrant analysis has been used
widely to report the type of events occurring during sediment entertainment and sediment
transport. The method was developed by Wallace et al. [28] to quantify the visual observa-
tions of Corino and Brodkey [29] by dividing the turbulent velocity fluctuations based on
their signs into Q1 (+u′, +w′), Q2 (−u′, +w′), Q3 (−u′, −w′) and Q4 (+u′, −w′). Ejection (Q2)
and sweep (Q4) events contribute positively to Reynolds shear stresses. These events were
named by Corino and Brodkey [29] based on their experimental observations. Outward
(Q1) and inward interactions (Q3) contribute negatively to Reynolds shear stresses and
were named by Wallace et al. [28] for a lack of a better descriptive terminology. Heather-
shaw and Thorne (1985) demonstrated that most of the sediment entrainment has been
caused by sweep events (Q4) and to a lesser extent by outward interactions (Q1). Multiple
researchers [30–40] have suggested that entrainment is associated with high Reynolds shear
stress structures, Q4 or sweep, while ejections are responsible for the particles’ suspended
motion. Additionally, there is a tendency for there to be an existence of a group of increas-
ingly stronger Q2 (ejection) events followed immediately by Q4 (sweep) events during the
burst–sweep cycle which have resulted in sediment entrainment. These two quadrants
have been reported to contribute to Reynolds stresses and momentum transfer, which is
much stronger near the wall region [41,42]. Nelson et al. [43], on the other hand, suggested
that the sweep component of the burst–sweep cycle resulted in the majority of the sediment
transport due to its common occurrence. The events of outward interactions of the same
duration and magnitude can result in the same transportation as sweep events do.
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In another stream of investigation into sediment transport, some researchers have tried
to link sediment entrainment to turbulent flow structures and to fluctuating drag and lift
using laser Doppler velocimetry (LDV) and particle image velocimetry (PIV) measurements
in addition to pressure measurements [21,44–50]. The conclusion of all their studies is
that there are Q4 events associated with high positive drag force fluctuations at the time
of sediment particle entrainment. As for the lift fluctuations, their role is less clear in
sediment entrainment. Dwivedi et al. [46] reported positive lift and drag during sweeps,
Paiement-Paradis et al. [51] suggested that sweep may induce negative lift and finally,
Smart and Habersack [50] have reported there to be advected pressure fluctuations due to
passing vortices which lead to a positive lift just before Q4 events. These are unrelated to
form drag or form lift. In general, there are not many studies that have investigated the
relationship between coherent flow structures and pressure fluctuations.

As of the time of this work, there is no precise or universal criterion for determining
the conditions that result in the initiation of sediment movement as an incipient motion.
However, the impulse and energy criteria seem to inherit fundamental physical principles
and account for all of the parameters that can affect the initiation of a particle’s dislodge-
ment. The literature is absent on establishing a link between the impulse criterion and the
flow structures that have caused the entrainment of a sediment particle. The main aim of
this work was to assess whether there was any manner of trend in terms of the type of flow
structures that occur in sequence before and after the occurrence of the flow impulses that
have resulted in the particle’s entrainment. The analysis in this work was performed with
the assumption that the highest flow impulses have resulted in a higher particle mobility.
In other words, there is no dependence on the energy transferred to the particle due to the
type of flow structure.

In this study Acoustic Doppler Velocimetry (ADV) was employed to conduct labora-
tory flume experiments near motion thresholds. A (7 cm diameter) instrumented particle
with MEMS sensors [52–54] was also used to record its dynamics of entrainment (accel-
eration and rotational velocity) under these near bed surface turbulent flow conditions.
The coarse particle’s inertial dynamics were quantified, and the frequency of entrainment
was estimated using normalized rolling entrainment results. The estimated frequency of
flow impulses above the critical impulse was linked stochastically to the coarse particle’s
entrainment frequency. The study also used flow velocity measurements and quadrant
analysis to assess the quadrant readings during flow impulses above the critical impulse
before and after the instance of their occurrence.

2. Methodology

Before investigating the flow structures that have occurred during, before and after the
occurrence of impulses above the critical impulse using a well-controlled flume experiment,
the sensors of the instrumented particle were calibrated separately using simple and easy
to validate theoretically physical motions (see [52] and Appendix 1 in [54]) to quantify
the uncertainties in their readings. The casing of the instrumented particle is designed
to accommodate different quantities of weighted lead strips, thus offering an adjustable
density, which ranges from 1200 to 2900 kg/m3, when the embedded sensors are also
considered. A 2023 kg/m3 solid particle density is used for this study, which is not far
from the natural density of quartz pebbles, but it allows rendering the flow conditions
used in the flume, close to the incipient motion threshold. The instrumented particle’s
calibration process consisted of calibrating the accelerometer and gyroscope separately. For
the accelerometer’s calibration, a free fall from a known height experiment was performed.
The free fall height estimated using the accelerometer’s reading was compared to the
theoretical height estimated using Newton’s Second Law of Motion and the uncertainty in
the accelerometer’s reading was quantified. As for the gyroscope’s calibration, the rolling
down an inclined plane experiment was performed. The total angular velocity down the
inclined plane estimated using the gyroscope’s readings was compared to the theoretical
total angular velocity estimated using the law of conservation of energy. The uncertainty in
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the gyroscope’s reading was quantified. The error values provided the inertial sensor fusion
filter’s input to achieve the uncertainty reduction. The final error in the sensor’s readings
only reached 1.1%, which is considered to be a very small value. The sensors were then
inserted into the instrumented particle, which was used to conduct the flume experiment.

The experiments in this work took place in a tilting and water recirculating flume
in the Water Engineering Laboratory at the University of Glasgow. The flume was 8 m
in length and 0.9 m in width with a water capacity of 0.2 m3/s and a carry flow up to
0.4 m deep was used (Figure 1). The bed was covered with water-worked uniform-sized
gravel (d50 = 25 mm) to achieve an adequate hydraulic roughness. The 1 m test section was
located approximately 5.25 m downstream from the flume inlet and 1.75 m upstream from
the flume outlet to ensure that the hydraulically rough turbulent flow was fully developed,
as shown in Figure 1.

Each run of the experiment consisted of performing the sensor measurements and
flow velocity measurements. In general, there are two main approaches in assessing the
relationship between the instantaneous flow hydrodynamic forcing (cause) and resulting
particle entrainments (effect). This can be done deterministically, if the flow and particle
instrumentation are synchronously taking records, or stochastically, by means of cross-
examining the trends between these records, especially useful if these records have been
taken separately but refer to the same particle and flow conditions. The use of the former
deterministic in-synch records obtaining approach is only possible via the employment of
non-intrusive velocimetry methods (such as laser Doppler velocimetry or particle image
velocimetry). Given that the experiments carried herein use ADV, which can locally interfere
with the particle, the latter stochastic assessment approach is used herein. This involves
using the particle movement records towards indirectly inferring the flow impulses that are
effective in entraining the instrumented particle, which are then stochastically compared to
the directly measured flow hydrodynamics of the same flow. The particle entrainment and
flow velocimetry records are obtained separately, having only one piece of instrumentation
at a time to avoid either interfering with the other. In this manner, it is secured that
there is no interference between the used instrumentation. The ADV is positioned 1 cm
upstream of the face of the instrumented particle, and it is configured appropriately to
record instantaneously the three components of the local flow field [55]. Flow velocity
profiles are then taken after the instrumented particle has been removed, with a vertical
resolution of about 7 mm. Likewise, the entrainment record of the instrumented particle
is performed after the flow measurement instrumentation has been removed and can be
obtained live (via the WiFi protocol) or otherwise saved in the local memory for retrieval
after the conclusion of the flow experiment.

Five runs were performed, and the flow velocity measurements and the sensor mea-
surements were used to investigate the flow structures that resulted in entraining the
instrumented particle stochastically. For the stochastic analysis of particle entrainment,
both the flow and particle entrainment time series are required to be long enough so that
they have statistics that are representative and independent of the duration of the records.
For the typical flow conditions assessed herein, such durations have been experimentally
established to be 8 min for the ADV flow hydrodynamic records (12,000 samples at 25 Hz
recording rate) and above half an hour for the instrumented particle entrainments records
(more than 180,000 samples when recording at 100 Hz). These five runs were used for
the analysis of the flow structures that occurred during, before and after the occurrence
of impulses above the critical impulse. The acquired instantaneous flow velocity data
were de-spiked using the methodology presented by Goring and Nikora [56], modified by
Wahl [57] and Mori et al. [58]. The post-processed velocity measurements were then used to
estimate the shear velocity (u∗) using the Grass method [10] as discussed in [54]. The shear
velocity was used to estimate the particle Reynolds number and the Shields parameter for
the five runs of the experiment. The results are shown in Section 3, Table 1.
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Figure 1. Illustration of the experimental setup: (a) sketch of the side view of the flume, also
showing the test section and the relevant instrumentation (acoustic Doppler velocimetry and the
instrumented particle), (b) the top view and (c) photo from the experimental setup, illustrating
the use of the instrumented particle sitting on top of a dedicated 3D-printed micro-topography,
transferring entrainment data in real time via the WiFi protocol (effective for submergence depths
below 13.5 cm—see the WiFi antenna attached on the frame above the target particle), the high-speed
video camera (used for visually assessing particle entrainments from the side) and the instrumented
particle. The flow direction is also shown.
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Table 1. The flow characteristics (mean flow velocity, mean flow depth, Froude number, flow and
particle Reynolds number (Re and Re∗, respectively) and average bed surface Shields shear stresses)
and resulting entrainment particle frequency for the 5 runs of the study.

Run
Flow Vel.

[m/s]
Flow Depth

[cm]
Fr Re Re*=ρu*D

μ
τ*= τo

(ρs−ρw)gD

fe

[entrainment/min]

Run1 0.345 11.4 0.32 39,416 4528.20 0.0047 0.42

Run2 0.346 11.5 0.32 39,768 4774.57 0.0052 0.97

Run3 0.357 11.7 0.33 41,880 5067.38 0.0059 1.21

Run4 0.358 11.8 0.33 42,231 5451.77 0.0068 4.91

Run5 0.359 11.9 0.33 42,760 5862.61 0.0079 6.12

The instantaneous flow velocity measurements 1 cm upstream of the instrumented
particle’s face, in the longitudinal direction, and in the position in the middle of the top half of
the particle’s diameter, in the bed-normal direction, were used as the input to the theoretical
equations presented in [21,22], to estimate the flow impulses (as is also shortly illustrated, in
Figure 2). This corresponds to point velocimetry taken at a fixed bed-normal distance from
the bed surface, which ranges from about 1/3 to 2/5 of the flow depth. This position has
been referred to as the position of investigation in this work. The quadrant analysis method
was performed using the instantaneous flow velocity measurements at the position of the
investigation. As presented in the introduction section, in the quadrant analysis method, the
turbulent velocity fluctuations were divided into 4 categories, or quadrants, based on their
signs: Q1 (+u′, +w′), Q2 (−u′, +w′), Q3 (−u′, −w′) and Q4 (+u′, −w′). The turbulent velocity
fluctuations were estimated based on Equations (1) and (2) below:

u′i = ui − u (1)

w′i = wi − w (2)

where u and w are the instantaneous flow velocity readings (stream-wise and normal to
the bed surface components), u′ and w′ are the turbulent velocity fluctuations (stream-
wise and normal to the bed surface components), u and w are the time-averaged velocity
(stream-wise and normal components) and i is the ADV instantaneous reading. Using
each instantaneous velocity reading, or basic ADV reading, the quadrant that corresponds
to the reading was defined. An illustration of the analysis that was performed using the
flow velocity measurements to estimate the flow impulses and determine the quadrants is
shown in Figure 2 below.

As discussed in [54], the frequency of entrainment of the instrumented particle was
estimated using the normalised roll results by the inertial sensor fusion of the instrumented
particle’s logged readings during the experiment. As for the flow impulses, which were
estimated based on the illustration shown in Figure 2, they were used to estimate the
frequency of flow impulses by dividing the total number of flow impulses by the total
ADV recording time in each position, including the position of investigation. Given that
the contribution of the Q2 and Q4 quadrants is more significant near the bed surface, it
is expected that for smaller particle-size-to-flow-depth ratios, these quadrants will play a
greater role in particle entrainment. Thus, it is expected that smaller particle sizes will have
an even more pronounced contribution of the Q2 and Q4 events than found herein.

In the position of investigation, different theoretical critical impulse values (Icr) were
tested to determine the value that results in a good agreement between the frequency of
entrainment of the instrumented particle and the frequency of flow impulses above that
value, or above the critical impulse (fI). Figure 3 below shows the selected critical value
in addition to slightly higher and lower values for the critical impulse, for comparison
purposes.

198



Appl. Sci. 2023, 13, 10656

 

Figure 2. Illustration of force versus time showing the critical force (Fcr = 0.39 N, shown as a horizontal
red line), the temporal fluctuations of the stream-wise velocity fluctuating component at a certain
location, and the temporal fluctuations of the bed-normal component of the flow velocity at a certain
location (u′ and w′) versus time.

It is clear from Figure 3 that the critical impulse is very close to 0.0455 m2/s, i.e., the line
of perfect agreement between the frequencies of flow impulses above the critical impulse
and the frequency of entrainment of the instrumented particle. In a similar fashion, the
theoretical equations presented in [21,22] can be used to derive values of critical impulses,
by offering different input about the flow, grain and bed surface properties. and/or utilising
appropriate assumptions (e.g., flow uniformity, grain shape, uniformity and packing of the
bed surface grain sizes, local bed surface and grain arrangement slope). Due to dependence
on all the above, there is no single reference value of the critical impulse that may set a
grain into motion, but instead there is a range of flow conditions that may produce such
results, depending on how frequently the generated flow impulses are in excess of the
critical impulse level.

Based on the identified critical impulse value (0.0455 m2/s) and a chosen value
(0.0063 m2/s) below the identified lower impulse bound (0.025 m2/s), the flow impulses
that have resulted in entraining the instrumented particle are being examined stochastically.
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The reason a lower impulse value is also examined, is because a smaller critical value will
produce the same but bigger magnitude impulses compared to the higher threshold critical
impulse, for the same flow and bed surface hydrodynamics, but it will also generate a
lot smaller magnitude and much more frequently occurring impulses, as shown in [22].
Thus, assessing the hydrodynamic interactions for a lower bound will allow offering a
more conservative estimate for the effect of those flow structures on sediment transport.
These are also expected to be of interest for the transport not only of sediment grains but
also of smaller and/or more lightweight material (e.g., micro-plastics being caried along
the fluvial vector) also exposed in the bed surface. Critically, assessing the occurrence of
the different quadrant events and their sequence leading to entrainment, as validated via
these bespoke flume experimental observations, is the overarching goal of this study. In
the following section, the quadrants that occurred during, before and after the occurrence
of flow impulses above the critical impulse were investigated in different windows of the
ADV readings (1–5 readings).

 

Figure 3. The frequency of entrainment of the instrumented particle, estimated using its reading
during the experiment, versus the frequency of flow impulses above the three different values of
critical impulse. The continuous straight line shows the line of perfect agreement between the
observed and predicted values (please note the vertical and horizontal axis have different scaling).

3. Results

The flow depth, frequency of entrainment, particle Reynolds number and Shields
parameter for the five runs of this study are shown in Table 1. It can easily be seen that
while the flow depth is only slightly (e.g., less than 5%) changing with the increase of
the flow rate, and the average shear stress eventually is less than doubling, the frequency
of entrainments changes over an order of magnitude. This is to be expected for near
threshold flow conditions and it also shows that the average flow metrics, such as mean
bed surface shear stresses, are not sensitive in capturing the change in the probability
of particle entrainment characterising the threshold flow conditions. Likewise, there is
virtually no change for the mean flow velocities and Froude numbers, which illustrates that
using equations which are indirectly employing mean flow parameters for assessing bed
surface destabilisation or risk-to-scour around obstacles such as hydraulic infrastructure
or instream vegetation is insufficient, while it could be directly done with instrumented
particles [17].

The instrumented particle is only partially exposed to the flow, when the positioning
of its local 3D-printed resting pocket relative to the top layers of bed surface particles
is considered. The protrusion of the instrumented particle, defined as the ratio of the
particle’s size seen by the flow over the flow depth, is assessed to be fixed at about 0.4.
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There have been many interesting studies assessing the role of particle protrusion into the
flow e.g., [49], but here this is not further assessed given the infinitesimal changes of the
flow depth relative to the particle’s protrusion ratio. This is currently being explored using
a novel setup that allows the instrumented particle to remain mobile while changing its
protrusion to the bed surface, as opposed to earlier studies e.g., [49], and will be reported
in a separate study.

The first step that was performed in the analysis was checking the quadrant readings
that have occurred in the flow for the period of the ADV recording in the position of
investigation. This was in the middle of the top half of the instrumented particle. The
results of the quadrant readings that occurred in the flow for the period of the ADV
recording in the position of investigation are shown in Figure 4.

 
Figure 4. The percentages of the quadrant readings that have occurred in the flow during the periods
of the ADV recordings in the position of investigation for the five runs of the experiment.

The percentages of the quadrant readings that have occurred in the flow during
the periods of ADV recordings in the position of investigation for the five runs of the
experiment were almost the same with a slight dominance found in Q2 and Q4 (i.e., sweep
and ejection events).

The next step of the analysis was investigating the quadrant readings that have
occurred during the turbulent flow events with an impulse above the critical impulse. The
results are shown in Figure 5 below.

The impulse criterion only takes into account the turbulent flow events with a positive
stream-wise velocity fluctuating component. The quadrant readings that have occurred
during the events with an impulse above the critical impulse were Q1 and Q4 only, as is
clear from Figure 5. The appearance of Q4 within the impulse above the critical impulse is
more dominant than Q1 in the case of the three critical impulses of 0.0445 m2/s as is clear
from Figure 5.

In the next step, the quadrants that have occurred before and after the occurrence of
flow impulses above the critical impulse were investigated for the different windows of the
readings (1–5 readings). The results are shown in Figures 6–15.
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Figure 5. The percentages of the quadrant readings that have occurred during the events with an
impulse above the critical impulse (Icr = 0.0445 m2/s).

 

Figure 6. The percentages of the transitions between 1 quadrant reading before the impulse above
the critical impulse and the first quadrant reading during the impulse above the critical impulse (for
Icr = 0.0445 m2/s).

 

Figure 7. The percentages of the transitions between the last quadrant reading during the impulse
above the critical impulse and 1 quadrant reading after that (for Icr = 0.0445 m2/s).
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Figure 8. The number of occurrences of the most dominant transitions between two quadrant
readings before the impulse above the critical impulse and the first quadrant reading during the
impulse above the critical impulse (for Icr = 0.0445 m2/s).

 

Figure 9. The number of occurrences of the most dominant transitions between the last quadrant
reading during the impulse above the critical impulse and two quadrant readings after that (for
Icr = 0.0445 m2/s).

 

Figure 10. The number of occurrences of the most dominant transitions between three quadrant
readings before the impulse above the critical impulse and the first quadrant reading during the
impulse above the critical impulse (for Icr = 0.0445 m2/s).
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Figure 11. The number of occurrences of the most dominant transitions between the last quadrant
reading during the impulse above the critical impulse and three quadrant readings after that (for
Icr = 0.0445 m2/s).

Figure 12. The number of occurrences of the most dominant transitions between four quadrant
readings before the impulse above the critical impulse and the first quadrant reading during the
impulse above the critical impulse (for Icr = 0.0445 m2/s).

 

Figure 13. The number of occurrences of the most dominant transitions between the last quadrant
reading during the impulse above the critical impulse and four quadrant readings after that (for
Icr = 0.0445 m2/s).
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Figure 14. The percentages of the transitions between five quadrant readings before the impulse
above the critical impulse and the first quadrant reading during the impulse above the critical impulse
(for Icr = 0.0445 m2/s).

Figure 15. The percentages of the transitions between the last quadrant reading during the impulse
above the critical impulse and five quadrant readings after that (for Icr = 0.0445 m2/s).

It is clear from Figure 6 that in the case of the critical impulse of 0.0445 m2/s, most of
the transitions between one quadrant reading before the occurrence of an impulse above
the critical impulse and the first quadrant reading during the occurrence of an impulse
above the critical impulse are between Q4 and Q4, Q1 and Q4 and Q1 and Q1. In the case
of the transitions between the last quadrant reading during the occurrence of an impulse
above the critical impulse and one quadrant reading after that, the result is between Q4
and Q4, Q1 and Q4 and Q1 and Q1, as it is clear from Figure 7. The same was observed for
the case of transitions between two quadrant readings before and after the first and the last
quadrant readings during the occurrences of impulses above the critical impulse. In other
words, the transitions were between Q4 and Q4, Q1 and Q4 and Q1 and Q1, as shown in
Figures 8 and 9.

As Figures 10–15 show, it is clear that most of the transitions between the first and the
last quadrant readings during the occurrence of impulses above the critical impulse and
three, four and five quadrants before and after these are again transitions between Q4 and
Q4, Q1 and Q4 and Q1 and Q1.

The next step of the analysis that was performed was reducing the critical impulse
to a value of 0.0063 m2/s similar to Valyrakis et al. [59]. This procedure was conducted to
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increase the number of impulses above the critical impulse and to provide more data for in-
vestigating the type of flow structure. In other words, the goal of this step was to investigate
the events that are less energetic than the events that have been investigated previously,
i.e., using the critical impulse value of 0.0455 m2/s, and assess their flow structures.

It is clear from Figure 16 that the occurrences of Q4 during the occurrences of impulses
above the critical impulse are more dominant than Q1 in the case of a critical impulse of
0063 m2/s as is clear from Figure 15. This is a similar finding to the case of the critical
impulse of 0.0445 m2/s.

 
Figure 16. The percentages of the quadrant readings that have occurred during the events with an
impulse above the critical impulse (Icr = 0.0063 m2/s).

It is clear from Figure 17 that in the case of the critical impulse of 0.0063 m2/s, most
of the transitions between one quadrant reading that has occurred before the occurrence
of an impulse above the critical impulse and the first quadrant reading that has occurred
during an impulse above the critical impulse are transitions between Q4 and Q4, Q1 and
Q4 and Q1 and Q1. As for the case of the last quadrant reading that has occurred during
the occurrence of an impulse above the critical impulse and one quadrant reading that has
occurred after that, most are transitions between Q4 and Q4, Q1 and Q4 and Q1 and Q1 as is
clear from Figure 18. This is the similar observation to the case of transitions between one
quadrant before and one quadrant after the first and the last quadrants that have occurred
during the occurrence of impulses above the critical impulse. Another observation that
could be made is that there is a slight increase in the transitions between Q2 and Q4 and Q3
and Q4 that have occurred one quadrant before and after the first and the last quadrant
readings that have occurred during the occurrence of an impulse above the critical impulse.
Similar to the case of a critical impulse of 0.0445 m2/s, it could be observed that in the
case of transitions between two quadrant readings before and after the first and the last
quadrant reading, they have occurred during the impulse above the critical impulse. In
other words, the transitions are between Q4 and Q4, Q1 and Q4 and Q1 and Q1 as shown in
Figures 19 and 20.

Finally, according to Figures 21 and 22, it is clear that most of the transitions between
the first and last quadrant reading occurred during an impulse above the critical impulse
and three, four and five quadrants before and after that are transitions between Q4 and Q4,
Q1 and Q4 and Q1 and Q1.
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Figure 17. The percentages of the transitions between 1 quadrant reading before the impulse above
the critical impulse and the first quadrant reading during the impulse above the critical impulse (for
Icr = 0.0063 m2/s).

 

Figure 18. The percentages of the transitions between the last quadrant reading during the impulse
above the critical impulse and 1 quadrant reading after that (for Icr = 0.0063 m2/s).

 
Figure 19. The percentages of the occurrences of the most dominant transitions between two quadrant
readings before the impulse above the critical impulse and the first quadrant reading during the
impulse above the critical impulse (for Icr = 0.0063 m2/s).
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Figure 20. The percentages of the occurrence of the most dominant transitions between the last
quadrant reading during the impulse above the critical impulse and 2 quadrant readings after that
(for Icr = 0.0063 m2/s).

 
Figure 21. The percentages of the occurrences of the most dominant transitions between three
quadrant readings before the impulse above the critical impulse and the first quadrant reading during
the impulse above the critical impulse (for Icr = 0.0063 m2/s).

Figure 22. The percentages of the occurrence of the most dominant transitions between the last
quadrant reading during the impulse above the critical impulse and 3 quadrant readings after that
(for Icr = 0.0063 m2/s).
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4. Discussion

In this work, the frequency of entrainment of the instrumented particle, 7 cm in
diameter, that was estimated using its logged readings, is linked to the frequency of flow
impulses above the critical impulse at the positions in the middle of the top half of the
particle’s diameter, which is the position of investigation. Different threshold values were
assessed to determine the critical impulse that results in a good agreement between the
frequencies of entrainment of the instrumented particle, estimated using its readings, and
the flow impulses above the critical impulse as shown in Figure 2. The main aim of this
study was to assess whether there was any trend in terms of the type of flow structures that
occur in sequence before and after the occurrences of the flow impulses that have resulted
in the coarse particle’s entrainment.

The ADV logging frequency that was used in the experiment of this work for flow
velocity measurements was 25 Hz. The ADV was able to detect events with a timescale
of 0.04 s and higher. Based on the conclusion of the experimental work of Valyrakis et al.
(2013), more than 50% of the turbulent flow events that have resulted in the dislodgement
of the particle that was used in their research in the stream-wise direction have length
scales of the particle’s diameter. Additionally, only a very small fraction of the turbulent
flow events that have resulted in the dislodgement of the coarse particle that was used in
the stream-wise direction have length scales four times the particle’s diameter. Hofland
et al. [48] reported a similar observation, specifically that the length scale of the events that
have resulted in sediment entrainment are sweeps of two to four grain diameters in the
stream-wise direction.

In the experiment in this work, the instrumented particle that was used was 7 cm
in diameter. The critical velocity used to overcome the resistance and to entrain the
instrumented particle that was placed on the micro-topography used in this experiment,
based on the moment balance equations [21], was 0.623 m/s. Therefore, assuming the
length scale of a turbulent flow event of the coarse particle’s diameter, the mean time scale
of such an event could be estimated using Equation (3):

tt f e =
0.07 m

0.623 m/s
= 0.1123s (3)

where tt f e is the time-scale of the turbulent flow event.
The ADV that was used in the experiment of this work for flow velocity measurements

has a logging frequency of 25 Hz, therefore it was able to detect turbulent flow events of
length scales of 35% of the particle’s diameter and longer, assuming their velocities are
equal to the critical velocity. Therefore, the logging frequency of the ADV used in this work
is sufficient for the study of coherent flow structures that can result in the entrainment
of the instrumented particle placed on the micro-topography used in this work based on
the conclusions of the experimental work presented in [22,48]. Further investigation was
performed by assessing the histogram of the durations of the impulses above the critical
impulse (Icr = 0.0445 m2/s), as shown in Figure 23 below.

Close investigation of the histogram of the durations of impulses above 0.0445 m2/s
indicates that about 75% of the impulses have durations of less than 0.2 s. This duration,
0.2 s, is equivalent to five ADV readings. Therefore, it has been decided to investigate the
quadrant readings for a window of 1–5 readings in the case of Icr = 0.0445 m2/s.

Another investigation that was performed was lowering the critical impulse to a value
of 0.0063 m2/s. This is similar to the critical impulse used by Valyrakis et al. [59]. This
procedure increases the number of impulses above the critical impulse and provides more
data for the quadrant analysis. To define the window of investigation of the quadrant
readings for the case of Icr = 0.0063 m2/s, the histogram of the durations of the impulses
above the critical impulse, Figure 24, was assessed.
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Figure 23. Histogram of the durations of the flow impulses for all five runs of the experiment (for
Icr = 0.0445 m2/s).

 

Figure 24. Histogram of the durations of the flow impulses for all five runs of the experiment (for
Icr = 0.0063 m2/s).

Close investigation of the histogram of the durations of impulses above 0.0063 m2/s
indicates that about 90% of the impulses have durations of less than 0.12 s. This duration,
0.12 s, is equivalent to up to three ADV readings. Therefore, it has been decided to
investigate the quadrant readings for a window of the first few readings, in the case of
Icr = 0.0063 m2/s. The mean time scale of the flow structure that is of comparable size
to the instrumented particle, and thought to be relevant to its entrainment [21], has been
identified in Equation (3). The authors of [21] have shown that at near threshold flow
conditions, the impulses that may lead to coarse particle entrainment have timescales that
correspond to about 1–3 times the particle’s representative length-scale (diameter). Thus, in
our analysis it is considered that the near threshold impulse events are mostly short-lived
and as a consequence better represented by a sequence of one or two readings (given
the ADV recording frequency and the entrainment inducing impulses). We could also be
assessing sequences of three or more readings, but these would primarily correspond to
impulses above critical, much less than threshold and near threshold impulses that are
relatively more long-lived (e.g., only a small percentage according to [21,22]).
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As for the quadrant readings in the flow, it is clear from Figure 4 that there is a
slight dominance in the occurrences of Q4 and Q2 quadrant readings in comparison to the
occurrences of Q1 and Q3 quadrant readings in the flow. This is similar to some of the
observations that have been reported in the literature for a similar type of flow (Cantwell,
1981; Robinson, 1991b). As for the quadrant readings within the impulses, sweeps have
occurred more than outward interactions during the events with impulses above the critical
impulse (for both cases Icr = 0.0445 m2/s and Icr = 0.0063 m2/s) as can be noticed from
Figures 5 and 16. The difference between the percentages of occurrence of Q4 readings
and Q1 readings in the flow (shown in Figure 4) does not justify the difference between
the percentages of the occurrences of Q4 and Q1 during the events with impulses above
the critical impulse. This conclusion is similar to the findings of Nelson et al. [43], i.e., Q4
moves the majority of the sediment followed by Q1 and to a much lesser extent, Q2 and Q3.
However, according to Nelson et al. [43], the main reason that Q4 moves the majority of
the sediment compared to Q1 is due to its common occurrence. This is not the case in this
study. In other words, and as is clear from Figure 4, for the five runs of the experiment, the
percentages of quadrant readings that have occurred in the flow during the periods of ADV
recordings at the position of investigation are almost the same with the slight dominance
of Q2 and Q4 (i.e., sweep and ejection events). Dwivedi et al. [47] suggested that a higher
probability of occurrence of a high-magnitude force is induced by sweep events.

Of importance is to observe that even though the Q2 and Q4 events are somewhat
more commonly observed than the Q1 and Q3 events (Figure 4), the majority of the high
magnitude impulses are due to Q4 events (according to e.g., Figure 5). A possible expla-
nation for this is due to the much higher magnitude of the Q2 and Q4 events compared
to the Q1 and Q3 events, eventually resulting at higher stress values [60,61]. This can be
clearly seen for example from the joint probability distributions of the velocity component
fluctuations (u′ and v′), according to Wallace [60,62]. The joint probability distribution has
an elliptical shape which is significantly more elongated in the Q2 and Q4 quadrants. As
a consequence, the Q2 and Q4 events are having more high magnitude values while the
Q1 and Q3 events will be limited to relatively smaller magnitude values. This observation
aligns with the fact that impulses above a critical level, linked to entrainments, should be
of a higher value, thus the contribution of the higher magnitude Q4 events will be more
pronounced compared to the Q1 events.

Additionally, Dey et al. [63] suggested that sweeps are the more dominant mechanism
in sediment entrainment while Q4 and Q2 cancel each other out on an immobile bed, giving
rise to the Q1. Other researchers [12,64] have also reported the predominance of the role
of Q4 and to a lesser extent Q1 in sediment entrainment. According to the rest of the
figures in the results section, considering all five runs, for both cases of critical impulse, i.e.,
Icr = 0.0445 m2/s and Icr = 0.0063 m2/s, for both investigation windows of readings, i.e.,
1–5 readings and 1–3 readings and for before and after the occurrences of impulses above
the critical impulse, it is clear that most of the transitions between the quadrant readings
are Q4 to Q4, Q1 to Q4 and Q1 to Q1. In other words, it is clear from the results of this
study that the impulses above the critical impulse, i.e., the impulses that have caused the
instrumented particle’s entrainment, are relatively short-lived sweep events and to a lesser
extent, relatively short-lived outward interactions. This conclusion is supported by the
observation that the majority of transitions between quadrant readings occur before and
after the first and last quadrant readings of the impulses above the critical impulse being
Q4 to Q4 and Q1 to Q1. This is in addition to the transitions between sweeps and outward
interactions, i.e., Q4 and Q1.

The presence of even a weak but non-negligible secondary flow in a rectangular flume
can affect the structure and intensity of the shear flow and subsequently influence the
probability of sediment entrainment rates. Secondary flow is significantly affected via the
flume’s aspect ratio. In this study, the aspect ratio of the rectangular channel for the flows
tried, is about 8.2 and it is almost fixed, given that the flow depth is changing less than 5%.
Jing et al. [65], assessed the impact of secondary flow in an open channel for ratios ranging
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from 3 to 7.5 and found the presence of more secondary flow cells for the higher aspect
ratios, which is also closer to the aspect ratio in our experiment. These can affect the flow
velocity and flow energy distribution, resulting for example in possible deviations from the
mean logarithmic flow velocity profiles, which we have also observed. These are expected
to change as the aspect ratio of the flume is altered but given its infinitesimal change for
the flow rates trialled herein, it is expected that any contribution of secondary flows to the
entrainment rate of the target coarse particle, will remain the same.

Finally, do the impulses correspond to coherent flow structures and vice versa? The
answer to that is yes and no. An impulse includes the magnitude and duration of the
turbulent flow events. However, the impulse criterion is a resistance dependent criterion.
If the resistance is small, small fluctuations can result in particle entrainment but if the
resistance is big, the small fluctuations cannot result in the entraining of a particle. In
other words, for the same flow field, having two particles of different diameters results in
a different distribution of impulses, even though the same distribution of coherent flow
structures exists in the flow field. Thus, for a non-uniform bed surface, having a range of
entrainment resistance thresholds, the amount of overlap between the instantaneous hydro-
dynamic forcing (represented by the distribution of impulses above critical), assessed for
the different critical impulses (representing the distinct resistance levels), will be indicative
of the probability of entrainment. However, closer to the bed surface the contribution of Q2
and Q4 events may increase, which leaves more space for future research to explore how
the contribution of these quadrants may change for different particle-size-to-flow-depth
ratios (i.e., grain bed surface exposure ratios).

5. Conclusions

In this work, an instrumented particle of 7 cm has been used to investigate the incipient
entrainment from a hydraulically rough bed surface. Five runs of a well-controlled labora-
tory flume experiment were performed for a flowrate range near the critical threshold of
motion. ADV was used to record the local flow hydrodynamics from which flow impulses
above critical can be estimated, as well as define the quadrant that each reading corresponds
to. The critical impulse level herein was defined by stochastically linking the frequency
of a coarse instrumented particle entrainment estimated using the sensor readings, to the
frequency of the flow impulses above the critical impulse for each corresponding critical
impulse level. The main objective of this study was to identify trends in the sequence of
flow structures before and after the occurrence of impulses in excess of the critical level,
linked to coarse particle entrainment, using quadrant analysis.

Our results indicate that there is a slight dominance in the Q4 and Q2 quadrant events
compared to the Q1 and Q3 quadrant readings, in the flow. Additionally, sweep quadrant
readings have occurred more often compared to outward interaction quadrant events
during the occurrence of impulses above the critical level. However, given the greater
prevalence of Q2 and Q4 events near the bed surface, it is expected that for cases of smaller
particle-size-to-flow-depth ratios, these events will contribute even more towards coarse
particle entrainment.

Finally, the results, considering all five runs, indicate the primary contribution of sweep
events (Q4 to Q4, Q1 to Q4) and secondarily the ejection events (Q1 to Q1, for both cases
of critical impulse, i.e., Icr = 0.0445 m2/s and Icr = 0.0063 m2/s). In essence, the findings
of this study clearly demonstrate that the impulses above the critical impulse, which are
responsible for the entrainment of the coarse instrumented particle, predominantly consist
of relatively short-lived sweep events and to a lesser extent, relatively short-lived outward
interactions. This conclusion is confirmed by the finding that the bulk of quadrant reading
transitions take place prior to and following the first and last quadrant readings of the
impulses. This is in addition to the transitions between sweeps and outward interactions,
i.e., Q4 and Q1.
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Abstract: Grain size and element content of surface sediment from Bohai Bay were analyzed to study
the sediment migration and diffusion based on grain size trend analysis (GSTA) and discriminant
function (DF). The sediment in the southern, central and western part of Bohai Bay mainly originates
from the Yellow River, while that in the northern part of Bohai Bay mainly originates from the Luanhe
River. The influence boundary between the Yellow River and the Luanhe River is estimated to be at
38◦50′ N. In both the southern and northern parts of Bohai Bay, sediment is transported into the bay
under the influence of prevailing waves, strongest waves and tidal remnants, resulting in sediment
accumulation in western Bohai Bay. The coastal sediment of Bohai Bay is generally in a state of
offshore movement, which is consistent with the large-scale coastline retreat in past decades found
by previous studies.

Keywords: Bohai Bay; sediment migration; diffusion; grain size; element

1. Introduction

Source, transport and accumulation of sediment in the ocean are components in the
study of the “source-sink” process, and are also an important part of land-sea interaction
research. Transportation of sediment in the ocean is the result of complex dynamic processes.
Their flux and fate directly affect the evolution characteristics of seabed topography and
are closely related to the stability of coast and service life of marine engineering, especially
around Bohai Bay, where it is usually accompanied by intense marine development and
human activities. Sediment transportation has always been one of the widely concerning
oceanographic issues.

Bohai Bay is one of the three major bays in the Bohai Sea (Figure 1). Due to the
discharges of three large rivers (Yellow River, Luanhe River and Haihe River), Bohai Bay
has a rich source of sediment, and large deltas have developed along much of the bay’s
shoreline. In recent years, the runoff and sediment input from the Yellow River have
gradually decreased, due to the massive construction of dams, power stations, increased
water consumption, climate change and other factors. Subsequently, the evolutionary state
of the Yellow River underwater delta has changed from constructive to destructive [1].
Sediment eroding from the subaqueous Yellow River Delta (YRD) is causing the retreat
of the adjacent coast [2] as well as shoaling offshore in southern and western Bohai Bay
(Figure 1). These conditions reveal that sediment transport in Bohai Bay has changed
significantly. Bohai Bay is famous for its well-developed harbor transportation and oil
exploitation industries. There are several large ports and oil exploitation areas along the
coast. Therefore, the sediment transport and the resulting siltation and erosion in Bohai
Bay hold great scientific significance, not only to enhance research on the source and sink
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process of bay sediment, but also to protect transportation and oil exploitation in Bohai Bay.
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of Yellow River
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Non
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Figure 1. Location, circulation structure and wave direction of Bohai Bay and distribution of sam-
pling sites. Black arrows indicate prevailing wave direction, and red arrows indicate strongest
wave direction.

Earlier work by Qin et al. [3], Han et al. [4] and Zhang et al. [5] from 1985 to 2015
provided a basis for the work described here, and an indication that sediment transport
in Bohai Bay has changed significantly over the past 30 to 40 years. Detrital sediments
from the Yellow River and Luanhe River can affect the central and eastern parts of the
Bohai Sea [6]. About 88% of the Yellow River sediment is deposited on the front edge of the
underwater delta [7], and there are three directions of diffusion: northeast, northwest and
southeast [8]. Due to the existence of the shear front, the estuary sediment is confined to
the shore side of the shear front and transported to the north and south with the current [9].
Sediment discharge from the Luan River is much smaller than that of the Yellow River,
and most of it is deposited in the coastal area from the mouth of the Luanhe River west to
Caofeidian (Figure 1). The sediment outside the Caofeidian Sandbar is transported from
sea to land, which is believed to be related to the coastal sediment transport caused by
winds in the NW, SW and SE directions [10]. The sediment distribution of the Bohai Sea is
consistent with the circulation trend [11]. However, the study areas of earlier studies are all
local parts of Bohai Bay, such as the Yellow River estuary waters and Caofeidian waters.
Therefore, a clear understanding of sediment transport in Bohai Bay overall is still lacking.

This study clarifies the sediment transport trend and its dynamic mechanism in Bohai
Bay through a large-scale investigation on the grain size and element content of surface
sediment. The results can provide guidance and reference for coastal disaster prevention
and safety.
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2. Materials and Methods

2.1. Study Area

Bohai Bay is located in the west of the Bohai Sea (Figure 1), and is one of three bays of
the Bohai Sea. The submarine slope is smaller in the west of Bohai Bay, but larger in the
northeast of Bohai Bay and the Yellow River Estuary. The maximum water depth of the
Caofeidian Deep Trough can reach 40 m. The three large rivers—the Yellow River, Luanhe
River, and Hai River—flow into Bohai Bay. The Yellow River is world famous for its large
sediment discharge, with an average annual sediment discharge of about 7.45 × 108 t. This
sediment originates mainly in the Loess Plateau. The average annual sediment discharge
of the Luanhe River is about 0.21 × 108 t, mainly stemming from Yansha granite and
metamorphic rock [12]. The average annual sediment discharge of the Haihe River is only
about 0.06 × 108 t, much smaller than that of the Yellow River and Luanhe River. Some
tributaries in the upper reaches of the Haihe River traverse or originate from the Taihang
Mountains [13]. With the Yellow River being the primary contributor to the sediment of
Bohai Bay, multiple deltas have accumulated along the coast of Bohai Bay.

The sediment types in central Bohai Bay are silt and muddy silt. The sediment types
from coast to sea are silty sand and sandy silt in south Bohai Bay, and sand and sandy silt
in north Bohai Bay. The sediment type of the underwater sand ridge is silty sand. The
suspended sediment concentration (SSC) is high in south Bohai Bay (along the delta coast)
and low in north Bohai Bay [2]. The average SSC along the delta exceeded 20 mg L−1 and
was 200–3000 mg L−1 higher in winter than in summer [14].

2.2. Sample Collection and Testing

1154 surface sediment samples (Figure 1) were collected in Bohai Bay using a grab
(Shuguang HNM12 0.05 m2, CHN) in July 2010. Sediment was sampled at 3 km intervals
in almost the entire bay, but at 5 km intervals in the northeastern part of the bay. The upper
2 cm of the sediment was collected and sealed for storage at room temperature. Sediment
samples were tested in the Key Laboratory of Submarine Geosciences and Prospecting
Techniques, Ministry of Education, Ocean University of China. Grain size tests were
performed on samples from all stations, and geochemical tests were performed on samples
from every other station. Data from several stations were excluded due to missing samples
or poor data quality.

The grain size of 1154 samples was measured by a laser diffraction grain size analyzer
(Malvern Mastersizer 2000, Malvern, UK). After sample pre-treatment and preparation [15],
the particle size was tested with a Malvern Mastersizer 2000. The relative error of repeated
measurement was less than 3%. The grain size parameters were calculated using a moment
method [16].

The geochemical composition of 330 samples was measured by a SPECTRO XEPOS
energy-dispersive X-ray fluorescence spectrometer (XRF, SPECTRO Analytical Instruments,
Kleve, Germany). After sample pre-treatment and preparation [15], the content of the element
was tested with the XRF. The relative error of repeated measurement was less than 2%.

2.3. Grain Size Trend Analysis (GSTA)

Sediment trend study based on grain size parameters was carried out using a GSTA
Fortran program [17] based on a two-dimensional model proposed by [18]. The model is
based on the comparison of the three statistical grainsize parameters (mean size, sorting
and skewness) of sediment samples [19]. The combination of three parameters will result
in eight possible grain size trends, but only two trends are reasonable [20]. That is, the
sediment should become: (i) finer, better sorted, more negatively skewed (case: FB-);
(ii) coarser grain size, better sorted, and more positively skewed (case: CB+) in the transport
direction. The calculation process of GSTA is as follows. First, a critical distance (Dcr) is
defined, which is generally the length of the maximum sampling interval or the diagonal
length of the sampling grid. A station whose distance from the computing station is less
than Dcr is identified as a neighbor. Judge one by one whether the two trends (FB- and
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CB+) exist between the computing site and its neighbors. If the result is yes, a length 1
trend vector from the computing site to the neighboring site is generated. The trend vector
of any site is the sum of all trend vectors of the site with its neighbors:

→
R(x, y) = b

n

∑
1

→
r (x, y) (1)

In order to eliminate “noise”, GSTA smooths the trend vector by calculating the
average vector of the site and its neighbors. The mathematical transformation formula for
smoothing is as follows:

→
Rm(x, y) =

1
1 + k

[
→
R(x, y) +

k

∑
1

→
Rj(x, y)

]
(2)

Finally, a map of the remaining vectors of all stations is drawn. The GSTA model is
considered affected by two main sources of uncertainty: (i) different feature distances and
(ii) edge effects of edge sampling points [18,21].

2.4. Discriminant Function (DF) Analysis

Sediment trend study based on the element diffusion index was carried out using
the discriminant function (DF) method [22]. Significant differences were identified in the
element contents of materials from the Yellow River and Luanhe River according to the
earlier work of other researchers (Table 1). The main stream of the Yellow River flows
through the Loess Plateau, and the sediment carried by the Yellow River is characterized by
a high calcium (Ca) content [23]. The Ca content in the material from the Luanhe River is
much lower than that of the Yellow River. Therefore, Ca can be used to analyze the sediment
contribution of the rivers, which can also be used to study the transport and diffusion of
river material. The element aluminum (Al) was used to eliminate the controlling effect of
grain size. DF is used to judge the similarity between two samples, and the calculation
formula is as follows:

DF = |(Ca/Al)sample/(Ca/Al)river − 1| (3)

Table 1. Element Content of Sediment in the Yellow River and Luanhe River.

River Al2O3 SiO2 Fe2O3 MgO MnO CaO Na2O References

YR 9.20 62.68 3.15 1.39 0.06 4.60 2.20 Zhao and Yan [24]
LR 9.05 73.93 2.10 0.80 0.04 1.53 3.19 Liu [25]

River K2O TiO2 Cu Zn Cr Sr Ba References

YR 1.94 0.60 13.00 40.00 60.00 220.00 540.00 Zhao and Yan [24]
LR 2.35 0.22 10.67 35.07 36.53 375.60 816.90 Liu [25]

Note: The unit of Cu, Zn, Cr, Sr and Ba is ppm, and that of the rest is %. YR: Yellow River, LR: Luanhe River.

Therefore, the DF index indicated the proximity of a sample to some source. The closer
the DF index was to 0, the closer the composition of sediment was to the source. As the
annual sediment transport of the Haihe River is much smaller than that of the Yellow River
and Luanhe River, the Yellow River and Luanhe River were selected to calculate the DF.

3. Results

3.1. Grain Size Trends

Since the sampling interval in this study is relatively regular, the critical distance is
determined to be no shorter than the diagonal distance of the sampling grid and no longer
than twice the distance of the sampling grid. Finally, we decided to use Dcr = 0.08 for
grain size trend analysis. Before running GSTA, the data was checked through scatter plot
in order to eliminate obvious outliers. The distribution of remaining vectors is shown in
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Figure 2. In northeast Bohai Bay, sediment from the modern Luanhe River migrated in the
southwest direction and gathered at a sandbank and underwater bank slope (Area A). In
the Caofeidian Deep Trough, sediment migrated from east to west. In northwest Bohai
Bay, sediment was moved from the coast and sunk with materials from the Deep Trough
(Area C). In southwest Bohai Bay, sediment was removed from the coast and sunk in the
outer sea area of the Ziyaxin Estuary (Area D). In southern Bohai Bay, offshore sediment
transportation occurred on all coasts, but differences in the direction of sediment transport
were evident when compared with the two sides of the Old Yellow River Estuary. In the sea
area to the west of the Old Yellow River Estuary, the offshore sediment moved westward,
crossed the north side of Huanghua Port, migrated toward the northwest, and converged
in the middle of Bohai Bay (Area B). East of the Old Yellow River Estuary, the offshore
sediment migrated to the southeast and converged northeast of Dongying Port (Area E).

 

Sand bars

Tianjin City

Huanghua City

Yellow River

Old Estuary
of Yellow River

Luanhe River

Haihe River

Length of unit vector

Figure 2. Distribution of the grain size trend vectors in Bohai Bay. Letters A, B, C, D and E indicate
sediment accumulation areas.

3.2. Distribution of Discriminant Function Indicator

Figure 3A illustrates the distribution of the Ca/Al discriminant function between
sediment samples and the Yellow River materials (DFYR). The DFYR of most sea areas in
southwest Bohai Bay was less than 0.5, which was close to the provenance of the Yellow
River. The DFYR in the northeast and northern coastal waters of Bohai Bay were greater
than 0.5. The distribution of the Ca/Al discriminant function between sediment samples
and Luanhe River materials (DFLR) is shown in Figure 3B. The DFLR in the northeast and
north coast of Bohai Bay was less than 0.5 and was at its smallest in the lagoons and the
modern Luanhe Estuary. The data indicated that the sample was close to the material from
Luanhe River. In most areas of southwest Bohai Bay, the DFLR was larger than 0.5.
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Figure 3. Contour map of DF in Bohai Bay based on Ca/Al. (A) DFYR: DF of surface sediments
with Yellow River source. (B) DFLR: DF of surface sediments with Luanhe River source. Red dotted
lines indicate the approximate range of influence of different river sources. Black arrows indicate the
direction of sediment diffusion.

4. Discussion

4.1. River Contribution and Sediment Diffusion

The DFYR was less than 0.5 in southern, middle and western Bohai Bay, which
indicates that materials from the Yellow River dominated almost the entire bay. The DFLR
in northeast Bohai Bay was less than 0.5, which indicates that material from the Luanhe
River dominated only in northeast Bohai Bay. The DFLR in the tidal sand ridge outside
Caofeidian was also small, serving as the evidence that its material came from the Luanhe
River. The sediment in south and west Bohai Bay had a small DFYR with Yellow River
provenance, which may have been related to the accumulation history of the Yellow River
Delta. In the past, the Yellow River frequently changed its course to the sea. The area from
the north bank of Bohai Bay to Tianjin, Huanghua, Binzhou, Kenli and Lijin was once an
estuary of the Yellow River [26,27]. Currently, the west bank and south bank of Bohai Bay
are deltas formed by materials from the Yellow River.

The DFYR distribution showed that the influence of the Yellow River materials grad-
ually weakened from southwest to northeast, an indicator for the dispersion process of
the material from the Yellow River as it was transported from the Yellow River Delta to
its surrounding areas. The DFLR distribution showed that the influence of Luanhe River
material gradually weakened from northeast to southwest, an indicator for the dispersion
process of Luanhe River material as it was transported from the Luanhe River Delta to the
southwest. Thus, the results of DF and GSTA are unified. Areas C and D in the western
part of Bohai Bay (Figure 2) are influenced by mixed material sources from different rivers.

The sediment transport trends derived from GSTA and DF analyses in this study are
consistent with the results obtained from geochemical analyses [5], grain size [28] and
remote sensing inversion of suspended sediment [29,30].

Approximate influence range of different river sources is shown in Figure 3 and is
generally consistent with the previous research [3–5]. Zhang et al. [5] gave the location of
the influence boundary between the Yellow River and Luanhe River (38◦42′ N). However,
this study indicates that the influence of the Yellow River source is still underestimated,
and the influence boundary between the Yellow River and Luanhe River is estimated to be
at 38◦50′ N.

The sediment diffusion details of the local sea area were finely described in this study.
For example, although we neglected the source of the Haihe River in the discriminant
function, the effect boundary between the Haihe River and the Yellow River can still be
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found from the map. Figure 3 shows that the influence of the Haihe River source is limited
to the west of 118◦ E.

4.2. Coastal Erosion and Shoreline Retreat

The distribution of grain size trend vectors (Figure 2) indicates that sediment is trans-
ported from the shore to the sea in most coastal areas of Bohai Bay, implying that coastal
erosion is currently an important source of sediment in Bohai Bay. Earlier studies showed
that the submerged delta of the Yellow River [1] and the upper part of the submerged shore
slope of the delta [31] have become destructive, and the shoreline of the Diaokou River
(old Yellow River channel) has retreated severely towards land [32]. The sediment in the
southern part of Bohai Bay has a very high content of sand components, while the clay
and chalk components, which are easily carried away, have been almost eroded away [33].
Overall, this study shows that the coastal sediments of Bohai Bay are generally in a state
of offshore movement, which is consistent with the large-scale coastline retreat [34] in
past decades.

The Yellow River is known for its large sediment discharge, carries a large amount
of sediment to the sea every year, causing the delta plain to gradually expand [27]. How-
ever, in recent decades, the Yellow River has discharged significantly less runoff and
sediment [35,36]. The main reason for the retreat of the shoreline is that the Yellow River
supplies less sediment than is being carried away [28]. This also leads to the fact that
material eroded from the shore is another important source of sediment in Bohai Bay, in
addition to the rivers.

4.3. Relationship between Sediment Transport and Ocean Dynamics

Waves are the main driving force for sediment transport in coastal waters. In the
process of wave propagation to the coast, waves will break and form a coastal flow when
the wave orthogonal and the coastline have a certain intersection angle, resulting in coastal
sediment transport [34]. In the northern part of Bohai Bay, waves usually propagate from
S–SE and the strongest waves mainly propagate from ENE–NE (Figure 1), resulting in
westward transport of coastal materials from the modern Luanhe River and the ancient
Luanhe River delta. In the southern part of Bohai Bay, waves usually propagate from
NE–SE and the strongest waves mainly propagate from the NE (Figure 1), resulting in
westward transport of coastal material from the Yellow River estuary and delta. Since
the wave direction is almost perpendicular to the shoreline (Figure 1), waves disperse in
the western part of Bohai Bay, leading to insignificant sediment transport along the coast
(Figure 2).

Another important role of waves is to re-suspend sediment from the sea floor, as
sediment can move with seawater only once it enters the water column. Sediment transport
pattern in the Bohai Sea is seasonally variable and has been described as “stored in summer
and transported in winter” [37]. Early studies have shown that the amount of suspended
sediment along the Yellow River Delta is tens or even hundreds of times higher in winter
than in summer, as strong winds and waves occur much more often in winter than in
summer [14,38]. The sediment is re-suspended under wave disturbance and is constantly
carried away by tidal currents into Bohai Bay when seawater flows to the northwest and
into Laizhou Bay when seawater flows to the southeast.

Tidal currents also play an important role in sediment transport. Both in the north-
ern [39] and southern [40] parts of Bohai Bay, the residual flow is westward, which leads to
the transport of discharged material from the Yellow River estuary and the Luanhe River
estuary to the western part of Bohai Bay. Figure 3 clearly indicates that the sediment in
the wide area from the Yellow River estuary westward to the west coast of the bay has
great similarity with the Yellow River source, and the sediment in the wide area from the
Luanhe River estuary westward to the west coast of the bay has great similarity with the
Luanhe River source. In addition, the circulation in Bohai Bay is in approximately the same
direction as the residual flow (Figure 1), resulting in an environment conducive to sediment
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sinking formed by the circulation centers in the middle of the northwest of Bohai Bay and
the middle of the southwest of Bohai Bay.

4.4. Impact of Sediment Transport on Offshore Oil Extraction

The oil exploration and exploitation industry is well developed in Bohai Bay, and
numerous offshore platforms have been built. This study shows that the sediment in the
south coast of Bohai Bay are strongly moved away from the shoreline (Figure 2), leading
to changes in the seafloor, which poses a threat to the offshore platforms in the nearby
Chengdao Oilfield and Chengbei Oilfield. The high-intensity erosion may adversely affect
the stability of the offshore platform pile foundations, so it is necessary to monitor the
dynamics of seafloor erosion and siltation.

5. Conclusions

Based on the analysis of the grain size and geochemical characteristics of the surface
sediment in the Bohai Bay, this paper studied the provenance contribution of rivers, sedi-
ment migration and diffusion, and discussed their relationship with ocean dynamics. The
main conclusions are as follows:

1 The results of grain size trend analysis showed that coastal sediment in Bohai Bay
is generally removed from the coast, which is consistent with the widely observed
shore retreat.

2 Discriminant function (DF) index based on Ca/Al can indicate the sediment contribu-
tion of the Yellow River and Luanhe River to Bohai Bay. Materials from the Yellow
River dominated southern, western and central Bohai Bay, while materials from the
Luanhe River dominated northeast Bohai Bay. The DF analysis indicated that the
dominance of the Yellow River source was greater than previously thought, and the
influence boundary between the Yellow River and Luanhe River is estimated to be at
38◦50′ N. The influence of the Haihe River source is limited to the west of 118◦ E.

3 With the diversion of the Yellow River channel and the reduction of material feed
into the sea, sediment transport in Bohai Bay is now controlled mainly by marine
dynamic processes. In both south and north Bohai Bay, sediment was transported into
the Bay under the influence of constant wave directions, strongest wave directions
and tidal residual currents. The central sea area and the underwater bank slope along
the west coast of Bohai Bay have become the main sink areas of sediment. The coast
has become an important source of sediment in Bohai Bay, and the source is higher up
to include the coast itself.
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Abstract: The frequency and magnitude of flash floods in the olive orchards of southern Spain have
increased because of climate change and unsustainable olive-growing techniques. Affected surfaces
occupy > 85% of the rural regions of the Upper Guadalquivir Basin. Dangerous geomorphic processes
record the increase of runoff, soil loss and streamflow through time. We report on ripple/dune growth
over a plane bed on overland flows, deep incision of ephemeral gullies in olive groves and rock-
bed erosion in streams, showing an extraordinary sediment transport capacity of sub-daily pluvial
floods. We develop a novel method to design optimal solutions for natural flood management and
erosion risk mitigation. We adopt physical-based equations and build a whole-system model that
accurately reproduces the named processes. The approach yields the optimal targeted locations of
nature-based solutions (NbSs) for active flow-control by choosing the physical-model parameters
that minimise the peak discharge and the erosion-prone area, maximising the soil infiltration capacity.
The sub-metric spatial resolution used to resolve microtopographic features of terrains/NbS yields
a computational mesh with millions of cells, requiring a Graphics Processing Unit (GPU) to run
massive numerical simulations. Our study could contribute to developing principles and standards
for agricultural-management initiatives using NbSs in Mediterranean olive and vineyard orchards.

Keywords: nature-based solutions; distributed hydrological model; IBER+; Guadalquivir Basin;
European Union Directive 2007/60; flash flood; gully erosion; olive and vineyard orchards

1. Introduction

The frequency and intensity of sub-daily floods have increased in the Upper Guadalqui-
vir Basin (southern Spain) during the last twenty years due to the actual scenario of
climate change [1]. This kind of extreme hydrological event has become more and more
relevant in many Mediterranean areas of Europe [2], corroborating the predictions of the
Intergovernmental Panel on Climate Change (IPCC) [3] and the European Environmental
Agency (EEA) [4]. High precipitation rates combined with anthropogenic effects of soil use
and management have provoked unsustainable soil-loss rates and large-scale gully erosion
in some European agricultural catchments [5]. Simultaneously, floods have developed at
the catchment scale because of deep runoff [6]. Both problems are linked because they
depend, in leading order, on the dynamics of overland flows [7]. The Mediterranean Experts
on Climate and Environmental Change (MedECC) [8] recommend the implementation of
NbS and adaptive practices of sustainable land management because climate change is
expected to increase soil erosion in a complex, non-linear way. Mitigating flood risk and
preventing soil erosion at large scales cannot be achieved with isolated civil engineering
actions; the economic costs and environmental impacts would be prohibitive. Alternatively,
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we adopt Nature-Based Solutions (NbSs) [9–11] that seek to delay the flooding, reduce the
peak water discharge and erosion capacity of overland flows, and promote infiltration at
the basin scale.

We considered a pilot study site of the Upper Guadalquivir Basin where the current
land management practice and the increase in extreme rainfall rates (up to approximately
30 mm·h−1) have caused soil loss rates of 20–50 t ha−1 yr−1 (see Figure 2 in [12]). Such
values are nearly a maximum in Europe, so the Guadalquivir watershed has attracted
the scientific community’s interest in gully erosion processes [13,14]. More than 80% of
the catchment is dedicated to traditional olive groves (i.e., the vegetation surrounding
the crops was removed), a practice extended across the entire Mediterranean basin [15].
In such environments, we have shown the potential of the two-dimensional Saint-Venant
Equations (2D-SVEs) to map the extent of the inundations and describe fluvial geomor-
phological processes at the river-stretch scale [16,17]. High-spatial resolution numerical
simulations using 2D-SVE-distributed hydrological models yield further details of the
rainfall-runoff-inundation processes at the watershed [6]. The output products for a given
rainfall event are the flow depth and velocity not only in the main river but also in smaller
spatial-scale elements of the whole drainage network. If the intensity of the precipitation
is high enough to provoke water discharges above the drainage capacity of the streams
and rivers, the 2D-SVE-distributed numerical simulation gives all the flooded areas across
the whole watershed. Furthermore, the interpretation of the flow-velocity map serves to
predict the locations where fine sediments transported as wash load settle and provoke
slackwater deposits [1].

The main objective of this article is to find the optimal NbS (including its location)
which provides the most benefits in terms of hydraulic effectiveness to prevent flooding
and soil erosion in steep-slope olive groves. We address both problems at the same time
instead of independently. Subsidiary—but no less important—objectives are the increase
in the retention capacity of overland flows and the soil infiltration capacity to avoid the
undesirable phenomenon of soil-water repellence and higher surface runoff volumes in
olive groves [18]. All of them contribute to mitigating street-scale urban floods in the site
study. So, this work extends the capabilities and applicability of our former model, initially
calibrated and planned only for flood-risk mapping in ungauged olive-orchard basins [1,6].

The developed methodology has two stages: (i) first, the diagnosis of the causes
leading to inundation and soil erosion using the highly resolved Computational Fluid
Dynamics (CFD) simulation of the current situation; (ii) second, the quantification of the
hydraulic effects of the possible measures for natural flood management (NFM) and soil
loss mitigation by simulating parameter variation in future scenarios. The output products
identify the optimal model parameters across the catchment (i.e., controlled variables) that
minimise the objective functions, namely: the peak water discharge at the basin outlet
and the shear stresses responsible for soil erosion. The approach is standard in Active
Flow-Control (AFC), a “multidisciplinary science and technology thrust aimed at altering a
natural flow state into a more desired state” [19]. The last step is the selection of a realistic
NbS that produces the optimal values of the controlled physical variables at the targeted
placement. We consider NbSs compatible with sustainable production techniques in olive
growing [20] and complementary innovations developed worldwide, as described below.
Isolated NbSs cannot fix all the problems alone, and the ideal future scenario should exploit
several actions’ synergetic benefits.

To this end, we apply standard techniques in AFC [19] and CFD [21], which con-
sist of parameter variation and geometric modelling with sub-metric spatial resolution,
uncommon yet in evaluating the effectiveness of an NbS [10]. There is presently no
standard approach to determining how many NbSs to use and where to locate them in
NFM [22]. A limited number of studies applied the typical engineering protocol with
spatially-resolved, physically-based 2D-SVE simulations [23]. A frequent limitation of
the existing design routines is the coarse resolution of the computational grid because
of two reasons: first, the coarse mesh impedes the detailed geometrical modelling and
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hydraulic simulation of an individual NbS at a given location; second, the grid size af-
fects the simulation results of rainfall/runoff events in a magnitude as large as physical
factors [24]. We overcome such drawbacks using the latest advances in distributed hydro-
logical modelling that allow simulating catchment-scale problems at extremely high spatial
resolution in the Graphics Processing Unit (GPU) [25]. We adopt the software IBER+ [26],
among alternatives as SERGHEI-SWE [27], TRITON [28], and LISFLOOD-FP [29]. Here
we show that IBER+ allows the development of a whole system model incorporating the
agricultural areas, the drainage network, urban areas, and civil engineering infrastructures
by a multiple-scale grid resolution and proper mapping of physical parameters. Hence,
the following issues are addressed at once: simulating rainfall-runoff processes [30]; urban
flood mapping [31,32]; soil-erosion risk [14]; and the effectiveness of nature-based mit-
igation measures [33–35]. However, the current limitation of single GPU computations
in IBER+ restricts the catchment area to 20 km2 for extremely high spatial resolutions of
1 m2. Scaling up the analysis to larger draining basins (<1000 km2) is now possible with
SERGHEI-SWE through exascale High-Performance Computing (HPC) technology and
multi-GPU [27]. The proposed approach permits fully exploiting the available Digital
Elevation Model (DEM), resolving many microtopographic features controlling surface
flow, soil erosion and sediment transport connectivity.

To the best of the authors’ knowledge, the design of nature-based interventions and
the quantification of their hydraulic benefits in reducing flood and soil loss hazards in
catchments with soil uses dominated by olive growing have not been undertaken before-
hand. Such objectives lie in the scope of NbSs, which are “actions to protect, sustainably
manage, and restore natural or modified ecosystems, that address societal challenges ef-
fectively and adaptively, simultaneously providing human well-being and biodiversity
benefits“ [36]. Plausible NbSs for our targeted physical goals are the creation of an online
wetland [37–39] or a naturalised irrigation pond [40], gullies infilling with dry bush or
small boulders [20,41], gravels seeding in streambeds [23,42], flexible submerged vegetation
planting in streams [43], and the restoration of the river floodplains [44]. Additionally, we
suggest adopting cultivation systems in olive orchards based on plant residue mulches [45]
and live plant covers along the middle of the orchard lanes [46]. Such tools are suitable for
water conservation and erosion control in Mediterranean olive tree cropping [47] and are
also compatible with water collection pits [20]. The outputs of our study contribute to devel-
oping principles and standards for agricultural-management initiatives using NbSs [48,49]
and could be applied in other Mediterranean areas of Europe with similar problems under
the current climate change scenario [8].

2. Materials and Methods

2.1. Study Site

The selected study area is located in the southwest of Europe within the upper
Guadalquivir Basin (Spain). The basin has a small size of Adrain = 6.9 km2, a mean
slope of 19% and a maximum (minimum) height greater (lower) than 750 m MSL (360);
see Figure 1. The catchment mimics an ideal laboratory with a homogeneous surface but
at a much larger, real scale. Olive groves dominate the soil use, occupying 93.4% of the
drainage area. There are approximately 46,500 olive trees (green dots in Figure 1a), with a
density of 70 trees·hectare−1. The combination of steep slopes (Figure 1b) and land use of
olive groves under conventional tillage prevent infiltration [18]. Additionally, the lack of
natural cover exposes sediment to erosion and causes a high development of laminar and
gully processes.
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Figure 1. General characteristics of the Manillas basin in Arquillos (Jaén, Southeast Spain). (a) Catch-
ment overview (perimeter highlighted with the black solid line) with three regions of interest: the
urban areas (black), the man-made channel that should protect the town from inundation (thick
line in brown), and olive trees (green dots). The drainage network is composed of rills, gullies, and
streams. (b) Hypsometric map and drainage network. For completeness, main traffic roads are
coloured in orange. Maps created from scratch with Matlab and GlobalMapper based on a Light
Detection and Ranging (LiDAR) dataset acquired on May 2021 with 1.5 points per square meter
(https://www.ign.es/, accessed on 1 July 2022). Rills, gullies, and streams were obtained from the
distributed hydrological simulations presented in this paper.
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We identified the following sediment sources according to the classification by Charl-
ton [50], see Figure 1: rill (light blue), gully (red), and stream (dark blue and greenish
blue). Rills are small micro-channels where overland flow exerts a shear stress on the soil
close to the threshold value for erosion with flow depths of up to 30 mm. Gullies are rela-
tively permanent ephemeral channels in semi-arid environments without vegetation cover,
eroded during highly seasonal precipitation. The gully channel is narrow, with a steep bed
slope and a characteristic flow depth larger than 0.5 m. Smaller features, intermediate in
size between gullies and rills, are referred to as ephemeral gullies in Soil Science Society
of America [51]. Stream channels collect and transfer the sediment budget produced in
rills and gullies [52]. In the Manillas basin, streams develop in regions with much smaller
bottom slopes than for ephemeral gullies. All these elements of the drainage network
are connected to the primary river system, referred to as the Manillas stream. In general,
the channel form of the streams can adapt to altered environmental conditions [53].

The absence of civil infrastructure in most of the watershed ensures that runoff re-
sponds naturally to torrential rainfall. Hence, overland flows erodes many gullies and
shallow streams that drain transverse to the Manillas stream. The Manillas stream catches
overland flows from the gullies and shallow streams along 4.6 km with a mean slope of 4.2%
and two nick points. The stepper reach is located in the headwater (i.e., first 500 m with
a 6.7% slope). Later, the bed slope decreases to 3.3% for 1000 m. Further downstream, it
reaches a constant value of 1.8%, which remains for 3 km. During its fluvial course, the main
channel exhibits non-uniform bankfull dimensions. On occasion, the water has sculpted a
much wider and deeper channel than other river stretches. Therefore, the channel-reach
morphology may correspond to a single confined flow or a floodplain channel, depending
on the river stretch [52]. The wash load is the dominant transport process due to the small
sediment size and straight planform [54]. The fine granulometry of available sediments
favours transport processes dominated by wash load that settle slackwater deposits with
low flow velocity [55].

The Mediterranean climate, characterised by seasonal and irregular rainfall distribu-
tion, dominates the Upper Guadalquivir Basin, including the Manillas sub-basin. The com-
plex topography of the landscapes and the geographical position favour two climate
influences coming from the Mediterranean Sea and the Atlantic Ocean. So, two kinds of
precipitation events usually develop. First, low intensity and continuous rainfalls longer
than one week, which are not dangerous in small basins [16,17]. Second, sub-daily rainfalls,
which are produced by reduced area storms and cause local short-rain floods at small
basins [1,6]. The increase in frequency and magnitude of short-pluvial floods reported in
the present study case further corroborates the predictions of the IPCC [3] and the EEA [4].
Nowadays, short rains are becoming more frequent and more severe in the Manillas basin
and other basins of the Guadalquivir headwaters.

Because of orographic constraints, since 1970, Arquillos town has grown, occupying
the meanders floodplain that exists at the basin outlet. A regular train of two meanders
surrounds the urban area, with a linear wavelength and amplitude of 500 m and 100 m,
respectively. In the last decades, storms with an accumulated precipitation depth of
90 mm provoked flash floods for a few hours nearly once a year. To protect the town from
inundations, an artificial channel with a uniform rectangular section of 1.4 m depth and
3 m width was built in the 1980s (Figure 2). Presently, the reinforced-concrete base of the
channel is eroded, which illustrates the high-speed flows that develop along the flume
during extreme rains. This point implies that the flow velocity is above the threshold of
erosion for a concrete pavement (i.e., 6 m·s−1), which would be corroborated with the
numerical simulations conducted in this study. Furthermore, there is considerable evidence
of channel overtopping because several inundations occurred in the paved road crossing
the town shown in Figure 2b.
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Figure 2. (a) DEM, (b) orthophoto, and (c) DEM slope in a small area surrounding the Arquillos town.
We built the DEM from scratch using filtered LiDAR data and in-situ measurements with Leica Zeno
20 Global Positioning System (GPS). (d) Zoom of the computational mesh for the artificial channel
and the floodplains. Note the hybrid topology of the cells with rectangular elements in the channel
and triangles otherwise.

2.2. Distributed Hydrological-Hydraulic Modelling

The two-dimensional shallow-water equations, better known as the Saint-Venant equa-
tions, were adopted to describe the motion of surface waters. To this end, we configured
the hydrological module of IBER+ [26]. It solves numerically the depth-averaged inviscid
conservation laws of mass and momentum for clear water in a two-dimensional, Cartesian
system of coordinates, given in compact form by

∂h
∂t

+∇ · (h u) = P− I , (1)

∂h u
∂t

+∇ · (h u u) +∇
(

g h2

2

)
= −g h∇z− τb

ρ
, (2)

where t is the time, h is the depth of the water measured along the vertical coordinate, u is
the depth-averaged velocity vector, z is the bed altitude, and g is the acceleration due to
gravity. The source terms in the continuity Equation (1) represent the rainfall intensity, P,
and the soil infiltration rate, I. In the momentum balance Equation (2), the source terms
are the bed slope ∇z and the bottom shear stress τb/ρ, in which ρ is the water density.
Manning’s friction law was used for evaluating the hydraulic resistance in (2) by setting

τb
ρ

=
g n2

h1/3 u|u| , (3)

where n represents Manning’s roughness coefficient.
The assumption of small bottom slopes is the basic hypothesis of the two-dimensional

shallow-water Equations (1) and (2), which imply that the pressure distribution on the
vertical is hydrostatic. Although such a constraint is not formally satisfied in all the situa-
tions, as in mountain areas, the most sophisticated GPU numerical codes for distributed
hydrological simulations solve standard Equations (1) and (2) [26–29]. Nowadays, there is
no consensus on the theoretical formulations for steep slopes, and several theories have
been proposed (see the review by Maranzoni and Tomirotti [56]). So, on the numerical side,
the existing numerical codes are in-house and still based on CPU instead of GPU [57,58],
preventing their use for the current purpose.
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The two-dimensional shallow water model (1)–(3), together with homogeneous initial
conditions for h and u, were discretised using a finite volume method based on the DHD
solver [59] implemented in the free-software IBER+ [26]. The Reynolds stresses were
neglected as suggested by Cea and Bladé [59] for overland flow applications. We ran
all the simulations using single-precision calculations in a Quadro RTX5000 GPU. In so
doing, we achieved a reasonable computational time of three days per simulation. We
set the Courant-Friedrich-Lewy number of 0.45 to satisfy the stability constraint of the
DHD scheme.

In the following subsections, we describe the configuration of the physical parameters
of the hydrological model. We give details on the computational grid, and the DEM in
Section 2.2.1. Then, in Section 2.2.2, we used historical data of extreme hydrological events
to characterise the design storm parametrised with P in (1). Lastly, we configured the
Manning roughness n (2) and the infiltration rate I (1) in Section 2.2.3 and Section 2.2.4,
respectively, borrowing existing results from well-established studies. The analysis of the
possible values of I and n for the present-day situation and the future with NbSs served to
vary them systematically and configure a set of fifteen numerical simulations.

2.2.1. Computational Mesh

We built a computational mesh across the whole drainage area of 7 km2 subdividing it
into three regions. The whole system model requires a high spatial resolution to capture
with accuracy the topographic flow control exerted across the catchment pathways and
urban areas. First, we discretised the man-made channel of 1 km length and 3 m width
(brown line in Figure 1) with 60,000 structured elements of 0.1 m × 0.5 m size. Elevations
of the channel thalweg and lateral walls were measured in situ with a Leica Zeno 20
Global Positioning System (GPS) combined with laser Leica DISTOTM and AS11 multi-
frequency Global Navigation Satellite System (GNSS) antenna. Subsequently, a digital
elevation model of the channel area was constructed, and the elevations were assigned to
the computational grid. Second, the urban area (black squares in Figure 1) was discretized
with triangular cells with a characteristic size of 1 m. The nodes elevation were obtained
from a home-made DEM based on Light Detection and Ranging elevations acquired
on May 2021 by the Spanish Geographical Institute (https://www.ign.es/, accessed on
1 July 2022). The average distance of a point from its neighbours in the LiDAR dataset
is 0.82 m (corresponding to the point density of 1.5 points per square meter) with a root
mean squared error between the ground reference and estimated position of 0.3 m and
0.15 m in the horizontal and vertical coordinates, respectively. Third, the computational
grid is coarser in the greatest rural area of the Manillas catchment (green region in Figure 1)
because the unstructured grid has a characteristic edge length of 1.5 m. Elevations were
also obtained from the LiDAR data that had to be filtered to delete the vegetation and
olive trees, keeping only the ground points. The elevations of the gullies and streams
are accurately represented in the LiDAR data thanks to the seasonal behaviour of the
precipitation. The computational mesh amounts to 7 million cells and replicates real
topography in the simulated region.

Figure 2 shows details of the geometrical model in a zoomed area that includes the
channel, buildings and olive groves. The elevations (Figure 2a) accurately represent the civil
infrastructures visible in the orthophoto (Figure 2b). The man-made channel that surrounds
the town can be better observed in the shadowgraph (Figure 2c). Lastly, Figure 2d shows
a zoom of the computation grid near the channel. We ensured that the surface in the
olive-grove floodplains was smooth by removing the olive trees when constructing the
DEM from LiDAR, as described above.

232



Appl. Sci. 2023, 13, 2882

2.2.2. Design Storm

To represent the distribution of rainfall intensity over time, parametrised by P(t) in (1),
we analysed the extreme values of available rainfall data since 1950. The main objective
was to calibrate the rainfall rate P̄ and duration D of the step hyetograph:

P(t) =

{
P̄ if 0 ≤ t ≤ D
0 if t > D

(4)

Figure 3a shows the accumulated precipitation for 24 h (referred to as daily rainfall
depth from now on) measured by a rain gauge located in the Guadalén Reservoir at a
distance of 4 km downstream of the town of Arquillos. The maximum value was 95 mm
on 15 August 1996 due to a sudden storm in the night. It caused the most catastrophic
flood reported in the town of Arquillos. Real-time hydrologic monitoring has provided
hourly average values since 2010. Figure 3b depicts the accumulated precipitation for 1 h
(referred to as hourly rainfall depth), with a peak value of 30 mm·h−1 on 8 June 2011 at
7:00 a.m. There are other extreme events with hourly rainfall depths close to the peak
value, for instance, 27.9 mm·h−1 on 21 October 2012 at 4:00 a.m. and 28.9 mm·h−1 on
7 September 2016 at 8:00 a.m. Usually, the storm lasts for three hours and leads to daily
rainfall depths of 80–95 mm (Figure 3a). Subsequently, we set the design storm parameters
given by P̄ = 30 mm·h−1 and D = 3 h that lead to daily/hourly rainfall depths similar to
the highest values measured since 1950.

1950 1960 1970 1980 1990 2000 2010 2020
Year

0

20

40

60

80

100

D
ai

ly
 r

ai
nf

al
l d

ep
th

 m
m

2010 2012 2014 2016 2018 2020
Year

0

5

10

15

20

25

30

H
ou

rly
 r

ai
nf

al
l d

ep
th

 m
m

Figure 3. Maximum values of daily (a) and hourly (b) precipitation depth recorded 1950–2022 and
2010–2022, respectively. Data source: http://www.chguadalquivir.es/saih/, accessed on 1 July 2022.

The dangerous nature of short-rain floods in small-area catchments is related to the
short period of concentration T required to achieve the peak streamflow Qss, given in the
absence of infiltration by Brutsaert [60]:

Qss = AdrainP̄ , (5)

T =
L

UP̄
, (6)

with the runoff velocity UP̄:

UP̄ = (P̄ L)
2
5 · S

3
10
0 n−

3
5 . (7)

In (6) and (7), L is the characteristic length of the catchment (e.g., L = A1/2
drain in a nearly

square basin), S0 is the mean basin slope and n corresponds to Manning’s roughness
coefficient. Setting n = 0.02 s·m−1/3 as for similar basins [1,6], we get UP̄ = 1.3 m·s−1,
T = 33 min and Qss = 57.4 m3·s−1. The theoretical value of T can be interpreted as the
minimum duration of the rain event T needed to provoke Qss.
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Such an extreme value of the peak water discharge was not observed before 1996.
Conversely, it has become usual in the last decade because of sudden storms with a
duration shorter than one day and longer than the concentration time T, referred to as a
short-rain flood [61]. Short-rain floods have acquired relevancy in small catchments under
the actual climate change scenario not only in the Upper Guadalquivir River [1,6] but also
in the Mediterranean [2,62]. Furthermore, the reported increase in the frequency and the
magnitude of short-rain inundations corroborates the predictions of the IPCC [3] in the
current study site.

2.2.3. Surface Roughness

Manning’s equation has been used intensively in riverine hydraulics since its formula-
tion in 1889. Extensive tables of the roughness coefficient n are available for different chan-
nel characteristics [63,64], natural channels, and flood plains [65]. More recently, distributed
hydrological simulations have shown that Manning’s resistance law is also plausible to
predict the runoff dynamics in roads, urban floods and agriculture areas [32,66–68].

We classified the catchment area into six types of soils, as shown in Figure 4a, and as-
signed the Manning coefficient described below. Urban areas (dark green), roads (orange),
and existing irrigation ponds (brown) were delimited from the most recent orthophoto.
They occupy about 7% of the drainage area. The analysis of the water distribution for
paved roads [69] and the urban regions [70] showed that the coefficient n = 0.015 s·m−1/3 is
appropriate in both of them. For irrigation ponds finished in plastic materials, the accepted
values is n = 0.012 s·m−1/3 [64].

Figure 4. (a) Regions defined in Section 2.2.3 to assign the Manning roughness. (b) Orthophoto in the
dashed rectangular area of panel a showing sandy clay loam on the surface outside the olive tree
canopy projection and inside streams because of the herbicide uses. The blue and red polygons are
possible retention basins based on an artificial wetland or a large irrigation pond. (c–e) Possible NbS
using ground branches, gravels and natural full-cover crop.
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The largest region occupied by olive grove (81%), see the blue area in Figure 4a, has
a density of 70 trees·hectare−1 and the soil management is nearly homogeneous. The tra-
ditional use implies that the vegetation surrounding the crops was removed, as observed
in the orthophoto of Figure 4b. To simulate hydrological processes in the present day, we
set the value n = 0.02 s·m−1/3 corresponding to fine sand (colloidal) as calibrated in our
previous work [6]. We will see that the ensuing runoff velocities are high, so we would
consider a possible NbS for soil erosion mitigation that seeks rising resistance to the flow.
Some examples are: integrating the ground branches back into the soil after the pruning
process (Figure 4c), redistributing gravels to form coarse surface structures (Figure 4d), and
temporary spontaneous cover crops (Figure 4e). Following Crompton and Thompson [71],
we set n ≈ 0.2 s·m−1/3 to imitate an NbS that provokes macro-roughness effects in possible
future scenarios.

The absence of natural cover has exposed sediment to erosion and caused a high
incision of gullies and streams (green area in Figure 4a). Such regions were unknown a
priori. To delimit them, we run a preliminary simulation with a constant Manning value of
n = 0.02 s·m−1/3. Subsequently, we selected the regions with flood depths of h > 0.01 m to
extract the water mask depicted in green in Figure 4a. It occupies 12% of the basin area and
lacks riparian vegetation; note the sandy colour in the streams of Figure 4b. To simulate
hydrological processes in the present day, we set n = 0.025 s·m−1/3 as calibrated in a
catchment with similar geographical characteristics and precipitation regime [1]. Further,
we would consider possible NbSs for increasing the floodplains retention area, delaying
the concentration time and attenuating the peak water discharge for short rainfalls [37].
Plausible NbSs for increasing the in-channel roughness are riparian buffer installation, rock
armour, willow in-ditch barriers, and timbers in a cross formation, among others. So, we
simulated scenarios with the large (and realistic as well) value of n = 0.2 s·m−1/3 [65].

Lastly, the red region in Figure 4a represents a possible flood retention basin that (does
not exist in present days but) would store overland waters, preventing the inundation of
downstream urban areas. The present day simulation helps find the optimal siting and
sizing of the flood barrier [38]. Figure 4b shows a zoom of the location and shapes of two
possible solutions: the light blue corresponds to an artificial wetland that uses a 406 m
height flood barrier to store the water; the light red represents a larger 6 m depth irrigation
pond. The Manning coefficient n = 0.012 s·m−1/3 [64] was used for the impermeable
retention area when the simulated scenario included it.

2.2.4. Infiltration

We adopted the Soil Conservation Service (SCS) Curve Number (CN) approach for
evaluating the infiltration parameter I (1) in the distributed hydrological simulation of
the Manillas agricultural watershed. In particular, we used a continuous version of the
curve number methodology [72]. The theoretical foundations of the SCS-CN are well
described in the book by Hawkins et al. [73]. Details on the numerical implementation
in the distributed-hydrological model IBER+ can be found in the software manual [74].
For brevity, we describe the parametrisation of the model for our simulations concisely.

The model relies on a single parameter—called a Curve Number (CN)—that depends
on the hydrologic soil group and the soil use and management. In the urban area, irrigation
ponds and roads of Figure 4, we set the impermeable condition I = 0 corresponding with
CN = 100. Based on the surface texture of the olive grove region, gullies, and streams,
the hydrologic soil group is sandy clay loam (group C [73]). Such soils have low infiltration
rates when thoroughly wetted. Indeed, Burguet et al. [18] reported soil water repellence,
i.e., I = 0, under conventional tillage in olive-orchard catchments. Here we borrow values
for the CN parameter in olive orchards from Romero et al. [75], who calibrated it under
different soil management in the Upper Guadalquivir watershed. Currently, the soil use
and management correspond with no-tillage (Figure 4c), i.e., the soil is weed-free using
herbicide. Hence, we set CN = 89 (see CNII in Table 6 in [75]). Such a scenario is denoted
by CN89 from now on.
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The risk of high runoff depths (associated with values of CN close to 100) could be
mitigated using an NbS that rises the soil surface roughness for a possible future scenario
(Figure 4e). The surface outside the olive tree canopy projection could be covered by a
well-implanted cover crop providing 30–70% ground cover. Hence, the CN would decrease
from 89 to 64 [75]. We denote the future scenario as CN64.

In addition, we consider a third scenario (CN100) for impermeable soils, i.e., I = 0
or CN = 100, to check the assumption that simplified the numerical modelling in our
previous work [1,6].

To evaluate the infiltration capacity of overland flows, we accounted for the local basin
slope S0. We corrected the CN values for scenarios CN89 and CN64 with the algebraical
formula per Ajmal et al. [76]:

CN ← CN
[

1 +
50− 0.5 CN
CN + 75.43

(
1− e−7.125(S0−0.05)

)]
. (8)

Figure 5 shows the CN map in the Manillas stream’s watershed. For completeness, we
also included the computed histograms. In the present day (CN89), CN varies in the narrow
range of 88–92, and in the future (CN64), CN could change to a broader interval of 60–72.
In both scenarios, the most probable value tends to be the highest boundary, i.e., 92 for
CN89 and 72 for CN64, highlighting the effect of the steep slopes. Indeed, the comparison
between the CN maps (Figure 5a,c) with the hypsometric map (Figure 1b) indicates a good
correlation between the highest values of CN and the steepest slopes.

Figure 5. Map and histogram of the local values of the Curve Number (CN) for the simulation setups
CN64 (a,b) and CN89 (c,d) in the Arquillos Basin, computed and drawn by the authors using the
Methods detailed in Section 2.2.4.

3. Results

We simulated the hydraulic response of overland flows for six hours for the design
storm given in Section 2.2.2, i.e., for a spatially-uniform rainfall P̄ = 30 mm·h−1 of three-
hours duration. We ran fifteen simulations corresponding to the combinations of the three
CNs {64, 89, 100} in the olive-grove area and the A-to-E scenarios that varied the Manning
roughness or altered the digital elevation model in the retention basin as follows:
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(A) Without NbS, i.e., as in the present day with the Manning roughness mapping de-
scribed in Section 2.2.3;

(B) Macro-roughness effects in the olive-grove region and the drainage network, i.e., n = 0.2
in the blue and green areas of Figure 4a;

(C) Macro-roughness effects only in the olive-grove region (i.e., n = 0.2), keeping the
drainage network as in the present day (i.e., n = 0.025);

(D) The artificial wetland, see the blue area in Figure 4b, by constructing a barrier at
the level of 406 m with a maximum local height of 6 m, which yields an inundated
area of 0.044 km2 with a storage capacity of Vw = 0.097 hm3. The optimal location
(dashed square in Figure 4a) catches three streams that drain 3.9 km2 (56% of the total
basin area);

(E) A reservoir pond with a uniform depth of 6 m to store storm runoff. The trapezoidal
shape of the reservoir (red area in Figure 4a,b), surrounding the ground line at 406 m,
has a perimeter of 1.5 km, a surface of 0.065 km2, the bottom carved at 397 m, and a
pond capacity of Vp = 0.39 hm3.

The following subsections summarise the results for the fifteen scenarios simulated
numerically. In Section 3.1, we start describing the dynamics of overland flows for the
actual situation of the draining basin. Regarding the flood risk analysis, we shall verify the
outputs of the computational model with available paleohydrological information on the
simulated flood event. Further, we discuss the effects of surface waters on soil erosion risk
at the catchment scale. Subsequently, in Section 3.2, we identify the most beneficial physical
parameters concerning the mitigation of urban floods. Additionally, in Section 3.3, we
analyse the simulated shear stresses to select the optimal model parameters for mitigating
soil erosion.

Lastly, in Section 3.4, we site and select the optimal nature-based solutions that provide
the most benefits for minimising the peak streamflow, the runoff depth, and the erosion-
prone area, which is the desired state. The fifteen scenarios simulated previously serve
to delimit the specific locations where a change of the model’s physical parameters is
required to achieve the optimal values. Next, the particular NbS for the targeted placement
is selected according to the simulation results.

3.1. Distributed Hydrological Simulation of the Catchment in the Present Day

Figure 6 shows the maps of the flow depth h (Figure 6a) and the magnitude of the
velocity vector |u| (Figure 6b) simulated at the time of the peak flow t = 3 h for the
scenario CN89-A. The flow depth in the tributary streams that drain to the main Manillas
stream (green are in Figure 4) reaches values close to 1 m in agreement with the bankfull
depth of the actual channels. There, the flow velocity is higher than 1 m·s−1, see the
orange region in Figure 6b, which is fast. Deeper and even faster flows develop in the
downstream reach of the Manillas stream with flow depths and velocities of approximately
hmax = 2.5 m and |umax| = 5 m·s−1. The flow regime becomes critical with the Froude
number Fr = |umax|/

√
g hmax = 1.01. Regarding the runoff depth, characteristic values are

around 2.5 mm (purple colour in Figure 6a) in the southern region draining to the Manillas
stream, with high velocities in the range of 0.1–0.4 m·s−1 (Figure 6b). Conversely, in the
northern area, where the basin slope decreases and the terrain is flatter than in the southern
region, the runoff depth is much shallower, and the velocity is slower. Hence, we observe
a clear topographic control between the runoff dynamics correlated well with the terrain
elevation and slope (Figure 1b). Then, we evaluated the shear-stress vector τb from (3)
using the simulated hydraulic variables h and u, and drew the map of its magnitude in
Figure 6c. The shear stress varies in the wide range of the order of magnitudes from 10−4

to 104 N·m−2.
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Figure 6. Map of the maximum values of the (a) flow depth h [m], (b) magnitude of the velocity
vector |u| [m·s−1], and (c) magnitude of the shear stress vector |τb| [N·m−2] at peak flow (i.e., t = 3 h)
for the present-day soil use and management (simulation CN89-A).
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In agreement with the simulated flow velocities, the runoff exerts high stresses in the
southern region to the Manillas stream because of the steep slopes. The values are more sig-
nificant than the critical threshold τc = 0.083 N·m−2 [77] for silt motion in most watersheds.
The highest values occur in the headwater streams, |τb| ∼ O(102), decreasing progres-
sively downstream and keeping high values of O(10) until the tributary streams reach
the main Manillas stream. In the olive-grove region of the southern watershed, erosional
processes are also dominant because the shear stress is above the critical value for erosion.
The high shear stress and the fine granulometry of available sediments favour transport
processes dominated by wash load. Slackwater sediments may settle in the inundated
floodplains with a low flow velocity of the Manillas stream where |τb| < τc [55]. The high
spatial resolution of the numerical simulation allows the identification of multiple-scale
geomorphological processes, see Figure 7, illustrating such sediment transport regimes.

Figure 7. Examples of fluvial geomorphological features in the Manillas watershed that serve to
verify the accuracy of the simulation CN89-A. (a) Gully network in the eastern headwater (red
rectangle in Figure 6c): the left column shows a zoom of the shear-stress map, an orthophoto and
the slope direction map for the DEM; the photo in the right-hand-side depicts an upstream view
of the existing gullies. (b) Confined single-thread channel eroded in a rocky bed due to high shear
stresses. (c) Paleostage indicators of flood levels and bedforms developing in unconfined flow on a
floodplain. Photographs b and c were taken in the locations marked with the red and yellow dots in
Figure 1a few meters downstream and upstream of the cross between the Manillas stream and the
road, respectively.
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For instance, extreme erosion or gullies can be located from the simulated map of
shear stress (Figure 6c). In the small rectangular area in red of Figure 6c, there is a train
of gullies. They are visible in the orthophoto of this region (see the panel at the top
of Figure 7a). The five gullies are in-parallel outside the olive tree canopy projection.
The simulated shear stress inside the gullies is approximately 5 N·m−2, as shown in the
shear-stress map in the middle of Figure 7a. Thus, the contour level |τb| = 5 N·m−2 yields
the extension and the path of the gully. The predicted trajectory of the gully is indeed
well-correlated with the breaks in the slope of the terrain depicted in the panel at the bottom
of Figure 7a. After locating the gullies on the map, we visited the place. We found the
deeply incised gullies visible in the in situ photo of Figure 7a, proving the accuracy of the
numerical simulation.

Another example illustrating the erosional power of the high-speed flow is the rock-
bed incision depicted in Figure 7b. The precise location corresponds with the red square
in Figure 1a (also, with the left-upper corner of the black rectangle in Figure 6). A few
meters downstream of the first cross between the Manillas stream and the road, where the
shear stress was as high as 100 N·m−2 (Figure 6c), the water flow sculpted a single confined
channel. The flow eroded a first layer (i.e., 0.7 m) of poorly consolidated sediments (mostly
silt and clay) and a second rocky bed (i.e., 1.7 m), leading to the rectangular cross-section
of depth H = 2.4 m and with B = 6 m. The authors of [78] showed that the bankfull
dimensions B and H of straight rivers adapt to the regime-based bankfull capacity Q1D and
satisfies the classical Manning equation for a uniform flow in a rectangular channel [63]:

Q1D =
B H
n1D

R2/3
h

√
S0 with Rh =

B H
2 H + B

. (9)

For dimensionally-similar channel planforms, Bohorquez [16] calibrated the one-
dimensional roughness parameter n1D = 0.055 s·m−1/3, which accounts not only for the
hydraulic resistance of the walls and the bed but also for the presence of sparse riparian
vegetation and secondary head losses. We measured the thalweg elevation using Leica
Zeno 20 GPS and obtained the local slope value S0 = 0.0196. Substituting these values
into (9), yields the peak water discharge Q1D = 44.4 m3·s−1. Taking into account that
the draining area to this cross-section is Adrain = 4.76 km2, the theoretical value of the
streamflow given by (5) is Qss = 39.7 m3·s−1 for the rainfall intensity P̄ = 30 mm·h−1,
which differs only by 11%.

Upstream of the single channel described above and before the cross between the
Manillas stream and the road, see the specific location marked with a yellow dot in Figure 1a,
a singular sedimentary process was identified during fieldworks on 25 August 2021. We
found ripples over parabolic dunes and ripples above the plane bed, see Figure 7c, provoked
by the previous day’s flood. The growth of ripples over dunes, see the review on dunes
by Bohorquez et al. [79], is usual in deep river flow and reflects a severe inundation in
the floodplains of the Manillas stream. Indeed, the high-water marks on the road ditch
and the top level of the vegetation debris on the olive-tree trunk yield flow depths of
0.4–0.5 m. Such values are in agreement with the simulated flow depth in Figure 6b, which
provides further validation of the model input data and the simulation results. Additionally,
the formation of a plane-bed occurs only at high shear stresses [77], which implies a
notable sediment transport capacity of overland flows in olive groves. The transport-stage
parameter Γ ≡ |τb|/τc − 1 achieved the value of 29 in the simulation, which lies in the
interval of the upper-regime plane bed 20 < Γ < 40 for silt [54,77]. So, dunes (2 < Γ < 10)
and ripples (Γ < 4) grew during the recession stage of the flood.

3.2. Mitigation of Urban Flooding through Basin-Scale NbSs

The distributed hydrological simulation also provides the inundation map in the
urban area near the catchment outlet. First, we use the simulated values of flow depth to
verify the accuracy of the numerical simulation regarding historical information on flood
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levels. Later, we describe the benefits of NbSs for flood risk mitigation by analysing the
outputs of the simulated future scenarios.

Figure 8a depicts a zoom of the flow depth map for the present-day hydrological
simulation introduced in Section 3.1. The flooded urban area corresponds with the blue
rectangle in Figure 6a. The flow depth was more profound than the 1.4 m channel height
in most of the reach shown on the map. Overtopping of the right bank provoked the
inundation of the olive-grove floodplains. In the 45-degree channel bend upstream of the
area of Figure 8a, the water flow abandoned the channel over the left bank and inundated
the road and main street of the town of Arquillos. The numerical simulation predicts the
flow accumulation on a corner (highlighted with a black rectangle in Figure 8a), leading
to a maximum depth of about 0.5 m. The pictures taken in 1996 and 2013 in that place
corroborates the numerical simulation result. Note the brown marks left by the slurry flow
on the walls (Figure 8b) or the deep water flow reaching the windows (Figure 8c). Lastly,
the flood left the town through the level ground surrounding the sports hall and returned
to the channel.

Figure 8. (a) Map of the simulated flow depth (h in meter), for the present-day scenario CN89-A at the
time of peak flow (i.e., t = 3 h), in the urban area inundated downstream of the overtopped artificial
channel. Flow from right to left. The region in panel a occupies the blue rectangle in the flow-depth
map shown in Figure 6a. The pictures on the right-hand side correspond to the inundations on
(b) 15 August 1996 and (c) 8 March 2013 in the boxed area of panel a when the artificial channel was
unable to protect the town from flooding.

To draw an overview of the benefits of possible future scenarios that implement an
NbS for flood management, we compared the simulated hydrographs Q(t) in a cross-
section of the Manillas stream at the town inlet. The hydrograph was computed from the
hydraulic variables h(x, t) and u(x, t) during the transient numerical simulation:

Q(t) =
∫ xe

xi

h(x, t)u(x, t) · n dl , (10)

where xi and xe denotes the initial and end points of the cross-section, respectively, and n

is the unit vector pointing in the direction perpendicular to the cross-section.
Figure 9 shows the hydrographs for the fifteen simulations. The water discharge grew

monotonously during the rising limb and attained a steady state at the end of the rainfall,
i.e., t = 3 h, when the water discharge was at a maximum. The key variables used to
evaluate the benefits of the NbS are the values of the peak water discharge and the time
to peak flow, also known as the time of concentration or the duration of the rising limb.
In the simulation, we defined the time of concentration Tsim as the instant of time when the
simulated discharge Q(t) reached the 90% of the maximum value (i.e. Q = 0.9×Qmax at
t = Tsim) [60]. Table 1 gives both the peak water discharge Qmax and the concentration-time
Tsim for all the simulated scenarios.
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Figure 9. Hydrograph at the basin outlet for the fifteen physical scenarios.

Table 1. Peak water discharge Qmax and time of concentration Tsim for the simulated hydrographs in
Figure 9. The attenuation of the peak discharge regarding the maximum value of scenario CN100-A
and the delay factor of the time to peak flow are also given.

A B C D E A B C D E

Qmax [m3·s−1] Tsim [min]

CN100 53.8 51.3 53.7 53.7 23.1 44 120 45 94 37
CN89 51.7 47.8 51.5 51.0 22.2 45 120 46 96 38
CN64 44.9 41.7 44.3 45.4 19.5 46 120 47 108 41

Attenuation (%) Delay (×)

CN100 4.6 0.3 0.2 57.1 2.7 1.0 2.1 4.1
CN89 3.9 11.2 4.3 5.1 58.7 1.0 2.7 1.0 2.2 4.1
CN64 16.6 22.5 17.6 15.5 63.8 1.1 2.7 1.1 2.5 4.1

The peak streamflow in the absence of infiltration (i.e., 53.8 m3·s−1 for CN100-A)
lies very close to the theoretical value predicted using the rational method for the whole
basin, i.e., Qss = 57.4 m3·s−1 (5), due to the proximity of the town of Arquillos to the
basin outlet. The time of concentration Tsim = 44 min is also close to the theoretical
prediction T = 33 min (6). Interestingly, in the current scenario with the actual soil uses
and management (i.e., simulation CN89-A), the infiltration was negligible and attenuated
the peak discharge only by 3.9%. Even for the lowest curve number (simulation CN64-
A), we found that Qmax decreased slightly from 53.8 to 44.9 m3·s−1, which represents a
small relative factor of 16.6%. Furthermore, hydrographs A (black lines in Figure 9) nearly
overlap those of the simulations type C (green lines in Figure 9). Subsequently, acting on
the olive-grove area to improve the infiltration (i.e., decreasing the curve number) and raise
the surface roughness (i.e., increasing the Manning parameter), as shown in Figure 4c–e,
does not help to attenuate the peak discharge substantially nor delay the inundation in the
urban area. In the best case, the streamflow was attenuated by 17.6% (CN64-C) and reached
Qmax = 44.3 m3·s−1 with the same concentration time as for scenario A. The increase in
the Manning roughness in the olive-tree area (coloured in blue in Figure 4) did not delay
the inundation because the water drops had to travel a short distance to reach elements of
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the drainage network. Such a distance was much shorter than the characteristic lengths
of the gullies and streams (green area in Figure 4) that remained unaltered in scenario C
concerning A.

Promising results were obtained for NbS type B that alters the roughness of the
drainage network through riparian buffer installation, boulders, and willow in-ditch barri-
ers, among others. The most noticeable result was the delay of the rising limb, which can
be appreciated in the hydrographs of Figure 9 coloured in blue. The concentration-time
increased from about 45 min to 120 min, i.e., by a factor of 2.7. On the one hand, the benefits
of NbS type B are great during the first hour of the rainfall independently of the CN value
because 4.2 ≤ Q ≤ 5.3 m3·s−1 at t = 1 h for 64 ≤ CN ≤ 100. Such streamflow values
are much lower than for scenarios A and C at the same instant of time, which ranges in
the interval 40.9 ≤ Q ≤ 50.5 m3·s−1. On the other hand, for rainfall durations of 2–3 h,
the peak discharge is about 38.9 ≤ Q ≤ 51.3 m3·s−1, which is closer to the peak values for
scenarios A and C. Hence, NbS type B is practical for mitigating the risk of flooding in the
town for extreme rains shorter than one hour, but longer events require other NbSs.

The installation of a flood barrier to create an artificial wetland (NbS D) and the con-
struction of a large reservoir pond (NbS E), recall Figure 4a,b, stopped the growth of the
streamflow at t ≈ 30 min as shown by the hydrographs in red and purple (Figure 9),
respectively. The discharge reached a constant value of Q = 17.7 m3·s−1 (21.5) for
CN = 64 (100) up to t = 1 h. The reservoir pond was able to store stormwater for the
three-hour rainfalls, keeping the peak discharge in the town as low as Qmax = 19.5 m3·s−1

(CN64-E). The wetland was filled in 90 min (77 min) in scenario CN64-D (CN100-D), and the
hydrograph shows a second stage of the rising limb achieving the same peak discharges
as for present scenario A (Table 1). Hence, the wetland could delay the flood and protect
the town from inundation for about 1 h and 30 min, whilst the reservoir pond would be a
solution for rainfalls of 3 h.

3.3. Benefits of NbS to Mitigate Soil Erosion Risk

We seek to find the NbS that decreases the component of the shear stress responsible
for soil erosion τbs below the critical threshold τc. The main objective is to impede that
τbs > τc as occurs actually in most of the olive-grove area (simulation CN89-A described in
Section 3.1 and Figure 6c). Otherwise, the significant shear stresses provoke unsustainable
soil losses and the formation of deep gullies in most of the catchment (e.g., Figure 7a). If we
achieve the goal τbs < τc, we stop the actual erosion processes and reduce the catchment
sediment budget. Furthermore, we prevent the silting of the Guadalén Reservoir, where
the Manillas stream drains at a distance of 4 km from the basin outlet. Sediments exposed
to erosion over the Manillas basin are mostly coarse silt, with a uniform grain size in the
range of [0.031, 0.0625] mm. The critical shear stress for the onset of sediment motion was
determined from Table 7.1 in Julien [77], which yields τc = 0.083 N·m−2 in water at 20 °C.
For evaluating the local shear stress responsible for erosion τbs, we used the classical shear-
stress partitioning that decomposes the effective boundary shear stress |τb| = τb f + τbs
into the form drag τb f and the skin friction τbs (see details in § 2.8.1 by García [54]).

A simple and compact way to visualise the benefits of NbS in the whole watershed is
to analyse the changes in the probability of the flow depth (Figure 10a), velocity magnitude
(Figure 10b), and shear stress (Figure 10c) regarding the current situation. To compute
the probabilities, we accounted only for the regions of interest: the olive groves and the
drainage network (blue and red areas in Figure 4a, respectively). Hence, we excluded the
non-erodible urban areas and civil infrastructure from the analysis.
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Figure 10. Histograms of the simulated (a) flow depth h, (b) magnitude of the velocity vector |u|, and
(c) the skin friction τbs for the fifteen scenarios explained in Section 3.3.

In the absence of an NbS (solid black lines in Figure 10), the most probable values
of the flow depth, velocity, and shear stress vary in the narrow intervals [1.6, 2.4] mm,
[0.3, 0.4] m·s−1, and [3, 5] N·m−2 for all the infiltration rates (simulations CN100-A, CN89-A,
and CN64-A). Indeed, the three curves in black nearly overlap. The wetland (NbS D in
purple) and the reservoir pond (NbS E in red) do not provoke a substantial modification of
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the probability curves that are similar to the actual ones (scenario A in black). A significant
part of the shear-stress curves for the simulations type A, D, and E lie out of the target region
τbs < τc. Table 2 shows the cumulative probability for the catchment area where erosion
occurs due to τbs > τc. Independently of the infiltration rate, erosion develops in more than
86.4% in scenarios A, D, and E. The values in Table 2 show that the infiltration does not
play a role in controlling erosion because of the same reasons that did not substantially
attenuate the streamflows (Figure 9a). The steep slopes of the watershed and the high
precipitation intensity favour runoff formation to the detriment of infiltration processes.

Table 2. Relative area (%) where the dangerous threshold for erosion τbs > τc holds.

A B C D E

CN100 87.8 25.4 39.9 86.9 86.7
CN89 87.2 25.1 40.1 86.9 87.3
CN64 86.4 25.3 39.4 91.7 93.1

The interventions on the agricultural area (NbS C, green lines in Figure 10c), including
the channels of the drainage network (NbS B, blue lines in Figure 10c), changed the shear-
stress distribution by a great extent. The distribution switched to a multimodal distribution.
The major mode decreased from [3, 5] N·m−2 (present-day) to [2.4, 6.5]× 10−4 (NbS B) and
[5.1, 9.2] × 10−4 (NbS C) when the mean curve number varied in the range of [64, 100].
The most probable values of the shear stress developed in the agricultural area of the
watershed. This fact highlights the soil-loss mitigating effect of NbS B and NbS B C because
the major modes are lower than the threshold for erosion. The minor mode for NbS B,
about [0.27, 0.44] N·m−2, is also one order of magnitude lower than presently. Consequently,
the relative area where the dangerous threshold for erosion τbs > τc occurred decreased
from about 86% to 25% in NbS B. In the case of NbS C, the potential area for erosion also
falls to 39%. The minor peak arising in the probability of the shear stress at τbs ∼ 15 N·m−2

for NbS C corresponds to the high velocities, of the order of 1 m·s−1 (Figure 10b), in the
unaltered channels of the drainage network (recall the velocity map in Figure 6b for the
present day). Note the positive aspects of increasing the resistance to flow in the channels
(NbS B), which reduces the minor mode of the velocity to [0.16, 0.24] m·s−1 (Figure 10b)
and could favour sediment trap processes to restore deep incised channels.

3.4. Synergetic Benefits of the Wetland, In-Channel Macro-Roughness and Cultivation Systems in
Olive Orchards

Considering the independent benefits of each nature-based solution, we combine
three to maximise their effectiveness in terms of flood mitigation and soil conservation.
Furthermore, we choose the optimal targeted placement of NbS because funding is always
limited. We seek to delay the flood, attenuate the peak discharge in the urban area and
favour infiltration processes across the watershed. At the same time, we want to prevent
soil erosion in olive orchards, promote mechanisms for gully aggradation rather than gully
erosion and reduce the catchment sediment budget.

Figure 11 shows a map of the optimal location of an NbS to provide the most benefits.
The results of the distributed hydrological simulations described in the previous sections
helped site and classify the actions (which were unknown a priori) as follows:

• First, the black rectangle in Figure 11 depicts the installation of a flood barrier with the
crest of the earthen embankment at 406 m, the maximum height of 6 m and the dam
crest length of 245 m. It should create an artificial wetland (purple area in Figure 11)
as in previous simulations of type D.

• Second, from simulation type B, we delimited the extension of the main channel
and the inundated floodplains along the Manillas stream (yellow area). Further,
the tributary streams in green correspond to simulated flow depths larger than 0.5 m
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outside of the Manillas stream. Then, ephemeral gullies in red were located using
criterion 0.03 < h < 0.5 m from Soil Science Society of America [51].

• Third, the river floodplains in blue, located in the headwater and near the town, are
an extinct, ephemeral wetland and a stream confluence requiring restoration.

• Fourth, in the olive groves, we propose different cultivation systems for bed slopes
lower (brown area) and larger (greenish blue area) than 10 degrees.

Figure 11. Optimal targeted placements of specific NbS to provide the most benefits and maximise
their effectiveness for flood management and soil conservation, as described in Section 3.4. The photos
illustrate the actions at each location, as indicated by the frame colour.

The following step in AFC [19] is choosing the model physical parameters at the
targeted placements to achieve the optimal values of the objective functions. According
to the minimum values of the peak water discharge and the erosion-prone area given,
respectively, in Tables 1 and 2, we set the Manning roughness parameter n = 0.2 s·m−1/3

in the green, yellow, and red areas, and n = 0.025 s·m−1/3 in the olive groves for the CN64
setup (recall Section 2.2.4). The NbS that can reproduce the desired model parameters can
only be selected and sized after the highly resolved CFD simulation of the flow depth h (1)
and the velocity vector u (2).

The simulated hydrograph in Figure 12a (blue line) highlights the dynamic and tran-
sient nature of the surface waters across the draining basin. Its shape changes substantially
regarding the current situation (black line).
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Figure 12. (a) Simulated hydrographs in the Manillas stream, near the town, for the current state
(black) and the possible future (blue) after implementing the combined NbS B and D. (b–e) Snapshots
of the simulated flow depth (in meters) with NbS B and D at t = 60, 100, 180, and 200 min corre-
sponding, respectively, with the streamflows Q = 4.2, 17.6, 39.2, and 39.1 m3·s−1 (squares in panel a).
(f) Maximum infiltration rate (in mm·h−1) achieved at the end of the rain (i.e., t = 180 min) for the
future scenario with NbS B and D.

Overall, we observe the mixed benefits of increasing the in-channel roughness in the
drainage network and the installation of a flood barrier to create the artificial wetland.
They protect against flooding by slowing down the flow and storing surface runoff. Hence,
the rising limb exhibits two stages separated by a steady plateau associated with the
wetland filling. After one hour of rainfall, the peak discharge in the urban area is only
Q = 4.2 m3·s−1, much lower than for the actual scenario CN89-A, which is Q = 48.5 m3·s−1.
The map of water depth at t = 1 h (Figure 12b) shows that the Manillas stream did not
inundate the town. The early infilling of the wetland and the absence of flow downstream
can also be appreciated in such a map. Forty minutes later, the water discharge reaches a
steady state with Q = 17.6 m3·s−1 until t ≈ 2.5 h. For this low value of the water discharge,
the town remains again protected against flooding; see the map of flow depth in Figure 12c.
At t ≈ 2.5 h, the wetland achieves its maximum capacity, and the water starts to flow
downstream of the wetland barrier. Then, the second stage of the rising limb occurs up
to reaching the peak water discharge Qmax = 39.2 m3·s−1 at the end of the rainfall (i.e.,
t = 3 h). The map of flow depth at that time is shown in Figure 12d. Later, the water
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discharge remains constant near the urban area for about 30 min (i.e., up to t = 200 min).
However, at that time, the rain had already ceased, runoff vanished in the watershed (see
the flow depth map in Figure 12e), and the discharge monotonously decreased, vanishing
approximately at t = 6 h.

The peak discharge for the combined NbSs B and D, Qmax = 39.2 m3·s−1, decreased
with respect to the present value of 51.6 m3·s−1 as much as using uniquely NbS B, which
yields 41.7 m3·s−1 (CN64-B in Table 1). The infiltration was responsible for the attenuation
of the peak streamflow. The infiltration rate was at a maximum at that time, reaching the
values depicted in the map of Figure 12f. In the agricultural area, the highest infiltration
rates were around 7 mm·h−1 and occurred in the northern part. In the headwaters, the in-
filtration decreased to 2–5 mm·h−1 because of the effects of the slope in the curve number
(recall Figure 5c). Though such values are low regarding the larger precipitation rate of
30 mm·h−1, the cumulative volume of water infiltrated during the whole hydrological
event of 6 h is relevant.

To quantify the benefits of NbSs concerning infiltration, we computed the percentage
of the groundwater volume relative to the total rainfall depth as

η =
100
Vr

[
Vr −

∫
Q(t) dt−Vw

]
. (11)

In (11), Vr ≡ Qss D represents the volume of water of the design storm (4) and (5),
∫

Q(t) dt
is the volume of surface water that leaves the drainage basin, and Vw is the capacity
of the wetland reservoir in the existing case. Evaluating (11), we concluded that the
groundwater volume could be increased from η = 4% in the present day to η = 20.5% in
the possible future.

To close the cycle, we need to choose the specific NbS that provoke the desired modifi-
cation of the model’s physical parameters. The flood barrier can be built with a vegetated
crib wall using inert material and plants, see Figure 1 in Rey et al. [42]. The desired increase
in hydraulic resistance can be achieved along the drainage network by adopting well-
known actions for NFM. For instance, see Figure 11: (i) placing dry bush, small boulders,
or another material across the ephemeral gullies (red frame photo), e.g., Quinn et al. [41];
(ii) flexible submerged vegetation in deeper streams with a confined flow (green frame
photo), see Darby [43]; (iii) combined actions of gravel seeding in the streambed, see Has-
san and Church [80], and riparian buffer installation in the Manillas stream (yellow frame
photo) [44]. The proper sizing of plants and boulders requires physically-based equations,
e.g., Wilson [81] and Nitsche et al. [82], respectively, using as input data the simulated val-
ues of flow depth and velocity for the optimal macro-roughness parameter n = 0.2 s·m−1/3.
This goal belongs to soil and water bioengineering, see Zaimes et al. [23], and lies out of
the scope of this work. We propose adopting sustainable production techniques in the
olive grove; see Tombesi et al. [20] and recent innovations explicitly designed for erosion
management. For small bed slopes, we suggest the application of plant residue mulches,
leaving the soil untilled and covering it with prunings or other plant residues outside of the
tree canopies (brown frame photo). For medium-gradient slopes, water collection pits col-
lect large amounts of water during intense rainfall. The live plant covers, e.g., Brachypodium
Hybridum BHJHIN [46], along the middle of the orchard lanes also prevent soil erosion and
improve infiltration (greenish blue frame photo).

4. Conclusions

The set of fluvial geomorphological features presented in the sections above proves the
development of extreme soil erosion and sedimentary processes in a complex, non-linear
way over an agricultural watershed dedicated to traditional olive growing. The formation
of ripple/dune over a plane bed in the floodplains of the main stream is uncommon in
overland flows, as these bedforms are characteristic of deep rivers rather than shallow
flows. It reflects the high sediment load and transport capacity of sub-daily pluvial floods.
Overland flows have sculpted extreme gullies in the olive groves because of cultivation
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systems incompatible with the growth in the magnitude of extraordinary rainfall events
under the current climate change scenario.

Active flow control through nature-based solutions can drive olive groves to a more
desired state. Highly resolved CFD simulations of hydrological and hydraulic processes
using the 2D Saint-Venant equations yield the optimal location of an NbS to provide the
most benefits for minimising the water discharges and the erosion-prone area, maximising
the soil infiltration capacity. Sub-metric spatial resolutions are required to resolve many
microtopographic features of the terrain and the NbS, controlling overland flow and
sediment transport connectivity. Affordable computational times can be achieved only
by using GPU-accelerated numerical codes. The software IBER+ adopted in this study is
suitable for catchment areas up to 20 km2 with spatial resolutions of 1 m2 now common
in LiDAR-DEM.

Future works can overcome several limitations that impede scaling up the proposed
method over larger draining basins (<1000 km2) by means of exascale multi-GPU HPC
technology as the recent SERGHEI-SWE [27]. However, as commented throughout this
paper, the available software packages adopt the assumption of small bottom slopes
intrinsic to the Saint-Venant equations. Further research is required for overland flows
on steep slopes, which need a unified theory and an efficient numerical scheme and its
implementation in an open-source code. We could thus improve the effectiveness and
acceptance of NbS at larger scales for the natural management of floods and soil erosion.

We have proven, theoretically, the effectiveness of adaptive practices for sustainable
olive growing and NbS actions in gullies and streams for mitigating the risk of flood
and erosion in steep-slope basins (mean value of 20%) with high rainfall rates (around
30 mm·h−1). As funding is always limited, the optimal targeted placements of NbS have
to be delimited from the simulated flow depth, velocity and shear stress maps. To ensure
NFM in the long term, private landowners and communities must adopt sustainable
cultivation systems in olive orchards, mitigating soil erosion and preventing the silted-up
state of NbSs. These actions help protect from flood, favour soil conservation and are
aligned with sustainably managing and restoring modified ecosystems. Furthermore,
they address societal challenges effectively and adapt current practices to climate change,
simultaneously providing human well-being and biodiversity benefits. Future works on
the real verification of the proposed NbS would require regional policies to break some
barriers that limit effective implementation at local scales.
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The following abbreviations are used in this manuscript:

AFC Active Flow-Control
CN Curve Number
CFD Computational Fluid Dynamics
DEM Digital Elevation Model
EEA European Environmental Agency
GNSS Global Navigation Satellite System
GPS Global Positioning System
GPU Graphics Processing Unit
HPC High-Performance Computing
IPCC Intergovernmental Panel on Climate Change
LiDAR Light Detection and Ranging
MDPI Multidisciplinary Digital Publishing Institute
MedECC Mediterranean Experts on Climate and Environmental Change
MSL Mean Sea Level
NbSs Nature-based Solutions
SCS Soil Conservation Service
2D-SVE Two-Dimensional Saint-Venant Equations
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Featured Application: This study presents an overview of the several mitigation measures, in-

cluding several check dams and flexible net barriers constructed in a typical Alpine torrential

catchment in northern Slovenia (Europe) in order to protect infrastructure (i.e., ski resort cabin

lift station, access road to the station, downstream settlements) against sediment-related disasters

due to torrential hazards, such as flash floods and debris floods, debris flows, and shallow land-

slides. This newly introduced combination of technical countermeasures in Slovenia withstood

the extreme floods in August 2023.

Abstract: Different sediment-related disasters due to torrential hazards, such as flash floods, debris
flows, and landslides, can occur in an Alpine torrential catchment. When protecting infrastructure
and human lives, different structural and non-structural protection measures can be used to mitigate
permanent and future risks. An overview of the mitigation measures constructed near the Krvavec
ski resort in northwest Slovenia (Central Europe) is presented. In May 2018, an extreme debris flood
occurred in this area, causing significant economic damage. After the May 2018 event, different field
investigations (i.e., geological and topographic surveys) and modeling applications (e.g., hydrological
modeling, debris flow) have been conducted with the purpose of preparing the required input data
for the design of protection measures against such disasters in future—due to climate change, more
disasters are expected to happen in this torrential watershed. The mitigation includes the restoration
of local streams, the construction of a large slit check dam for sediment retention, the construction
of several smaller check dams and the construction of 16 flexible net barriers with an estimated
~8000 m3 retention volume for controlling in-channel erosion in steep torrential streams. Additionally,
in order to observe and monitor potential future extreme events, an extensive monitoring system
has been established in the investigated area. This monitoring system will cover measurements of
flexible net corrosion, the estimation of concrete abrasion at check dams, periodical geodetic surveys
using small drones (UAV), hydro-meteorological measurements using rainfall gauges and water level
sensors. The recent extreme floods of August 2023 also hit this part of Slovenia, and this combination
of technical countermeasures withstood the event and prevented large amounts of coarse debris from
being transported to the downstream section and devastating infrastructure, as was the case in May
2018 during a less extreme event. Therefore, such mitigation measures can also be used in other
torrential catchments in the Alpine environment.

Keywords: torrential hazards; debris flows; flash floods; extreme events; rainfall; mitigation; flexible
net barriers; check dams; monitoring system

1. Introduction

Alpine areas around the world, including the Alps in Europe, are susceptible to differ-
ent gravitational and rainfall-triggered natural hazards, such as shallow and deep-seated
landslides [1,2], dry and wet debris flows [3–5], flash floods [6–9] or a combination of these
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hazards that can be initiated during regular but extreme catastrophic rainfall events [10–12].
The Alps in Europe cover more than 300,000 km2 and are located in several European
countries. Slovenia is one of the countries located in Central Europe, and its north and
northwestern parts are within the Alps. It is expected that climate change will increase both
the magnitude and frequency of extreme torrential events [13,14] that will cover larger areas
during single disaster events. Therefore, different structural and non-structural mitigation
measures should be applied in order to protect existing infrastructure and human lives.
Different types of measures can be used, ranging from so-called grey measures [1,15] to
green-blue [16] solutions and a combination of them (i.e., hybrid solutions [17]). Green
or blue solutions are often promoted in different disciplines [18,19] since they can be re-
lated to multiple benefits, such as increased biodiversity. Moreover, even in torrential risk
management in the Alpine environment, wooden dams were often used in the past for the
stabilization of unstable slopes and torrential channels and limiting sediment transport
from upland parts of torrential watersheds to urban areas. However, classical engineer-
ing grey measures, such as concrete or reinforced concrete check dams [1], are still very
frequently built to mitigate torrential risks. When enhancing knowledge about torrential
processes, detailed observations of natural phenomena are needed, asking for the collection
of relevant field data, such as information about triggering mechanisms, magnitudes of
debris flow and peak discharges of flash floods, or debris flood characteristics, such as
velocities and pressures on infrastructure [20,21]. The pressure and dynamic impact forces
are the most important parameters used for the design of protection measures, such as
flexible net barriers or check dams against debris floods and debris flows [22,23]. The
same applies for some other infrastructure, such as coastal structures used for tsunami
protection [24,25]. Therefore, the main objectives of this study is to: (i) present different
counter measures proposed to mitigate torrential hazards in the Krvavec ski resort area
in northern Slovenia, (ii) to describe the monitoring system used to observe and detect
potential future torrential events, and (iii) present some preliminary results with respect
to functioning of the mitigation countermeasures during the recent extreme August 2023
flood that occurred in Slovenia [26,27]. In Krvavec area, flexible net barriers have been
constructed in torrential channel beds for sediment retention and channel stabilization for
the first time in Slovenia, and, therefore, this cases study shows that this type of torrential
structures can be used as technical countermeasures in steep torrential streams in the Alpine
environment in Slovenia.

The original contribution of the presented case study lies in the thoughtfully selected
combination of structural measures of different types (flexible ring net barriers in steep
channels, bank stabilization and low check dams in less steep channels, and a reinforced
concrete slit check dam) that can be used as an open-air monitoring site for the effectiveness
of such measures with respect to flexible barriers behavior using: (i) innovative monitoring
devices (i.e., Guards), and (ii) combining estimated sediment transport quantities from
retained debris behind barriers and LiDAR measurements using drones, with concrete
abrasion experiments of diverse concrete specimens subjected to real field conditions. The
successful functioning of the system during the extreme August 2023 event (if compared to
the 2018 debris flood) confirms the proper design of the system and the possibility of using
torrential countermeasures for field research on interactions between natural processes and
torrential structures.

2. Materials and Methods

2.1. Case Study Description: Krvavec Ski Resort Area

The Krvavec ski resort area is part of the Kamnik-Savinja Alps, a mountain range
located in the northern part of Slovenia (Figure 1). The total area of Kamnik-Savinja Alps
in Slovenia is around 1000 km2, and there are several mountains with elevations above
2000 m a.s.l., with the highest one being Grintovec Mountain with an elevation of 2558 m
a.s.l. The Krvavec ski resort stretches from around 1500 m a.s.l. to around 2000 m a.s.l. The
area is characterized by steep slopes and narrow valleys (Figure 2). The cabin lift is the
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main means of transport for skiers in winter during the ski season. As can be seen from
Figure 1, there are two steep torrential ravines (i.e., the Brezovški graben and the Lukenjski
graben) in the upstream slopes from the station of the cabin car. The average longitudinal
channel slope of these two torrents is ~25–30%, and the total catchment area is close to
2 km2 [22]. Around three-quarters of both catchment areas are forested, while the rest are
agricultural areas [22].

Figure 1. Location of the Krvavec ski resort area on the elevation map of Slovenia (legend is in meters
above sea level) and an overview of the situation in the torrents upstream of the valley station of
the Krvavec ski resort cabin lift. Slovenia is positioned between 45.50526◦ to 46.83694◦ (latitude)
and 13.52639◦ to 16.45091◦ (longitude). The Krvavec meteorological station is positioned at 14.5333◦

longitude and 46.2973◦ latitude and at 1742 m a.s.l.

  

Figure 2. Two photos of the situation in the Brezovški graben and Lukenjski graben torrents, respec-
tively. The channel width is between 1–2 m to several meters.
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The mean annual precipitation at the top of the Krvavec ski resort area (approx. 1700 m
a.s.l.) is around 1620 mm (in the period 2010–2020), with no clear seasonal pattern (Figure 3).
Moreover, there is a clearer pattern in the monthly rainfall erosivity distribution with a
clear peak in the summer period (Figure 3). The rainfall erosivity was calculated based on
the 30-m rainfall data for the 2010–2020 period based on the RUSLE methodology [28] and
using the RIST software [29]. The average annual rainfall erosivity in the 2010–2020 period
was around 3531 MJ ×mm × ha−1 × h−1 × year−1, which can be regarded as relatively
large [30]. Therefore, it is evident that hydro-meteorological events can occasionally be
relatively extreme in this alpine part of Slovenia. In combination with steep slopes and
other torrential characteristics, this can lead to rainfall events, such as the one that occurred
in May 2018 (Section 2.2). This local thunderstorm triggered a local debris flood that
partially devastated the valley station of the Krvavec ski resort cable car and interrupted
the local access road to the station [22]—for protection against such torrential events, several
structural protection measures were built in the past [22,23], but most of these torrential
structures were already in relatively bad condition before, and especially after the May
2018 event (Section 2.3).

 

Figure 3. Mean monthly precipitation and rainfall erosivity at the Krvavec meteorological station in
the period 2010–2020.

2.2. Extreme Debris Flood in 2018

On 30 May 2018, a relatively extreme rainfall event occurred in this area [22]. Around
50 mm of rainfall fell in around 30 min, corresponding to the statistically estimated return
period of over 50 years. The total event duration was very short (less than 3 h), and the
majority of rainfall was concentrated in around 15–30 min (Figure 4). The rainfall ero-
sivity for this specific event based on the 30-m rainfall data can be estimated to be over
1420 MJ × mm × ha−1 × h−1 × year−1, which is almost half of the total annual rainfall
erosivity and almost twice as large as the average monthly erosivity at the Krvavec meteo-
rological station (Figure 3). Furthermore, in the 2010–2020 period, this was the event with
the second-highest rainfall erosivity. More specifically, the average erosivity per event at
the Krvavec meteorological station was around 90 MJ ×mm × ha−1 × h−1 × year−1.
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Figure 4. Measured cumulative rainfall using an optical disdrometer and a pluviograph at the
Krvavec meteorological station at 1742 m a.s.l. during the extreme event that occurred on 30 May 2018.

As indicated by Bezak et al. [22], the extreme rainfall in May 2018 triggered the local
debris flood and caused intense erosion and sedimentation processes in both Brezovški
graben and Lukenjski graben torrents. At the valley station of the Krvavec cable car, around
10,000 m3 of relatively coarse debris was deposited, and it was assumed that the main
source of the debris material was the Brezovški graben since the debris material from the
Lukenjski graben was deposited upstream (before the confluence of the Brezovški graben
and Lukenjski graben torrents) from the valley station of the Krvavec cable car (i.e., in
the debris flow fan area) [22]. The debris flood caused extensive damage to the existing
torrential infrastructure in both torrents (Figure 5). Hence, in order to protect the valley
station of the cable car and the downstream area along the access road to the station, new
countermeasures needed to be implemented (Section 3.3).

 

Figure 5. One example of the consequences of the May 2018 event on the existing infrastructure in
both torrents: a partially destroyed already filled flexible barrier.
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2.3. Overview of the Mitigation Measures

In both torrents and prior to the May 2018 debris flood, there were several counter-
measures, such as smaller check dams, gabion walls, wooden dams and low weirs already
built to mitigate torrential hazards. However, these objects were destroyed to a large extent
during the May 2018 event (Figure 5). Therefore, in order to mitigate the torrential risk in
the future, new structural measures were planned for both torrents [22,23].

After the May 2018 event, a geological survey was carried out to determine geological
conditions for planning and executing new mitigation measures (Figure 6). The main
objective of the field survey was to estimate the possibility and magnitude of future mass
movement and debris flood events. Areas with deposited debris material and areas with
high erosion potential (Figure S1) were identified to secure input data for debris flood
modeling and countermeasures design process.

Figure 6. Engineering geological map of the area with the identification of the main sediment sources.

Mitigation measures were roughly divided into three sections, respectively, phases
(Figure 7). The first phase was a restoration of existing concrete structures (channel regula-
tion works) on the Reka torrent, i.e., downstream of the Brezovški and Lukenjski torrents
confluence. The second phase was planning and building a large slit check dam just
downstream at the confluence of both torrents to temporarily retain future mass flows
and slowly dose debris to the downstream section. In this location, there was already a
small check dam, but the capacity of the sediment trap was only about 500 m3, which is
a relatively small capacity compared to possible future events magnitude (volumes). A
new slit check dam is designed with the largest possible sediment capacity in this location
of close to 14,000 m3. The third phase includes measures to reduce erosion potential in
the Brezovški and Lukenjski graben catchments. Both upstream sections have a large
erosion potential, and a large amount of mixed coarse and fine debris material can be
mobilized during future rainfall events. Since the area is hardly assessable even on foot,
non-conventional countermeasures were sought. As an appropriate structure, a flexible
ring-net debris flow barrier was selected, which can be transported to a construction site
with helicopters or forestry cableways. No heavy machinery (such as excavators) is needed
for installation—as it could not be applied—and light machinery was applied (such as
so-called spider excavators). The main objective of the third phase was to reduce in-channel
erosion intensity via stabilization of the torrent channels (side-slopes reduction at the same
time). Geological information shown in Figure 6 was used for the selection of the optimal
locations of the flexible net barriers. All three phases together present a holistic technical
solution for this endangered torrential area and will reduce mass-flow-related hazards for
downstream areas (cabin lift valley station, access road, Grad village, etc.).
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Figure 7. Location of proposed measures and an indication of the three main phases used to mitigate
the future risk of torrential hazards.

3. Results and Discussion

3.1. Reka Torrent Mitigation Measures (Phase 1)

The Reka torrent was already regulated in the past (in the last few decades), but
mainly concrete and wooden structures were in relatively poor condition, and the May
2018 event severely damaged or destroyed most of them. This section of the Reka torrent is
steep, and the structures such as small check dams, low weirs and bank protections are a
necessity for channel stabilization. During construction phase 1, executed in 2019 and 2020
(pre-COVID-19), some of the structures were renewed, but most of them were completely
reconstructed (Figure 8). Banks with erosion were protected with stone rip-rap structures.

 

Figure 8. An example of the Reka torrent measures (carried out in 2019, before COVID-19).
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3.2. New Slit Check Dam (Phase 2)

Due to the high risk of similar or even more severe mass flow events in the future,
a large 10.5 m high check dam with approximately 14,000 m3 sediment trap capacity
was designed on the confluence of Brezovški and Lukenjski torrent. The check dam was
designed as a slit dam to have minimal impact on geomorphological processes in this
section and with the aim of ensuring the sediment connectivity and not to completely
stop the sediment transport process. Therefore, the sediment transport process will not
be completely interrupted, except for extreme events during which large masses of coarse
sediments will be mobilized and could present a significant hazard for downstream areas.
In the dam design phase, geotechnical research (boreholes, laboratory) was carried out to
obtain reliable input data for the dam structural design. Check dam with a construction
height of 10.5 m is designed for the dynamic impact of mass flows. It will be built as a
reinforced concrete structure, covered with a mixture of concrete and rocks, to ensure a
more nature-friendly look.

Together with a new slit check dam, some additional structures will be built to ensure
the stability of the upstream section of the confluence (Figure 9). These sections of both
torrents will be modified to provide larger sediment trap capacity and erosion stability.
The check dam is designed in a location with an access road so that the sediments can be
removed regularly, and the whole sediment trap volume is available.

 

Figure 9. The slit check dam location and its main characteristics, including the transversal and
longitudinal cross sections. The spacing among contour lines is 2 m. Additional structures that are to
be built are also shown in the figure (e.g., several sill structures).

3.3. Flexible Net Barriers (Phase 3)

A series of 12 flexible barriers were installed in Brezovški graben (12) and 4 in Lukenjski
graben (4) to prevent side erosion (bank collapses, slumps) and thus to limit sediment
supply from sediment sources (Figure 10). The height of the barriers varies between 2.5
and 6 m, and the sediment trap capacity is between 100 and 800 m3. The top width of the
barriers varies between 9 and 25 m. The total retention volume was estimated for 4 barriers
in the Lukanjski graben to be over 3000 m3 and for 12 barriers in the Brezovški graben to
be close to 5000 m3.
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Figure 10. A longitudinal profile of the Brezovški graben with the locations of the 12 flexible
net barriers.

All the barriers were designed and dimensioned using the DEBFLOW online tool
developed by Geobrugg [31]. The design of the barriers was modified because the deposits
are not intended to be removed after the events, but the main purpose of the barriers is to
reduce channel slope, reduce velocities and support unstable channel banks. Because of
this specific design, not all barriers are designed for debris flow impact, but all of them
are designed for overflowing forces. The upstream barriers and the barriers with larger
distances to the next upstream barriers are designed for debris flow impact, which is one of
the possible scenarios in the phase where barriers will be filling up with sediments. The
final state of the barriers will be, when all of them are filled up, torrential bed slope reduced
and bank erosion mostly mitigated. Based on the topographic characteristics, VX-type
(Geobrugg) barriers were selected [31] (Figure 11). Some of them were customized with
additional ropes and anchors since there was no need to use stronger, more resistant nets,
but only to add some ropes to fulfill all the design requirements (stability, resistance).

 

Figure 11. Example of a designed VX barrier.
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Special equipment was used for the installation of the barriers. Logging lifts were
installed to transport the construction material to the construction sites. Most of the work
was performed manually (drilling, installation) (Figures S2–S5).

3.4. Ongoing Monitoring

The monitoring system of torrential processes in the Krvavec area can be divided into
the following parts:

• Measuring local rainfall using one tipping bucket as a rainfall gauge (resolution
0.1 mm) (will be installed at the top of Brezovški graben torrent);

• The Brezovški graben is regularly surveyed using Unmanned Aerial Vehicles (UAV
drones), and surface changes (eroded slopes and new deposits upstream of the flexible
barriers) between the two field measurements are determined from a difference be-
tween two consecutive LiDAR maps of the torrent. These measurements will explicitly
tell us about erosion and sedimentation dynamics in the torrential channel and reveal
the efficacy of the built flexible net barriers to retain coarse torrential debris. After
they are filled up with coarse debris, they will support unstable torrential flanks, and
sediment transport to downstream sections closer to the cable car station will increase
again;

• Six devices, called Guards®, were installed on four flexible barriers in the Brezovški
graben (barriers 1, 3, 7, 8, 9, and 12) and on two flexible barriers in the Lukanjski
graben (barriers 2 and 6). Introduced in late 2020, a Guard® is a waterproof, small,
battery-powered autonomous device (2.6 kg, battery life estimated to be between 7
and 10 years), easily installed on the suspension rope of a selected protection barrier
for permanent monitoring (24/7) of its environmental and physical status under the
toughest conditions [32]. It monitors corrosion (due to air pollution) and movements
(due to debris or rock impacts) of the flexible nets, as well as reporting events, such as a
rockfall or a debris flow via a mobile network (i.e., GSM, UMTS, LTE) to a dashboard on
your computer—without a need to go to the field site. It is, in essence, an IoT (Internet-
of-Things) smart data logger developed to estimate corrosion damage to a single rope
within flexible net barriers [33], but it is additionally equipped with an impact sensor
unit, measuring accelerations of up to 200 g and forces to up of 294 kN. The Guards®

report events when a barrier is moved due to inflowing debris or sediments (even
single surges in the case of a wet debris flow), or a single falling/rolling large rock
hits it, but also due to strong winds or even wild animals. Such reports are then
compared to local weather (wind, air temperature, and rainfall data) to differentiate
among causes for barrier movements. The installed Guards® started operating in
March 2023, and until the end of July, occasional activities were reported. In total, in
this period, there were 42 entries in the cloud-based database that were associated
with an increase in force on the flexible net barriers. The measured force ranged from
around 1 g to around 17 g. In this period, there were 6 days when the reported number
of events was larger than 1 (Table S1). It can be seen that on days with more than
one activity detected by Guards, there was either strong wind or a storm in that area
(Table S1). Furthermore, the maximum 30-m wind speed and rainfall were above
average (Figure S6). However, the reported 30-m rainfall values shown in Table S1 all
have a return period of less than 5 years according to the intensity-duration-frequency
(IDF) curves for that location (i.e., the 30-m rainfall rate with a 5-year return period
equals 25 mm). It can also be seen that there are some days where the activity detected
by the Guards® was not driven by extreme wind or precipitation (Table S1). Some
events were also detected on the days without rainfall (Table S1). During the period
of Guard® operation, there were some days when wind speed was relatively high,
or 30-m rainfall rates were relatively high, but there was no activity detected by the
Guards® (Figure S6). The Guards® also continuously measure some other parameters,
such as temperature, humidity or corrosion (Figure S7);
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• A field test site for concrete abrasion measurements due to sediment transport in
torrential streams; in the bottom of the Brezovški graben a concrete flat ramp appr.
2.5 × 4.5 m was built in with an array of the total eight concrete square 5 cm thick
plates (4 × 2 smaller concrete plates of the dimensions 50 × 50 cm prepared from four
different concrete mixtures—two plates of each mixture) (Figure 12). One concrete
mixture was a typical one used in torrent control works in Slovenia, and the other
ones were prepared with additives, such as microsilica and steel fibers, to enhance
their abrasion resistance. The plates are leveled in height with the ramp, not cast into
the ramp but put in place so that they can be easily removed after the end of the field
test. The ramp and the plates are regularly measured by terrestrial laser scanning to
estimate abrasion depth on the plates due to overflowing sediments. Since flexible
barriers were put in place in late 2022, concrete abrasion is rather limited and cannot
be reported in this article yet. We expect that in situ measurements of concrete plate
abrasion will correspond well with the standardized laboratory tests for underwater
abrasion of concrete [34]. Positive experiences regarding concrete abrasion resistance
of different concrete mixtures typically used for hydraulic structures were gathered in
the past on the Lower Sava River in Slovenia [35].

 

Figure 12. A field test site in the lower Brezovški graben for monitoring concrete abrasion—an
upstream view.

3.5. August 2023 Extreme Flood

On 3–4 August 2023, extreme rainfall caused intense erosion processes and mass
movements, such as debris flows, slumps and landslide slips, and especially large and
devastating floods in many parts of Slovenia [26,27]. The Krvavec meteorological station
measured 30 mm in 30 min, 165 mm in 12 h and 196 mm of rainfall in 24 h, and rainfall
erosivity for this event was over 1500 MJ ×mm × ha−1 × h−1 × year−1—approximately
50% of the mean annual rainfall erosivity for this station and larger than during the pre-
vious extreme event (i.e., 2018). The return period of 12 h rainfall amount was estimated
to be over 250 years. The 12 h rainfall intensity was also larger than the one associated
with empirical rainfall threshold curves for the initiation of shallow landslides and debris
flows—e.g., the one proposed by Caine in 1980 [36–38]. Hence, numerous smaller land-
slides, slumps and soil slips occurred in this area, and flexible net barriers were able to
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retain the eroded material (Figure 13) and stabilize the channel bed without excessive chan-
nel incision. Consequently, the cabin car ski lift was not affected, as was the case during
the May 2018 event, and no significant damage was caused in this part of the catchment
(Figure 13). Based on the field geodetic survey using drones, it was estimated that around
19,000 m3 of material was eroded during the August 2023 event, and the majority of the
debris material was trapped by the flexible net barriers.

 

 

Figure 13. A situation in both torrents after the extreme August 2023 event.

265



Appl. Sci. 2023, 13, 11136

4. Conclusions

This study presents an overview of torrential hazard mitigation measures used to
mitigate the torrential hazards in a typical Alpine catchment in Slovenia based on post-
extreme-event surveys and modeling results. The implementation of countermeasures
was divided into three phases: (i) channel regulation work in the downstream part of
the watershed, (ii) the construction of a large slit check dam with a retention volume of
approximately 14,000 m3 for sediment retention, and (iii) the implementation of 16 flexible
net barriers with an estimated retention volume of 8000 m3 in both torrents in the upstream
part of the watershed. It should be noted that phase (ii) is currently ongoing, while phases (i)
and (iii) have already been completed. In the scope of the conducted measures, an extensive
monitoring system has also been established that will enable us to explore characteristics
of torrential hazards in the future. The monitoring system includes a rain gauge, a video
recording system, periodical UAV surveys, Guards®, and a field test site to measure concrete
abrasion. The preliminary results have indicated that activity detected by Guards® was
caused either by strong wind or heavy rainfall. However, not all thunderstorms caused
any torrential erosion activities. Hence, further research is needed to better evaluate the
triggering factors of torrential hazards. Field abrasion experiments need more time to be
effective since, so far, flexible net barriers have substantially reduced sediment transport
over the concrete plates—this will be a rather long-term experiment.

The main scientific and applied contribution of this study is to clearly present and
show examples of good practices in sediment management in a typical Alpine catchment
that could also be used in other parts of the country. The recent August 2023 flood event
has shown that the executed structural (grey) mitigation measures effectively limited
excessive sediment erosion and transport from steep torrential channels to downstream
areas; they withstood high dynamic loads and, as such, are able to cope with extreme
hydro-meteorological events above design discharges determined for a 100-year return
period [28]. After the August 2023 event, there was no significant damage to the Krvavec
cabin car ski lift (Figure 13)—contrary to substantial damages during the less intense May
2018 event [23]. Also, the rainfall erosivity for the 2023 event was larger than the one for
the 2018 event, when there was significant damage at the Krvavec cabin car ski lift ([23]).
Therefore, such structural (grey) measures (e.g., flexible net barriers) could be applied in
steep torrential catchments in similar geological settings and those that are difficult to
access with heavy machinery and hence the construction of torrential concrete check-dams
is more challenging.
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speed and rainfall rate for the period of Guard®operation and identification of days when the
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period; Table S1: Main characteristics of events detected by Guards®. The information about strong
winds and storms was obtained from the climatological station at Ljubljana Brnik, while 30-m
precipitation and wind speed data were obtained from the nearby meteorological station at Krvavec.

Author Contributions: J.S., M.M. and N.B.: conceptualization, methodology, writing—original draft
preparation. All authors have read and agreed to the published version of the manuscript.

Funding: The check dam design and design of other mitigation measures were financed by the
Slovenian Water Agency. Geobrugg AG, Romanshorn, Switzerland, supported the installation of the
GUARD measuring equipment. The authors’ research work was supported by the Slovenian Research
and Innovation Agency (ARIS) through grants P2-0180, J1-3024, J1-2477, J6-4628, and N2-0313.

Institutional Review Board Statement: Not applicable.

266



Appl. Sci. 2023, 13, 11136

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We would like to acknowledge the Slovenian Environment Agency’s (ARSO)
support for making available the hydro-meteorological data. The slit check dam design and the
design of other mitigation measures were financed by the Slovenian Water Agency. Geobrugg AG
supported the installation of measuring equipment (i.e., Guards).

Conflicts of Interest: The authors declare no conflict of interest.

References
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Abstract: Gravity-flow deposits form the northern part of the Crocker Formation (Oligocene–Early
Miocene), with the most significant interpretation as a sand-rich system in the proximal and a mud-
rich system in the distal area of the deep-water turbidite depositional setting. Seven outcrop localities
in the northern-part area were selected for mapping and sampling, starting from Kota Kinabalu up to
the Telipok area to evaluate the sedimentary sequence. This study used mapping, field observation,
and log sketches in the field, as well as extensive analysis and interpretation of sedimentological
methods to investigate the sequence of sediment outcrops in the Crocker Formation area of northwest
Sabah. During the fieldwork, five main facies were found, namely, massive sandstone facies (f1),
graded sandstone facies (f2), laminated sandstone facies (f3), interbedded sandstone and mudstone
facies (f4), and mudstone facies (f5). These northern-part outcrops are interpreted as being deposited
from the highest to the lowest turbidity currents and the actuality of pelagic mudstone deposition,
based on their fining-coarsening-upward pattern. The five geometrical bodies were proposed as
laterally contiguous depositional environments, namely, (1) inner fan channel, (2) inner fan channel–
levee complex, (3) mid-fan channelized lobes, (4) non-channelized lobes/distal lobes, and (5) basin
plains. The facies interpretation shows that the study area consists of lobes, channel–levee complexes,
and levees formed in a fan of a deep-water basin setting, with the basinal plain enveloped by thick
mudstone deposits. This northern part of the Crocker Formation is interpreted as a multiple-sourced
sediment, shelf-fed, Type II, low-efficiency, and sand-rich turbidite depositional system.

Keywords: Crocker Formation; turbidite sequence; deep-water fan system; Sabah

1. Introduction

Sediment gravity flow or mass transport process [1] is the movement of sediment that
occurs due to the pull of gravity from the top to the bottom of a slope. It is also defined
as a sediment flow or sediment fluid mixture influenced by sediment grains moving due
to the influence of gravity [2]. The gravity flow and sediment distribution can be affected
by the basinal geometries, sediment supply, and also tectonic activity which becomes part
of the triggering mechanisms [3,4]. There are two types of gravity-flow sediment which
are (i) sediment flow, and (ii) mass transport flow [5–9]. The end product is classified
into (i) complex mass transport, (ii) debris flow, (iii) turbidite and debris co-genetics, and
(iv) turbidite current.

Turbidite is a dominant sequence of sediments deposited where this process can trans-
port sediments from the shallower to the deep-water basin [10] and can travel further
distances and be deposited in large areas if related to a submarine landslide [11]. Turbidite
sediments have various characteristics [4], are usually classified based on several dominant
components, have different facies characteristics, and can be identified through field obser-
vations and also borehole recordings. The three main components are (i) sand and sediment
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quantity [12], (ii) flow efficiency [13], and (iii) characteristics of sediment contributors and
sediment supply [14], as summarized in Table 1.

Table 1. Summary of characteristics and depositional system [12–14].

Component Type of System Characteristics of System

Sand component and quantity
of deposits [12]

Type 1: Sand dominant
Type 2: Sand dominant and lack of mud

Type 3: Mud dominant

Formed as a result of sandstone
deposition in non-channel or outer lobe

areas. Produces sandstone
bodies and lobes.

Formed as a result of the platform or
littoral zone contribution. Produces

channel–lobes complex and
fan–supra lobes.

Formed from overflows of mud sediment
from platforms and slopes. Produces a

channel–levee complex.

Flow efficiency [13]
Type 1: Low efficiency

Type 2: Medium efficiency
Type 3: High efficiency

Rich in sand contributed by the shelf.
Forming lobes that are dominated by

sand sediments.
A mixture of sand and silt contributed by

fluvial and deltas. Forms aggradation
features with mixed lithology.

Rich in fluvial and delta mud. Forming a
dominant progradation of mud and sand

in the distal area.

Fed-system characteristics and
sediment supply [14]

Type 1: Hinterland-fed system
Type 2: Shelf-fed system
Type 3: Delta-fed system

Sediment from toe-slope erosion. Does
not have a shelf or a very narrow shelf.

Sediments resulting from river transport,
coastal currents, and tidal currents.

Dominant with sand. Experience the
original transport by waves, tides, and

ocean floor currents.
Sediment is contributed by rivers. Rich

in mud grains.

Understanding gravity-flow sediments is very important in understanding their
natural phenomena [15–17] and in the application of science, especially in petroleum
exploration and production, determining potential hazards during petroleum produc-
tion and also determining the risk of geohazards in the future [18]. In northwest Borneo,
specifically the Crocker Formation (Figure 1), a large expanse of Paleogene clastic sed-
imentary rocks of mainly deep-water origin has been outlined by [19–30] and many
more. The turbidite succession represents deposition in a tectonically active margin
during the subduction of the Proto-South China Sea with the Sunda Shelf opening from
Eocene to Holocene [31–33]. In this paper, the sedimentological characteristics of the
northern part of the formation are described, based on field observation in the new
cutting outcrops of the Pan Borneo Highway, which extends from Kota Kinabalu to the
Telipok areas, and includes seven (7) sedimentary rock outcrop localities. The seven
localities are as follows: (1) Hap Seng Quarry, Telipok, (2) KFC, UMS, (3) Prime Kondo
University, (4) Lorong Suria Inanam, (5) Kg. Divatto, (6) Taman Okk Lojungah, and
(7) Pekan Kinarut (Figure 1). Detailed sedimentological work in conjunction with the
occurrence of sediment deposits with associated turbidites gives further insight into the
sedimentary processes, the depositional setting, and the type of turbidite depositional
systems in this Paleogene basin.
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Figure 1. (A) Location of the study area within the geological distribution of Sabah. (B) Location
of the outcrops, (1) Hap Seng Quarry, (2) KFC UMS, (3) Prime Kondo University, (4) Lorong Suria
Inanam, (5) Kg. Divatto, (6) Taman Okk Lojungah, and (7) Pekan Kinarut. (C) Chronostratigraphic
chart of the Sabah area.

2. Geological Setting

Turbidite and deep-water sedimentary deposits were formed in the Sabah deep-water
basin from the late Cretaceous to early Eocene age because of continuous subduction
events [34,35]. Late Cretaceous to early Eocene sediments are classified as Trusmadi and
the Crocker Formation. This formation consists of sandstone, shale, limestone, and tuff.
These sediments were deposited in the central part of the deep-water basin and were then
covered by the Rijang-Split Formation of the ophiolite sequence, consisting of ultramafic
and mafic rocks [34,36–40]. The sediments were contributed to by drainage from Indo-
China [29,41]. During this period, the late Cretaceous Lupar Line, located in the eastern part
of Borneo, served as a marker for the shallow-sea platform [42]. The deposited sediments
were then deformed and metamorphosed, resulting in phyllites and slates [36,39].

During the Sarawak Orogeny formation event [43], the Rajang Group was thrust and
uplifted from the middle Eocene to the late Eocene (Figure 1). During this age, northwest
Sabah was dominated by deep-sea marine sediments [29], with the shallow-sea platform
advancing northward but still controlled by the Lupar Line. The formation and deposition
of sediments in the basin continued to form the Temburong, Setap Shale, and Western
Crocker Formations until the Oligocene age. During the early Oligocene age, the shallow-
sea platform moved east until it reached the Mersing Line, which is located between the
Lupar and the Baram Delta Lines, causing the deposition of delta sediments forming
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the Meligan Formation, and limestone shallow marine sediments forming the Melinau
Formation around the edge of the Bruneian basin and Sabah [29]. A thick sequence of
ocean sediments and deep seabed sediments was deposited in deep troughs in the west
and northwest of Sabah. The Crocker Formation is a sequence of deep-sea sediments that
have deformed and thrust in this area [34,40,44].

The Crocker Formation in the west consists of sandstone with mudstone/shale,
whereas the Crocker Formation in the east (part of the Rajang Group) consists of argillite.
The Crocker Formation in the west is younger than the Crocker Formation in the east.
During the Sarawak Orogeny (late Eocene), the uplift of the tectonic plates caused and
triggered the formation of deep-water sediments, including Crocker, Temburong, and Setap
Shale, which are younger than the turbidite deposits of the Rajang Group [28,45] (Figure 1).

3. Materials and Methods

This study involves two stages which are, (i) extensive fieldwork, and (ii) sedimento-
logical work.

3.1. Fieldwork

Extensive fieldwork was performed to get the input of mapping, sedimentological
logging, and sampling of the potential exposed outcrops. The data collected included the
location of the localities, the determination of the sedimentary structures and fossils, and
the measurement of the strike and dip of outcrops. In addition, the thickness of each bed
was measured and the changes in the beds were recorded, with photographs being taken
to document the outcrops present.

3.2. Sedimentalogical Work

This stage was performed using facies analysis, facies association analysis, and de-
positional environment interpretation. This analysis focused on several facies based on
the parameters of texture, lithology, sediment structure, and the presence of fossils and
trace fossils in the study outcrop sequence. Facies association analysis was performed
by classifying the published facies into specific groups and interpreting the depositional
environment of the study outcrop sequence.

4. Results

4.1. Facies Analysis

The study area was classified into five main facies, namely, massive sandstone facies
(f1), graded sandstone facies (f2), parallel laminated sandstone facies (f3), interbedded
sandstone and mudstone facies (f4l), and mudstone facies (f5).

4.1.1. Massive Sandstone Facies (f1)

Description: This is a dominant rock layer with coarse to fine sand grains, silt, or mud-
sized matrix (<20 percent) and is occasionally found with coarse to very coarse sand grains
(<5 percent). These facies are present in single layers and amalgamations with a thickness
starting from 10 cm to more than 1 m (Figure 2). The bottom border is sharp and flat, with
an eroded and irregular border. Sorting is moderate to good with mud matrix support
clasts. The presence of sedimentary structures, such as parallel laminations, fluted casts,
load casts, flame structures, tool marks, and rip-up mud clasts was observed. Cruziana sp.,
Nereites sp., and Chondrites sp. are examples of bioturbation structures (Figures 3 and 4).
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Figure 2. Characteristic examples of lithofacies encountered in the study area. (A) Outcrop section
showing the sandstone and mudstone with incline bedded at L1. (B) Outcrop section showing
the thickness of the interbedded sandstone and mudstone at L1. (C) Interbedded sandstone and
mudstone at L1. (D) Syncline structure in the L1. (E) Outcrops of interbedded sandstone and
mudstone in L2. (F) Massive sandstone in L2.

 

Figure 3. Examples of sedimentary structures in the Crocker Formation. (A) Flame structure found
in L1. (B) Complete Bouma sequence from Ta to Tf found in L3. (C) Rip-up mud clasts in L2.
(D) Cruziana sp. of trace fossils in L2.
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Figure 4. Examples of sedimentary structures in the Crocker Formation. (A) Trace fossils were
established in the sandstone bed at L1. (B) Ophiomorpha sp. originates in the sandstone bed at L3.
(C) Water escape structures and convolute structures in the sandstone bed at L3. (D) Flute casts form
at the base of a thick sandstone bed at L5. (E) Tool marks trace in the sandstone bed at L7. (F) Coarse
sand grain size floated at the base of the graded sandstone bed in L7.

Interpretation: The massive sandstone facies can be formed through two depositional
methods, namely, high-density turbidity currents or debris flows [26,43].

4.1.2. Graded Sandstone Facies (f2)

Description: These facies have a fining-upward grain size trend and form a complete
to incomplete Bouma sequence (Figures 3–5). The bed at the bottom is sharp, eroded, or
irregular, with coarser-sized grains. These facies show poor sorting at the bottom which
improves vertically upwards. This facies layer contains parallel, laminated, cross-laminated,
and ripple structures.

Interpretation: These facies were deposited because of high to low-concentration
turbidite current flow processes, where the movement was not controlled by the matrix
concentration [5].

4.1.3. Parallel Laminated Sandstone Facies (f3)

Description: These facies are dominated by fine sand- to silt-sized grains, with a small
amount of silt or mud-sized matrix (<20 percent). Parallel lamination is observed in the
outcrop sequence layers, but no trace fossils can be found in these facies (Figure 6).

Interpretation: The presence of a powerful current over ripples or dune structures can
re-transport fine sand sediment, causing the sediment grains to rearrange in a new layer
with a horizontal plane.
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4.1.4. Interbedded Sandstone and Mudstone Facies (f4)

Description: The sand-to-mud ratio of these facies is 1:1 or more (>1) according to the
layer thicknesses. The sedimentary structures found are wavy and parallel laminations
(Figures 6 and 7).

Interpretation: Fine-grained sand sediments were deposited by low-density turbidity
currents at the bottom of the water, whereas mud grains are synonymous with suspended
transportation in calm energetic currents. Each interbedded deposit formed in conjunction
with sand and mudstone showing that sediment deposition occurred at the same time and
underwent a transition process [46] or a change in current energy and velocity [47,48].

4.1.5. Mudstone Facies (f5)

Description: These facies contains silt to mud fine sediments. There are parallel
lamination-like structures, and no bioturbation traces were found (Figures 6 and 7).

Interpretation: Usually, pelagic or hemipelagic mud sediments are transported through
suspension processes [49] before being deposited in open and quiet waters.

 

Figure 5. Characteristics of outcrop lithofacies in the study area. (A) Interbedded sandstone and
mudstone and also thick sandstone outcrops at the L3. (B) Interbedded sandstone and mudstone,
mudstone and massive sandstone with fault structure (red dashed line) at the upper area of L3
outcrop. (C) Sandstone with fault structure (red dashed line) at L3 area. (D) Massive sandstone was
found in the L7 area. (E) Interbedded sandstone and mudstone are found in L6. (F) Thick sandstone
outcrops show the amalgamation beds in L6.

4.2. Facies Associations
4.2.1. Channels

These facies associations show a fining-upward sequence with sharp (Figures 6 and 7),
and well-defined grain size transition sites between each sand-to-mud layer. The upper
bed (mudstone facies) occasionally contained mud clasts in the beds (Figure 3). Parallel
laminated structures are also found within the sandstone beds. The lower part of these
facies associations is dominated by coarse-sized grains (sandstone) transported by high-
density turbidity currents. It can also be identified by the presence of current effects such
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as ripples, flutes, and erosion at the bottom of the sediment bed. The presence of a basal
erosive surface represents the multi-reactivation and lateral migration of deposits [50]
which is a characteristic usually found in channels.

4.2.2. Levees

These facies associations are characterized by a thin to medium thickness followed by
fine-grain-sized sedimentary deposits interspersed with mud sediments in the uppermost
part (Figures 6 and 7). Generally, the transportation of abundant and concentrated sedi-
ments in turbidity currents can slow and overflow, forming levee deposits [51], which have
a fining-upward sequence with varying amalgamation and sediment thickness.

 

Figure 6. Sedimentary log of L1 to L3, north region of the northwest Crocker Formation.
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Figure 7. Sedimentary log of L4 to L7, north region of the northwest Crocker Formation.

4.2.3. Lobes

The entire facies association shows an upward thickening and coarsening sequence
(Figures 6 and 7). The base structures, such as load casts and flutes are not found at the
bottom of the layer, but consist of sand grains with a thin thickness. A vertical sequence
that thickens and coarsens upwards indicates that these deposits formed in the lobes.
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4.2.4. Basin Plains

These facies associations are pelagic sediments from a very fine sediment fall that
are transported in suspension. The deposited pelagic sediments originated from various
directions and form a wide and thick spread.

5. Discussion

5.1. Depositional Setting

The study area consists of a deep-water fan system starting from the area of the chan-
nels, levees, lobes, and basin plains. All facies associations collect to form a depositional
environment based on zones 1, 2, 3, and 4 of the deep-water depositional environment
(Figure 8).

 
Figure 8. The depositional setting for each component of the facies association interpreted in the
study area. Channel shows a fine-upward sequence located in the inner fan (zone 1) part; the levee
shows a fine-upward sequence located in the outer channel in the inner and mid fan (zone 1 and
zone 2); the channelized lobe shows a coarsening-upward sequence located in the proximal lobe
with the presence of a distributary channel, which can be found in the mid fan (zone 2); the distal
lobe/non-channelized lobe shows the coarsening-upward sequence located in the distal lobe and
no distributary channel are present, which can be found in the outer fan (zone 3); the basin plain is
located in the outer of the turbidite fan system.

Zone 1 is the inner fan, consisting of the channel–levees complexes (Figure 8). This
proximal area receives its sediments from the canyon and experiences high-density tur-
bidite currents that can transport and deposit sediments ranging in size from coarse sand
to medium sand, forming a fining-upward sequence pattern (Figure 8). The proximal
area faces a hypoconcentrated density flow where the flow is associated with the matrix
strength and grain friction [15]. The density of the flow causes the presence of erosion and
records the sharpness and eroded bed (Figure 9). This zone can be a good hydrocarbon
accumulation area because it has a high sand content, thick sediment thickness, and good
sorting properties with a wider diameter distribution [52].
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Figure 9. Summary of a depositional model for the northern part of the Crocker Formation. The
schematic drawing shows a complete proximal turbidite fan to the basin plain of the deep-water
depositional environment in a lateral view.

Zone 2 is the middle fan section consisting of lobes (Figure 8). The lobes in zone 2
consist of channelized lobes and non-channelized lobes. Channelized lobes are distin-
guished by the presence of channels/distributary channels in the vertical sequence upward
of the sedimentary log, as shown in L4 (Figure 7), whereas non-channelized lobes are
perceived by the absence of channel sequences in the interpreted vertical sequence. These
channelized lobes have a sandstone lithology (f1 and f2) with a medium to thin thickness
and a fining-upward sequence pattern and are usually located in the upper lobe (lobe axis)
(Figure 8). However, non-channelized lobes are usually located around the proximal lobe
to the end lobe, as shown in L1 (Figure 6). These lobes do not show any combination of
fining-upward sequence patterns in the entire vertical sequence. This pattern is usually
formed by the spreading of the tips of the distributary channels in the upper part of the
lobe. However, if there are any edges or slopes in that area, zone 2 is reachable by the tips
of distributary channels.

Zone 2 is located in front of zone 1, and their sediment transportation depends on
medium to high-density turbidity currents, as well as debris currents (Figure 9). The basis
of their sediments support mechanism is equivalent to the concentrated density flows
which possess both hypoconcentrated and turbidity current characteristics [15,53]. The
medium to high-density turbidite currents was proficient in depositing medium-sized sand
sediments with a medium thickness (thickness less than zone 1), good to moderate sorting,
and low-matrix content (Figure 10). The transportation of this medium-density turbidity
current results in sediment characteristics that have a low-matrix content, high authigenic
content, high porosity, and permeability [54]. The entire zone exhibits coarsening-upward
sequence characteristics, whereas the presence of distributary channels in the lobes indicates
a fine-upward sequence pattern within a vertical coarsening-upward sequence.
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Figure 10. Summary of sediment transport behaviors and sediment characteristics of each zone
established in this research. (A) Highest turbidity current related to the proximal zone 1 in the inner
fan area. (B) Moderate turbidity current related to the mid fan of the zone 2 area. (C) Low turbidity
current illustrated by zone 3 in the outer fan area. (D) The pelagic deposited in the basin plain area.

Zone 3 is the area of the distal lobe located in the outer fan of the deep-water deposi-
tional environment (Figure 8). This zone is dominated by fine- to very fine-grained layers
of thin thickness, with repeated layers, coarsening upwards with the overall sequence.
Low-density turbidite currents influence sediment deposition in this zone, which can trans-
port fine-sized sediments to very fine-sized sediments (Figures 9 and 10). Sandstone and
mudstone contents are almost equal in the proximal part of the middle lobe, and the mud
content is greater than the sandstone in the distal lobe area. The outer lobe is the farthest
part of the lobe (distal) and is dominated by fine sediment layers, such as fine sand, silt,
and clay [55].

Zone 4 consists of basin plain areas that are characterized by hemipelagic mudstone
sediments (with less than a 0.125 or 0.063 mm grain size). Mudstone deposits range in
thickness from 2 to 10 m, and coarse grains, such as sand and coarse silt grains, are rarely
found (Figure 10). This section is the farthest part of the deep-water fan, and faces a
prolonged quasi-steady mud-rich turbidity flow [53,56], forming a broad and widespread
expanse of thick mudstone deposits.

5.2. Depositional System

The facies sequence in the fan system in the northern part is dominated by coarse
grain sizes such as sandstone with a thick to very thick thickness that forms a channel–
levee complex, as well as channel and lobe geometries. The analysis and interpretation of
outcrop localities in the northern part of the Crocker Formation show a sand-rich (Type I),
low- efficiency (Type I), and shelf-fed (Type II) deep-water turbidite system [12–14] (refer
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Table 1). This system is a fan that formed due to the sediment contribution from the
shelf, which is rich in the sand but has a small amount of mud sediment. This is in
line with the two previous studies which stated that the sediment supply to Crocker
Formation is caused by the Sunda Continental Shelf that experienced sediment bypass
during the Cenozoic era (middle Eocene to late Oligocene) and Mount Schwaner to the east
of Sarawak [57,58]. The supply sediments would have been temporarily deposited in the
sediment depocenter on the shelf before being transported again by energy currents such
as waves, tides, and turbidite currents, causing numerous sand sediments to be deposited
in front of the shelf [59]. With the conjunction of density and turbidity current, the basin
provides enough space to accommodate the accumulation and deposition of sediments
resulting in the formation of various geometrical bodies such as channels, channels–levee
complexes, lobes, and channel–lobes complexes. The distal part of the basinal area is the
place of accumulation for the thick mudstone.

6. Conclusions

Based on the sedimentary facies and their evaluation, most of the outcrops in the
northern part of the northwest Crocker Formation mostly represent a complete deep-
water basin environment. Occasionally, as observed in the outcrops, the intervals of
massive sandstone facies (f1), graded sandstone facies (f2), parallel laminated sandstone
facies (f3), cross-laminated sandstone facies (f4), interbedded sandstone and mudstone
facies (f4) and mudstone facies (f5) form a package of turbidity current influences
which are representative of a large-scale turbidite deep-water basin. The turbidite basin,
interpreted to consist of geometrical bodies such as channels, levees, lobes, and basin
plains, is categorized as a sand-rich, low- efficiency, and shelf-fed system. This system
represents the bypass sediment supply during the active subduction of the Proto-South
China Sea, with the Sunda Shelf opening from the Eocene to the Holocene age. Such
results are in line with previous theories and may be useful as depositional indicators in
deep-water depositional settings where the outcrops are sparse, and when integrated
with other field data evidence, may provide additional clues to the deposition setting
and depositional systems of the Crocker Formation.
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