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Study of Very Forward Neutrons with the CMS Zero
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Abstract: Forward neutrons are studied in proton-lead collisions at the CMS experiment at the
CERN LHC. They provide information on the centrality and event plane of collisions and provide an
opportunity to study nuclear breakup. At the CMS experiment they are detected by the Zero Degree
Calorimeters (ZDCs) in the || > 8.5 pseudorapidity range. The ZDCs are quartz fiber Cherenkov
calorimeters using tungsten as absorber. Test beam data and events with a single spectator neutron
are used for the calibration of these detectors. A Fourier-based method is used correct for the effect
of multiple pPb collisions. The corrected ZDC energy distribution is used to calculate centrality
percentiles and unfold the neutron multiplicity distribution.

Keywords: forward neutrons; zero degree calorimetry; centrality; heavy ions

1. Introduction

Very forward (|| > 8.5) neutrons are produced in hadron-nucleus and heavy ion collisions.
The main physics processes involved are intranuclear cascades [1], nuclear evaporation [2], and nuclear
resonances, like the giant dipole resonance [3]. The information gathered from the observation of these
neutrons can be used to tag ultraperipheral collisions, calculate the event plane and estimate centrality
in heavy ion and hadron-nucleus collisions. Cascade and evaporation nucleons were observed and
studied by a wide range of fix target experiments [4]. Ultraperipheral collisions accompanied by
nuclear resonances were studied by the STAR Collaboration at RHIC [5,6]. In the ALICE experiments
at LHC cascade and evaporation neutrons are used for the estimation of centrality [7,8]. The energy
spectrum of very forward neutrons produced in proton-proton collisions was measured by the LHCf
experiment [9,10]. In the CMS experiment these neutrons can be observed by the Zero Degree
Calorimeters (ZDC). The most important models, which include forward neutron production are
DPM]Jet [2], URQMD [11], Geant4 [12,13], SMASH [14], JAM [15], and PHSD [16].

2. The Zero Degree Calorimeter of CMS Experiment

The two ZDCs are located in the neutral particle absorber (TAN), roughly £140 m away from the
CMS interaction point, between the two beampipes. They measure neutral particles at pseudorapidity
values || > 8.5, as the charged products are removed by dipole magnets located between the central
CMS detectors and the ZDCs. They are Cherenkov sampling calorimeters consisted of cladded quartz
fibers and tungsten plates. They have three different sections (Figure 1): the electromagnetic (EM)
section, the hadron (HAD) section, and the reaction plane detector (RPD). The EM section is 19 radiation
lengths long, which is equal to one interaction length and has five transverse segments. The RPD is a
4 x 4 array of quartz tiles and is used to determine the event plane for flow measurements in heavy
ion collisions. The HAD section is 5.6 hadronic interaction length and has four longitudinal segments.
The plates in the HAD section are tilted by 45° to maximize the light yield of the fibers. This paper
presents results using the EM and HAD sections of the ZDC detector on the lead going side (z < 0)

Universe 2019, 5, 210; doi:10.3390 / universe5100210 www.mdpi.com/journal/universe



Universe 2019, 5, 210

measured in pPb collisions at the CMS experiment in 2016. A more detailed description of the ZDC
detectors can be found in references [17-20].

PMTs - = o .
"MH ——_

o ZDC Layout
light guides
4 HAD sections - stacked
behind each other
HAD4
s £ = = B
fibers { [ weet|
A A 4N 4 EM 1-5
/})&}I/}iﬁi/}}fﬁilj/ .
HAD SeCtion | | Reaction Plane Detector (RPD)
Py e ==z )
T \ BEAM 5 EM sections - next to each other
EM section tungsten plates 4 =

Figure 1. The side view of the CMS Zero Degree Calorimeter (left) and the segmentation of each
sections (right) [21].

Every channel of the detector is read out in 10 timeslices (denoted with TS0 — TS9), each 25 ns
long. The main signal arrives in TS4 as shown in the left panel of Figure 2. The bunch spacing in the
2016 pPb datataking was 100 ns, so additional collisions may happen four timeslice before or after the
primary signal (out-of-time pileup). The signal value Q; for a certain i channel is extracted as:

1
Qi = Qirss — 5 (Qitsa + Qirss), @
where Q; 1sx is the signal value in the Xth timeslice for channel i. The second term is used to subtract
contribution from pedestal and the tail of out-of-time pileup events.
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Figure 2. The time dependence of the Zero Degree Calorimeters (ZDC) signal (left) and the distribution
of TS4 and TS5 signal ratio (right) [21].

In order to increase the dynamic range of the detector, the largest signals are let to slightly saturate
and their signal values are calculated by scaling up the sum of TS4 and TS5 by a scale-factor (R).
The scale factor is calculated separately for each channel from the distribution of the values:
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R

 Qirss — 5(Qirs2 + Qise)
. ()
2

Qirss — 3(Qitsa + Qitss)’

which is shown in the right panel of Figure 2. The value of (R) is calculated from the mean of this
distribution. This method ensures that both the resolution remains good for the low-energy signals
and the whole energy range of the detector can be used.

3. Calibration

The relative gains of the different channels are matched (intercalibrated) by using distributions of
signal ratios between different channels. These are compared to the same distributions from the 2010
PbPb data collection period, following the test beam calibration of ZDCs. An example of two such
distributions is shown in Figure 3.

Pb 8.16 TeV

CMS Preliminary PbPb 2.76 TeV @ 10 FrrTTT ‘p‘I[L

2 HAD3/HAD1 Run 152642 TS678 Centrality=0-39 | S 5 CM,S, ]
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10° = i E

E 1035_ E

~ E |
N N I IR BN B R PR R R 0 05 1 15 2 25 3 35 4 45 5

" . HAD3/HAD1

HAD3/HAD1
Figure 3. Comparison of signal ratio distributions between 2.76 TeV PbPb (left) and 8.16 TeV pPb
collisions (right) [21].

The low energy part of the total ZDC signal distribution is shown in Figure 4. Since the slow
neutrons are close to being monoenergetic, the peaks correspond to events with single, double,
and triple neutrons. The widths of the peaks are due to the slight variation in the neutron energy and
the finite resolution of the detector. The spectrum is fitted with the sum of Gaussian shapes, with the
n-neutron peak position y,, and width ¢, constrained as:

Hn = N1, 3)
02 = no?, (4)

where y1 and oy are the position and width of the single neutron peak respectively. The results from
the fit are used for the absolute energy calibration of the detector, since the position of the first peak
corresponds to 2.56 TeV, the energy of nucleons in the Pb ion in pPb collisions with 8.16 TeV collision
energy [22]. The detector resolution is found to be 24%, which is slightly larger than the 15% resolution
extrapolated from the test beam measurement [20].
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Figure 4. The low end of ZDC signal distribution. The peaks correspond to events with one, two and
three neutrons detected by the ZDC respectively. The position of the first peak corresponds to 2.56 TeV,
the energy of nucleons in the Pb ion for 8.16 TeV pPb collisions [21].

4. Pileup Correction

The ZDC energy spectrum is shown in Figure 5 for two different data collection periods with
different average number of collisions in a single event (pileup). An important feature of these spectra
is a shoulder at high energies, which is larger in the data set with a larger pileup. It is caused by pileup
collisions. This effect is corrected by the following mathematical procedure, based on the compound
Poisson distribution.

Assuming that n is the number of simultaneous pPb collisions in a single event and it follows a
Poisson distribution:

pt_et
P i —ew

(5)

where only the n > 0 case is considered, therefore 1 — e is included in the denominator to ensure the
normalization of the above expression. y is the average number of collisions in an event, that provide
at least one neutron in the ZDC. The ZDC energy deposit is described by a random variable X:

n
X=)Y, (6)
i=1
where Y; is the random variable describing ZDC energy deposit for an event with single collision.

The probability density functions of Y; and X are denoted by g(x) and f(x) respectively. The f(x)
function can be expressed as:

fx)=g(x)p1+(g*g)(x)p2+(g*g*g)(X)p3+..., (7)

where the * operation stands for convolution. Then using Fourier transform and the convolution
theorem one may write:

Ff=(FQ)pr+ (F8)pa+ (Fg’ps+... ®)
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Figure 5. ZDC energy distribution in data sets with average number of collisions 0.3 (left) and 0.1
(right) [21].

After substituting the definition of p, into the equation above, the infinite series becomes a
geometrical series and can be summed up to:

Ff=3 iiey—ﬂ (eﬂg - 1) ' ©

By rearranging this equation, it is possible to express g(x) as:
1
s =71 | Llogl(e ~FF+11), (10

providing a formula to calculate the pileup corrected distribution.

The result of this calculation is shown at three different i values in Figure 6. As it is expected
the shoulder at high energies disappeared. The method gives a similar result when the value of y is
varied; there is only a moderate variation in the tail of the distributions.
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Figure 6. Pileup correction results with Fourier deconvolution method with different y values assumed
(left) and the percentiles of the ZDC signal distribution, used for centrality determination (right) [21].
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5. Using ZDC as a Centrality Estimator in pPb Collisions

The typical quantities used to estimate centrality in heavy ion collisions, such as the multiplicity
of charged particles, cannot be used in hadron-nucleus collisions, since they are only loosely correlated
with the quantities N, and Npart. A good alternative is to use the very forward energy to estimate
centrality, since it is correlated with the number of spectator nucleons. The centrality percentiles,
calculated from the corrected energy distribution, are shown in Figure 7. For a proper usage of this
zero degree energy as a centrality estimator in a physics measurement, a model of spectator neutron
production is needed, which connects the zero degree energy with Ny and Npart. The current models
are not valid in the LHC collision energies [1,2,4,12], therefore results from ZDC detectors give a useful
input for the development of these models.

pPb 8.16 TeV
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ZDC signal [au.]
Figure 7. Centrality classes based on ZDC energy [21].

6. Unfolding Neutron Multiplicity Distribution

From the fits in Section 3, neutron multiplicity distribution can be calculated for events where
only a few neutrons are produced. But the fit cannot be extended to the larger ZDC energy range,
as the Gaussian distributions would overlap causing rapid oscillation of the amplitudes. This problem
can be circumvented by constraining the amplitude values to change smoothly with the neutron
number. This property is achieved by considering the calculation as an unfolding problem. The ZDC
response is calculated for N-neutron events and a response matrix R is constructed (left panel of
Figure 8), assuming the linearity of the detector. Using the response matrix, the original fit can be
performed by minimalizing a x? term. The smoothness of the neutron number distribution is ensured
by a linear regularization term (Tikhonov regularization [23]), which requires the first derivative of the
distribution to be small. The full x> term to minimalize is:

¥’=R-n—e)TVI(R-n—e)+A(D-n)?, (11)

where n and e are vectors, whose elements represent the unknown neutron distribution and the
measured ZDC spectrum respectively, V is the covariance matrix of e, D is the first derivative matrix
and A is the regularization strength.

The optimal solution is calculated by taking the derivative of the above equation, with respect to
n. The derivative can be rearranged into the form of linear system of equations:

(RTVIR+AD'D)n = RTVle. (12)
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The optimal n is calculated from this expression using the LU decomposition method.

The result of this calculation is shown in the right panel of Figure 8. This result serves as a
strong constraint and may challenge the models of hadron-nucleus collisions and spectator neutron
production [2,11-16].
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Figure 8. Response matrix (left) and the unfolded neutron multiplicity distribution (right). [21]

7. Conclusions

Very forward neutrons are produced in hadron-nucleus and heavy ion collisions via intranuclear
cascades, evaporation and nuclear resonances. In the CMS experiment they are observed by the
ZDCs. The individual channels of ZDCs in 2016 were gain matched using data collected in 2010.
Peaks are observed in the ZDC energy spectrum, which correspond to events with one, two and three
nearly monoenergetic spectator neutrons. This provides an opportunity to calibrate the detector and
measure the resolution, which is 24%. The pileup effects are corrected using a Fourier deconvolution
method. As the very forward energy is suitable to be a centrality estimator, the corrected ZDC energy
distribution is used to calculate centrality percentiles. The neutron multiplicity distribution can be
unfolded using Tikhonov regularization and the results serve as a constraint for the theoretical nuclear
break-up models.
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Abstract: The temperature (T) dependence of the axion mass is predicted for T's up to ~2.3x the
chiral restoration temperature of QCD. The axion is related to the U4 (1) anomaly. The squared axion
mass 11,(T)? is, modulo the presently undetermined scale of spontaneous breaking of Peccei-Quinn
symmetry f, (squared), equal to QCD topological susceptibility x(T) for all T. We obtain x(T) by
using quark condensates calculated in two effective Dyson-Schwinger models of nonperturbative
QCD. They exhibit the correct chiral behavior, including the dynamical breaking of chiral symmetry
and its restoration at high T. This is reflected in the U 4 (1) symmetry breaking and restoration through
X(T). In our previous studies, such x(T) yields the T-dependence of the U 4 (1)-anomaly-influenced
masses of 7’ and 17 mesons consistent with experiment. This in turn supports our prediction for the
T-dependence of the axion mass. Another support is a rather good agreement with the pertinent
lattice results. This agreement is not spoiled by our varying u and d quark mass parameters out of
the isospin limit.

Keywords: axion; QCD; non-Abelian axial anomaly; U4 (1) symmetry breaking; chiral restoration

1. Introduction

The axion, one of the oldest hypothetical particles beyond the Standard Model, intensely
sought for by many experimentalists already for 40 years now, still escapes detection [1]. It was
introduced theoretically [2-5] to solve the so-called Strong CP problem of QCD. The problem is that
no experimental evidence of CP-symmetry violation has been found in strong interactions, although
the QCD Lagrangian Locp(x) can include the so-called 6-term Ly(x) = 0 Q(x) where gluon field
strengths Pﬁv(x) form the CP-violating combination Q(x) named the topological charge density:

2
Q(x) = 357‘(2 Fﬁv(x) Fomv, where FPM = %G”VW Fgg(x). (1)
Whereas Q(x) can be re-cast in the form of a total divergence d,,K¥, discarding Ly is not justified even
if Fﬁv(x) vanish sufficiently fast as |x| - co. Specifically, FF = 9, K" can anyway contribute to the
action integral, since in QCD there are topologically nontrivial field configurations such as instantons.
They are important for, e.g., obtaining the anomalously large mass of the 7 meson. Also, precisely the
form (1) from the 6-term appears in the axial anomaly, breaking the U4 (1) symmetry of QCD - see
Equation (2).

For these reasons, one needs Ly(x) = 6 Q(x) in the QCD Lagrangian, as reviewed briefly in
Section 1 of Ref. [6]. Moreover, the Strong CP problem cannot be removed by requiring that the
coefficient 6 = 0, since QCD is an integral part of the Standard Model, where weak interactions
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break the CP symmetry. This CP violation comes from the complex Yukawa couplings, yielding the
complex CKM matrix [7,8] and the quark-mass matrix M which is complex in general. To go to the
mass—eigenstate basis, one diagonalizes the mass matrix, and the corresponding chiral transformation
changes @ by argdet M. Hence, in the Standard Model the coefficient of the Q oc FF term is in fact
6 = 0 + arg det M [6]. Therefore, to be precise, we change our notation to -term, Ly - Lj.

Since CP is not a symmetry of the Standard Model, there is no a priori reason 6, which results from
the contributions from both the strong and weak interactions, should vanish. And yet, the experimental
bound on it is extremely low, |9] < 10719 [9], and in fact consistent with zero. Therefore, the mystery of
the vanishing strong CP violation is: why is 6 so small?

The most satisfactory answer till this very day has been provided by axions, even though the
original variant has been ruled out [1]. In the meantime, they turned out to be very important
also for cosmology, as promising candidates for dark matter—see from relatively recent references
such as [10,11] to the earliest papers [12-14]. (For an example of a broader review of axion physics,
see [15].) It is thus no wonder that ever since the original proposal of the axion mechanism [2-5] in
1977-1978, many theorists kept developing various ideas on this theoretically much needed object,
trying to pinpoint the properties of this elusive particle and increase chances of finding it.

However, to no avail. There have even been some speculations that the axion is hidden in
plain sight, by being experimentally found, paradoxically, already years before it was conjectured
theoretically: namely, that the axion should in fact be identified with the well-known ;" meson with
a minuscule admixture of a pseudoscalar composite of neutrinos [16]. Nevertheless, while an intimate
relation between the axion and 7" doubtlessly exists, reformulations of the axion theory, let alone so
drastic ones, are in fact not needed to exploit this axion-’ relationship: thanks to the fact that both
of their masses stem from the axial anomaly and are determined by the topological susceptibility of
QCD, in the present paper we show how our previous study [17] of the temperature (T) dependence
of the " and 1 mesons give us a spin-off in the form of the T-dependence of the axion mass, m,(T).
It is given essentially by the QCD topological susceptibility x(T), which is rather sensitive to changes
of the lightest quark masses m,: Equation (9) vanishes linearly when m,; — 0 even for just one flavor 4.
We thus examine the effect of their values on x(T) also out of the isosymmetric limit, and find that such
a variation can be accommodated well. The agreement with lattice results on x(T) is reasonably good.

2. Connection with the Complex of the 77" and 7 Mesons

2.1. Some Generalities on the Influence of the Anomaly on 1" and y

In this paper, we neglect contributions of quark flavors heavier than g = s and take Ny = 3 as the
number of active flavors.

At vanishing and small temperatures, T ~ 0, the physical ;' meson is predominantly! 7o,
the singlet state of the flavor SU(3) group, just like its physical partner, the lighter isospin-zero
mass eigenstate 7 is predominantly the octet state #g. Unlike the SU(3) octet states 77, K and 7g,
the singlet g is precluded from being a light (almost-)Goldstone boson of the dynamical breaking
of the (only approximate) chiral symmetry of QCD (abbreviated as DChSB). Namely 7 receives a
relatively large anomalous mass contribution from the non-Abelian axial ABJ?> anomaly, or gluon
anomaly for short. An even better name for it is the U4 (1) anomaly, since it breaks explicitly the U4 (1)
symmetry of QCD on the quantum level.

The mass eigenstate #’ is approximated only roughly by the pure SU(3) singlet state 79, due to the relatively large explicit
breaking of the flavor SU(3) symmetry by much heavier s-quark: 2ms/(my, + m;) = 27.3+0.7 [1].

AB]J anomaly stands for names of Adler, Bell, and Jackiw, as a reminder of their pioneering work on anomalies [18,19]
exactly half a century ago this year.
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The breaking of U4 (1) by the anomaly makes the flavor singlet (4 = 0) axial current of quarks,
Ag () = Xy=uas 9(x) 7" v59(x), not conserved even in the chiral limit:

I AL (x) =1 Zd 2myq(x)v5q(x) + 2NfQ(x),  (Nf=3), )
q=u,d,s

unlike the corresponding octet currents Af; (x),a=1,2,..,N J% — 1. In the chiral limit, the current masses

of non-heavy quarks all vanish, m; - 0 (g =u,d,s), but the divergence of the singlet current Ag is not
vanishing due to the U4 (1) anomaly contributing no other but the topological charge density operator
Q(x) (1)—that is, precisely the quantity responsible for the strong CP problem.

The quantity related to the Uy (1)-anomalous mass in the 7'~ complex is the QCD topological
susceptibility yx,

x= [dx 0T, ©)

where 7 denotes the time-ordered product.

Figure 1 shows how anomaly contributes to the mass matrix (in the basis of quark-antiquark
(99) pseudoscalar bound states P) by depicting how hidden-flavor g7 pseudoscalars mix, transiting
through anomaly-dominated gluonic intermediate states.

___*__

]|

Figure 1. Uy (1) anomaly-induced, hidden-flavor-mixing transitions from pseudoscalar quark-antiquark
states P = g4 to P’ = 4’7’ include both possibilities g = g’ and g # g’. Springs symbolize gluons. All lines
and vertices are dressed in accord with the nonperturbative QCD. Nonperturbative configurations are
essential for nonvanishing anomalous mass [20] contribution to 79 ~ ', since Q(x) is a total divergence.
The gray blob symbolizes the infinity of all intermediate gluon states enabling such transitions, so that
the three bold dots represent any even [21] number of additional gluons. Just one of infinitely many,
but certainly the simplest realization thereof, is when such a transition is mediated by just two gluons (and
no additional intermediate states), whereby the above figure reduces to the so-called “diamond graph”.

2.2. On Some Possibilities of Modeling the U 4 (1) Anomaly Influence

Light pseudoscalar mesons can be studied by various methods. We have preferred using [17,21-32]
the relativistic bound-state approach to modeling nonperturbative QCD through Dyson-Schwinger
equations (DSE), where, if approximations are consistently formulated, model DSE calculations also
reproduce the correct chiral behavior of QCD. This is of paramount importance for descriptions
of the light pseudoscalar mesons, which are quark-antiquark bound states but simultaneously
also the (almost-)Goldstone bosons of DChSB of QCD. (For general reviews of the DSE approach,
see, e.g., Refs. [33-36]. About our model choice at T = 0 and T > 0, in the further text see especially
Appendix A).

Figure 1 illustrates how hard computing would be “in full glory” the U4 (1)-anomalous mass
and related quantities, such as the presently all-important topological susceptibility (3) in the
DSE approach with realistically modeled QCD interactions—especially if the calculation should
be performed in a consistent approximation with the calculation of the light pseudoscalar bound states,
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to preserve their correct chiral behavior. (For this reason, they have most often been studied in the
rainbow-ladder approximation of DSE, which is inadequate for the anomalous contributions [33-36],
as also Figure 1 shows.)

However, our DSE studies of pseudoscalar mesons have been able to address not only pions and
kaons, but also #’ and 1 mesons, for which it is essential to include the anomalous U4 (1) symmetry
breaking at least at the level of the masses. This was done as described in Refs. [21,24,29,30,37], namely
exploiting the fact that the U4 (1) anomaly is suppressed in the limit of large number of QCD colors
N [38,39]. This allows treating the anomaly contribution formally as a perturbation with respect
to the non-anomalous contributions to the 1 and 7’ masses [21,24,29]. This way we avoid the need
to compute the anomalous mass contribution together, and consistently, with the non-anomalous,
chiral-limit-vanishing parts of the masses. The latter must be evaluated by some appropriate, chirally
correct method, and our preferred tool—the relativistic bound-state DSE approach [33-36]—is just one
such possibility. The point is that they comprise the non-anomalous part of the 7'~ mass matrix, to which
one can add, as a first-order perturbation, the U (1)-anomalous mass contribution My;, (1)—and it does
not have to be modeled, but taken from lattice QCD [29]. Specifically, at T = 0, My, (1) can be obtained
from xym, the topological susceptibility of the (pure-gauge) Yang-Mills theory, for which reliable lattice
results have already existed for a long time> [40-42].

This can be seen from the remarkable Witten—Veneziano relation (WVR) [38,39] which in a very
good approximation relates the full-QCD quantities (17, 7 and K-meson masses M, M, and Mg
respectively, and the pion decay constant f), to the pure-gauge quantity xym:

M2, + M2 - 2 M} = 2Ny ?‘;TM = My 4)
7T

The right-hand-side must be the total U 4 (1)-anomalous mass contribution in the #'-r complex, since
in the combination on the left-hand-side everything else cancels at least to the second order, O(mé),
in the current quark masses of the three light flavors q = u,d,s. This is because the non-anomalous,
chiral-limit-vanishing parts M,z of the masses of pseudoscalar mesons* P ~ g4’ composed of
sufficiently light quarks, satisfy the Gell-Mann—Oakes—Renner (GMOR) relation with their decay
constants f, and the quark-antiquark (74) condensate signaling DChSB:

—{79)o
ng, = (fc;].liqm)z (mg + mq/) + O(mg,,mg) (9,9 =u,d,s). (5)
a7’
Here %‘,’hm = fagr(mg,my — 0), and (7q)o denotes the massless-quark condensate, i.e., the g7

chiral-limit condensate, or “massless” condensate for short. (In the absence of electroweak interactions,
the “massless” condensates have equal values for all flavors: (§q)o = (§'q)o.) It turns out that even
s-flavor is sufficiently light for Equation (5) to provide reasonable approximations.

Using WVR and xywm to get the anomalous part of the 7" and # masses is successful [29] only
for T ~ 0, or at any rate, T’s well below T, the pseudocritical temperature of the chiral transition.
In the absence of a systematic re-derivation of WVR (4) at T > 0, its straightforward extension (simply
replacing all quantities by their T-dependent versions) is tempting, but was found [31] unreliable and
with predictions in a drastic conflict with experiment when T starts approaching T.. This is because
the full-QCD quantities M,/(T), My(T), Mk(T) and f(T) have very different T-dependences from

This is in contrast with x = xqcp, the full-QCD topological susceptibility (3), which is much harder to find on the lattice
because of the light quark flavors. x = xqocp approaches xyn only if one takes the quenched limit of infinitely massive quarks,
XYM = Xquench, Since quarks then disappear from the loops of Equation (3).

The combinations P ~ g7’ need not always pertain to physical mesons. The pseudoscalar hidden-flavor states uil, dd, s3 are
not physical as long as the U4 (1) symmetry is not restored ( i.e., the anomaly effectively turned off, see around Equation (2.6)
in Ref. [43] for example), but build the SU(3) states 7y, 73 and 0.
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the remaining quantity xym(T), which is pure-gauge and thus much more resilient to increasing
temperature: the critical temperature of the pure-gauge, Yang-Mills theory, Ty),, is more than 100 MeV
higher than QCD’s T, = (154 +9) MeV [44,45]. The early lattice result Ty ~ 260 MeV [40,41] is still
accepted today [46], and lattice groups finding a different Ty claim only it is even higher, for example
Typ = (300 +3) MeV of Gattringer et al. [42]. (There are even some claims about experimentally
established Ty = 270 MeV [47].)

We thus proposed in 2011. [48] that the above mismatch of the T-dependences in WVR (4) can
be removed if one invokes another relation between xyy and full-QCD quantities, to eliminate xym,
i.e., substitute pertinent full-QCD quantities instead of xyy; at T > 0. This is the Leutwyler-Smilga
(LS) relation, Equation (11.16) of Ref. [49], which we used [17,37,48] in the inverted form (and in
our notation):

= X =y 6
Xym 1+X(m%+mid+m%)m()()/ (6)
to express (at T = 0) pure-gauge xym in terms of the full-QCD topological susceptibility x = xqocp,
the current quark masses 11;, and (77)o, the condensate of massless, chiral-limit quarks. The combination
which these full-QCD quantities comprise, i.e., the right-hand-side of the LS relation (6), we denote (for
all T) by the new symbol X for later convenience - that is, for usage at high T, where the equality (6)
with xypm does not hold.
The remarkable LS relation (6) holds for all values of the current quark masses. In the limit of
very heavy quarks, it correctly yields x = Xquenched = Xym for mg — oo, it but it also holds for the light
mg. In the light-quark sector, the QCD topological susceptibility x can be expressed as [49-51]:

—{749)o
X=—7"—" +Cu, (7)
i+t

where Cy, represents corrections of higher orders in light-quark masses m,. Thus, it is small and often
neglected, leaving just the leading term as the widely used [52] expression for yx in the light-quark,
Ny =3 sector. However, setting C;, = 0 in the light-quark x (7) returns us xym = oo through
Equation (6) [48]. Or conversely, setting xym = oo in the LS relation (6), gives the leading term
of x (7) (see also Ref. [43]). This can be a reasonable, useful limit considering that in reality xym/x 2 40.
Nevertheless, in our previous works on the #'-5 complex at T > 0 [17,48] we had to fit Cy, (and
parameterize it with Ansitze at T > 0), since we needed the realistic value of xym(T =0) = X(T =0)
from lattice to reproduce the well-known masses of 7 and #” at T = 0. (However, just for x(T) this is
not necessary.)

Replacing [48] xym(T) by the full-QCD quantity x(T) obviously keeps WVR at T = 0, but avoids
the "YM vs. QCD’ T-dependence mismatch with f,(T) and the LHS of Equation (4), so it is much more
plausible to assume the straightforward extension of T-dependences. The T-dependences of x(T) (7)
and X(T), and thus also of the anomalous parts of the 7 and 7’ masses, are then obviously dictated by
(39)0(T), the “massless” condensate.

General renormalization group arguments suggest [53] that QCD with three degenerate
light-quark flavors has a first-order phase transition in the chiral limit, whereas in QCD with (2+1)
flavors (where s-quark is kept significantly more massive) a second-order chiral-limit transition® is
also possible and even more likely [62-64]. What is important here, is that in any case the chiral-limit
condensate (7q)o(T) drops sharply to zero at T = T.. (The dotted curve in Figure 2 is just a special
example thereof, namely (79)o(T) calculated in Ref. [48] using the same model as in [17] and here.)
This causes a similarly sharp drop of X(T) and x(T). (We may be permitted to preview similar dotted

5 This is a feature exhibited by DSE models, or at least by most of them, through the characteristic drop of their chiral-limit,

massless g7 condensates [54-61].

13



Universe 2019, 5, 208

curves in Figures 5 and 7 in the next section and anticipate that in this case one would get a massless
axion at T = T;.) This was also the reason, besides the expected [65,66] drop of the 7’ mass, Ref. [48]
also predicted so drastic drop of the # mass at T = T, that it would become degenerate with the
pion. However, no experimental indication whatsoever for a decreasing behavior of the 77 mass, and
much less for such a conspicuous sharp mass drop, has been noticed to this day, which seems to favor
theoretical descriptions with a smooth crossover. Also, recent lattice QCD results (see [44,67,68] and
their references) show that the chiral symmetry restoration is a crossover around the pseudocritical
transition temperature T.

300

2501

DO
o
o

All values in [MeV]

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
T/TCh

Figure 2. The relative-temperature T/T. dependences (where T¢y, = T¢) of (the 3rd root of the absolute
value of) the g7 condensates, and of (the 4th root of) the topological susceptibility x(T) and the full
QCD topological charge parameter A(T). Everything was calculated in the isosymmetric limit using
the separable rank-2 DSE model which we had already used in Refs. [17,31,48]. (See Appendix A for
the model interaction form and parameters, and the first line of Table 1 for the numerical values of the
condensates and ) at T = 0.) Only the chiral-limit condensate (7q)o(T) falls steeply to zero at T = T¢y,,
indicative of the second-order phase transition. This sharp transition would through (7) and (6) be
transmitted to, respectively, the chiral-limit y(T) and ¥(T), and ultimately to the 5 and ;" masses in
Ref. [48]. The highest curve (dash-dotted) and the second one from above (dashed) are (3rd roots
of the absolute values of) the condensates (5s)(T) and (iiu)(T), respectively. Their smooth crossover
behaviors carry over to x(T) and A(T) through Equations (9) and (8), respectively, leading to the
empirically acceptable predictions [17] for the T-dependence of the 77 and ;" masses. It turns out that
x(T) (9) also gives the smooth crossover behavior also to the T-dependence of the axion mass.

To describe such a crossover behavior of the chiral transition, we incorporated [17,37] into our
approach Shore’s generalization [69] of the Witten—Veneziano relation. To be precise, we studied it
at T = 0 already in 2008 [30] and adapted it to our DSE bound-state context by applying some very
plausible simplifications [20]. The more recent reference [37] presented the analytic, closed-form
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solutions to Shore’s equations for the pseudoscalar meson masses. These solutions showed that Shore’s
approach is then actually quite similar to the original WVR, leading to a similar #-7’ mass matrix [37].

Presently, the most important advantage is that Shore’s generalization leads to the crossover
T-dependence. As obtained in Section 3 for two specific interactions modeling the nonperturbative
QCD interaction, these condensates exhibit a smooth, crossover chiral symmetry transition around
T.. Here Figure 2 illustrates this generic behavior by displaying the results obtained in Section 3 for
a specific DSE model: the higher current quark mass, the smoother the crossover behavior, which
then results in the crossover behavior also of other quantities, like the presently all-important quantity,
the QCD topological susceptibility x(T).

This comes about as follows: the quantity which in Shore’s mass relations [69] has the role of
Xym in the Witten—Veneziano relation, is called the full-QCD topological charge parameter A. (Shore
basically took over this quantity from Di Vecchia and Veneziano [50].) At T = 0, it is approximately
equal to yym in the sense of 1/N; expansion. Shore uses A to express the QCD susceptibility x
through a relation similar to the Leutwyler-Smilga relation (see Equations (2.11) and (2.12) in Ref. [69]),
but using the condensates (i), (dd), (3s) of realistically massive u,d,s quarks. The inverse relation,
yielding A (with the opposite sign convention), is the most illustrative for us:

1
A= - 1 1 (A:XYM"'O(E) at T=0). (8)

1
T+x( my (iu) + my (dd) * g (8s) )

Obviously, it is analogous to the inverted LS relation (6) defining X, except that A is expressed through
“massive” condensates. (If they are all replaced by (7q)o, then A — X.) They are in principle different
for each flavor, but in the limit of usually excellent isospin symmetry, (i1u) = (dd).

One can examine the limiting assumption A = co in analogy with taking the limit yypm = oo
compared to x = xocp- Then, for A = oo (be it in our Equation (8) or Shore’s Equations (2.11) and
(2.12) for x), one recovers the leading term of the QCD topological susceptibility expressed by the
“massive” condensates. However, if one needs a finite A, as in -1 calculations [17] where one needs
to reproduce A » Xy, one also needs the appropriate correction term C’,,, just as Cy, in Equation (7),

so that:
-1

x(T) = 1 +Ch. 9)

1 1
1 (@) (T) g (ddy(T) T 15 (55)(T)

Again, C’,, is a very small correction term of higher orders in the small current quark masses mg
(9 =u,d,s), and we can neglect it in the present context, where we actually have a simpler task than
finding T-dependence of the 17 and 7’ masses in Ref. [17]. Since it turns out that for determining the
T-dependence of the mass of the QCD axion we do not need to find A, we set C " = 01in this paper
throughout. One needs just the topological susceptibility x(T) for that, and just the leading term of (9)
will suffice to yield the crossover behavior found on lattice ( e.g., in Refs. [70-72]).

3. The Axion Mass from the Non-Abelian Axial Anomaly of QCD

Peccei and Quinn (PQ) introduced [2,3] a new global symmetry U(1)pg which is broken
spontaneously at some very large, but otherwise still unknown scale f, > 108 GeV [1,73], which
determines the absolute value of the axion mass m,. Nevertheless, this constant cancels from ratios
such as m,(T)/m,(0), where T is temperature. Thus, useful insights and applications, such as those
involving the nontrivial part of axion T-dependence, are possible in spite of f, being presently unknown.

The factor in the axion mass which carries the nontrivial T-dependence, is the QCD topological
susceptibility x(T). This quantity is also essential for our description of the #'-5 complex at T > 0,
since it relates the T-dependence of the anomalous breaking of U4 (1) symmetry.
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3.1. The Axion as the Almost-Goldstone Boson of the Peccei-Quinn Symmetry

The pseudoscalar axion field a(x) arises as the (would-be massless) Goldstone boson of the
spontaneous breaking of the PQ symmetry U(1)pq [4,5]. The axion contributes to the total Lagrangian
its kinetic term and its interaction with fermions of the Standard model. Nevertheless, what is
important for the resolution of the strong CP problem, is that the axion also couples to the topological
charge density operator Q(x) defined in Equation (1) and generating the U 4 (1)-anomalous term in
Equation (2). The 6-term in Lcp thus changes into

n 2
Lg—~ ﬁg:ion = (6 + Z) 64%? EHVP(TFIZ/F;?U : (10)
Because of this axion-gluon coupling, the U(1)pg symmetry is also broken explicitly by the U, (1)
anomaly (gluon axial anomaly). This gives the axion a nonvanishing mass, m, # 0 [4,5].
Gluons generate an effective axion potential, and its minimization leads to the axion expectation
value (a) which makes the modified coefficient of Q(x) in Equation (10) vanish: 6 +(a)/fa = 6’ = 0.
Obviously, the experiments excluding the strong CP violation, such as [9], have in fact been
finding that consistent with zero is ’, the coefficient of Q(x) in the QCD Lagrangian when the axion
exists. The strong CP problem is thereby solved, irrespective of the initial value of 6. (Relaxation
from any 6-value in the early Universe towards the minimum at 6 = —(a)/f, is called misalignment
production. The resulting axion oscillation energy is a good candidate for cold dark matter [10-15].)

3.2. Axion Mass from the Topological Susceptibility from Condensates of Massive Quarks

Modulo the (squared) Peccei-Quinn scale f2, the axion mass squared is at all temperatures T
given by the QCD topological susceptibility [11,43,70-72,74] very accurately [75,76] (up to negligible
corrections of the order (pion mass)?/f>):

m(T) =~ x(T), (11)

as revealed by the quadratic term of the expansion of the effective axion potential.

We explained in Section 2 how the U, (1) symmetry-breaking quantity x(T) can be obtained
through Equation (9) as a prediction of any method which can provide the quark condensates (4g)(T)
(g9 = u,d,s). Thus, one can get the T-dependence of the axion mass (11) through the mechanism where
DChSB drives the U4 (1) symmetry breaking. (And conversely, of course: the chiral restoration then
drives the restoration of U (1) symmetry.)

An excellent tool to study DChSB, and in fact “produce” it in the theoretical sense, is one of
the basic equations of the DSE approach - the gap equation. The most interesting thing it does for
nonperturbative QCD is explaining the notion of the constituent quark mass around % of the nucleon
mass My by generating them via DChSB, in the same process which produces the qi condensates. Thanks to
this, g4 condensates can be evaluated from dressed quark propagators. Specifically, hadronic-scale large
(~ Mn/3 at small momenta p) dressed quark-mass functions Mq(p2) = By( r?) JAq( p?) are generated
despite two orders of magnitude lighter current quark masses 14, and in fact even in the chiral limit,
when m, = 0! This happens in low-energy QCD thanks to nonperturbative dressing via strong dynamics,
making strongly dressed quark propagators S;(p) out of the free quark propagators Sgree :

# S( )_ 1
iy-p+myg 7P iy pAg(p?) + By(p?)

Sgree(p) = (Euclidean space expressions).  (12)
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The solution for the dressed quark propagator S,(p) of the flavor g, i.e., the dressing functions A,(p?)
and B,(p?), are found by solving the gap equation

S;M(p) = SEe(p) - Z4(p),  (g=ud,s), (13)

where X;(p) is the corresponding DChSB-generated self-energy, for example, Equation (14) if the
rainbow-ladder truncation is adopted.

In the present work, all we want to model of nonperturbative QCD are the condensates (7g) at all
temperatures T, and for that the solutions of the quark-propagator gap Equation (13) are sufficient,
i.e., we do not need the Bethe-Salpeter equation (BSE) for the g4’ pseudoscalar bound states. However,
we want the same condensates, and basically the same (leading term of) the topological susceptibility
as we had in our related -1 paper [17], and in a number of earlier papers, such as Refs. [31,48]. Thus,
we now use the same model interaction we have been using then in the consistent rainbow-ladder
(RL) truncation of DSE’s to produce chirally correctly behaving pseudoscalar mesons - that is, with the
non-anomalous parts of their masses given by GMOR (5).

Thus, the quark self-energy in the gap Equation (13) in the RL truncation is

4
20) =~ [ e DRy TS0 19

where D;‘fl’, (k)ef is an effective gluon propagator, which should be chosen to model the nonperturbative,
low-energy domain of QCD. This can be done in varying degrees of DSE modeling, depending on the
variety of problems one wants to treat [33-36,77]. For example, in the context of low-energy meson
phenomenology, if one does not aim to address problems of perturbative QCD, it is better not to
include the perturbative part of the QCD interaction. Otherwise, in the words of very authoritative
DSE practitioners, “the logarithmic tail and its associated renormalization represent an unnecessary
obfuscation” [78].

In medium, the original O(4) symmetry is broken to O(3) symmetry. The most general form of
the dressed quark propagator then has four independent tensor structures and four corresponding
dressing functions. At nonvanishing temperature, T > 0, we use the Matsubara formalism, where
four-momenta decompose into three-momenta and Matsubara frequencies: p = (p°, 5) = pn = (W, p)-
Therefore, the (inverted) dressed quark propagator S;(p) (13) becomes

S#(Pn) = Sgl(ﬁ/wn) =iy- ﬁAq(ﬁzrwn) +iwn Yy Cq(szfwn) + Bq(ﬁzrwn) +iwnYvsY- ﬁDq(ﬁzrwn)- (15)

(The T-dependence of the propagator dressing functions is understood and, to save space, is not
indicated explicitly, except in Appendix A).

Nevertheless, the last dressing function Dj( p2,wy) is so very small that it is quite safe and
customary to neglect it—e.g., see Refs. [34,79]. Thus, also we set D, = 0, leaving only A;, C; and By.

For applications in involved contexts, such as calculations at T > 0, appropriate simplifications
are very welcome for tractability. This is why in Refs. [17,31,48] and presently, we adopted relatively
simple, but phenomenologically successful [30-32,77,80] separable approximation [77]. The details
on the functional form and parameters of the presently used model interaction can be found in
Appendix A.

As already pointed out in the original Ref. [77], the model Ansitze for the nonperturbative
low-energy interaction (“interaction form factors”) are such that they provide sufficient ultraviolet
suppression. Therefore, as noted already in Ref. [77], no renormalization is needed and the multiplicative
renormalization constants, which would otherwise be needed in the gap Equations (13) with (14), are 1.
The usual expression for the condensate of the flavor g then becomes

(1) = -Ne f Te[Sy(p)] = -NeT 3

nez

[ any TS B@], (16)
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where Tr is the trace in Dirac space, and the combined integral-sum symbol indicates that when
the calculation is at T > 0, the four-momentum integration decomposes into the three-momentum
integration and summation over fermionic Matsubara frequencies wy, = (2n+1)nT, n € Z.

As is well known, the condensates (16) are finite only for massless quarks, 1, = 0, i.e., only (gq)o is
finite, while the “massive” condensates are badly divergent, and must be regularized, i.e., divergences
must be subtracted. Since the subtraction procedure is not uniquely defined, the chiral condensate at
nonvanishing quark mass is also not uniquely defined. However, the arbitrariness is in practice slight
and should rather be classified as fuzziness. It should not be given too large importance in the light of
small differences between the results of various sensible procedures.

Our regularization procedure is subtracting the divergence-causing m, (~ several MeV) from the
scalar quark-dressing function Bq(pz) (~ several hundred MeV) whenever it is found in the numerator
of the condensate integrand. To justify our particular regularization of massive condensates as
physically meaningful and sensible, we have examined its consistency with two different subtractions
used on lattice [81-83] and in a recent DSE-approach paper [84].

We shall now test our massive condensates obtained from the separable rank-2 DSE model (see
Appendix A), whose regularized versions have already been shown in Figure 2.

Let us first consider the subtraction on lattice (normalized to 1 for T = 0) first proposed in Ref. [81]
in their Equation (17), rewritten in our notation and applied to our condensate of u-quarks (and of
course d-quarks in the isospin limit):

(@ u)(T) - (7u)(0) +(74)0(0)
{79)0(0) '

In Figure 3, the upper, red curve shows (normalized) u-quark condensate (i )(T) /(i u)(0) when
regularized in the usual way, by subtracting m, from B,(p?) in the numerator of the condensate
integrand. It agrees very well with the lattice regularization Rz, (17) of our condensate (i u)(T),
represented by the green curve. The agreement with the lattice data points taken (if pertinent) from
Table 6 of Ref. [82] is also rather good.

Next, we examine the consistency of our subtraction with the most usual condensate subtraction
on the lattice, which combines the light and strange quark condensates and their masses like this:

Ry (T) = Riauy(T) = (17)

Aps(T) = (I1)i(T) - *( s)s(T). (18)

ms

Following Isserstedt et al. [84], in Figure 4 we make comparison of the normalized version thereof

(II)(T) - 5t (ss)(T)
(I1)(0) - 5L(55)(0)

with the lattice data of Ref. [83]. The agreement is very good, which implies also the agreement with
the subtracted condensates in the recent DSE paper [84], which made this successful comparison first
(in its Figure 3).

To conclude: results shown in Figures 3 and 4 demonstrate that certain arbitrariness in the choice
of regularization does not disqualify our massive condensates from useful applications, such as using
them in Equation (9) to make predictions on the topological susceptibility.

Al,S(T) =

l
7 (I = u or d in the isospin symmetric limit) (19)

U)I
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Figure 3. The relative-temperature T/T. dependence of the subtracted (and normalized) condensate
R(py) defined by Equation (17) and introduced by Ref. [81]. The lattice data points are from Figure 6
of Ref. [82], but scaled for the critical temperatures Ty from their Table 2, which is different for the
“crosses” (data points [82] for m, ~ 370 MeV) and “bars” (data points [82] for m ~ 210 MeV). The lower,
green curve results from the R gy (17) subtraction of our u-quark condensate. The upper, red curve is
the T-dependence of our u-quark condensate when regularized in the usual way (see text).
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Figure 4. The relative-temperature T/T; dependence of the (normalized) subtracted quark condensate
(19) from the lattice [83] (blue squares) and from our condensates. Slightly lower, green curve results
from our unsubtracted condensates plugged in Equation (19), while the very slightly higher, red curve
is from our already subtracted condensates.
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3.3. Axion Mass and Topological Susceptibility—Results from the Rank-2 Separable Model in the
Isosymmetric Limit

Our result for x(T)Y* = \/ma(T) fa is presented in Figure 5 as a solid curve and compared,
up to T ~ 23T, with the corresponding results of two lattice groups [70,71], rescaled to the
relative-temperature T/T,. (Table 1 gives numerical values of our results at T = 0.)

100
1/4
— - = Xatt.p
1/4
- Xlatt.B
801

D
(@]

All values in [MeV]

)
jan)

025 050 075 1.00 125 150 1.75 200 225
T/T.

/4 from our often

Figure 5. The relative-temperature T/T. dependence of (the leading term of) x(T)
adopted [17,30-32,48] isosymmetric DSE rank-2 separable model: solid curve for Equation (9) with
14 (with

uncertainties) from lattice: dash-dotted curve extracted from Petreczky et al. [70] and long-dashed

massive-quark condensates, while the dotted curve results from using (7q)g instead. x(T)

curve, from Borsany et al. [71]. (Colors online).

In our case, the results for x(T) and condensates (iiu)(T), (dd)(T) and (3s)(T) needed to obtain
it, are predictions of the dynamical DSE model used in the T > 0 study of #’-5 [17]. This is the same
modeling of the low-energy, nonperturbative QCD interactions as we have already employed in our
earlier studies of light pseudoscalar mesons at T > 0 [30-32,48]: the separable model interaction—see,
e.g., [77,85], and references therein. We have adopted the so-called rank-2 variant from Ref. [77].
The adopted model with our choice of parameters is defined in detail in the Appendix A of the present
work, after the subsection II.A of Refs. [31,86]. It employs the model current-quark-mass parameters
my = my = m; = 549 MeV and ms = 115 MeV. The model prediction for condensates at T = 0 are
(3s) = (-238.81 MeV)? for the heaviest quark, while isosymmetric condensates of the lightest flavors,
(u) = (dd ) = (I1) = (-218.69 MeV)? are quite close to the “massless” one, (7q)o = (-216.25 MeV)3.

Contrary to, e.g., Ref. [48], where the condensate of massless quarks (77)o(T) was used, in Ref. [17]
and here we follow Shore [69] in using condensates of light quarks with nonvanishing current masses.
The smooth, crossover behavior around the pseudocritical temperature T; for the chiral transition
(now confirmed at vanishing baryon density by lattice studies such as [44,67,68,70,71]), is obtained
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thanks to the DChSB condensates of realistically massive light quarks—i.e., the quarks with realistic
explicit chiral symmetry breaking [17].

Table 1. For the both variants of the DSE separable model (with the rank-2 and rank-1 interaction
Ansatz) used in the present paper, various sets of values of the model quark-mass parameters 1,
(g = u,d,s) are related to the model results for the topological susceptibility x and the “massive"
condensates (74q) at T = 0. The topological susceptibility x varies because of varying m4 and (to a much
lesser extent) because of the changes of “massive” condensates induced by changes of the quark-mass
parameters 1. The massless-quark condensate, (74)o, depends only on the dynamical DSE model:
always (7)o = —216.25° MeV? for the rank-2 model, and (7 ¢)q = —248.47> MeV? for the rank-1 model.
Thus, the topological susceptibility x( calculated with the chiral-limit condensate, varies for a given
model only because of varying values of m,. All values are in MeV (or the indicated 3rd or 4th powers

of MeV).
T=0 my  my s X0 (i) (dd) (3s) X
(with (q7)0)
rank-2
my=my[17] 549 549 115 72.18* -218.69° -218.69° -238.81% 72.73%
with constraint
my =048m, [1], 4.66 971 115 74.64* -21835° -220.33° -238.81% 75.44%
fltted my & my
rank-1
My = my 6.6 6.6 142 83.87* -24927%  -24927° -251.49% 84.08*

with constraint
my =048my, [1], 3.15 656 142 75.314 -248.87° -249213 -25149° 7543
fitted my & my

In contrast, using in Equation (9) the massless-quark condensate (§q)o (which drops sharply to
zero at T;) instead of the “massive” ones, would dictate a sharp transition of the second order at
T [17,48] also for x(T), illustrated in Figure 5 by the dotted curve. This would of course imply that
axions are massless [87] for T > T,. It is of academic interest to know what consequences would be
thereof for cosmology, but now it is clear that only crossover is realistic [70,71].

The rather good agreement with lattice in Figure 5 resulted without any refitting of this model,
either in Ref. [17] for #” and 7, or in this subsection. The model is in the isosymmetric limit, m,, =
my = my, which is perfectly adequate for most purposes in hadronic physics. Nevertheless, the QCD
topological susceptibility x in its version (9) contains the current quark masses in the form of harmonic
averages of m, (7q) (9 = u,d,s). A harmonic average is dominated by its smallest argument, and
presently this is the lightest current-quark-mass parameter, motivating us to investigate the changes
occurring beyond the isospin symmetric point.

3.4. Axion Mass and Topological Susceptibility from Rank-1 and Rank-2 Models out of the Isosymmetric Limit

The previous isosymmetric case, pertinent also for the 1'- study [17], has the current-quark-mass
model parameters m, = my = 5.49 MeV. This is above the most recent PDG quark-mass values [1],
but anyway yields x(T = 0) = (72.73 MeV)* already a little below the lattice results [70,71], and below
the most recent chiral perturbation theory result (T = 0) = (75.44 MeV)* [76].

This seems not to bode well for the attempts out of the isosymmetric limit, because lowering the
values of the current masses seems to threaten yielding unacceptably low values of the topological
susceptibility. Indeed, taking the central values from the current quark masses 1, = 22" MeV and
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my = 4.70J_r8::55 MeV and mg = 95fg MeV recently quoted by PDG [1], yields just (62.50 MeV)4 for the
leading term of Equation (9) at T = 0.

However, our model m,,, m; and m; are phenomenological current-quark-mass parameters, and
cannot be quite unambiguously and precisely related to the somewhat lower PDG values of the
current quark masses. The better relation is through the ratios of quark masses, for which PDG gives
my[mg = 0.48+057 [1].

We thus require that it/ mgt = 0.48 be satisfied by the new non-isosymmetric mass parameters it
and mfdit when they are varied to reproduce the recent most precise value x(T = 0) = (75.44 MeV)* [76].
We get mit = 4.66 MeV, resulting in the condensate (iiu)(T = 0) = (-218.35 MeV)? and m* = 9.71 MeV,
resulting in (dd)(T = 0) = (-220.33 MeV)3. (The s-mass parameter is not varied, i.e., m; = mf. The rest
of model parameters, namely those in the Ansatz functions Fo(p?) and Fi(p?) modeling the strength
of the rank-2 nonperturbative interaction (see Appendix), are also not varied.)

The T-dependence of the resulting x(T)4 is given by the short-dashed black curve in Figure 6.
Except its better agreement with the lattice results [70,71] at low T, the new (dashed) x(T)* curve is
very close to the isosymmetric (solid) curve.

80
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Figure 6. The short-dashed black curve shows the non-isosymmetric case of the leading term of
)((T)l/ %, Equation (9), with miit = 466 MeV and mgt = mi*/0.48 = 9.71 MeV, and appropriately
recalculated condensates (iiu)(T) and (dd)(T). The vertical scale is zoomed with respect to Figure 5 to
help resolve the short-dashed curve from the solid curve representing again the isosymmetric case of
the same separable rank-2 model. Also, the lattice results [70,71] are again depicted as in Figure 5.

Now we will check the model dependence by comparing our results presented so far (obtained
in the rank-2 model) with those we get in the separable rank-1 model of Ref. [77]. It is similar to
the previously considered rank-2 one by modeling the low-energy, nonperturbative QCD interaction
with an Ansatz separating the momenta p,, p; of interacting constituents, but is of a simpler form,
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proportional to just Fy(p2) Fo( pi) Its presently interesting feature is that for similar quark-mass
parameters, it yields significantly larger condensates than those in the separable rank-2 model, and
thus also larger x. (This also holds at low and vanishing T even for x(T) calculated using only the
“massless” condensate (§q)o(T). This case is depicted in Figure 7 as the dotted curve.)

The original rank-1 model employs the light-quark current mass parameters in the isosymmetric
limit: m, = my = m; = 6.6 MeV [77]. However, in Equation (9) we also need the s-flavor. The fit
to the kaon mass yields ms = 142 MeV. The model prediction for condensates at T = 0 are then
(3s) = (-251.49 MeV)? for the heaviest quark, while isosymmetric condensates of the lightest flavors,
(u) = (dd) = (I1) = (-249.27 MeV)? are quite close to the “massless” one, (7q)g = (-248.47 MeV)3.
This gives too large topological susceptibility at T = 0, namely x(0) = (84.08 MeV)*. Nevertheless,
for large T, it also falls with T somewhat faster than the rank-2 x(T), since rank-1 condensates fall
with T somewhat faster than the rank-2 ones.

The isosymmetric rank-1 x(T') is depicted by the solid black curve in Figure 7, showing that it
actually falls with T faster even than x(T)’s from lattice [70,71] for practically all T’s high enough to
induce changes. Then, comparing Figures 6 and 7 shows that the lattice high-T results are in between
high-T results of the two separable models.
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Figure 7. From the calculation in the separable rank-1 DSE model [77], the relative-temperature
T/T. dependence of (the leading term of) )((T)l/ s represented by: (i) the solid curve for the
isosymmetric case with my = m; = 6.6 MeV and ms = 142 MeV, (ii) the dotted curve is for the
same mass parameters, but with all condensates approximated by the “massless” condensate (77)o(T),
and (iii) the short-dashed curve for the non-isosymmetric case mf}t =3.15 MeV, mgt = 6.56 MeV, while
mit = mg = 142 MeV. The pertinent lattice results are presented in the same way as in the previous
two Figures: the dash-dotted and long-dashed curves extracted, respectively, from Refs. [70,71].
Colors online.
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To go out of the isospin limit with the rank-1 model, we again require that the changed parameters
mft and mfiit (together with the condensates resulting from them) fit the currently most precise T = 0
value of the topological susceptibility, x = (75.44 MeV)* [76], while also obeying mt /mgit =048,
i.e., the central value of the PDG [1] m,,/m, ratio. (Again, other model parameters including m; are not
varied: n; = mft.)

In our rank-1 model, these requirements yield mgt = 6.56 MeV, i.e,, it practically remained the
same as in the originally fitted model [77]. Of course, its condensate (dd) also remains the same.
The lightest flavor has the mass parameter lowered to mfi* = 3.15 MeV. Now it has only slightly
lower condensate (iiu)(T = 0) = (-248.87 MeV)3, which is even closer to the “massless” (77)o(T = 0).
Nevertheless, (7u)(T) retains the crossover behavior for T > 0, although it falls with T steeper than
more “massive” condensates.

The resulting non-isosymmetric X(TYV* = /ma(T) fa is in Figure 7 shown as the short-dashed
black curve, which is everywhere consistently the lowest (among the “massive”, crossover curves).

4. Summary and Discussion

In the DSE framework, we have obtained predictions for the nontrivial part of the T-dependence
of the axion mass m,(T) = \/x(T)/fa, Equation (11), by calculating the QCD topological susceptibility
X(T), since the unknown Peccei-Quinn scale f, is just an overall constant. We have used two
empirically successful dynamical models of the separable type [77] to model nonperturbative QCD
at T > 0. We also studied the effects of varying the mass parameters of the lightest flavors out of
the isospin limit, and found that our x(T), and consequently m,(T), are robust with respect to the
non-isosymmetric refitting of m, and m; = m,/0.48.

All these results of ours on x(T), and consequently the related axion mass, are in satisfactory
agreement with the pertinent lattice results [70,71], and in qualitative agreement with those obtained in
the NJL model [88]. Everyone obtains qualitatively similar crossover of x(T) around T, but it would
be interesting to speculate what consequences for cosmology could be if x(T'), and thus also m,(T),
would abruptly fall to zero at T = T, due to a sharp phase transition of the “massless” condensate
(G9)0(T). Of course, dynamical models of QCD can access only much smaller range of temperatures
than lattice, where T ~ 20 T;; has already been reached [71]. (On the other hand, the thermal behavior
of the U4 (1) anomaly could not be accessed in chiral perturbation theory [89].)

Since it is now established that (at vanishing and low density) the chiral transition is a crossover,
it is important that one can use massive-quark condensates, which exhibit crossover behavior around
T ~ Te. In the present work, they give us directly, through Equation (9), the crossover behavior of x(T).
However, these are regularized condensates, because a nonvanishing current quark mass m,; makes
the condensate (§g) plagued by divergences, which must be subtracted. In Section 3, we have shown
that our regularization procedure is reasonable and in good agreement with at least two widely used
subtractions on the lattice.

To discuss our approach from a broader perspective, it is useful to recall that JLQCD
collaboration [90] has recently pointed out how the chiral symmetry breaking and U, (1) anomaly are
tied, and stressed the importance of the g4 chiral condensate in that. The axion mass presently provides
a simple example thereof: through Equation (11), m,(T) is at all temperatures directly expressed by
the QCD topological susceptibility x(T), which is a measure of U, (1) breaking by the axial anomaly.
We calculate x(T') through Equation (9) from the quark condensates, which in turn arise from DChSB.
In addition, conversely: melting of condensates around T ~ T, signals the restoration of the chiral
symmetry. Therefore, the U4 (1) symmetry breaking and restoration being driven by the chiral ones is
straightforward.

The relation of x(T) to the " mass is, however, a little less straightforward [17] because it involves
several other elements, but the topological susceptibility remains the main one. Since our present
results on the axion are, in a way, a by-product of the framework which was initially formulated to
understand better the T-dependence of 7" and 7 masses, we have explained it in detail in Section 2.2.
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Therefore, here in the Summary, we should just stress that the topological susceptibility x(T) is the
strong link between the QCD axion and the #-1" complex. It so also in the case of the present paper
regarding our 17-’ reference [17]: specifically, we should note that the actual T-dependence of 1" and
7 is rather sensitive to the behavior of x(T), and rather accurate x(T) is needed to get acceptable
M, (T) and M;;/(T). Thanks to its crossover behavior, our x(T) gives in Ref. [17] empirically allowed
T-dependence of the masses in the 1-1’ complex. However, even a crossover, if it were too steep,
would lead to the unwanted (experimentally never seen) drop of the # mass, just as a too slow one
would not yield the drop of the #’ mass required according to some experimental analyses [65,66].

In that sense, our present predictions on m,(T) are thus supported by the fact that our calculated
topological susceptibility x(T) gives the T-dependence of the U 4 (1) anomaly-influenced masses of #’
and 1 mesons [17] which is consistent with experimental evidence [65,66].
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Abbreviations

The following abbreviations are used in this manuscript:

DChSB  Dynamical chiral symmetry breaking
DSE Dyson-Schwinger equations

QCD Quantum chromodynamics

ABJ Adler-Bell-Jackiw

CKM Cabibbo-Kobayashi-Maskawa

Cp charge conjugation parity

Appendix A. Separable Interaction Models for Usage at T > 0

At T =0, the Dyson-Schwinger equation (DSE) approach in the rainbow-ladder approximation
(RLA) tackles efficiently solving Dyson-Schwinger gap equation and Bethe-Salpeter equations, but
extending this to T > 0 is technically quite difficult. We thus adopt a simple model for the strong
dynamics from Ref. [77], namely the model we already used in Refs. [17,30,31,48]. For the effective
gluon propagator in a Feynman-like gauge, we use the separable Ansatz:

& DI (p— et = 6" > D5t (p—£) —> 6 D(p?,£%,p-0) 5", (A1)

whereby the dressed quark-propagator gap Equations (13) with (14) yields

16  d* B,(¢?)

B.(p%) = e D(p?,¢%,p-¢ d A2
17) =g+ 3 | @ PP ey TR ey (42

8  d (- OAL(£)
A(p?) -1]p* = 2 D(p* %, p-¢ d : A3
[Aq(p*) - 1] p 3J) @2n) (r p-t) 2 A2(¢2) + B3(¢2) (A3)

More specifically, the so-called rank-2 separable interaction entails:

D(p*,€%,p-{) = Dy Fo(p*) Fo(£?) + D1 F1(p?) (p-£) Fa(£2) . (A4)
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Then, the solutions of Equations (A2) and (A3) for the dressing functions are of the form

By(p?) =mg+by Fo(p*)  and  Ag(p*) =1+a; F1(p?), (A5)
reducing Equations (A2) and (A3) to the nonlinear system of equations for the constants b; and a,:
16Dy [ d*  Fo(p*) By(£)
3 (2m)* 02 AZ(£?) + BZ({?)

2Dy [ dt CRE) AP
1 3 (2m)t RAZ(£2)+B3(£?)

b; =

(A6)

(A7)

If one chooses that the second term in the interaction (A4) is vanishing, by simply setting to zero the
second strength constant, Dy = 0, one has a still simpler rank-1 separable Ansatz, where A,4(p?) = 1.

The analytic properties of these model interactions are defined by the choice of the interaction
“form factors” Fo(p?) and Fi(p?). In the present work we will use the functions [32,86]

1 +exp(—p%//\%)
T+exp((p2-p3)/A})°

which satisfy the constraints F(0) = F71(0) = 1 and Fp(o0) = Fy(o0) = 0.

For the numerical calculations we fix the free parameters of the model at T = 0 as in Refs. [32,86],
to reproduce in particular the vacuum masses of the pseudoscalar and vector mesons, M, = 140 MeV,
Mk =495 MeV, M, = 770 MeV, the pion decay constant f = 92 MeV, and decay widths, I'jo_,q+o- =
6.77 keV, I'y—.nz = 151 MeV as basic requirements from low-energy QCD phenomenology.

We thus use the same parameter set as in Refs. [32,86], namely m, = m; = m; = 5.49 MeV,
ms = 115 MeV, DyA3 = 219, D1A§ = 40, Ag = 0.758 GeV, A; = 0.961 GeV and pg = 0.6 GeV for the
rank-2 model.

Fo(p*) =exp(-p*/Aj) and  F(p?) = (A8)

For fixing the parameters in the rank-1 model, we use only the masses of pion and kaon, the pion
decay constant, and GMOR as one additional constraint. This gives m, = my; = m; = 6.6 MeV,
mg = 142 MeV, DOA2 =113.67, and Ag = 0.647 GeV for our values of the rank-1 parameters.

AtT >0, p - pn = (wy, p). Presently, pertinent are the fermion Matsubara frequencies w, =
(2n+1)7T. Due to loss of O(4) symmetry in medium, the dressed quark propagator (12)isat T >0
replaced by

S, (Brwns T) = P Ag(P*, wn; T) + iawn Cq(P, wn; T) + By(F%, wn; T). (A9)

For separable interactions, the dressing functions A, C; and B, depend only on the sum p3 = w3 + p2.
In the separable models (A4), with their characteristic form (A5) of the propagator solutions at T =0,
the dressing functions obtained as solutions of the gap equation at T > 0 are:

Aq(Pi;T) =1 +ﬂq(T)~7:1(Pi), Cq(P%;T) =1 +CW(T)f1(P%)r Bq(P%?T) =my +bq(T)-7:0(Pi)~ (A10)

That is, the former gap constants 2, and b; become temperature-dependent gap functions a¢(T), b¢(T)
and c¢(T) obtained from the nonlinear system of equations:

2(T)="g! TS L ey A P A T) 4 (T, (A1)
cqm:—sz / ﬁfl(pi)w%%(zﬁff) a3 (P 1), (A12)
bo(1) = 120 7 ry [ s DD BT 4 T, (A13)

26



Universe 2019, 5, 208

where the denominator function is dg(p3,T) = ﬁzAg(p%, T) + w? Cg(p%, T)+ B%(pfl, T).
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Abstract:  Study of the open-charm hadron production in heavy-ion collisions is crucial for
understanding the properties of the Quark-Gluon Plasma. In these papers, we report on a selection
of recent STAR measurements of open-charm hadrons in Au+Au collisions at /syny = 200 GeV,
using the Heavy-Flavor Tracker. In particular, the nuclear modification factors of DY and D* mesons,
elliptic and directed flow of D° mesons, Ds/D? and A./D° yield ratios are discussed. The observed
suppression of D’ and D* mesons suggests strong interactions of the charm quarks with the QGP.
The measured elliptic flow of D? mesons is large and follows the NCQ scaling, suggesting that charm
quarks may be close to thermal equilibrium with the QGP medium. Both Ds/D and A./D yield
ratios are found to be enhanced in Au+Au collisions. The enhancement can be explained by models
incorporating coalescence hadronization of charm quarks. In addition, the directed flow of the D°
mesons is measured to be negative and larger than that of light-flavor mesons which is in a qualitative
agreement with hydrodynamic model predictions with a tilted QGP bulk.

Keywords: Quark-Gluon Plasma; open-charm hadrons; nuclear modification factor; elliptic flow;
directed flow

1. Introduction

One of the main goals of the STAR experiment is to study the properties of the Quark-Gluon
Plasma (QGP), which can be produced in ultra-relativistic heavy-ion collisions. Charm quarks are an
excellent probe of the medium created in these collisions since they are produced predominantly in
initial hard partonic scatterings and therefore experience the whole evolution of the medium.

As the charm quark propagates through the QGP, it interacts with the QGP and loses energy.
The most common way to access the energy loss is by studying the modification of open-charm
hadron yields in heavy-ion collisions with respect to those in p+p collisions using the nuclear
modification factor:

dNAA /dpr
I\]c011>d-Npp /de ’

Raa(pr) = < (1)

where (N) is the mean number of binary collisions, calculated using the Glauber model [1]. Raa < 1
for high-pt open-charm hadrons is considered a signature connected with the presence of the QGP
and the level of the suppression gives access to the strength of the interaction between the charm quark
and the medium [2,3].

Another way to obtain information about the charm quark interaction with the QGP is to measure
the azimuthal anisotropy of the produced charm hadrons (v;). The magnitude of the v, that the charm
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quarks develop through the interaction with the surrounding medium carries important information
about the transport properties of the medium [2,3].

To have a more complete picture of the open-charm hadron production in heavy-ion collisions, it is

also important to understand the charm quark hadronization process. The charm quark hadronization
mechanism can be studied through the measurements of the A/ DY and D, /DO yield ratios [4,5].

Since the charm quarks are created very early in the heavy-ion collisions, they can be used to

probe initial conditions in such collisions. Recent theoretical calculations suggest that measurement of
the directed flow v; of open-charm mesons can be sensitive to the initial tilt of the QGP bulk and also
to the initial electro-magnetic field induced by the passing spectators [6,7].

The following section summarizes recent STAR measurements of open-charm hadrons in the
context of the observables and phenomena described above.

2. Open-Charm Measurements with the HFT

All results presented in this summary are from Au+Au collisions at y/syn = 200 GeV which were
collected by the STAR experiment in years 2014 and 2016. Topological reconstruction of the decays,
using an excellent vertex position resolution from the Heavy-Flavor Tracker (HFT) [8], was used to
extract the signals of the open-charm hadrons listed in Table 1.

Table 1. List of open-charm hadrons measured using the HFT. The left column contains decay

channels used for the reconstruction, ¢t is the proper decay length of a given hadron, and BR is

the branching ratio. Charge conjugate particles are measured as well. Values are taken from Ref. [9].

Decay Channel ¢t [pm] BR [%]

Dt - K ntnt 311.8+£2.1 9.46+0.24
D — K-t 1229+04 3.93+£0.04
Df — ¢t - K Ktat 1499421 2.2740.08
Af =K ntp 599 £1.8 6.35+0.33

The reconstruction of D¥ mesons in data from 2016 will be used as an example as the steps of

reconstruction of all the aforementioned particles are similar. First, a series of selection criteria is

applied to the events and tracks. Specific values of the criteria, used in the analysis of DT mesons,

are listed in Table 2.

Table 2. Summary of selection criteria used for extraction of D* candidates from the data. For more

details, see the text.

Event selection

|Vz
V2 = Vyvep)l

< 6cm
< 3cm

Track selection

Pt

vl

nHitsFit
nHitsFit/nHitsMax

> 500 MeV
<1

> 20

> 0.52

HFT tracks = PXL1 + PXL2 + (IST or SSD)

Particle identification

[nor|

TPC
[no|

<3
<2

|1/ =1/ px|

TOF
OF 1178 -1/pk|

< 0.03
< 0.03

Decay topology

DCApair
30pm < Lp+
cos(60)

Amax
DCAr_pv
DCAk-pv

80 pm
2000 um
0.998
200 um
100 pm
80 um

VVAVAA
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The events are selected so that the position of the primary vertex (PV) along the beam axis (V),
which is determined using the HFT and Time Projection Chamber (TPC) [10], is no further than 6 cm
from the center of the STAR detector. This is necessary due to physical dimensions and acceptance
of the HFT. The value of V; is also compared to that measured by the Vertex Position Detector [11]
(V,(vpp)) which helps with rejection of pile-up events as the VPD is a fast detector.

From these events, only tracks with sufficiently large transverse momentum (pt > 300 MeV/c)
are selected to reduce the combinatorial background. The pseudorapidity criterion || < 1 is given
by the STAR detector acceptance. All tracks are also required to have sufficient number of hits used
for track reconstruction inside the TPC (nHitsFit) and to be properly matched to the HFT to ensure
their good quality. In this case, a good HFT track is required to have one hit in each of the inner layers
(PXL1 and PXL.2) and at least one hit in one of the two outer layers (IST or SSD) 1.

Next, all the selected tracks are identified using the TPC and the Time Of Flight (TOF) [12]
detectors. The particle identification (PID) with the TPC is done based on energy loss of charged
particles in the TPC gas. The measured energy loss is compared to the expected one, which is calculated
with Bichsel formula, using no variable [13]. The PID using TOF is done by comparing velocity of
given particle measured by TOF (p) and that calculated from its momentum and rest mass (8, or Bk).

When charged pions and kaons are identified they are combined into Knm triplets within
each event. The topology of the triplet is then constrained using variables shown in Figure 1.
More specifically they are: the maximum distance of closest approach of track pairs (DCApair),
D* meson decay length Lp:, cosine of the pointing angle cos(#), maximum distance between
reconstructed secondary vertices of track pairs (Amax), and the distance of closest approach to the
primary vertex of the kaon (DCAk_py) and each of the pions (DCA_py). Specific values used for
D+ signal extraction are listed in Table 2. The topological selection criteria used for D* mesons will
be optimized using the TMVA [14] in near future, as was done for other open-charm hadron results
presented in the following section, in order to improve statistical significance and also to extend the
pr range.

The D* signal is subsequently extracted from the invariant mass spectrum of the Knrt triplets
which are divided into two sets. The first consists of only correct-sign charge combinations, which may
come from decay of D* mesons (see Table 1) and contains the signal together with a combinatorial
and a correlated background. The combinatorial background shape can be determined using the
second set which contains only wrong-sign charge combinations which cannot originate from decay
of D¥ mesons 2. The correct-sign and the scaled ® wrong-sign invariant mass spectrum of the Krrt
triplets near invariant mass of the D* mesons is shown in top panel of Figure 2. The scaled wrong-sign
spectrum can be then subtracted from the correct-sign one which leads to the spectrum shown in
the bottom panel of Figure 2. The invariant mass peak is fitted with Gaussian function in order to
determine its width o and mean. The raw yield Y4y is calculated using bin counting method in =3¢
region around the peak mean.

The HFT consists of total of four layers of silicon detectors. The two innermost layers are Monolithic Active Pixel Sensors
(MAPS), PXL1 and PXL2. The outer layers are strip detectors, the Intermediate Silicon Tracker (IST) and the Silicon Strip
Detector (SSD).

This method is sufficient for D* analysis. In case of e.g., DY or A, the correlated background needs to be addressed
separately as it is more significant for those analyses.

For combinatorial reasons, there are approximately three times as many wrong-sign charge combinations as the correct-sign
ones in this case. The wrong-sign spectrum is therefore scaled so that it matches the correct-sign one in order to estimate the
combinatorial background. The scale factor is determined from ratio of integrals of the correct and wrong-sign spectrum
outside the D¥ mass peak region which is set 1.795 GeV/ 2 < Miny < 1.945GeV/c2.
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track2

trackl

Primary Vertex (PV)

Figure 1. Depiction of a three body decay topology of D¥ mesons. For details about individual
variables, see the text.
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Figure 2. Invariant mass spectrum of K77t triplets for: (top) correct-sign combinations (blue points)
and with wrong-sign combinations (red points) and (bottom) after background subtraction. The data
are fitted with Gaussian function.
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The invariant spectrum of the D7 mesons is then calculated from the raw yield Yiaw as:

d2N o 1 YraW
2rtprdprdy  27pr Nevt BRAprAye(pr)’

()

where Neyt is number of recorded MB events, BR is the branching ratio (see Table 1) and ¢(pr) is the
total reconstruction efficiency calculated using the data-driven fast-simulator. More details about
the efficiency calculation can be found in article [15]. An example of reconstruction efficiency of D+
mesons in 0%—-10% central Au+Au collisions extracted with selection criteria from Table 2 is shown in
Figure 3.

E ~@— HFT+TPC e
0.005" —@— HFT+TPC+PID e
[ P o
0.004; ':+
—_ [ - ®
&" 0.003- o
w L e
0.002- b4
[ It STAR preliminary
0.001- + 2016 Au+Au Sy = 200 GeV
: E 3 Centrality 0-10%
0:'_._'_‘”““““!\\\‘HH\HH‘HH\HH\HH
1 2 4 567 8 910
P; (GeV/c)

Figure 3. D* reconstruction efficiency in 0%~10% central Au+Au collisions calculated using the
data-driven fast simulator without (black points) and with the PID efficiency (red points).

3. Results

Figure 4 shows the nuclear modification factor Raa of DY [15] and D* mesons as a function of pT
in 0%~10% central Au+Au collisions. Both D? and D¥ are significantly suppressed in high-p region
which suggests a significant energy loss of charm quarks in the QGP. The low to intermediate pr
bump structure is consistent with predictions of models incorporating large collective flow of charm
quarks [15].

1 gz_ STAR preliminary ® D 2016

1 .62* AutAU |5y, = 200 GeV O D°2014

1 :4 = Centrality 0-10% [l D' 2016 Glob. Sys.

1 2; Glob. p+p uncert.
N |

06; - oQ é % é ;‘ ;- p+p uncert.

O . 2 ?. i . LJ:]

23 5 6 T8
P, (GeVl/c)

Figure 4. Raa of DY [15] and D* mesons as a function pt in 0%-10% central Au+Au collisions at
V5NN = 200 GeV. The p+p reference is from combined D* and D measurement by STAR in p+p
collisions at /s = 200 GeV [16].

STAR has also measured and published the elliptic flow (v;) of DY mesons using 2014 data [17].
Results with improved precision from the combined 2014+2016 data are shown in Figure 5a. The results
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clearly shows that charm quarks gain significant elliptic flow as they transverse through the medium.
It is also of importance to test the Number of Constituent Quarks (NCQ) scaling. In Figure 5b is
shown the v, /nq as a function of (mt — mg)/nq, where ngq is the number of constituent quarks, mrt is
the transverse mass and 1 is the rest mass. In both panels, the DV results are compared to similar
measurements for light-flavor hadrons [18]. As can be seen in Figure 5b, a similar scaling is observed
for all particle species within the uncertainties. The observation of sizable D” mesons flow which
follows the NCQ scaling, similarly as light-flavor hadrons, suggests that the charm quarks may be in
thermal equilibrium with the QGP at RHIC.

F o L o 0 ° e _
~ 03[ eD” oA  STARAU+Au |5 =200 GeV| £ D 2 STAR AQL;QU 25375 fgoz;(;cjv
[ o a X o + y - )
e b AT oK 2014 + 2016, 10-40% | > i s
(O] B —_ 4_ o 01 Non-flow estimation
2 o2 2887 ¥ g | Frd= T
S L jorte u?‘-ﬁ LT o i = + b +
g f B LE o - S o[ i L
- o T S 005
& 01 N E“ - + > I 5 -
g r E) : a I
] I e.= - = I %
2 :5398 + ) 3 o 5“ --------------- b)
< 0 B a c - imi
C ‘ STAR Preliminary, | < L ‘ STAR Preliminary !
0 1 2 5 6 0 0.5 1 15 2 25

3 4
P, (GeV/c)

(m_-my) /n_(GeVic )

Figure 5. (a) The elliptic flow (v) of D? mesons and light-flavor hadrons [18] as a function of pr.
(b) The elliptic flow v, divided by the number of constituent quarks nq as a function of (mt —mg)/ nq
for the same particle species as shown in panel (a). All particle species are on top of each other, which is
referred as the NCQ scaling.

To study the charm hadronization and its possible modification in the presence of the QGP, STAR
has measured the A./D° yield ratio as a function of pr and collision centrality, results of which are
shown in Figure 6. As can be seen in panel (a), the ratio is significantly enhanced compared to PYTHIA
model predictions. The data are also compared to models that include coalesence hadronization of
charm quarks [4,5] which predict an enhancement of the ratio with a qualitatively similar pt dependence.
The A./D° yield ratio increases from peripheral to central Au+Au collisions, as shown in Figure 6b.
This and the qualitative agreement with the coalescence models indicates that the A. enhancement
could be a consequence of coalescence hadronization of charm quarks in the medium.

IOD | = Ko: three quark (0-5%) (@) 1 |oa‘ S o e B B e S N
+ - Ko: di-quark, (0-5%) [ (b) 1
S L ] J + Au+Au, Sy = 200 GeV, 3 6 GeV/
O [ - areco(0-20%) o U eh BB
= [ —PYTHA STAR Preliminary | X [ mALCE psp, \5=7TeV,3<p, <4 GeVic
i)
< oL Au+Au, |sy, = 200 GeV | <L ]
ol 10-80% +o
< ° <

'~ i r STAR Preliminary

. . 1
200

300
part

ol 1
100

|
25 35 5

8
o [GeV/c]
Figure 6. (a) The A./D° yield ratio as a function of py for 10%-80% central Au+Au collisions at
V/SNN = 200 GeV. The data are compared to coalescence models [4,5], SHM [19] and PYTHIA. (b) The
Ac/DP yield ratio as a function of centrality (red circles). The STAR data are compared to ALICE
measurement for p+p collisions at /s = 7 TeV [20] (black square).

A complementary measurement to the one discussed above is the measurement of the Ds/D°
ratio. As shown in Figure 7, the D; is enhanced with respect to the averaged result from elementary
collisions [21] as well as PYTHIA model calculations. The TAMU model [22], which includes
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coalescence hadronization of charm quarks, also shows an enhancement of the ratio, but underpredicts
the data. This result also suggests that charm quarks hadronize via coalescence in heavy-ion collisions.
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Figure 7. Ds/DV ratio as a function of pt for two centralities. The data are compared to combined e+e,
p+p and e+p data [21], PYTHIA, TAMU [22] and SHM [19] models.

The last result presented in this overview is from the measurement of (rapidity odd) directed
flow (v7) of DY mesons. There are two main models predicting the origin and magnitude of the v
of DY mesons. The first one is a hydrodynamical model which predicts larger v slope (dvy /dy) for
heavy-flavor hadrons than for light-flavor hadrons, arising from a difference in the charm quark
production profile and the tilted QGP bulk [6]. The second one calculates the v; from EM field
induced by the passing spectators and predicts opposite v; slope for D and D° [7]. When combined,
the prediction is that the v; slope for both DY and D° mesons is negative, larger for DY than for D°,
and much larger than for kaons [23]. As can be seen in Figure 8, the measured slope of v; is
indeed negative and larger in magnitude for both charmed mesons than for the light-flavor hadrons.
On the other hand, the available statistics does not allow firmly concluding on the D-DP splitting.

Au+Au |[s,,=200 GeV, 10-80% STAR Preliminary
0.1 p,>15 GeVic @ D° (Tc)
’ $ * D° (ug)

) o K"+ K (US + Ts)
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2 slope from linear fit $'

D° dv/dy =-0.102 £ 0.030 (stat ) £0.021(syst.)
D° dv/dy =-0.061+ 0.030 (stat.) + 0.023 (syst.)
Kaons dv/dy = -0.0030 + 0.0001(stat.) £ 0.0002(syst.)
I 1 1
-0.5 0 0.5
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Directed flow (v1)
o
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©

—
I

Figure 8. Directed flow of DY and DY mesons as a function rapidity y in 10%-80% central Au+Au
collisions at /syn = 200 GeV. The data are compared to the similar measurement for charged
kaons [24]. The solid black, dashed red and blue lines are linear fits to the data. Parameters of the fits
are shown in the figure.

4. Summary

STAR experiment has extensively studied the open-charm hadron production using the excellent
vertex position resolution provided by the HFT. In this summary it is shown that D’ and D* mesons are
significantly suppressed in high pt region which suggests strong interactions of the charm quarks with
the QGP. The D mesons also show large elliptic flow v, which follows the NCQ scaling, similarly as the
light-flavor hadrons, suggesting that the charm quarks may be close to a local thermal equilibrium with
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the QGP medium at RHIC. Moreover, the A./D? and Ds/D° yield ratios are found to be enhanced in
Au+Au collisions. Comparison to model predictions suggests that the coalescence plays an important
role in charm quark hadronization in heavy-ion collisions at RHIC. The measurement of the D°
directed flow v; shows significantly larger values compared to those from light-flavor hadrons and
is in qualitative agreement with hydrodynamic model predictions with a tilted QGP bulk [6]. The v;
values for D? and D? are consistent with each other within the current measurement precision.
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Abstract: The quark gluon plasma is formed in heavy-ion collisions, and it can be described by
solutions of relativistic hydrodynamics. In this paper we utilize perturbative hydrodynamics, where
we study first order perturbations on top of a known solution. We investigate the perturbations on
top of the Hubble flow. From this perturbative solution we can give the form of the particle emitting
source and calculate observables of heavy-ion collisions. We describe the source function and the
single-particle momentum spectra for a spherically symmetric solution.
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1. Introduction

Our aim is to study the role of acceleration in heavy-ion collisions under an analytic framework.
There are many numerical simulations to solve the equations of relativistic hydrodynamics. However,
the analytic solutions are also important in understanding the connection between the initial and
final state of the matter. The equations of relativistic hydrodynamics can be treated perturbatively to
generalize an already known exact solution. We will utilize the known solution Hubble-flow [1] and a
perturbative solution, which includes a pressure gradient and acceleration as perturbations on top of
the original solution and was given in [2]. From this perturbative solution we can calculate the source
function and study the role of the parameters and compare the observables to the ones calculated from
the exact solution [3].

2. General Equations
We are using the equations of relativistic perfect fluid hydrodynamics. This can be formulated as
the following:

9,T" =0, )
where T is the energy-momentum tensor, which can be expressed with the four-velocity u", pressure
p and energy density ¢€; and is the following for perfect fluids:

™ = (e + p)uru’ — pgh". ()

We denote the Minkowskian metric tensor by ¢"¥ = diag(1,—1,—1,—1), and we use ¢ = 1
notation. In addition, we use a simple equation of state (EoS), where energy density is proportional to
pressure, and « is constant:

€ = Kp. (©)

With this EoS the equations of relativistic hydrodynamics can be separated into the following
Euler equation and energy equation:
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kutdyp + (x + 1)po,ut =0, (4)
(k +1)puro,u” = (" — utu")o,p. ()

Finally, we assume that there is a conserved charge density (1), therefore we can formulate a
continuity equation for this conserved quantity:

9y (utn) = 0. (6)

3. Hubble-Flow and Its Perturbations

There are several analytic solutions for the equations of relativistic hydrodynamics. In this paper
we investigate the perturbations on top of the Hubble flow.

3.1. Hubble-Flow

The relativistic Hubble-flow is a 1+3D solution without acceleration or pressure gradient [1]. It
describes a self-similar expansion. The solution has the following form:

u § 7)
n=n (2) N(s) ®
p=m(2)7 ©)

Here we denote the proper time by T = /x,x*. The self-similarity of the solution is ensured
through the scale parameter S:

1, 'S = 0. (10)

3.2. Perturbations on Top of the Hubble-Flow

There are different generalizations of the above mentioned Hubble-flow [4,5]. Next, we would
like to include acceleration and a pressure gradient as perturbations. A set of solutions for the first
order perturbations on top of the original solution was given in [2]:

out =& F(1)g(x,)0"Sx(S), (11)
sp=5-p0 () ms), (12)
Sn=26-ng (T—:)Sh(xﬂ)v(S). (13)

This is a solution if the following conditions for the functions of the scale parameter and the newly
introduced &, F, g functions are satisfied:
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X(S)  9d"S  9,59"Ing(xy) (14)
X(S) —  9,59S 9,Sors 7
7;((55)> = (k+1) {F(T) (u”ayg— 3%5?)) +F’<T)g(xy)} : (15)
v(S)  _  F(1)g(xu)9uSo"s (16)
X(SN'(S) ulouh(x)

3.3. A Concrete Solution

For further studies we chose a simple solution, which is more general than that was investigated
in [6]. The scale parameter in this case is:

The perturbations are the following:
3
T\ _it
out =4- (T—I—EITQ (T> ) ST oHS, (18)
0
B T0\3+F (k+1)(x—3) . 1
5p=6-po (?) EEE s, (19)

%_1 = 2 2
I (?)3 <ln (;) +a3fK (TTO) >j25f (Si 1) (15‘/>N’(5). (20)

For the scale function of the original charge density we chose a Gaussian shape:

br2 _ b g2/j
— '25

N(S)=e R'? =¢ R . 1)

This solution has the free parameters 1, 119, po, ¥ and b which are the same as in the original
Hubble-flow. In addition to this, for the perturbations there are three new parameters: the perturbation
parameter 6, a dimensionless parameter a and the exponent of scale parameter j.

4. Calculation of Observables

In heavy-ion collisions, the velocity field, pressure and energy density can not be measured directly.
Let us now investigate the quantities that can be measured in heavy-ion collisions and calculated from
hydrodynamical solutions. For this we assume that the particles come from a thermalized medium
of quark-gluon plasma and this can be characterized by a source which comes from a relativistic
Juttner-distribution similarly as in [3,6]. Also, we assume a constant freeze-out hypersurface in proper
time at 9. The temperature of the system is defined through the following equation: p = nT. For
the pertubative handling we will have to calculate the first order perturbation of this source function.
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For the most general set of perturbations of the Hubble-flow described in Equations (11) and (13) the
source function has the following form:

xX,p) = — 3xng (22 ’ X —77[)”“% Py .
5(x, p) =No(r — w)drdxm (2) N<s>ep[ To(go)im)]( t )

as 5< _ FOgl)Su(S)e | F(r)gr;xg:c<5>tpyays 4 FDgGrx(s)
ﬂ o (2)"
L (B YNV (S)7(S) ~h(x)v(S) h(xy>v<s>>]
™ (%)" NE)

where N is a normalization factor, and py, is the four-momentum of the outgoing particles. For further
studies we use a Gaussian approximation of the source. This means that we write the source as the
product of a Gaussian peak and some other terms. By performing the proper time integral we can
study the spatial dependence of the source. In the case of the concrete solution described in Section 3.3
the source becomes a two component Gaussian:

S(x,p)d3x = I + I, where (22)
I = Nnp{Wfo (1+ 1 + €2 + €3) dx, (23)
I = NngZ® fo (€4 + €5) dx. (24)

With €; corresponding to the perturbative terms:

) 2abxtd

€1 = 0] ——2 , (25)
(x —3)Ro r(12 +12)3/2

(1+a)7
B P G L 26

€2 ]V(Tg+72)1/2 ( )
(1 +a) ((pox + pyy + ps2) (2 +r)1/2 = 1)

€3 =0j 3 2 2\1/2 (27)

13 (E(t§ + r2)V2 — pxx — pyy — p22)

(+a)T0 (PE = (pax + pyy + p22)( +1)172)

€4 = 5] T()l’3 ’ (28)
(R +1)"2  pex — pyy — piz) (2abr?e3 + Ro*(3 — 0)2(x + 1)(F +1)?)

€5 = i ;o (29)

1 ToRo (3 — K)r (T8 +12)3/2
with r being the radial distance r = \/x% + y? + z2 and fj being the following function:
E\/ T§+r2—pxx—pyy—pzz
fo= - (30)
\/ T8+ 12

The {(1), {?) have the following form in the Gaussian-approximation:
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2 2 2
p g1 [ ot )
é(l):exp - — exp | — - — (31)
2ET,  2ETe 2R2 2R2 RZ |’
2)\2 2)\?2 2)\?2
(D —exp | EEM P I Gt I o O Gl (32)
—OP |7 2ET, 2ET, ) OF 2R2 2R?2 2R2

Here, the R and R; describe the widths of these Gaussian parts of the source. A visualization
of the source can be seen in Figure 1. We can see, that the (2) term, which has the width R; gives
a negative contribution to the source with the chosen set of parameters, however the sign of the
perturbative peak depends on the choice of parameters and could yield a positive gain.

40 T T T T T T
T9=7.7 fm/c Full source

35 n0=1 R part -

30 =10 RS par’[ """"" -
N=0.022

25  b=-0.1 -

R0=1 C

£ 20 T0= 170 Mev .
2

15 F m=139 MeV/c -

p=300 MeV/c

10 — a=3 -

5 | 6=0.01 /’ |

0 ----_-_-"_---Ih;----'l" R R B T

-20 -10 0 10 20 30 40

X [fm]

Figure 1. The two component Gaussian source at a given set of parameters denoted on the label.

Furthermore, T. and Tj are effective temperatures, corresponding to the inverse logarithmic slope
of the Maxwell-Boltzmann like distributions. R and T, are the same as in the original Hubble-flow,
while Rs and Ty give the perturbative corrections to the Gaussian width and the effective temperature.
The newly introduced notations are the following:

; 2 )
_ ToERg B ToERy
R? = To%3 (Test — To) R2 Toty(Ts — To) (34)
ETeg ’ ET; !
1 _ P70(Tei = To) ) _ pr1o(Ts — To)
BT ETegs ' o= ET; (35)
1 T (Test — To) 2 w(Ts — To)
e g = P =20 (36)
ETegt ET;
(1) _ peT0(Teis = To) @) _ pe0o(Ts — To)
=T ETegs =T ETs; (37)

From the source function, the single-particle momentum distribution can be calculated:
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Ni(p) = [ d*eS(x,p). (38)

To perform this integral analytically we use the Gaussian saddlepoint approximation. In general,
we have the integrand in the form of f(x)g(x), where f(x) is slowly changing, and g(x) has a sharp,
unique peak at xo:

' 27
x)g(x) = f(x X _— . (39)
[ Fx)(x) = Flxo)g(xo)y | gy

From this we can easily get the final form of the single-particle momentum distribution:

N(P) = Nno&yVi(1+ P1+ Pa+ P3) + Nng&Vo(Ps + Ps). (40)
Here, we introduced the following functions:
E% + m? p?

fa=ep [_ 26Ty 2ETeff,5:| ' @

o

27 TyT2 To \ 2 Ty
Vio = 0(1— ) (E—( = )) (42)
2 \/ E Tet,s E Tet,s

The terms which come from the first order perturbations are denoted with P; and are of the
following form in this concrete case of the solution with a saddlepoint approximation:

43
€i(x :xs(z),y:ygz),z:zgz)),ifi:4,5. )

{ei(x = xgl),y = ygl),z = zgl)),ifi =123,
Pi=

Looking at the final form of the momentum distribution we can see that it is spherically symmetric
as we have expected from the spherically symmetric solution.

5. Discussion

To understand the role of perturbations on top of the original Hubble-flow we can plot the
calculated quantities with given values of parameters. For this we use model parameters of the
Hubble-flow from [3] where quantities calculated from the exact solution were fitted to the experimental
data. With these parameter values we can study the role of acceleration in this concrete solution and
the role of the 4, 6 and j parameters. We can see from Equations (25) and (29) that the source and
the invariant momentum distribution does not depend separately on J or j, but on their product dj.
Also, the form of scale parameter does not affect the observables directly, therefore, we can not study
the role of these parameters independently: Their product defines the scale of the perturbations. In
Figure 2 we can see the ratio of the original and the perturbated transverse momentum distributions
at different values of the a and Jj parameters with the Gaussian saddlepoint approximation. It can
be seen that with this approach, the perturbations only give small corrections to the low momentum
region of the single particle momentum distribution.

However, the saddlepoint approximation might not give back all the properties of the perturbation,
as it assumes that the function that multiplies the Gaussian peak is slowly changing. In our case we
can see from Equations (25) and (29) that we have terms proportional to 7p/r that might influence the
result, as v/ 19 < 1. Therefore we could make a Laurent-expansion of the terms ¢;; as it turns out the
series is finite in the negative region with all the terms vanishing below (r/1y) 2, which indicates that
all the terms are integrable. This approach gives rise to rather complicated integrals and we will not

46



Universe 2019, 5, 194

discuss this method further, we simply wanted to note the possibility of such a calculation in the future.
For this type of calculation, it is however sufficient to use the saddlepoint calculation, as it provides a
good approximation of the results if the requirement Ty / Tegr s ~ 1 is met, but p/E < 1 is not.

Let us now turn to study the geometry of the particle emitting source. From femtoscopic
measurements, the homogeneity region of the source can be mapped out. The first intensity correlation
measuruments were carried out by R. Hanbury Brown and R. Q. Twiss, thus these are often called
HBT measurements [7]. The size of the source can be characterized by the HBT-radii, which are often
associated with the Gaussian widths of the source [8,9]. However, let us note here that there are
more general approaches to characterize the source [10,11]. In this paper, we have used a Gaussian
approximation for the analytic calculations, therefore we can associate the Gaussian width of the
source with the HBT-radius of the studied, spherically symmetric system. The source is the sum of two
terms with different widths. This gives us two different HBT-radii, R and R, where R is the same as it
is for the exact solution [3]. The HBT-radius of such a source is some average of the radii R and R;.

The values of R and R; do not depend on the perturbation parameters ¢, j and a, but their
averaging does depend on the choice of these. For such model parameters as used for Figure 2 the
average HBT-radius is approximately the same as the original R, and only for large é and a values
do we get a significant contribution from R;. We can look at the HBT-radius as the function of the
transverse mass: m; = {/m? + p?. Experimentally the HBT-radii usually show a scaling, regardless of
particle species, collision energy or centrality [8,9]. The cause of this scaling is the hydrodynamical
expansion both in the longitudinal and the radial directions [12]. We can see the R o 1/, /mT scaling in
Figure 3 as it was already shown in [6].

1.1 , ; |
6=0, j=0, a=0
X ' §=0.3 j=1. a=3
> 105k 6203, =1, a=3 ------ i
,E.\ \ 5:0_5,.1':1, Q=T e
s L §=0.5, j=1, @=-9 - - -
Z 1 i - - —
2 :
;I-\ B
£ 095 1
< i
09 : I | 1
0 100 200 300
p [MeV/c]

Figure 2. The ratio of the original and the perturbatively corrected single-particle transverse momentum
distribution for the investigated solution. The model parameters of the original Hubble-flow come
from fits to experimental data [3].
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Figure 3. We can see the transverse mass scaling of the calculated HBT-radii, which is usually observed
in experimental data.

6. Summary

We have given the perturbated source function for the perturbative, accelerating generalization of
the exact Hubble-flow, and calculated the single-particle momentum distribution and the HBT-radius
for a spherically symmetric solution. This way the solution includes the acceleration and pressure
gradient. For the observables we have found that the perturbations cause only small deviations from
the original quantities in the Gaussian saddlepoint approximation. Also, we have seen that the source
is a sum of two Gaussians with different widths. Furthermore, we have found that the choice of
scale parameter does not affect the calculated observables directly, but results only in a difference
in the perturbation scale. For further studies, the elliptical flow could be also calculated, but in a
non-spherically symmetric case.
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Abstract: The equation of state provided by effective models of strongly interacting matter should
comply with the restrictions imposed by current astrophysical observations of compact stars. Using
the equation of state given by the (axial-)vector meson extended linear sigma model, we determine
the mass—radius relation and study whether these restrictions are satisfied under the assumption that
most of the star is filled with quark matter. We also compare the mass-radius sequence with those
given by the equations of state of somewhat simpler models.

Keywords: dense baryonic matter; TOV equations; mass—radius relations; chiral effective models

1. Introduction

A lot of theoretical and experimental effort is devoted to study the strong interaction under
extreme conditions. The experiments ALICE [1] at CERN, and PHENIX [2] and STAR [3] at RHIC
explored the strongly interacting matter at low density and high temperature. In this region the
situation is also satisfactory on the theoretical side; however, lattice calculations applicable at low
density cannot yet be used at high densities [4]. Hence, effective models are needed in the high density
region where the existing experimental data (NA61 [5] at CERN, BES/STAR [3] at RHIC) are scarce and
have rather bad statistics. Soon to be finished experimental facilities (NICA [6] at JINR and CBM [7] at
FAIR) are designed to explore this region more precisely.

For studying the cold, high density matter, new experimental information emerged in the past
decade in a region of the phase diagram that is inaccessible to terrestrial experiments: The properties
of neutron stars [8-10]. Since the Tolman—-Oppenheimer—Volkoff (TOV) equations [11,12] provide a
direct relation between the equation of state (EoS) of the compact star matter and the mass-radius
(M-R) relation of the compact star, these data can help to select those effective models, used to describe
the strongly interacting matter, whose predictions are consistent with compact star observables.
For example, the EoS must support the existence of a two-solar-mass neutron star [13,14]. For the
radius, we have less stringent constraints. Bayesian analyses provide some window for the probable
values for compact star radii [15-19]. Based on these studies, in this paper we are adopting a radius
window of 11.0-12.5 km for compact stars with masses of 2 M. The NICER experiment [9,20] will
provide very precise data on the masses and radii of neutron stars simultaneously.

Based on the above considerations, we investigate mass—radius sequences given by the EoS
obtained in [21] from the N F=2+1 flavor extended linear sigma model introduced in [22]. The
model used here should be undoubtedly regarded in this context as a very crude approximation and
the present work has to be considered only as our first attempt to study the problem. This is because
the model, which is built on the chiral symmetry of QCD, contains constituent quarks and therefore
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50



Universe 2019, 5, 174

does not describe a realistic nuclear matter which is expected to form the crust of the compact star.
The model is only applicable to some extent under the assumptions that at high densities nucleons
dissolve into a sea of quarks and a large part of the compact star is in that state. In other words we
investigate here a quark star instead of a neutron or a hybrid star, which would be more realistic.
The study in [23] showed that a pure quark star of mass ~2 Mg, can be achieved in a mean-field
treatment of the Ny = 2 + 1 linear sigma model if the Yukawa coupling between vector and quark
fields is large enough. In the two flavor Nambu-Jona-Lasinio model, inclusion of eight-order quark
interaction in the vector coupling channel also resulted in the stiffening of the quark equation of
state [24,25]. Recently, the existence of quark-matter cores inside compact stars was investigated also
in [15,26]. It was found in [15] within a hybrid star model—in which the quark core was described
with a three-flavor Polyakov-Nambu-Jona-Lasinio model—that the current astrophysical constraints
can be fulfilled provided the vector interaction is strong enough. While in [26] it is claimed that the
existence of quark cores in case of EoSs permitted by observational constraints is a common feature
and should not be regarded as a peculiarity.

The paper is organized as follows. In Section 2 we present the model and discuss how its solution,
obtained in [21], which reproduced quite well some thermodynamic quantities measured on the lattice,
can be used in the presence of a vector meson introduced here to realize the short-range repulsive
interaction between quarks in the simplest possible way. In Section 3 we compare our results for the
EoS and the M—-R relation (star sequences), obtained in the extended linear sigma model (eLSM) for
various values of the vector coupling g, to results obtained in the two-flavor Walecka model and the
three-flavor non-interacting quark model. We draw the conclusions in Section 4 and discuss possible
ways to improve the treatment of the model.

2. Methods

The model used in this paper is an Ny = 2 + 1 flavor (axial-)vector meson extended linear sigma
model (eLSM). The Lagrangian and the detailed description of this model, in which, in addition to
the full nonets of (pseudo)scalar mesons, the nonets of (axial-)vector mesons are also included, can
be found in [21,22]. The model contains three flavors of constituent quarks, with kinetic terms and
Yukawa-type interactions with the (pseudo)scalar mesons. An explicit symmetry breaking of the
mesonic potentials is realized by external fields, which results in two scalar expectation values, ¢n
and ¢s.!

Compared to [21], the only modification to the model is that we include in the Lagrangian a
Yukawa term —g,v/6%,, V¥, which couples the quark field ¥T = (u,d, s) to the Uy (1) symmetric
vector field, that is VOH = %diag(vo + %, vy + %, vy — \/Evg)“. The vector meson field is treated
at the mean-field level as in the Walecka model [27], but as a simplification we assign a nonzero
expectation value only to v): vy — 16" and v — 0. While this assignment is not physical, in this
way the chemical potentials of all three quarks are shifted by the same amount, allowing us to use,
as shown below, the result obtained in [21]. With the parameters used in [21], the mass of the vector
meson vg turns out to be m, = 871.9 MeV.

Since a compact star is relatively cold (T ~ 0.1 keV), we work at T = 0 MeV using the
approximation employed in [21]. We have three background fields, ¢n;, ¢s and vy, and the calculation of
the grand potential, (), is performed using a mean-field approximation, in which fermionic fluctuations
are included at one-loop order, while the mesons are treated at tree-level. Hence, the grand potential
can be written in the following form

1 vac martter , ~
Q(pg; N, P5,00) = Unmes (PN, ¢s) — Emiv% + 0" (o, 95) + O™ (g pn ps), (D)

1 Nand S denote the the non - strange and strange condensates, which are coupled to the 3 x 3 matrices Ay = (\/E)tg +Ag)/ V3

and Ag = (Ag — v/2Ag)/V/3, with Ag being the eighth Gell-Mann matrix and Ag = /2/31.
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where ji; = pg; — gv0p is the effective chemical potential of the quarks, while y; = ug/3 is the
physical quark chemical potential, with up being the baryochemical potential. On the right-hand
side of the grand potential (1), the terms are (from left to right): The tree-level potential of the scalar
mesons, the tree-level contribution of the vector meson, the vacuum and the matter part of the
fermionic contribution at vanishing mesonic fluctuating fields. The fermionic part is obtained by
integrating out the quark fields in the partition function. The vacuum part was renormalized at the
scale My = 351 MeV. More details on the derivation can be found in [21].
The background fields ¢y, ¢s, and vy are determined from the stationary conditions

;70 = §£ =0 and S—Q =0, (2)
PN L pn=n s lps=4s 90 [p=2
where the solution is indicated with a bar. Since d/dvg = —g»9/9jl,, the stationary condition with
respect to vy reads
(PN, Ps) = %Pq(ﬁq(ﬁo);@m ¢s) 3)
v

where p, (x; ¢, ¢s) = —9Q ™ (x; g, ) /Ox.

When solving the model, we give values to g, in the range [0,3), while for the remaining 14
parameters of the model Lagrangian we use the values given in Table IV of [21]. These values were
determined there by calculating constituent quark masses, (pseudo)scalar curvature masses with
fermionic contribution included and decay widths at T = p; = 0 and comparing them to their
experimental PDG values [28]. Parameter fitting was done using a multiparametric x*> minimization
procedure [29]. In addition to the vacuum quantities, the pseudocritical temperature Tp,c at p; = 0
was also fitted to the corresponding lattice result [30,31]. We mention that the model also contains
the Polyakov-loop degrees of freedom (see [21] for details), but to keep the presentation simple we
omitted them from Equation (1), as at T = 0 they do not contribute to the EoS directly. Their influence
is only through the value of the model parameters taken from [21]: Since they modify the Fermi-Dirac
distribution function, they influence the value of T}, used for parameterization, as described above.
A parameterization based on vacuum quantities alone could lead to unphysically large values of T
and, compared to the case when T, is included in the fit, also to different assignments of scalar nonet
states to physical particles, that is x* could become minimal for a different particle assignment.

The solution of the model at g, = 0, obtained in [21], can be used to construct the solution at
gv 7 0 (see, e.g., Chapter 2.1 of [32]): One only has to interpret the solution at g, = 0 as a solution
obtained at a given fi; and determine y, at some g, # 0 using Equations (3). To see that the solutions
¢n s for g # 0 can be related to the solution obtained at g, = 0, where 7y = 0, consider the grand
potential at g, = 0. This potential, denoted as (), is subject to the stationary Conditions (2) with
solutions 4_)10\1,5 (1q)- It is then easy to see using Equation (1), that the solution ¢ns(}44) of Conditions (2)
satisfies ¢n s(pg + §o00) = gt_JIO\LS( 1iq) or, changing the variable y, to fi,, the relation becomes

P s(fig + gov0) = PRs(fig)- (4)

The value of the grand potential () at the extremum can be given in terms of the value of the
grand potential with g, = 0, that is Q, at its extremum. With the extrema of Q(fi4, ¢n, ¢s,vo = 0) as
¢ and ¢2, one has

- - 1
Opug; N (), Bs(11q), 70) = olfig, PN (Fig), 95(fig), 00 = 0) — 537G, (5)

where 7p = 50(¢N(#q)r‘l_’s(ﬂq)) = %Pq(ﬁq?(/_’N(W)/J’S(W)) = %Pq(ﬂﬁ‘f’&(ﬁq)r‘%(ﬁq)) and pg =
fig + 8v0o.
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The pressure p and the energy density ¢ are calculated from the grand potential. At vy # 0 they
can be expressed in terms on the pressure obtained at g, = 0

Plag) = Qg = 0;¢n(0), @s(0), 70(0)) — Qg fx, s, %)
= Q(fty = 0;3%(0), 7(0), 00 = 0) — (i B, 7,20 = 0) + L1203
= Pl + 37303, ©

where 7y = %pq(ﬁq; ¢ (fiq), P2(fig)), and then e = —p + pgp,, where g = fig + g000.

With the EoS p(¢) obtained at T = 0 and high densities, we determine the mass-radius relation of
non-rotating static compact stars by solving the TOV equation [11,12] using a fourth-order Runge-Kutta
differential equation integrator with adaptive stepsize control.

3. Results

Since our eLSM model was fitted to the hadron spectrum and not to the nuclear matter, we
compare its results with those obtained in two relativistic models generally used in the description
of compact stars, in order to assess the importance of various ingredients involved in these models.
For comparison we consider the three-flavor non-interacting constituent quark model (see, e.g., [33,34])
and the Walecka model, which in its simplest form contains the proton and neutron, the scalar-isoscalar
meson ¢ and the isoscalar-vector meson w [27]. The use of the Walecka model for the description of
the neutron stars requires charge neutrality, which calls for the introduction of the p meson in order to
have a proper description of the nuclear symmetry energy [34].

In the non-interacting constituent quark model the masses are fixed to m, = m; = 75 MeV, ms =
365 MeV, values obtained from our eLSM at the first order chiral phase transition point, that is at
Hq,c ~ 323 MeV, where the potential is degenerate. The calculation of the energy density and pressure
was done with the bag constant B'/# = 163 MeV. Including electrons in the model, the conditions of
B-equilibrium and charge neutrality were taken into account.

We use two mean-field versions of the Walecka model, one that includes the effect of the scalar
self-interaction through a classical potential with cubic and quartic terms of the form

b c
Vie = gmN(gv‘T)?) + 1(800)4/ 7)

and a version where the scalar self-interaction is neglected. Using m, = 550 MeV, m,, = 783 MeV, and
my = 775.3 MeV for the mesons and my = 939 MeV for the nucleon mass; the parameters are fixed
from nuclear matter properties: The value 119 = 0.153 fm > for the saturation density (where p = 0), the
nuclear binding energy per nucleon Ey = (¢/n9 — my) = —16.3 MeV, the symmetry energy coefficient,
for which we take the value asym = 31.3 MeV [35], and in the version with scalar self-interactions
there is also the compression modulus K = 250 MeV and the Landau mass m;, = 0.83my. The values
of the parameters used here are basically those of [33]: For the value of the Yukawa couplings of
the mesons to the nucleons, one has g2 = 9.5372/(47), g2, = 14.717/(4n), and g, = 6.8872 when
the scalar self-interaction is neglected, while in the other case g2 = 6.003/(47), g2, = 5.9484/ (47),
gp = 8.3235,b =7.95- 1073, and ¢ = 6.947 - 10~%. For a recent study of the effect of K, m| and of the
form of the scalar potential on the mass—radius relation, we refer the interested reader to [36].

The EoS of the Walecka model subject to the constraints of S-equilibrium and charge neutrality
is applicable only to the core of the compact star. A proper phenomenological description requires
the modeling of the stellar matter in the crust and of the crust-core transition. In the present work
we only implement, using the tabulated data from Table 5.7 of [34], the BPS EoS [37] for the outer
crust of a neutron star whose core is described by the EoS of the Walecka model. This is done by
simply replacing, at low energy densities, corresponding to densities below the neutron drip line,
pp < 0.01 fm 3, the EoS of the Walecka model with the BPS EoS, as indicated in the right panel of
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Figure 1. More sophisticated procedures for core—crust matching are described in [38] together with
their influence on the M(R) relation. A realistic description of astrophysical data would require an
additional matching to an EoS for the inner crust that applies for densities above the neutron drip
density. This is beyond the scope of our present study and we refer the interested reader to a recent
review [39] that provides a detailed discussion of the neutron star crust matter and of the EoS of dense
neutron star matter. Convenient analytic parameterizations of unified EoSs derived from a single
model and describing the crust and the core of the neutron star are given in [40].

0.9 —eLSM. g =0

107 | | == Walecka (e, p) '.:;:'""'
0.8H == eLSM,g=2 | L 4 | |- Walecka (Int, e, p) ,'"
0.7} — Free quark —BPS .!‘:'

—— Walecka
0.6 = = Walecka (e,p), BPS )
|| —— Walecka (Int)

..... Walecka (Int, e, p), BPS

p [GeV /fm?]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 10‘(‘ 10‘4 10'2 100

e [GeV /fm?] e [GeV /fm?]

Figure 1. Left panel: The T = 0 equation of state (EoS) of the extended linear sigma model (eLSM) (blue
solid line for g, = 0 and blue dashed-dotted line for g, = 2) compared to those of the free constituent
quark matter with mass values given in the text (green solid line) and of the Walecka model with (black
lines) and without (red lines) the scalar self-interaction. For the latter model the dashed—dotted line
type indicates that B-equilibrium and charge neutrality are imposed, the p meson is included, and
that at low energy densities the EoS is replaced by the BPS EoS. Right panel: Matching the EoS of the
Walecka model to the BPS EoS (see the text for details). Notice that the consequence of imposing the
mentioned compact star constraints (inclusion of electrons and p) in the Walecka model is that p(¢) > 0
even at low energy densities.

The zero-temperature EoSs are shown in Figure 1. For the Walecka model, we also consider the
case when charge neutrality condition and B-equilibrium with electrons are not imposed and the
BPS EoS is not used. We can see in Figure 1 that at small energy densities the pressure in the eLSM
with g, = 0 is slightly higher than in the non-interacting quark model (i.e., the EoS is stiffer), but
close to the value of the pressure obtained in the Walecka model with scalar self-interaction. This
shows that the inclusion of scalar interactions in the Walecka model brings the EoS closer to that of
the eLSM, as in case of the Walecka model the higher pressure corresponds to the non-interacting
model. At high energy densities the values of the pressure in the eLSM with g, = 0 approach those
obtained in the non-interacting quark model. Inclusion of the repulsive interaction between quarks in
the eLSM renders the EoS stiffer compared to the g, = 0 case, as expected, and it brings the EoS of the
eLSM closer to that obtained in the Walecka model with scalar self-interaction. It is worth noting that
relatively small differences in the p(€) lead to significant differences in the M—R curves, as we shall see
later in Figures 2 and 3.
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Figure 2. The masses (left panel) and radii (right panel) of the compact stars as functions of the central
energy density (gg). The line style for the different cases correspond to that of Figure 1.
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Figure 3. Mass—radius relations for the eLSM (blue solid line for gy = 0 and blue dashed—dotted
line for g, = 2), the free constituent quark matter (green solid line), and the Walecka model for the
various cases of Figure 1. The ends of the stable sequences of compact stars are marked by blobs. The
observational constraint set by observed pulsars with masses of ~ 2 Mg, is represented by the black
horizontal line, and the applied radius window of 11.0-12.5 km at 2 M, is depicted by the vertical
shaded area. The different shaded regions are excluded by the GR constraint R > 2GM/c?, the finite
pressure constraint R > (9/4)GM/ 2, causality R > 2.9GM/ c?, and the rotational constraint based on
the 716 Hz pulsar J1748-2446ad, M/ Mg > 4.6 - 10~% (R/km)? [41]. For a more detailed discussion on
these constraints see, e.g., [8].

By solving the TOV equation using a specific EoS, one can obtain the radial dependence of
the energy density (and thus of the pressure) for a certain central energy density, 9. One can then
determine the mass and radius of the compact star for that central energy density. By changing ¢,
one gets a sequence of compact star masses and radii parameterized by the central energy density, as
shown in Figure 2 for various models. The sequence of stable compact stars ends when the maximum
compact star mass is reached with increasing central energy density.

The mass-radius relations for the four models are shown in Figure 3 together with the physical
constraints obtained from observations of binary pulsar systems and X-ray binaries. As expected
based on Figure 5.23 of [34], the proper treatment of the neutron star outer crust by the BPS EoS that
corresponds to a Coulomb lattice of different nuclei embedded in a gas of electrons has a remarkable
influence on both the mass and the radius of the star (see also Figure 4): Without the BPS EoS, the
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turning point at the smallest radius of that part of the mass—radius diagram which corresponds to
large stars with small masses is around 8 km (9 km) in the Walecka model with (without) scalar
self-interactions and the minimum mass of the stars with large radii is much smaller. In addition,
without the constraints of charge neutrality and B-equilibrium with electrons and without the effect of
the p meson, even the shape of the M(R) curve obtained in the Walecka model is different.
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o C’DS
= 0.8 { L0 T BPS limit |
~ .,
> > ~/~,
£ 06 3 S
o 10t S ]
W 0.4 . ] & s‘~/’
Symmetric phase AN
10 .
0.2 1 10+ \,\7 i
‘/
‘
0 I I I I L I . . Y
0 2 4 6 8 10 0 5 10 15 20
r [km] r [km]

Figure 4. Left panel: The energy density as a function of radial coordinate inside the maximum mass
compact star corresponding to the eLSM with g, = 0. The chiral phase transition occurs at the very
edge of the star, hence the whole star is basically composed of chirally symmetric quark matter. Right
panel: To ilustrate the effect of the BPS EoS in the Walecka model, we show the pressure as a function
of the radial distance for a central energy density of ¢g = 7 - 108 MeV*.

As it can be seen in Figure 3, the maximum possible compact star mass is lower for models with
less stiff EoSs. The star sequences corresponding to the non-interacting quark model, the Walecka
model with scalar interactions, but without compact star constraints (no electrons and p included),
and the eLSM model without repulsive interaction in the vector sector do not lie in the desired radius
window. The highest mass compact star has a mass of ~1.7 M, for the eLSM with g, = 0, ~1.3 M, for
the non-interacting quark model, ~3 M, for the non-interacting Walecka model, and ~2 M, for the
interacting Walecka model. It is interesting to note that the star sequence in the eLSM model without
repulsive interaction is close to the one of the Walecka model with scalar interaction but without
compact star constraints, although the latter contains repulsive interaction as well. As expected, the
repulsive interaction makes the EoS stiffer in the eLSM, and for g, = 2 a mass value of ~2.15 Mg, can
be reached with a radius at M = 2 M, in the permitted radius window. Based on Figure 1, one can
observe that, interestingly, it is the stiffer EoS for ¢ < 0.8 GeV/fm?, as compared to the Walecka model
including scalar interactions and not subject to compact star constraints, that brings the star sequence
to the desired range in the eLSM with repulsive interaction.

The energy density as a function of radial position is shown in Figure 4 for the maximum mass
compact star obtained with the EoS of the eLSM with g, = 0. Since the chiral phase transition occurs
at g ~ 323 MeV, which essentially corresponds to zero pressure, almost all of the matter in the
compact star is in the chirally symmetric phase (i.e., € corresponds to y; > g ~ 323 MeV). In the
right panel we illustrate in the case of the Walecka model how the BPS EoS, which models the outer
crust, influences the solution of the TOV equation.

In Figure 5 we compare M(R) curves obtained in the non-interacting quark model at the three
different sets of quark masses listed in the caption (two of them come from the eLSM at the value of
 indicated in the key) and in the interacting eLSM model with g, = 0. For the free quark model,
the quark masses increase from right to left, as indicated in the caption, while in case of the eLSM
the quark masses change (decreasing with increasing baryochemical potential) and their masses are
smaller than or equal to that of the leftmost curve and always larger than that of the rightmost curve
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obtained in the free quark model. This clearly shows the significant effect of interactions on the M—R
curve. The dashed lines show that neglecting the constraints of charge neutrality and B-equilibrium in
the non-interacting quark model does not lead to significant changes. Consequently, we also expect
these constraints to have a mild effect in the eLSM.

P ———————————.

—cLSM, g= 0

= Free current quark

—_
W
—

— Free const. quark, uq .

— Free const. quark, pq:O

6 8 9 10 11

7
R [km]
Figure 5. M(R) curves of the non-interacting quark model with three different quark mass setups (left
curve: m, = my = 322 MeV, m; = 458 MeV; middle curve: m,, = m; = 75 MeV, ms = 365 MeV; and
right curve: my, = my; = 0 MeV, m; = 90 MeV) compared to the M(R) curve of the eLSM model with
gv = 0 in which the quark masses change (rightmost curve). The dashed curves are obtained without
imposing the constraints of charge neutrality and B-equilibrium.

Finally, in Figure 6 we show the influence of the repulsive interaction on the mass-radius relation
obtained in the eLSM. With increasing vector coupling, the EoS becomes stiffer, and more massive and
larger stable stars can be attained. For g, = 2 the star sequence is in the permitted radius window at
M = 2 Mg, and the largest mass is ~2.15 M. Beyond a certain value of the coupling, the pressure
becomes positive for all positive values of the energy density, which results in star sequences that
contain large stars with small masses. Qualitatively similar results were reported in [23].

2.5 T T T T T T T T T T T T T T T T T T T T

Figure 6. Dependence of the mass-radius relations on the strength of the Yukawa coupling g, between
quarks and the vector meson in the eLSM model.
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4. Conclusions

We employed the zero-temperature EoS obtained with some approximations in the eLSM to
determine the mass-radius relation of compact stars, assumed to consist of matter described by this
model, and compared the resulting mass and radius values to those given by the two-flavor Walecka
model and the three-flavor non-interacting quark model. The mass-radius sequence obtained in the
eLSM without repulsive interaction mediated by a vector meson is close to that emerging from a
Walecka model which includes the self-interaction of scalar mesons, but contrary to the EoS of that
model, it can not reach the desired 2 My mass value. The repulsive interaction in the eLSM model
makes the EoS stiff enough to support, in some narrow range of the Yukawa coupling, compact stars
with masses larger than 2 M and in the radius window of 11.0-12.5 km at M = 2 M, suggested by
previous studies.

In the future, we would like to go beyond the mean-field approximation, used for the mesons in
the eLSM, in a way that takes into account the effect of fermions in the mesonic fluctuations. At lowest
order, this can be done by expanding to quadratic order the fermionic determinant obtained after
integrating out the quark fields in the partition function and performing the Gaussian integral over
the mesonic fields. In order to have a physically more reliable description, we also plan to include the
charge neutrality and B-equilibrium conditions and improve the treatment of the interaction between
vector mesons and quarks employed here.
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Abstract: Bose-Einstein (or Hanbury—-Brown and Twiss (HBT)) momentum correlations reveal the
space—time structure of the particle emitting source created in high energy nucleus—nucleus collisions.
In this paper we present the latest NA61/SHINE measurements of Bose-Einstein correlations of
identified pion pairs and their description based on Lévy distributed sources in Be + Be collisions
at 150A GeV/c. We investigate the transverse mass dependence of the Lévy source parameters and
discuss their possible interpretations.

Keywords: quark-gluon plasma; femtoscopy; critical point; small systems

1. Introduction

NAG61/SHINE is a fixed target experiment at the CERN Super Proton Synchrotron (SPS). One of
its main aims is to study the phase diagram of QCD. In order to accomplish that, different collision
systems at multiple energies are investigated. The NA61/SHINE detector is equipped with four large
time projection chambers (TPC) [1], these are covering the full forward hemisphere providing excellent
tracking down to a transverse momentum of 0 GeV/c. The experiment also features a modular
calorimeter, located on the beam axis after the TPCs. This detector is called the projectile spectator
detector, and it measures the forward energy which determines the collision centrality of the events.
A setup of the NA61/SHINE detector system is shown in Figure 1.

MTPC-L
T I ToF-L

~13m

A

Vertex magnets

ToF-F

FTPC-2/3
= === PSD

S5

ToF-R
MTPC-R
y z
Figure 1. The setup of the NA61/SHINE detector system.
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In order to study the QCD phase diagram and search for the critical end point (CEP), vastly
different collision systems (p + p, p + Pb, Be + Be, Ar + Sc, Xe + La, Pb + Pb) are investigated at various
beam momenta (134, 204, 304, 404, 75A and 150A GeV /c). There are many observables to accomplish
this goal. In the analysis described in this paper we measure Bose-Einstein (or Hanbury-Brown and
Twiss (HBT)) correlations of identical pions in Be + Be collisions at 150A GeV/c. These, based on the
principles of quantum-statistical correlations, reveal the femtometer scale structure of pion production,
hence this field is often called femtoscopy.

2. Femtoscopy, Lévy Sources and the Critical End Point

The method of femtoscopy is based on the work of R. Hanbury Brown and R. Q. Twiss [2] as
well as Goldhaber and collaborators [3]. The key relationship of this method shows that the spatial
momentum correlations (C(g)) are related to the properties of the particle emitting source (S(x),
describing the probability density of particle creation) in the following way:

Clq) =1+15(p, (1)

where $(q) is the Fourier transform of S(x), and g is the momentum difference of the pair (dependence
on the average momentum K is suppressed here). See more details e.g., in ref. [4]. The usual assumption
for the shape of the source is, based on the central limit theorem, Gaussian. A generalization of this
assumption is to assume Lévy distributed sources. A possible reason is that due to the expanding
medium, the mean free path may increase and thus anomalous diffusion and Lévy distributed
sources may appear [5,6]. Alternatively, due to critical fluctuations and the appearance of large
scale spatial correlations, similar power-law tailed sources may be present [7]. Another reason for
Lévy distributed sources may be the fractal structure of QCD jets, as discussed in ref. [8]. Here we
restrict our investigation to symmetric Lévy distributions, as they have proven to provide a suitable
description of Bose—Einstein correlations in nucleus-nucleus collisions [4]. Furthermore, we restrict
ourselves to describe the spatial part of the source, and the time dependence is absorbed through the
connection of momentum difference g and average momentum K in case of identical particles:

K = qoKo. )

Then the symmetric Lévy distribution is characterized by two parameters: Lévy scale parameter
R and the Lévy exponent a. The distribution is defined as follows:

L(a,R,r) = (2711)3 / Byeitre= IR, 3

This distribution can be expressed analytically in two special cases. One is the already mentioned
Gaussian distribution for @ = 2; furthermore, & = 1 leads to a Cauchy distribution. An important
difference between Lévy distributions and Gaussians is the presence of a power-law tail in case of
x < 2,1i.e., for large distances (r), the following holds:

L(a,R,r) ~ = d=2Ha) (4)

where d represents the number of spatial dimensions. With Lévy sources, the Bose-Einstein or HBT
correlation functions can be expressed in the following way:

Clg) =1+A-e @R, (5)
where the A intercept parameter was introduced, which is defined as

A =1lim C(q), (6)
q—0
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where the g — 0 extrapolation is done in experimentally available g regions (limited from below by
the two-track resolution in the given measurement). The Core-Halo model [9,10] may be utilized to
understand this A intercept parameter. The core-halo model splits the source into two pieces. The core
part contains the primordially created pions (directly from hadronic freeze-out) or from short lived
(strongly decaying) resonances. The halo consists of pions created from longer lived (compared to the
usual source size of a few femtometers) resonances and general background. In this picture, the A
parameter turns out to be connected to the ratio of the Core and the Halo as follows:

Neore )2
)\ = . 7
(Ncore + Nhalo ( )

Finally, let us come back to the above mentioned point of connecting Lévy sources to the search
for the Critical End Point of QCD. Critical points are characterized by critical exponents, one of which
is the exponent of spatial correlations. This appears because due to the second order phase transition
at the CEP, the spatial correlation functions becomes a power-law with an exponent of —(d —2+ 1)
(where d is the dimension and 7 is the critical exponent of spatial correlations). We can see that the
Lévy exponent «, given in Equation (4), defines a similar power-law, and hence « may be regarded
as identical to the critical exponent #. See further discussions in Ref. [7]. Critical exponents are
universal in the sense that they take the same values in case of physical systems belonging to the same
universality class. It has been shown [11] that the universality class of QCD is that of the 3D Ising
model. The value of the critical exponent # has been calculated to be 0.03631(3) [12]. Alternatively,
one may rely on the universality class of the 3D Ising model with a random external field, in which
case an 7 value of 0.5 &= 0.05 was calculated [13]. Considering the previous statements, if we “scan”
the phase diagram with different energies and systems and measure the values of the « exponent,
we might be able to gain more information on the location and characteristics of the CEP.

3. Measurement Details

In this measurement we analyzed the 0-20% most central Be + Be collisions at 150A GeV/c.
This dataset consists of about three million events, which after various event and track quality selections
was reduced to around 300,000 events. The track acceptance in this analysis was as follows. The rapidity
region of analyzed particles is 0.85 < 7 < 4.85 (corresponding to || < 2 in the center-of-mass frame),
the azimuthal coverage is 277; n this track sample, we identified pions based on their deposited energy
dE/dx in the TPC gas and charge obtained from the curvature of their trajectories in the magnetic
field. We then analyzed negative pion pairs and positive pion pairs, as well as the combination of
these two (i.e., created a dataset of identically charged pion pairs). These pairs were sorted into four
Kt (average pair transverse momentum) bins in the range of 0-600 MeV /c. In each momentum bin,
we measured the pair distribution of pairs from the same event, let us call this the A(g) actual pair
distribution. This contains quantumstatistical correlations, as well as many other residual effects
related to kinematics and acceptance. To remove this undesirable effects, we created a mixed event for
each actual event, by randomly selecting particles from other events of similar parameters, and making
sure particles are each selected from a different event. Let us call the pair distribution from this sample
B(q), the background distribution. Then the correlation function is calculated as C(q) = A(q)/B(q),
provided a proper normalization is done in a g range where quantumstatistical correlations are not
expected. Let us mention here, that our analysis was done with a one-dimensional momentum
difference variable g, calculated in the longitudinally co-moving system (LCMS), as in this frame,
an approximately spherically symmetric source can be expected, furthermore, the extrapolation of
g — 01is equivalent with the three dimensional case.

Final state effects are still present in the C(g) correlation function. Among these, for pion pairs,
the most important is the Coulomb effect, responsible for the repulsion of same charged pairs. It is
usually handled by a so-called Coulomb correction as follows. The Coulomb correction for Lévy type
sources is a complicated numerical integral to calculate and fit, as discussed in Ref. [4]. However it can
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be observed that the Coulomb correction does not strongly depend on the Lévy exponent «. Hence we
can use then the approximate formula published by the CMS Collaboration in ref. [14], valid for & = 1:

7 (q)a R

Kcoulomb (9, R) = Gamow(q) - <1 + m> , where (8)
: fic

Gamow(q) = - and y(g) = aep - = 9)

where 7(g) is the so-called Sommerfeld parameter, and aggp is the fine-structure constant (neither
should be confused with the above discussed exponents # and «). Utilizing the usual Bowler-Sinyukov
method (i.e., Coulomb correcting only for the Core part of the source) as indicated in Refs. [15,16],
one obtains:

Cla) =N-(1=2+2- (140" - Keouiomn(4) ) (10)

with N being a normalization parameter responsible for the proper normalization of the A(q)/B(q)
ratio. This is the final fit function we are using to describe our data.

As also found in ref. [4], the Lévy parameters («, R, A) are highly correlated, and especially
in a low statistics dataset, it is hard to determine them precisely. We might be able to reduce this
correlation and the statistical uncertainty of the parameters, if we fix one of the three parameters to a
well motivated value. The resulting statistical uncertainties and free parameter values are modified
due to the additional physical assumptions used to fix one of the parameters. From a statistical point
of view, a bootstrap type of method may also be used. However, our main aim with this is to see
a more clear trend of the mt dependence of the parameters, with additional physical assumptions.
One assumption is that « (i.e., the shape of the pion emitting source) is independent of m, with that
we may fix « to a weighted average of the four a values obtained in free parameter fits performed in
each Kt bin. The other option is fixing R with the following equation motivated by hydrodynamical
predictions of the particle emission homogeneity length (essentially the HBT radii) in case of expanding

fireballs [10]. In this case, we fit the following equation to the m7 dependence (where my = y/m? + K2,
i.e., the average transverse mass of the pair) of the R Lévy scale:

A
R(mr) = ——. (11)
( ) V14 mr /B
Previous results with free parameter fits were shown in Ref. [17], hence here we concentrate
on the results of the above mentioned fixed parameter fits. We again note that our aim with fixing
one of the parameters to a physically motivated value is to show the trend of the m1 dependence of
the parameters.

4. Results

First, the measured correlation functions were fitted with the above mentioned (Equation (10))
function with three free parameters (¢, A and R), as shown in Ref. [17]. Using the results from the free
parameter fit, we fitted a constant function to the « values for all mr bins, as well as the formula of
Equation (11) to the R values in each bin. Then we analyzed first with one parameter fixed. All results
are shown in Figures 2—4. Let us note here, that all the measurement settings (event selection, track
selection, pair cuts, fitting interval) were varied systematically to obtain an estimate of systematic
uncertainties. These, along with the statistical uncertainty of the parameters (obtained by the Minos
algorithm) are shown in Figures 2—4.

The Lévy stability exponent a determines the source shape, and a value of 2 corresponds to a
Gaussian source, a value of 1 to a Cauchy source, and 0.5 is the conjectured value at the critical point.
Our results, along with these special cases (dotted yellow lines), are shown in Figure 2. It is clear
from the figure that the statistical uncertainties of a« from the fixed R fit are reduced by a factor 4-5;
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however, the values of « are similar in both cases. These values are far from the Gaussian case as well
as the conjectured CEP value, motivating us to perform this measurement in different systems and at
different energies as well.

The Lévy scale R determines the correlation length of pion pairs from the given system. From a
simple hydrodynamical picture one obtains a R o« 1//m7 type of affine linear dependence, as already
mentioned above. This, i.e., Equation (11), describes the free parameter fit data points of Figure 3
well. The fixed « fits are within uncertainties compatible with the free parameter results, however,
they suggest a more or less constant trend of R versus mr in the higher m1 bins. This motivated us
to perform the same measurement in collision systems with larger multiplicities (where statistical
uncertainties are expected to be reduced proportionally to the square of the mean multiplicity).

The last parameter to study was the correlation strength parameter A, given in Equation (7).
The transverse mass dependence of A is shown in Figure 4. Comparing the three different fits (free
parameter fit, fixed « fit, fixed R fit), it was visible that A in free parameter fit was compatible
(within statistical uncertainties) with both other cases. All fits showed a roughly constant A(m7) trend.
This was in contrast to the findings at RHIC, see e.g., the compilation in ref. [18]. This finding was,
however, compatible with previous SPS measurements (in different systems), see e.g., ref. [19].

s 2.2
2 —
18— NA61/SHINE Preliminary ]
' Be+Be @ 150A GeV/c 0-20% ]
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___________ .
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Figure 2. Lévy exponent a versus transverse mass: comparison between free parameter fit, fit with R
fixed and fit with « fixed. The boxes represent systematic uncertainties. For each bin, the results are
slightly shifted to the right for visibility, but they are in the same bin.
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Figure 3. Correlation strength R versus transverse mass: comparison between free parameter fit,
fit with a fixed and fit with R fixed. The boxes represent systematic uncertainties. For each bin,
the results are slightly shifted to the right for visibility, but they are in the same bin.
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Figure 4. Lévy exponent A versus transverse mass: comparison between free parameter fit, fit with a
fixed and fit with R fixed. The boxes represent systematic uncertainties. For each bin, the results are
slightly shifted to the right for visibility, but they are in the same bin.
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5. Conclusions

We reported above on the NA61/SHINE measurement of one-dimensional identified two-pion
Bose-Einstein correlation functions in the 0-20% most central Be + Be collisions at 150A GeV/c.
We compared free parameter fits to fixed parameter fits, to reduce statistical uncertainty of the physical
parameters (¢, A and R). We found that the results from the free parameter fits and the fixed parameter
fits are similar, but the statistical uncertainty of each parameter is reduced by a large factor. The aim
of this excercise was to show the trends of the parameters with fixing one parameter to a physically

motivated value. Our results confirmed that in this collision system and at this collision energy,
the Lévy exponent « is far from the Gaussian case, as well as from the conjectured value at the critical
end point. We furthermore found that the R(m7) dependence is compatible with hydro predictions,
and A(mr) may show different patters at RHIC and SPS energies. These findings will be subsequently
investigated in other collision systems as well.
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Abstract: Recent multi-channel astrophysics observations and the soon-to-be published new
measured electromagnetic and gravitation data provide information on the inner structure of the
compact stars. These macroscopic observations can significantly increase our knowledge on the
neutron star enteriors, providing constraints on the microscopic physical properties. On the other
hand, due to the masquarade problem, there are still uncertainties on the various nuclear-matter
models and their parameters as well. Calculating the properties of the dense nuclear matter,
effective field theories are the most widely-used tools. However, the values of the microscopical
parameters need to be set consistently to the nuclear and astrophysical measurements. In this work,
we investigate how uncertainties are induced by the variation of the microscopical parameters.
We use a symmetric nuclear matter in an extended o-w model to see the influence of the nuclear
matter parameters. We calculate the dense matter equation of state and give the mass-radius diagram
for a simplistic neutron star model. We present that the Landau mass and compressibility modulus of
the nuclear matter have definite linear relation to the maximum mass of a Schwarzschild neutron star.

Keywords: dense matter; stars: neutron; equation of state; astro-particle physics

1. Introduction

The investigation of the structure of compact astrophysical objects like neutron stars, magnetars,
quark- or hybrid stars, etc. is an active novel research area as a child of astrophysics, gravitational
theory and experiment and nuclear physics. Thus far, the extreme dense state of the matter can not
be produced in today’s Earth-based particle accelerators, thus only celestial objects can be used for
tests. Electromagnetic measurements, such as X-ray- and gamma satellites, aim to measure properties
of these objects more and more accurately [1-4]. In parallel, radio array data [5] and the newly
discovered gravity waves provide a new way to probe their inner structure [6-8]. These observations
are particularly important inputs for the theoretical studies of dense nuclear matter [9,10].

From the theoretical point of view, first principle calculations based on lattice field theory are
still challenging at high chemical potentials present in compact stars [11-13]. Thus, effective theories
play an important role in studying the properties of cold dense nuclear matter [14,15]. Recent studies
show the importance of the correct handling of the bosonic sector in effective theories of nuclear
matter [16,17]; moreover, applying the functional renormalization group (FRG) method on the simplest
non-trivial nuclear matter, the effect of the microscopical parameters on neutron star observables were
shown in Refs. [18,19].

We note that we use the simplest nuclear matter for neutron stars without crust. Leptonic fields
were not included in the model; therefore, no B-equlibrium was taken into account. During the
calculations of the nuclear equation of state, the condition of charge neutrality was not imposed.
We note, however, that this does not lead to the violation of the charge neutrality of the neutron
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star itself, as there are no energy terms related to the electrical charges of the nucleons, and all the
hadronic fields considered are identical. The model effectively describes nuclear matter that consists of
interacting neutrons and neutral mesons that are parametrized to describe the saturation properties of
symmetric nuclear matter as in the case of the original Walecka-model [20]. These assumptions are
restricting but led us to investigate the consequences of varying the nuclear matter parameters in a
more clear nuclear environment like e.g., in Ref. [21]. We note that an ongoing extended theoretical
work is in progress for a more realistic case to compare astrophysical experimental data to our model.

In this paper, we study the connection between the parametrizations of effective nuclear
models and measurable properties of compact stars in three differently extended versions of the
o-w model. All of these include symmetric nuclear matter with various interaction terms in the bosonic
sector. After calculating the equation of state (EoS) corresponding to different parametrizations of these
models, the mass-radius (M-R) diagrams are calculated by solving the Tollmann—-Oppenheimer—Volkoff
(TOV) equations. We show how sensitive the mass-radius relation is to differences in the bosonic sector.
The dependence of particular properties of compact stars (maximum mass and radius) is presented,
influenced by different saturation parameters of the symmetric nuclear matter.

2. The Extended o-w in the Mean Field Approximation

Here, we apply the most common mean field model of the dense nuclear matter, formulating the
extended o-w model [22,23] with the Lagrange-function taken from Refs. [20,24],

L =NfY¥ (id — my + o0 — gwth) ¥ + %0 (82 — m%,) o—U(o) — }waww + %mi,wz, (1)
where ¥ is the fermionic nucleon field, N = 2 is the number of nucleons, and my;, m,, and m, are the
nucleon, sigma, and omega masses, respectively, for the usual scalar and vector fields. We introduced
the wyy = d,wy — dywy, and the Yukawa coupling corresponding to the c—nucleon and w-nucleon
interactions is given by ¢, and g,. We denote the general bosonic interaction terms with U;(0),
which can have thee different forms as the considered modified model cases for certain i,

U3 = )\30’3,
u4 = A40—4/ (2)
U34 = )\30’3 + )\40’4.

In the mean field (MF) approximation, the kinetic terms are zero for the mesons and only
the fermionic path integral has to be calculated at finite chemical potential and temperature.
We consider here the symmetric nuclear matter to be in equilibrium, which includes the baryon
number conservation. Taking this into account, the standard procedure was applied minimizing the
free energy of the infinite symmetric nuclear matter at the zero temperature limit, where, for the proton
(np) and neutron (n,,), the number of densities are equal, such as the proper chemical potentials, yp,
and y;,, respectively:

My = 1 - Hp = Mn = H- (©)

After applying this for all three cases in Equation (2) and substituting them into Equation (1),
the numerical solution can be obtained after parameter fitting.
3. Parameter Fitting in the Extended o-w Model

As the general procedure, all the models’ considered cases in Equation (2) need to fit to the
nucleon saturation data found in e.g., Refs. [20,25]. In parallel to the effective mass, we introduced the
definition of the Landau mass
o

mp — — with O = ok - ’ (4)
=kF
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where k = kr the Fermi-surface and Ej is the dispersion relation of the nucleons. The Landau mass
(mp) and the effective mass (im*) are not independent in relativistic mean field theories,

my =/l + me2. (5)

This is the reason why the Landau mass and the effective mass of the nucleons can not be fitted
simultaneously in the models we consider [25]. In this paper, we deal with this problem in the
following way. We fit all of the models two times: using the effective mass value from Table 1 and one
calculated from Equation (5) to reproduce the Landau mass value from Table 1.

Table 1. Nuclear saturation parameter data, from Refs. [20,25].

Parameter Value Unit
Binding energy, B —16.3 MeV
Saturation density, 1 0.156 fm—3

Nucleon effective mass, m* 0.6 my MeV
Nucleon Landau mass, m;  0.83my MeV
Incompressibility, K 240 MeV

If the models with Uz and Uy type interaction terms are used, then there are not enough free
parameters to fit the data in Table 1. In these cases, the nucleon effective mass, saturation density,
and binding energy are fitted and the compression modulus is a prediction, given by

2 2

(e/n) :91128—(8/11), (6)

0
_ 12
K=k ™

which has a simple connection to the thermodynamical compressibility at the saturation density #ng.
In the case of Usy, all four parameters can be fitted simultaneously, and there is another way to
incorporate data regarding both Landau and effective mass. For this model, we consider a third fit,
where the value of the effective mass is chosen in a way that minimizes the error coming from not
fitting the two types of masses correctly. Technically, this value of the effective mass minimized the x2

of the fit, with value
Mopt = 0.6567 my ~ 616 MeV . (7)

Since the incompressibility is different for the model cases with different interaction terms,
we compared them in Table 2. For model cases with Uz and Uy, there are two fits, for Landau and
effective mass that produce different incompressibility values because they do not have enough
free parameters to fit the correct value. However, for Uz, there are enough parameters to fit the
incompressibility, so it has the same value for all three fits: for the Landau mass, for the effective mass
and for the optimal mass. As Table 2 presents incompressibility values for U3 with Landau fit, it is quite
close and the U3y results provide the best fit with the saturation nuclear matter parameters in Table 1.
These models differ in their predictions for higher densities of nuclear matter, which complicates the
description of the compact star interior.

Table 2. The obtained incompressibility values in different model cases and fits.

Models Calculation Method K [MeV]

o-w model reference value 563
Us effective mass fit 437
Us Landau mass fit 247
Uy effective mass fit 482
Uy Landau mass fit 334
Usa x> fits for all 240

71



Universe 2019, 5, 153

4. Properties of Nuclear Matter in the Extended o-w Model

The nuclear properties of the different model cases were compared with all the possible parameter
fits at the equation of state (EOS) level. We used all three types of interaction terms: Us, Uy, and Usg,
and each was considered with two parametrizations corresponding to Landau and effective mass
fits. All results were cross-checked with the original o-w model parameters. In case of the model
characterized by Uz, interactions, we used a fit which reproduces Eequation (7).

The energy density, pressure and density were calculated in all of these models. The equation
of states corresponding to these model and fit cases are shown in Figure 1. The results from the
modified o-w model are compared to other equation of state parametrizations from Refs. [26-28]
(solid lines). An important feature of Figure 1 is that different model based EoS parametrizations are
separated based on whether they are parametrized by the Landau (full symbols) or the effective mass
(open symbols). The models which are fitted to reproduce the correct effective mass of nucleons have
smaller energy density at a given pressure. This phenomena becomes more prominent as pressure
increases. It is also important to note that, in a given band, the incompressibility corresponding to
certain equation of states can be very different. For example, in the group that was fitted for the
effective mass in the U3 type model, (open rectangles) has the incompressibility K = 247 MeV, but the
Uy type (open circles) has almost double the value, K = 482 MeV.

9x10°

M. Prakash et al., PRD 52, 661 (1995); SQM3 —— Walecka model + o3 ; m* fit —5—

&10° - R B. Wiringa et al., PRC 38, 1010 (1988); WFF1 —— Walecka model + o3 ; m fit —8—
A. Akmal, et al., PRC 58, 1804 (1998): AP4 Walecka model + 03 +0% ; m* fit —A—

2100 | Original Walecka model —— Walecka model + o3 +0*; m fit —&— |
Walecka model + o# ; m* fit Walecka model + 03 +0* ; mgp fit —%—

Walecka model + 0% ; m fit

)
<
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Pressure [MeV*]

Figure 1. Equation of state in different models in comparison to Refs. [26-28].

Similar grouping can be seen in Figure 2 presenting the binding energy B as the function of the
nuclear density n. However, near the minimal B, the value of incompressibility governs the curves
because it determines the curvature of the curves around minimum. Effective mass that fits with
open symbols has a steeper rise with the increasing density, n, while Landau-mass fit curves with
full symbols are wider. We note that, below the saturation density, curves are getting more independent
from the model choice and parameter fits.
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Figure 2. The density dependence of binding energy with the different models and parametrizations.
5. Compact Star Observables from the Effective Models

The Tolman—-Oppenheimer—Volkoff equations provide the general relativistic description of the
compact stars assuming spherically symmetric and time independent space-time structure [20],

dP(r) _ _ Ge(r)m(r) {1 + L (r)] [H W} {1 - W}l

dr r2 e(r) m(r) r ’ ®)
dn;if’r) = 4mr?e(r) .

Here, P(r) and ¢(r) are the pressure and energy density as functions of the radius of the star,
G is the gravitational constant while m(r) is the mass of star that is included in a shell with radius
r. To integrate the equations, one needs a connection between P(r) and ¢(r) at given r which is
provided by the nuclear matter equation of state in the form of the relation P(r) = P(e(r)). To start the
integration, one has to choose a central energy density value ¢ for the star as an initial condition.

After solving the Equation (8) using the EoS from the model cases with various fits, the mass (M)
and radius (R) of a compact star with a given energy density can be determined. Results corresponding
to different energy densities in a given model are summarized on a mass-radius M - R diagram on
Figure 3.

The model variants inherited the behaviour as in Figures 1 and 2: the curves are grouped based on
whether or not they parametrized to reproduce the effective mass or Landau mass. Models with smaller
effective mass (open symbols) systematically produce higher maximum mass stars compared to their
parametrization with larger effective mass (Landau mass, with full symbols). Moreover, all models
fitted for the effective mass value in Table 1 produce higher maximum star mass than the ones fitted
for the Landau mass. Since the Landau mass and effective mass are not independent as in Equation (4),
the above statement is equivalent to saying that higher effective mass produces smaller maximum star
mass. This picture is supported by the curve corresponding to the model case parametrized by the
optimal mass in Equation (7), which is the best fit of the model. The maximum star mass in this case is
between the values produced by parametrizations described by smaller and larger effective nucleon
mass. It is interesting to note that parametrizations corresponding to the effective mass and to the
optimal mass value may be ruled out by observations, as they produce much larger maximum star
mass and radius than the most recent measurements and theoretical predictions suggest [29].
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Figure 3. Mass—radius diagram corresponding to the different parametrizations of the modified o-w
model. The line corresponding to the original o-w model is also drawn for comparison with a red color.

The value of incompressibility in these models seems to influence very little the maximum star
mass; however, at the same time, it has an effect on the compactness by influencing the radius of
the star. Thus, it can be seen in Figure 3 by looking at the curves belonging to the fits with the same
effective mass (Landau mass). In these model cases, all of the parameters are the same as listed in
Table 1 apart from the incompressibility.

6. Connection between Maximum Star Mass and Nuclear Parameters

Our results present a strong connection between the nuclear effective mass, 7 and maximum
star mass, My,,x M. To further study this phenomena, the model variant with interaction term Usy is
used and presented below. The couplings in the model are calculated to reproduce all values listed in
Table 1 except for the nuclear effective mass and Landau mass that are kept as external parameters.
To study the maximum star mass dependence on the effective nucleon mass, many different fits of
this model are considered all with different values of effective nucleon mass. The M—-R diagrams
corresponding to these parametrizations are calculated, and the maximum star mass is determined in
each case. This procedure makes it possible to determine the dependence of maximum star mass on
nucleon effective mass in this model, if everything else is kept constant. The results are summarized in
Figure 4. The connection between maximum star mass and nucleon effective mass is well described by
a linear connection, which gives the best fit of the numerical data,

Miax m = 5.896 — 0.005m;, 9)

where M,y M is given in units of Mg,,,, and m is given in MeV.

Although the above equation is derived considering only the model with interaction term Usq
and taking into account parametrizations that differ only in the value of nucleon effective mass,
it generalizes well and it approximates the maximum star mass corresponding to the other model
variants we consider with very high accuracy. This seems to indicate that the linear connection is a
good approximation regardless of the bosonic interaction term used, and this holds across different
model variants.
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Figure 4. Maximum star mass, M, M (upper panel) and maximum star size, R, p1 (Iower panel) as
a function of the Landau nucleon mass, m; .

These observations are further supported by the connection between the radius of the maximum
mass star (Ry,,x pm) and nuclear Landau mass. This connection also presents strong linear dependence
and holds across all model variants we considered in this paper. The results are shown in Figure 4,
where the plotted linear relation is described by

Ryax M = 21.94 — 0.015m; . (10)

Applying R is given in km units and m, is given in MeV.

Since besides the nucleon Landau (effective) mass the only parameter that is different in our
model variants is the incompressibility, it is worth studying the relation between incompressibility and
maximum star mass while keeping every other parameter constant. For this end, in the model with
Usy interaction terms, the Landau mass fixed for the value that is listed in Table 1 and the model is
solved to reproduce different values of incompressibility. All these different parametrizations give a
different dense matter equation of states that predict different M—R diagrams and different maximum
mass star parameters, M,y p1. These results are summarized in the panels of Figure 5.

It can be seen in these plots that the the mass and radius of the maximum mass star are insensitive
to the value of the incompressibility. The equations of the best (constant) linear fits are

Mipax v = 1.779 + 0.0008 K,

(1)
Ryuax M = 7.870 + 0.0070 K,

where M,,,;, M 18 measured in units of Mg,,;;, K in MeV units, and R, p is in km.

The slope of both linear functions is tiny and even double the K produces only a few percent of
variation in the maximum mass star mass and radius. These results provide a heuristic understanding
of the previous results on the dense matter properties: the maximum mass star radius and mass
depend strongly on nucleon Landau mass, since its dependence on incompressibility is negligible
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compared to how strongly it depends on the value of effective mass and all other parameters are
kept constant.

Lo T T T T 1
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Figure 5. The maximum mass star mass, My;x M (upper panel) and radius, Ry, m (Iower panel)

as a function of the compression modulus, K. The dashed line is the best linear fit, which is plotted
as guidance.

7. Conclusions

We investigate the macroscopical observables of neutron stars with a symmetric dense nuclear
and matter in the interior. We compared three cases with different general bosonic interactions,
and we used variations of the nuclear parameter fit method. We investigated how these bosonic
interactions matter in the nuclear equation of state, and especially how the effective mass and Landau
mass parameters play role in the nuclear potentials. The applied model is neglecting leptonic fields,
and, therefore, there is f-equilibrium. Although we had this simplified theoretical case, such a clean
nuclear environment led us to explore the effects of its parameters on macroscopical observables of a
theoretical compact object.

With variation of these microscopical parameters, we explored the mass-radius groups in the
case of a Schwarzschild neutron star model. We presented that the Landau mass of the nuclear
matter has a definite linear relation to the maximum mass and maximum radius of the neutron star,
considered within the best Uz, model case. We also obtained that the effect of the incompressibility
is negligible on these macroscopical parameters, with M,,,x m =~ 1.78 and R,y p = 7.87 within the
regime K =200-400, meaning < 5% variation for both cases.

These results support the idea that the evolution equation of the strongly interacting matter saves
the magnitude of the uncertainty that originated from the microscopical physical parameters, which
appears as deterministic variation of the macroscopical observables as suggested in Refs. [18,19].

Finally, we note that an investigation of the asymmetric nuclear matter version of this study is
ongoing, like in Ref. [30,31]. Our preliminary results suggest that taking into account B-equilibrium
in the asymmetric case does not change much the observed effects, supporting the phenomena
summarized in this paper.
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Abstract: A brief pedagogical introduction to correlation femtoscopy is given. We then focus on
the shape of the correlation function and discuss the possible reasons for its departure from the
Gaussian form and better reproduction with a Lévy stable distribution. With the help of Monte Carlo
simulations based on asymmetric extension of the Blast-Wave model with resonances we demonstrate
possible influence of averaging over many events and integrating over wide momentum bins on the
shape of the correlation function. We also show that the shape is strongly influenced by the use of the
one-dimensional parametrisation in the g;,,, variable.

Keywords: correlation femtoscopy; heavy-ion collisions; Lévy stable parametrisation; event-by-event
fluctuations

1. Introduction

Correlation femtoscopy is widely used in heavy-ion collisions for the determination of space-time
characteristics of hadron-emitting sources. Most commonly, the two-particle correlation functions are
fitted by a Gaussian parametrisation augmented with correction terms due to final-state interactions.
The widths of this parametrisation are interpreted in terms of space-time (co-)variances of the
homogeneity regions [1-5].

Nevertheless, clear indications exist, that the real shape of the correlation function is not Gaussian,
as we could also see in a few talks at the 2018 Zimdnyi School (see e.g., [6-8]). The shape is often better
reproduced by a fit with Lévy stable distribution [9]. The choice of this distribution is not random.
Stability is a generalisation of the concept of Central Limit Theorems. Lévy stable distributions possess
the property that the shape remains unchanged when one more elementary random process is added
to the ones which are already accounted for. The excitement about this particular parametrisation
is supported by the argument that with the help of such a fit one could access the critical exponents
of the strongly interacting matter [10]. We will show in this paper that the observed shape can be
caused by more mundane non-critical phenomena. Mostly, we are interested in the role of averaging
in influencing the shape of the correlation function. Note that here we shall only be interested in
correlation functions from nuclear collisions.

These ideas set out the outline of this contribution. We first review the basic relations of correlation
femtoscopy. Then we particularly look at the Lévy stable parametrisations and scrutinise various
effects that can lead to such a shape of the correlation function.

2. The Formalism of Correlation Femtoscopy

The two-particle correlation function is constructed in such a way as to reveal the effect of
correlations. Since this is a school, we stay on a pedagogical level and introduce the main elements of
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correlation femtoscopy one by one. For pion pairs one usually uses the correlation stemming from
the symmetrisation of the wave function. Nevertheless, the effect of final state interactions is always
present, as well. They can be due to electromagnetic or strong interactions. For identical charged pions,
the electromagnetic Coulomb final state interactions are important. We shall assume here, that their
influence can be factored out from the data with the help of a correction factor [11,12].

The correlation function is then experimentally obtained as

P(p1, p2) )

C(plpr) - Pmix(pl PZ) ’

where P(py, p2) is the two-particle distribution in the momenta, and Ppix(p1, p2) is an analogous
distribution in which each particle comes from a different event. Due to wave function symmetrisation
for boson pairs, the correlation function exhibits a peak for small momentum differences p; — pa,
provided that Coulomb repulsion can be filtered out. Thus it is more convenient to study the
dependence of the correlation function on the momentum difference and the average momentum

1
q=rp1—p2, K=§(p1+m)- 2)

The source, which produces particles, can be described with the help of a Wigner density S(x, p).
Its classical interpretation is that it is the probability to emit a particle with momentum p from a
space—time point x. The correlation function which we express as function of g and K is then given as
| [ d*x S(x,K) ei‘?x}z

Clq,K) -1~ ([ d*xS(x,K))?

)

The approximation symbol stands here for two steps: (i) The on-shell approximation which replaces the
time-component of K (= (p) + p9)/2) with Ex = v K2 + m?2, and (ii) the smoothness approximation,
which assumes that the denominator can be evaluated at single value of K instead of the two momenta
of the particles of the pair: p1 = K+ g/2 and p, = K — q/2. After some manipulations the relation can
be rewritten as a simple Fourier transform:

- [ d* D(r,K) el

ORI s i)

(4)

where
D(r,K):/d4XS(X+%,K)S(X—%,K> . ®)

We see that the correlation function does not measure the distribution of the source itself. Instead, it is
a Fourier transform of the distribution of the differences between emission points! This is important!
The convolution in Equation (5) often produces a bell-shaped distribution D(r, K) even for emission
functions which might possess sharp edges. The Fourier transform in Equation (4) keeps this feature.
This is the reason why fitting the correlation function with Gaussian does not seem such a bad idea.

Unfortunately, even measurement of the distribution D(r, K) is not completely possible. Since the
momenta of the particles used in the measurement must fulfil the mass-shell constraint, we have

g-K=0 = g="5=q0p (6)

where ~
- K
= — = . 7

Hence, only three components of g are independent.
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In order to exploit the symmetries of the problem and simplify the interpretation of the
measurement, one adopts the out-side-long coordinate frame. The longitudinal (or z) direction is
parallel to the beam. The outward (or x) direction is identified with the direction of the transverse pair
momentum Kr, so that K = (Kr,0, K;). The sideward (or y) direction is perpendicular to the above
two. In this frame the Gaussian parametrisation of the correlation function reads

C(q,K) =1 = exp [~3R2 — g2 — g7RF — 2000sR%: — 29001 R — 295013 ] ®)

If this parametrisation is expanded up to second order in g and compared with such an expansion of
Equation (3), one recovers the model-independent expressions for the correlation radii [13]

R2 = ((x-pri?), RE, = (- prD)y) ,
R2=(7), R = ((x - Bri)(x - BiD)) , ©)
R} = ((z-piD?), Ry = (7(z— BiF)) -
Here, the averages are taken with the emission function
[ d*x f(x) S(x,K) (10)

K) = /
PN = i St 6
and the coordinates with the tilde are shifted with respect to the means
F=x—(x).

A caveat must be placed here in connection with the Expressions (9). They are well defined as long
as the (co)variances of the emission function can be calculated. If the emission function, however,
would be given by a Lévy stable distribution, they would not exist and the interpretation would
fail. Moreover—the interpretation is even more complicated: Below we discuss how the measured
correlation function results from averaging over different (effective) sources, so strictly speaking no
single emission function can be assigned to the measured correlations. Nevertheless, let us consider
the Expressions (9) as useful guidelines for the interpretation of measured Gaussian correlation radii.
Sometimes, poor statistics does not allow to sample the g-space densely enough with data so that a
decent fit to the histogram can be made. In this case, a one-dimensional parametrisation of the correlation
function is sometimes used, which is formulated in terms of the invariant momentum difference

Do =42+ 07 + a7 — g5 = |d* — (G- B)*. (11)

In order to calculate the correlation function C(g;,,», K) one would need to integrate both the numerator
and the denominator of the three-dimensional C(g, K) separately over the hypersurface in g-space

—| - 7 . 2
C(q. K) =1+ fd%d%d‘hé(hﬂz — (q . '3)2 _ innv) |fd4xS(x,K)e“7x] (12)
invs = = — .
[ dq0dqsdqi5(1d1% — 7+ B)2 — a3,,) (J d*x S(x,K))?

Note that we still assume the validity of the smoothness and the on-shell approximations.
This can be most easily interpreted in the reference frame which co-moves with the particle pair,
i.e., with the velocity f. There, all terms which contain § vanish, and the correlation function becomes

. -
C(qino, K) =1+ J d90dqsdaqid (11> — a7,,) | [ d*x S(x, K)e'T| )
mor - — )
[ dqodqsdqié(172 — 2,,) ([ d4x S(x,K))?
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If the modification is done on the level of Gaussian parametrisation

1 ) -
C(dino K) =14 57 / dgodqsdq (1712 — gy exp(—aqia;(x'x))) | (14)

where

N = / dqodqsdq; 5(|71* — i) (15)

ensures that the normalization of the correlation function is unaffected by integral over the g-surface.
Hence, in this frame the averaging runs over the g-surface with constant ||. The observed width of
C(qinv, K) results from this averaging.

The value of g;,, can become 0 (where one would expect the maximum of the correlation function)
also for non-vanishing g components (where the maximum is not expected). Therefore, a new variable
has been introduced [14]

172 (p1zE2 — pazE1)?
grcms = (0]3 +q7 + qlz,LCMS) where qIZ,LCMS =2 sz _I}é . (16)
0K

Note that g cps is invariant under longitudinal boosts. The motivation for this particular variable

is that in the longitudinally co-moving frame (K; = 0) it reduces just to /g3 + g2 + g7. This variable
is thus reasonable for spherically symmetric sources. We have checked that there is no dramatic
qualitative difference between the results obtained with g;,,;, and those obtained with qrcps [15].
Here we shall show results obtained with g;,,,, while results with g;cps will be shown elsewhere [15].

We have indicated in Equation (10) that the measured (co-)variances of the source depend on
the pair momentum K. Why? The reason is that the particles with specified momentum only come
from a part of the whole fireball, the so-called homogeneity region. If we change the momentum K,
i.e., we focus on particles with different momentum, then these will be emitted from a different part
of the fireball. That part also may have different size. Consequently, the sizes of the (co-)variances in
Equation (9) change.

3. Averaging

We shall deal with two kinds of averaging in the discussions of the shape of the correlation
function: Averaging over different momenta and averaging over many events.

Averaging over momentum comes through the binning in pair momentum K. Both histograms in
g—the numerator and the denominator in Equation (1)—are constructed for K within certain interval.
The bins always have finite size in the transverse component as well as in the azimuthal angle of K.
The latter is often even integrated over the whole 27 interval. As we pointed out, the correlation
function measures the homogeneity lengths corresponding to a given K. Then by taking an interval of
K one makes an average over different homogeneity regions. Since the intervals of K are integrated on
the level of the two histograms in Equation (1), the resulting correlation function is given as

i 12
| i 8K S, R

S [ st )

(17)

Averaging over events results from summing up entries to the histograms from a large number of
events. Both the numerator and the denominator fluctuate from event to event, because in each event
we have a fireball of different sizes and dynamical state. Averaging must therefore be carried out for the
numerator and denominator separately [16,17]. We thus conclude that the correlation function will be
L JARP(R) | [ d*x S(x, K; R)e™ ?
JdRp(R) ([ d*x S(x, K; R))*

C(g,K) = (18)
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where p(R) is the distribution of the source sizes. For brevity, we do not write out the averaging over
other features of the fluctuating source explicitly; this would be implemented in the same way.

A non-Gaussian shape of the correlation function will be here fitted with the Lévy stable
distribution. In one dimension is reads

C(q) =1+ Ae”WR)", (19)
The three-dimensional generalisation can be formulated as [9]
C(q) = 1+ Ae~ (THRIFEREHGIRE)2 (20)

The Lévy exponent « is one of the fit parameters, together with A and the R"’s. The value & = 2
corresponds to Gaussian shape, meaning that a lower value (¢ < 2) implies a non-Gaussian
correlation function.

4. The Blast-Wave Model

For the actual calculation of various effects we will generate artificial events with the help of
DRAGON Monte Carlo event generator [18,19]. It is based on the Blast-Wave (BW) model [20-24] with
resonance decays included. The BW model is described by the emission function

H 71
S(x,K)d*x = (271()3 (exp (%) + 1) O(r — R(0)) 6(t — 7o) mecosh(n —y)tdrdyrdrdd. (21)

As spatial coordinates we use here the usual polar coordinates r and 6 for the plane transverse to the
beam direction, the space-time rapidity # and the longitudinal proper time T

qz%lnt—’_z T=1—22. (22)

t—z’

Let us explain the formula representing this particular emission function.

e The factor (271)2 stands for the elementary phase-space cell volume. Recall that S(x,K)
represents the distribution in phase-space. (And recall that 7 = ¢ = 1.)

®  The thermal distribution—Bose-Einstein or Fermi-Dirac—is formulated with the energy in the
rest frame of the fluid, E* = up,, where u is the (local) velocity of the fluid.

e The fireball is modelled with a sharp cutoff in the transverse direction: @(r — R(0)). However,
the radius R depends on the azimuthal angle in order to simulate the fireball in non-central
collisions.

*  Freeze out happens along a hypersurface given by constant T = 7¢,.

e  The fireball is manifestly boost-invariant. There is no limit set on the space-time rapidity.
Nevertheless, by choosing the rapidity of particles one effectively selects just a part of the fireball
(the relevant homogeneity region) which contributes to the production at that rapidity.

e The factor m; cosh(ny — y)Tdtdyrdrdf, where y is the rapidity of the emitted particle, comes
from the Cooper-Frye [25] factor which stands for the flux of particles across the freeze-out
hypersurface ¥: p,d¥¥.

Our model does not include any corrections to the thermal momentum distribution due to viscosity.
The transverse radius of the fireball depends on the azimuthal angle in order to implement the

second-order anisotropy
R(Q) = RO [1 — dp COS (2(9 — 92))] , (23)

where Rg and a; are model parameters, and 6; is the angle of the second-order event plane.
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The collective expansion velocity field is parametrised with the help of # and the transverse
rapidity 1 (r, 6p)

ut(x) = (coshy coshn(r,0y), costy sinhn(r,0y), sinb, sinh#;(r,0y), sinhy coshn(r,6;)), (24)

where the transverse rapidity depends on r and the azimuthal angle

r

ne(r,6p) = 0] [1+ 20 cos(2(6 — 62))] - (25)

The model parameters pg and p; scale the overall magnitude and the second-order oscillation of the
transverse flow, respectively. We have indicated that #; depends on 6, and not directly on 6. The angle
0, gives the direction perpendicular to the surface of the fireball, and can be obtained from the relation

dx; dR(0) sin(0)

7T . dx2 a0 a0
tan (0 -5 ) = dx O] (26)

where the functional dependences x1(6), x(6) refer to the transverse boundary of the fireball [26].

DRAGON also includes resonance decays. Mesonic resonances are included up to masses of
1.5 GeV, baryonic up to 2 GeV. Resonances are produced according to the same emission function as
direct pions, with their pole masses. The decay vertex of a given resonance is determined according
to an exponential distribution whose width is the lifetime of the resonance in question (in its rest
frame): p(7) o« e TR%. Both two- and three-body decays are included as well as the possibility that
one resonance type can decay via various channels according to their branching ratios. Cascades of
decays, in which several resonances decay consecutively, are also possible within the model.

5. Results

We begin by considering the effects that the averaging over many fireballs with different shapes
may have on the value of the Lévy parameter «. Indeed, in real experiments each fireball is different,
with different sizes, eccentricities, and orientations of the event plane. We therefore anticipate that
averaging over a distribution of source shapes, as in Equation (18), will cause « to deviate from 2.
In this treatment, we limit our focus to second-order anisotropies.

With the help of DRAGON we generated sets of 50,000 events. The basic setting of the parameters
includes the freeze-out temperature of 120 MeV, the average transverse radius R = 7 fm, freeze-out
time 77, = 10 fm/c, and the strength of the transverse expansion pp = 0.8. To keep the source simple,
no resonance decays are included at this point. The correlation function is evaluated in one dimension
as a function of g;,,.

We first study the effect of averaging over different values of aj.

Figure 1 (left) compares the Lévy parameter « from two sets of Monte Carlo events. In the first
set, all events have spatial eccentricity with a; = 0.05. In the other set, the eccentricity fluctuates with
ap between —0.1 and 0.1. We perform the study in a narrow interval of K1, where the shape of the
correlation function changes strongly, even though it cannot be accessed experimentally (although
the correlation function has been averaged over the azimuthal angle of K). We see that the value of «
departs from 2 considerably and reaches values between 1.27 and 1.62. The averaging makes up only a
small portion of this decrease, at most at a level of 0.05.
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Figure 1. The Lévy parameter of the 1D fits to the correlation function in g;,,. Mean transverse
momentum Kt in bins of 10 MeV. A green circle shows results calculated with fixed anisotropies.
The purple data show results calculated for averaging over a, (left); averaging over p, (middle),
and averaging over 6, (right). Vertical error bars show the 1o intervals, resulting from fitting the
correlation function with the ansatz of Equation (19).

Almost identical results quantitatively come from the averaging over flow anisotropy (Figure 1,
middle) and the event plane orientation (Figure 1, right). In the middle panel we compare Lévy index
« obtained from a set with p; fixed to 0.05 with a set with events for which p; fluctuates between —0.1
and 0.1. For the event plane averaging we see no change (except in the bin with smallest Kr) if 6,
fluctuates in comparison to 6, fixed to 0. The anisotropy parameters a, and p; in this case fluctuate
between —0.1 and 0.1.

We investigate next the influence of resonances on the obtained value of «. We use the source of
direct particles with the same basic parameters as in the previous case, and we compare correlation
functions obtained with and without resonance decays.

In Figure 2 we show the Lévy indices « obtained from fits to the correlation functions as a function
of K1. We know from the previous Figure already, that the one-dimensional correlation function has
quite a non-Gaussian shape. Now we see that the inclusion of the resonance decays pushes down the
value of « by another 0.2. The influence of resonance decays is much bigger than that of averaging
over different events!

1.7
16 10) ) [0) ® R
() ¢ o)
1.5 R
¢ m
m
L m |
m
131 @ |
o
1.2 | R
m
11+ m R
Resonances off —&—
1 ‘ ‘ ‘ ‘ ‘ ‘Resoqances‘ on -—E—-

0 100 200 300 400 500 600 700 800 900
Ky [MeV]

1000

Figure 2. The Lévy parameter « of the 1D fits to the correlation function in g;;,,,. The result from the
fits to the correlation function from a source without resonances (green circles) and with resonances
(purple squares). Vertical error bars show the 1¢ intervals.

We want to perform our analysis more differentially, however. We start by looking individually at
each direction of the correlation function and fitting with the Lévy prescription of Equation (19). This is
not a three-dimensional analysis, since we do not fit the correlation function in the whole g-space
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and confine ourselves only to fits along the axes. The aim is to see the differences in its shape along
different directions.

Indeed, we observe in Figure 3 that the differences are rather large. If resonance decays are
not included, the value of « is around 2 in both transverse directions. However, in the longitudinal
direction the Lévy index « is lowered to 1.8 at Kt = 0 and increases gradually towards 2 at Kt = 1 GeV.
In addition, the influence of resonance decays is different for longitudinal and transverse directions.
In the longitudinal direction the resonance decays cause a decrease of « by about 0.2. In the transverse
directions, however, & drops as low as 1.4 once resonance decays are included.
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0 100 200 300 400 500 600 700 800 900 1000
Ky [MeV]

Figure 3. The Lévy parameter a from 1D fits to the correlation function in g;,,, along the different
axes, with or without resonances. Vertical error bars show the 1¢ intervals, resulting from fitting the
correlation function with the ansatz of Equation (19).

Note the wiggly behaviour of the data points, particularly for larger Kr. Due to the limited statistics
of particle pairs, the measured values of the correlation function will tend to fluctuate. The parameter «
comes from the fit to the correlation function with Equation (19). The error bars show the 1¢ intervals
for this particular correlation function. They underestimate the real uncertainty of the determination of «.
We plan to improve the statistics and the uncertainty intervals in a forthcoming paper [15].

We would like to understand these differences and hence we checked the shape of the source
which emits pions.

The profiles of the emission function are plotted in Figure 4, for pions with transverse momentum
from the interval (300, 400) MeV. Note that they are produced just from a part of the whole fireball,
the so-called homogeneity region. We show the distribution of the production points of pions, with pions
from resonance decays included. In order to assess the effect of resonances, we also plot separately both
contributions: Directly produced pions as well as those from resonance decays. The upper row shows
that there is quite a difference between the longitudinal and the transverse directions. One could argue,
however, that due to the on-shell constraint (6) it is not the distribution in x, that is measured, but rather
the distribution in (x — B¢t). We plot this in the lower left panel of Figure 4.

At this place we would again like to touch upon the discussion concerning the proper choice
of the one-dimensional momentum difference variable (§;,, vs. qrcms). We recall that grcps was
introduced as a reasonable variable for spherically symmetric sources. Figure 4 shows that in this case
the symmetry is not present, neither concerning the sizes, nor concerning the shape of the source in
different directions.
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Figure 4. The spatial distribution of the emission points of pions for Krs. Upper row: The profiles

of the emission points distribution along the x (left), y (middle), and z-axis (right). Lower row: The

profile along the variable (x — B¢t) (left), and two-dimensional distributions in the transverse plane

(middle and right). A green x shows the profile of direct pions, a purple + shows the profile of pions

produced by resonances and a blue * shows their sum. All these distributions were calculated as

narrow integrals over the remaining coordinates with width 2 fm.

Finally, we extend the fitting to the whole three-dimensional correlation function from the previous
simulations. The fit is performed with the three-dimensional Lévy distribution of Equation (20), so it

always results in a single value of .

This is plotted in Figure 5 as a function of K1. We can see that the obtained a’s are closer to 2
than in the case of fitting the one-dimensional correlation functions in ¢;,,,, although considerable
deviations from 2 are still present. Inclusion of resonance decays lowers a by about 0.1-0.3, depending

on KT-
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Figure 5. The Lévy parameter of the 3D fits to the correlation function according to Equation (20).

Compared are simulations with and without resonances. Vertical error bars show the 1c intervals,

resulting from fitting the correlation function with the ansatz of Equation (20).
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6. Conclusions

We explained in the introductory section of this paper that in addition to the generalisation of the
concept of Central Limit Theorem [9], an especially important motivation for the use of Lévy stable
parametrisation is the search for critical behaviour [10]. The simulations presented here show that
the Lévy parameter « may clearly deviate from 2 even for “usual”, non-critical sources, like those
described by the blast-wave model.

Even without the presence of resonances, the shape of the correlation function looks rather
non-Gaussian in the longitudinal direction. Once resonance decays are included, however, the shape
deviates even further from Gaussian, especially in the two transverse directions. In this respect it
appears interesting to test this with kaons, since a smaller part of them (although not negligible) comes
from resonance decays.

In the three-dimensional fit, the value of « is lowered through the influence of resonance decays
by about 0.1-0.3, depending on Kr.

It is very important to realise that in our simulations the biggest effect on lowering the value of «
was in using only one-dimensional parametrisation of the correlation function in gjy,,,.

Author Contributions: The authors contributed to the paper in this way: conceptualization, B.T.; methodology,
B.T, J.C., C.P; software, ].C.; validation, C.P.; investigation, ].C. and B.T.; writing—original draft preparation, B.T.;
writing—review and editing, J.C. and C.P.

Funding: This research was funded by the grant 17-04505S of the Czech Science Foundation (GACR).
B.T. acknowledges support from VEGA via grant No. 1/0348/18. C.P. gratefully acknowledges funding from the
CLASH project (KAW 2017-0036).

Conlflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

References

1. Pratt, S. Pion Interferometry of Quark-Gluon Plasma. Phys. Rev. D 1986, 33, 1314-1327. [CrossRef]

2. Bertsch, G.; Gong, M.; Tohyama, M. Pion Interferometry in Ultrarelativistic Heavy Ion Collisions. Phys. Rev. C
1986, 37, 1896-1900. [CrossRef]

3.  Makhlin, A.N,; Sinyukov, YM. Hydrodynamics of Hadron Matter Under Pion Interferometric Microscope.
Z. Phys. C 1988, 39, 69-73. [CrossRef]

4.  Pratt, S.; Csorgd, T.; Zimanyi, J. Detailed predictions for two pion correlations in ultrarelativistic heavy ion
collisions. Phys. Rev. C 1990, 42, 2646-2652. [CrossRef]

5. Chapman, S.; Scotto, P; Heinz, U. A new cross term in the two particle HBT correlation function.
Phys. Rev. Lett. 1995, 74, 4400-4403. [CrossRef] [PubMed]

6.  Kincses, D. Lévy Analysis of HBT Correlation Functions in s N N = 62 GeV and 39 GeV Au + Au Collisions
at PHENIX. Universe 2018, 4, 11. [CrossRef]

7. Kurgyis, B. Three-dimensional Lévy HBT Results from PHENIX. Acta Phys. Pol. B Proc. Suppl., 2019, 12, 477.
[CrossRef]

8. Poérfy, B. Levy HBT results at NA61/SHINE. Universe, under review.

9.  Csorg6, T.; Hegyi, S.; Zajc, W.A. Bose-Einstein correlations for Lévy stable source distributions. Eur. Phys.
J. C 2004, 36, 67-78. [CrossRef]

10. Csorgd, T. Correlation Probes of a QCD Critical Point. PoS HIGH-PTLHC 2008, 8, 027.

11.  Bowler, M.G. Coulomb corrections to Bose-Einstein correlations have been greatly exaggerated. Phys. Lett. B
1991, 270, 69-74. [CrossRef]

12.  Sinyukov, Y.; Lednicky, R.; Akkelin, S.V.; Pluta, J.; Erazmus, B. Coulomb corrections for interferometry
analysis of expanding hadron systems. Phys. Lett. B 1998, 432, 248-257. [CrossRef]

13.  Chapman, S.; Scotto, P.; Heinz, U. Model independent features of the two particle correlation function.
Acta Phys. Hung. A 1995, 1, 1-31.

88



Universe 2019, 5, 148

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Adare, A.; Aidala, C.; Ajitanand, N.N.; Akiba, Y.; Akimoto, R.; Alexander, ]J.; Alfred, M.; Al-Ta’ani, H.;
Angerami, A.; Aoki, K,; et al. [PHENIX Collaboration]. Lévy-stable two-pion Bose-Einstein correlations in
V/SNN = 200 GeV Au+Au collisions. Phys. Rev. C 2018, 97, 064911. [CrossRef]

Cimerman, J.; Plumberg, C.; Tomasik, B. Unpublished work, 2019, in preparation.

Plumberg, C.J.; Shen, C.; Heinz, U.W. Hanbury-Brown-Twiss interferometry relative to the triangular flow
plane in heavy-ion collisions Phys. Rev. C 2013, 88, 044914; Erratum: Phys. Rev. C 2013, 88, 069901.
Plumberg, C.; Heinz, U. Probing the properties of event-by-event distributions in Hanbury-Brown—-Twiss
radii. Phys. Rev. C 2015, 92, 044906; Addendum: Phys. Rev. C 2015, 92, 049901. [CrossRef]

Tomasik, B. DRAGON: Monte Carlo generator of particle production from a fragmented fireball in
ultrarelativistic nuclear collisions. Comput. Phys. Commun. 2009, 180, 1642-1653. [CrossRef]

Tomasik, B. DRoplet and hAdron generator for nuclear collisions: An update. Comput. Phys. Commun. 2016,
207, 545-546. [CrossRef]

Siemens, P.J.; Rasmussen, J.O. Evidence for a blast wave from compress nuclear matter. Phys. Rev. Lett. 1979,
42, 880-887. [CrossRef]

Schnedermann, E.; Sollfrank, J.; Heinz, U. Thermal phenomenology of hadrons from 200-A/GeV S+S
collisions. Phys. Rev. C 1993, 48, 2462-2475. [CrossRef]

Csorg6, T.; Lorstad, B. Bose-Einstein correlations for three-dimensionally expanding, cylindrically symmetric,
finite systems. Phys. Rev. C 1996, 54, 1390-1403. [CrossRef]

Tomasik, B.; Wiedemann, U.A.; Heinz, U. Reconstructing the freezeout state in Pb + Pb collisions at 158
GeV/c. Acta Phys. Hung. A 2003, 17, 105-143. [CrossRef]

Retiere, F.; Lisa, M.A. Observable implications of geometrical and dynamical aspects of freeze out in heavy
ion collisions. Phys. Rev. C 2004, 70, 044907. [CrossRef]

Cooper, F; Frye, G. Comment on the Single Particle Distribution in the Hydrodynamic and Statistical
Thermodynamic Models of Multiparticle Production. Phys. Rev. D 1974, 10, 186. [CrossRef]

Cimerman, J.; Tomasik, B.; Csandd, M.; Lokos, S. Higher-order anisotropies in the Blast-Wave Model -
disentangling flow and density field anisotropies. Eur. Phys. ]. A 2017, 53, 161. [CrossRef]

@ © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

89



* universe m\py

Communication

Multiplicity Dependence in the Non-Extensive
Hadronization Model Calculated by the
HIJING++ Framework

Gabor Biré 1>**, Gergely Gabor Barnafsldi **, Gabor Papp >*' and Tamas Sandor Bir6 **

1 Department of Theory, Wigner Research Centre for Physics of the Hungarian Academy of Sciences,

29-33 Konkoly-Thege Mikl6s Str, H-1121 Budapest, Hungary

Institute for Physics, E6tvos Lordnd University, 1/A Pazmdany P. Sétany, H-1117 Budapest, Hungary

*  Correspondence: biro.gabor@wigner.mta.hu (G.B.); barnafoldi.gergely@wigner.mta.hu (G.G.B);
pg@ludens.elte.hu (G.P.); biro.tamas@wigner.mta.hu (T.S.B.)

1t These authors contributed equally to this work.

Received: 30 April 2019; Accepted: 23 May 2019; Published: 1 June 2019

Abstract: The non-extensive statistical description of the identified final state particles measured in
high energy collisions is well-known by its wide range of applicability. However, there are many
open questions that need to be answered, including but not limited to, the question of the observed
mass scaling of massive hadrons or the size and multiplicity dependence of the model parameters.
This latter is especially relevant, since currently the amount of available experimental data with
high multiplicity at small systems is very limited. This contribution has two main goals: On the one
hand we provide a status report of the ongoing tuning of the soon-to-be-released HIJING++ Monte
Carlo event generator. On the other hand, the role of multiplicity dependence of the parameters
in the non-extensive hadronization model is investigated with HIJING++ calculations. We present
cross-check comparisons of HIJING++ with existing experimental data to verify its validity in our
range of interest as well as calculations at high-multiplicity regions where we have insufficient
experimental data.

Keywords: high energy physics; heavy-ion; Monte Carlo; event generator; parallel computing;
HIJING, non-extensive; Tsallis

1. Introduction

The transverse momentum (pr) distribution of identified hadrons stemming from high-energy
proton—proton, proton-nucleus, and nucleus-nucleus collisions is one of the most fundamental
observables in high-energy physics. In recent years, the Tsallis—Pareto-like distributions, motivated from
non-extensive statistical physics, have received close attention because their applicability in this field [1-7].
With the appearance of high precision experimental data spanning from low- to high-pr, neither the
thermal models with a bare Boltzmann—Gibbs exponential distribution nor perturbative Quantum
Chromodynamics (pQCD)-motivated power-law distributions are able to describe the whole spectrum.
On the other hand, the Tsallis—Pareto distributions combine these two regions perfectly (see, e.g., [1-16]
and references therein). During the investigation of the parameters, we showed that they possess
non-trivial relations such as mass- and energy scaling [1,8]. There are also implications that for larger
systems a soft-hard extension is needed [10,16]. These studies indicate that increasing the size of the
colliding system (roughly speaking, the volume of the quark-gluon plasma) may also reflect in the
parameters. Our goal is therefore to systematically explore the parameter space as the function of the
event multiplicity.

The HIJING++ framework is a soon-to-be-published general purpose Monte Carlo event generator,
currently in the final phase of development [17-22]. It will serve as the successor of the FORTRAN
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90



Universe 2019, 5, 134

HIJING, completely rewritten in modern C++. With the flexibility gained by using modular C++
structures, HIJING++ also utilizes several external packages [23-29]. Currently the internal parameters
of HIJING++ are being tuned to main experimental observables using Professor [30,31]. This provides
an excellent opportunity to test the capabilities of HIJING++ and calculate high-multiplicity events.

In the next section, we briefly summarize the progress of tuning in HIJING++ and present the
current status. In Section 3, a theoretical description of the transverse momentum spectra is given,
and the HIJING++ calculations are given in Section 4.

2. Tuning of HIJING++ Parameters

A typical general purpose Monte Carlo event generator, e.g., the HIJING++ framework, developed
to be able to simulate high-energy heavy-ion collisions, has parameters that are not determined by
theory and need to be tuned to reproduce measured experimental data with the highest possible
precision. One of the main features of the HIJING++ framework is that very few input parameters are
needed to fully define a run, such as the species of the projectile and target beam and center-of-mass
energy. Given this information, all of the other intrinsic parameters are calculated automatically.

Since HIJING++ is based on the convolution of sequential collisions of nucleon—nucleon pairs
in each nucleus—nucleus interaction, it is highly important to have a solid proton—proton collisions
baseline. In this section, we present the up-to-date result of the tuning process using the following
/s = 7 TeV proton—proton experimental data:

e pr spectra of identified 7%, K*, and p(#) hadrons with INEL > 0 normalization (at least one
charged particle in the || < 1.0 region is required) up to pr = 20 GeV/c [32];
e charged hadron multiplicity distribution in the range of (dN.;,/dy) = 0 — 70, where N, is the

number of charged particles [33,34];
ptpz
pP—rz

* charged hadrony = %ln pseudorapidity distribution at mid-pseudorapidity || < 1.0 [33].

The tuning process is performed iteratively utilizing the Professor tool [30,31]. In Table 1, we list
the main tunable parameters.

Table 1. Main internal parameters in HIJING++.

Parameter Description

Po soft-hard separation scale: minimum pr transfer of hard or semihard scatterings
Tsoft the inclusive cross section for soft interactions

0o the cross section that characterizes the geometrical size of a nucleon
Ho the parameter in the scaled eikonal function of nucleon used to calculate total cross-section
K K-factor for the differential jet cross sections in the lowest order pQCD calculation

max pr,; pr cut for classifying the connected-independent type strings at fragmentation

Mino—cut invariant mass cut-off for the dipole radiation of a string system below which soft gluon

Mypin—inv—ex.str.

radiations are terminated
minimum value for the invariant mass of the excited string system in a hadron-hadron
interaction

Spr, the parameter that regularizes the singularity at pr = 0 in the distribution of the soft pr kick

S v, the parameter that gives the scale beyond which the pr kick distribution will be similar
to 1/p4

F the scale in the form factor to suppress the pr transfer to diquarks in hard scatterings

vy phenomenological parameters (i = 1,2, 3) of the soft parton distribution function that yield
an x distribution of the valence quarks in a soft interaction

Sg; phenomenological parameters (i = 1,2, 3) of the soft parton distribution function that yield
an x distribution of the sea quarks in a soft interaction

StringPT:temperature the temperature parameter in the Lund fragmentation model as described in [23]
StringPT:tempPreFactor the temperature prefactor for strange quarks and diquarks in the Lund fragmentation model

as described in [23]
StringZ:aExtraSQuark

StringZ:aExtraDiuark parameters in the Lund symmetric fragmentation function as described in [23]
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The detailed process of tuning and the parameters values will be described in the technical release
paper of HIJING++. Here we present only the tuning status regarding the experimental data listed above.

In Figure 1, the multiplicity and the pseudorapidity distribution of charged hadrons are presented,
while in Figure 2 the pr spectrum of identified 77+, K*, and p() hadrons calculated and measured at
/s = 7 TeV proton—proton collisions can be seen.

Charged Multiplicity /s = 7 TeV, INEL > 0 Pseudorapidity /s = 7 TeV, INEL > 0
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Figure 1. The multiplicity distribution (left panel) and pseudorapidity distribution (right panel) of
charged hadrons stemming from proton—proton collisions at y/s = 7 TeV calculated with HIJING++
and compared to experimental data [33,34].
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Figure 2. The pr spectrum of identified 7+ (left panel), K* (middle panel), and p(p) (right panel)
hadrons yield from proton—proton collisions at v/s = 7 TeV with INEL > 0 normalization calculated
with HIJING++ and compared to experimental data [32].

The results above show that HIJING++ reproduces the event multiplicity excellently. In Figure 1,
the agreement between the HIJING++ results and the experimental data is ~15% for the multiplicity
and ~1% for the pseudorapidity distribution. The charged pion and kaon spectra also show a good
agreement above pr = 2 GeV/c, but the production is slightly overestimated at lower pr values.
The best agreement for the 77+ results is ~1% between 2 and 15 GeV /c. For kaons, the yield is slightly
underestimated above 2 GeV/c, where the agreement is ~15-20%. On the other hand, the proton yield
is overestimated in the large pr region, the agreement is ~20-30%.

3. The Non-Extensive Hadronization Model

It is a well-known and an intensively studied phenomenon that the transverse momentum spectra
of hadrons stemming from high-energy particle collisions can be described by Tsallis—Pareto type
distributions [1-3,6,8-13]. Although this observation itself has further consequences, the theory has
even more subtle details because of the observed non-trivial dependence on the center-of-mass energy
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and hadron mass. In the following sections, we show that the parameters also depend on the event
multiplicity, i.e., on the size of the system.

We adopted the usual blast-wave assumptions regarding the system, namely that the fireball is
azimuthally symmetric and is expanding with a v radial flow velocity (in units of ¢ = 1). Moreover,
the freeze-out occurs instantly on a hypersurface according to the Cooper —Frye formulation at a given
freeze-out temperature [2,14]. With these assumptions, we used the following simple form of the

invariant yield:

AN
prdprdy | |NpL~0

where A is the amplitude incorporating the irrelevant spin degeneracy and constant factors as well as

the invariant volume, mr =/ p% + m? is the transverse mass, E = +y(mr — vpr) — m is the one-particle

energy in the co-moving coordinate system, v = 1/v/1 — v2 is the Lorentz factor, T is a parameter
with a temperature unit, and finally n = q%l is the non-extensivity parameter, characterizing the
temperature fluctuations. We note that T is not necessarily the freeze-out temperature and therefore is
not necessarily the same for all hadron species [3,15]. The notation INEL > 0 means that only those
events where there is at least one charged particle in the || < 1.0 region are considered. This choice is
in agreement with the experimental definitions described in the previous section.

As a reference, in Table 2 and in Figure 3, we show the parameters and curves fitted on the
experimental “minimum bias” (in the sense that there is no event multiplicity classification) data.
These results are consistent with our previous observations [8]: the heaviest proton has the largest
temperature and the smallest 4. We note that, in the lower part of Figure 3, a periodic oscillation is
visible. This is an effect in addition to the scaling. This has been investigated, for example, in [35,36].

—A-mT-<1+nET)_n 1)

Table 2. Tsallis parameters extracted from “minimum bias” INEL > 0 proton—proton collisions at
/s =7 TeV, measured by ALICE [32]

Hadron n q T (GeV) A v xX*ndf

ot 7.415+£0.033 1.135+£0.005 0.089 +£0.010 73.188+9.700 0.000 £0.119  174.225 / 54
K* 7.539 +£0.086 1.133 +£0.013 0.155+0.010 0915+ 0.095  0.000 £ 0.066  20.274 / 47

p(p) 8.805+0.184 1.114+£0.023 0.191+0.012 0.124 £0.013  0.000 £ 0.054  18.462 / 45
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Figure 3. Fits of the Tsallis-Pareto distribution to 77+, K*, and p(f) hadrons measured by ALICE [32].

4. The Multiplicity Dependence of the Non-Extensive Model

In Section 2, we showed that the HIJING++ framework is able to reproduce the main experimental
observables such as event multiplicity distribution and the pr spectra of various identified hadrons.
In Section 3, we briefly summarized the main features of the blast-wave motivated non-extensive
hadronization model. In this section, we take advantage of the power of HIJING++ and extract the
Tsallis parameters from a wide range of event multiplicity classes. The event classes of the HIJING++

run are classified as

Class = (dNcp,/dn) iy < (dNep/di7) < (ANey/ A1) g - )
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The multiplicity ranges of each class used in this study are listed in Table 3.

Table 3. Multiplicity classes used in HIJING++ runs.

Class I IIr 1nr I1v. v VI VII VI IX X XI XII XII XIV XV

(ANei /41 i 0 10 15 20 25 30 35 40 45 50 55 60 70 80 90
(ANey /A1) ey 10 15 20 25 30 35 40 45 50 55 60 70 80 90 100

Using this event classification, we calculated the mid-rapidity transverse momentum spectra
of charge averaged pions, kaons, and protons in INEL > 0 events. We generated 200M events.
To avoid superfluous overcrowding of the available space, we show only the low, moderate, and high
multiplicity spectra along with the fitted Tsallis—Pareto curves defined by Equation (1) in Figure 4.
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Figure 4. Calculated pr spectra of charge averaged pions (left column), kaons (middle column),
and protons (right column) at low (top row), moderate (middle row), and high (bottom row)
multiplicity classes as blue dots and the fitted Equation (1) Tsallis—Pareto curve (orange line). The lower
part of each panel shows the Data/Theory ratio.

In Figure 4, we can see that the best fits occurred at the high multiplicity events. For the pions,
the fitted curves follow the points well at the low-pr region, while for the kaons and protons with
higher mass at the low-pr region the model overpredicts the yield. We note, however, that for the
HIJING++ run we investigated the same 0.1 GeV/c< pr < 20 GeV/c region for all hadrons, while the
low-p7 part for the kaons and protons in the case of the experimental results is missing. At the high-pr
region, the fit breaks down because of the low statistics.

In Figure 5, the fitted parameters in the function of the event multiplicity are shown. Using the
distribution form Equation (1), we observe that with increasing multiplicity the g parameter increases
for each hadron but with different slopes: the increase of g (or the decrease of n) is the largest
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for the heaviest hadron. On the other hand, the temperature decreases slowly with the increasing
pseudorapidity density. Here, the previously observed T+ < Tg= < T),(5) mass hierarchy stays valid
with the multiplicity averaged values, as can be seen in Table 4.

Table 4. The multiplicity averaged temperature parameters for charge averaged pions, kaons, and protons.

Hadron  (T;) (GeV)

* 0.063 4 0.003
K* 0.092 + 0.001
p(p) 0.106 4 0.002

The radial flow velocity also increases with the multiplicity, but also with different rates. While at
low multiplicity the lightest pions have the smallest v, it increases rapidly with the increasing
multiplicity. On the other hand, the rate of increase in the case of protons and kaons are approximately
the same. These observations require further investigation. Finally, the amplitudes are increasing for
each hadron species with the multiplicity. The value of pions is much higher than those of the heavier
hadrons, which indicates that with increasing multiplicity the number of the produced pions grows
faster than the number of kaons and protons.
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Figure 5. The fitted parameters of the Tsallis—Pareto distribution defined by Equation (1), in the function
of the event multiplicity class defined as in Table 3.
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5. Conclusions

In this contribution, we investigated the multiplicity dependence of the parameters of
the non-extensive hadronization model in proton—proton collisions using HIJING++ calculations.
We presented the current status of the tuning process of HIJING++ and showed that it is able to
reproduce the main high-energy physics observables such as multiplicity and pr distributions.
We presented the non-extensive hadronization model that we used to describe the transverse
momentum distribution of identified hadrons. In accordance with our previous results, we showed
that a mass hierarchy emerges in the Tsallis parameters. Utilizing the tuned HIJING++ calculations,
we also extracted the parameters from /s = 7 TeV proton—proton collisions Monte Carlo calculations
with various event multiplicity classifications. Our study showed that the 4 non-extensivity parameter
increases with increasing multiplicity, while the T temperature has only a slight decrease. On the other
hand, all hadrons result in a non-zero, increasing radial flow velocity. All parameters show the earlier
observed mass hierarchy. Our findings suggest that these parameters are sensitive to the event size
and may serve as a thermometer of the collision.
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Abstract: Investigation of momentum space correlations of particles produced in high energy
reactions requires taking final state interactions into account, a crucial point of any such analysis.
Coulomb interaction between charged particles is the most important such effect. In small systems
like those created in e e or p + p collisions, the so-called Gamow factor (valid for a point-like particle
source) gives an acceptable description of the Coulomb interaction. However, in larger systems such
as central or mid-central heavy ion collisions, more involved approaches are needed. In this paper
we investigate the Coulomb final state interaction for Lévy-type source functions that were recently
shown to be of much interest for a refined description of the space-time picture of particle production
in heavy-ion collisions.
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1. Introduction

Coulomb repulsion is the most important final state interaction that has to be considered in
Bose-Einstein correlation measurements in high-energy physics. In e*e™ or p + p collisions, where the
particle emitting source is much smaller than the wavelength corresponding to the relative momentum
of the particle pair, the well-known Gamow factor (essentially the value of the Coulomb interacting
pair wave function at the origin) can be used to “correct” for the Coulomb effect. However, for an
extended source, the Gamow factor overestimates the correction. A more advanced approach is to
take the source-averaged Coulomb wave function (instead of its value at the origin, which may be
valid then for a point-like source), see e.g., Refs. [1,2]. In these papers a method (aptly referred to as
the Bowler-Sinyukov method) is also described that is widely used to take the effect of long-lived
resonances into account.

Traditionally one assumes simple source function shapes (such as exponential, Gaussian ones)
for calculating the source averaged Coulomb wave function (as e.g., in the papers referred above);
we may mention that more general sources are also considered e.g., in Ref. [3]. Recently, an even more
general type of source functions, namely Lévy sources [4,5] has gotten much interest. Lévy-type source
functions simplify to Cauchy as well as to Gaussian ones in special cases, and allow for a more refined
treatment of the space-time picture of the particle emission. Moreover, a certain parameter of a Lévy
distribution (the so-called Lévy exponent) also may carry information about the order of the phase
transition between deconfined and hadronic matter [5,6].

Our objective in this paper is to tackle the effect of Coulomb interaction for the case of Lévy-type
sources. (Because of the slow, power-law-like decay of Lévy-type sources at large distances, many
previously developed methods are unsuitable for them.) We strive for analytical approximate methods
that are well suited for use in the actual treatment of experimental Bose-Einstein correlation functions.
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2. Coulomb Effect in Bose-Einstein Correlations: Basic Concepts

In this section we briefly review some notions and well-known formulas pertaining to the work
presented hereafter.

In a statistical physical (specifically, hydrodynamical) description of particle production in
high-energy collisions, a basic ingredient is the (one-particle) source function (Wigner function),
denoted here by S(x, p). Its physical meaning is essentially that the probability of the production of a
particle in the infinitesimal phase-space neighborhood of momentum p and point r is proportional to
S(r,p)d°rd’p. Thus it is natural that the one-particle momentum distribution function Nj (p) can be
expressed as

Ni(p) = /dSr S(x,p), with the normalization /d3p Ni(p) =1. 1)

For a slight convenience we chose the normalization condition of S(r, p), so that N (p) is now
considered to be the probability distribution of the momentum of the produced particles!.

According to a simple quantum mechanical treatment of Bose-Einstein correlation effects,
the two-particle momentum distribution function N;(q,K) can be expressed [7] with the source
distribution function S(r, p) as an integral over the two-particle final state wave function,

Na(p1,p2) = [ drid’ry S(r1, p1)S(r2, o) 9 s (11, 12) . @

The two-particle wave function ?) must be symmetric in the space variables (for bosons); this is
the main reason for the appearance of quantum statistical (Bose-Einstein) correlations.
With some trivial simplifications, we thus get the correlation function C,(q, K) as

Coa.K) = [ @Dt pyp2)l9 P, where D(rpi,p2) = [ *RS(R+5,p1)S(R-5,p2). ()

The momenta of the two particles were denoted by p; and p;, and we used the combinations of
these, the q relative momentum and the K average momentum as

—_

q=PpP1—P2 KZE(P1+P2). 4)

The notation D(r, p1, p2) was introduced for the so-called two-particle source function, obtained
as indicated, by integrating over the average spatial position R of the particle pair (with r = 11 —1p
thus standing for the relative coordinate).

The (symmetrized) two-particle wave function may depend on all momentum and coordinate
components; however, its modulus does not depend on the average momentum K or the average
coordinate R (owing to translational invariance).

Assuming p1 = p2 (in the sense that the pair wave function changes much more rapidly in terms
of their difference, q, as does the product of the source functions, we get

[ @D K) [y (1)

C2(q,K) ~ J @3 D(r,K) ’ ©

where we introduced D(r,K) = D(r,K,K) ~ D(r,p1,p2). In the special case of no final state
interactions (i.e., when the ¢(2) wave function is a symmetrized plane wave), we get the well
known relation

1 This normalizaton condition is of not much relevance here; one could just as well normalize Nj (p) to (1), the mean number

of produced particles; Ny (p) would then correspond to the real momentum space distribution function.

100



Universe 2019, 5, 133

Un

S(q, K)[?

(2) j2_ (0) ~
[$hreel =1+cos(qr) = C, (q/K)~1+Wr

with $(q,K) = / rS(r,K)e',  (6)
thus S being the Fourier transform of the source function. In this formula the (0) superscript denotes
the neglection of final state interactions.

Returning to the general, interacting case, if one assumes (according to the core-halo model,
see Ref. [8]) that a certain fraction of the particle production (denoted by 1/A) happens in a narrow,
few fm diameter region (“core”), and the rest from the decay of long-lived resonances (the contribution
of which comes from a much wider region), then one can write the source as

5(r,p) = VAS(x,p) + (1-VA)S (1, p), 7)

with a normalization that respects the requirement that A determines the relative weight of the
two components:

/drS(r,p) = /drSC(r,p) = /drSh(r,p) =1 (8)

Here the indices c and & stand for core and halo, respectively. The R;, “radius” parameter (the
characteristic size of the halo part) will be assumed to be much higher than the experimentally
resolvable distance, "max = %/ Qmin, Where Qmin =~ 1 — 2 MeV, the minimal mometum difference that
can be resolved experimentally.

One can also introduce the core—core, core-halo and halo-halo two-particle source functions as

D(r,K) = ADcc(r, K) +2vA(1=VA) Dy, (1, K) + (1-v/2)* Dy (r, K), ©)
where the following obvious definitions were used:
Dap(r,K) = /d3R Sa(R+5,K)Sp(R-3,K), for A,B=corh. (10)

With yet another notation we can write the terms of D(r, K) as

2VA(1—=VA)Dyy, + (1—VA)? Dy,

D(I‘, K) = )\DCC(I‘, K) + (1*/\)D(h) (r, K), with D(h) = -\ p

(11)

where thus the D(h) term contains all the halo contributions, and D, is just the core-core
component. Perhaps it is useful to explicitly state the (evident) normalization conditions of all these
two-particle functions:

/D(r, K)dr — /Dcc(r, K)dr = /Dch(r,K)d3r - /th(r,K)d3r - /D(h)(r,K)d3r —1. (12)

Using these definitions, the correlation function can be expressed as

C2(a K) ~ A [ drDec(r, K) 9l () + (1= 2) [ drDyyy (6 19 ()2 (13)
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By taking the R, — oo limit in the second term?, one arrives at the well-known Bowler-Sinyukov
formula [1,2] as

CoqK)=1—A+A / 1 Dee (1, K) |92 (1) P (14)

Specifically, in the free case (with plane-wave wave functions) one arrives at the

0) _ 10y 5e(a K

G(qgK)=1 +Am, (15)
formula (including the normalization term, which is unity in this paper). The experimental observation
is that—although the free correlation function defined in Equation (6) takes the value of 2 at 0 relative
momentum: Céo) (0,K) = 2—the measured value is 1 + A. The core-halo model thus naturally explains
this fact in terms of the finite momentum resolution of any experiment. In the core-halo model the
intercept of the real, measurable correlation function at q = 0 thus tells the fraction of pions coming
from the core. In the Coulomb interacting (realistic) case, the interpretation of A as any intercept
parameter is not so simple, however. The Bowler-Sinyukov method, Equation (15) gives a means to
take the core-halo model into account when treating the Coulomb effect.

To investigate the A parameter (which, as it is directly connected to the proportion of resonance
decay particles, may have interesting physical consequences, see e.g., Refs. [5,9]) one needs a firm
grasp on the effect of the final state interactions in Bose-Einstein correlation functions. For the most
important such effect, the Coulomb effect, the ¢£12) (r) wave function (the two-body scattering solution
of the Schrodinger equation with Coulomb repulsion) is well known in the center-of-mass system of
the outgoing particles (the so-called PCMS system). Its expression is

_ 1 I(1+ip)
\/i 67'[17/2

Here F(-, -, -) is the confluent hypergeometric function, I'(+) is the Gamma function, and

{eikrp(_m/ 1,i(kr—kr)) + [r > —r]}, where k= . (16)

N2

2 2
qg: 1 mgzc myC
1 4meg e qc AEM q A7)

is the Sommerfeld parameter, with g2/ (47eg) being the Coulomb-constant, agy; the fine-stucture
constant of the electromagnetic interaction, and 1, the pion mass (as from now on, we restrict this
analysis to pion pairs).

For a given source function S(r, K), the ratio of the (measurable) correlation function C(q) and
the Céo) (q) function is usually called the Coulomb correction’®, K(q):

K(q) = W = CEO)(Q) =Ca(q) - K(q) (18)

If one focuses on the simple property of the Céo) (q) function as being the Fourier transform

of the source, then one might want to recover Céo) (q) from the measured C,(q): for this, one uses
the Coulomb correction factor. Indeed, many assumptions have been used to estimate the K(q)

Mathematically, this is the formulation of the condition that the momentum differences corresponding to the halo size, 1/ R;,
are not resolvable by any experimental apparatus. With a re-scaling of the integral by r — R, taking advantage of the fact
that for large distances, (r) asymptotically becomes the free plane-wave function, one can then use Lebesgue’s dominated
convergence theorem on the interchangeability of integrals and limits to infer that the second integral indeed gives 1 in the
R}, — oo limit.

The terminology is not uniform here; it is sometimes this factor, and sometimes its inverse what is called the
Coulomb correction.
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factor: the simplest case is the so-called Gamow factor that treats the source as a point-like one when
calculating K(q):

SO =601 = K@) = Keamow(q) = [p@(O) = -2 (19)

Coem—q’

A method that suits the scope of heavy-ion collisions a little more would be to pre-calculate K(q)
for a single specific given assumption for S(r), then apply this correction (with the Bowler-Sinyukov
method) and find the $(r) from a fit to the Fourier transform of the recovered C(%)(q). However, it is
clear that this process should be done iteratively: after the first “round” of such fits, one would have
to re-calculate the Coulomb correction. When this iteration converges, one in principle arrives at the

proper S(r).
3. Numerical Table for the Coulomb Correction for Lévy Source

Recent studies have shown that the assumption of a Lévy-type of source function is well suited
for the description of two-particle Bose-Einstein correlation functions. The details of the validity of the
Lévy-shape assumption is exhaustively expounded in Refs. [4,5]. The (spherically symmetric) Lévy
distribution utilized here has two parameters, scale parameter (radius) R and Lévy index «, and is
expressed as

- A3
L(a,R, 1) := / (;lnq)Belqr exp (—%|q2R2|"‘/2). (20)

In the &« = 2 case one gets a Gaussian distribution, in the « = 1 case the Cauchy distribution
is recovered. For other a values, no simple analytic expression exists for the result of this Fourier
transform-like integral. As a remark, we note that the concept of this symmetric Lévy distribution
can be generalized without much effort to the non-spherically symmetric case by replacing R? with a
symmetric 3 X 3 matrix Ril.

In order to apply Lévy-type sources in a self-consistent way, the Coulomb integral defined in
Equation (14) has to be calculated. This cannot be carried out in a straightforward analytic manner.
In the following we demonstrate two approaches that can be employed to handle the Coulomb final
state effect in the presence of a Lévy source.

The integral in Equation (14) cannot be evaluate analytically for a Lévy source so it has to be
calculated numerically. For experimental purposes, the results can be loaded to a binary file as a lookup
table and can be used in the fitting procedure (thus circumventing the need for an iterative process for
the Coulomb correction). Interpolation also should be applied since the correlation function only can
be filled into the lookup table for discrete values of the parameters. This interpolation, however, could
cause numerical fluctuations in the 2 landscape and could mislead the fit algorithm, so an iterative
procedure should be applied in the following manner:

1. Fit with the function defined in Equation (14) = &g, R, Ao,
2. Fitwith C\)(A, R, a; Q)-S20Ro0iQ) s 3 Ry ay,

C3” (Ao, Ro Q)
3. Repeat while Ay, Ry, a1 and Ag, Ry, &g differ less then 1%.

In this manner, the fit parameters A(K), R(K), a(K) can be obtained, similarly to Ref. [5].

4. Parametrization of the Coulomb Correction for Lévy Source

In this section, let us review a different approach, where based on the numerical table mentioned
above, a parametrization can be formulated. In other words, one can get the Coulomb correction
values from the table and parametrize its R and « dependences. This approach was encouraged by the
successful parametrization of the &« = 1 case (the Cauchy case) done by the CMS collaboration (see
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Ref. [10], Equation (5) for details). This can be considered as our starting point for the more general,
Lévy case (for arbitrary «). The expression used by CMS for the Cauchy distribution, « = 1 was

e 11
4rmeg he 137

AEMTTM R
1.26:ic + gR

K(q)CauChy = KGamow(9q) X (1 + )r where apv = (21)
Generally, this is a correction of the Gamow correction. This simple formula has the advantage
of having only 1 numerical constant parameter (the 1.26 in the denominator). However, it assumes
« = 1, and we look for a generalization for arbitrary Lévy a values.
A more general correction for the Gamow correction which is able to describe the Coulomb

correction for a Lévy source has to fulfill the following requirements:

* It should follow not only the R, but the « dependence.
¢ Ina=1 case, it should reduce to Equation (21).

To fulfill these, we replace R with R/« to introduce the a-dependence and take higher order terms
in g—; into consideration. Our trial formula is then assumed to be

KLévy(q/ &, R) = KGamow (q) X Kmod(q), with

A ,R ApM 7T R
Krn ( ) — 1 + (0é ) alic , (22)
od\q 4R 4R 2 4R 4
1+B(a,R)@+C(oc,R)(@) +D(oc,R)(@)

and the task is to find a suitable choice for the A(«a, R), B(, R), C(«, R), D(&, R) functions that yield
an acceptable approximation of the results of the numerical integration (contained in our lookup table).
The assumed form seems to be sufficient since it simplifies to Equation (21)ifa = 1landC = D = 0,
and could follow the observed weak a dependence of the Coulomb integral (see Figure 1).

We fit the above (22) formula to the numerically calculated results for « parameter values between
0.8 and 1.7 and R parameter values between 3 fm and 12 fm, where the ranges were motivated
by the results of Pioneering High Energy Nuclear Interaction eXperiment (PHENIX) [5]. With this
we obtained the A, B, C, D values as a function of the given « and R parameters. As a next step,
we also parametrized these dependencies empirically, and found that the following expressions give
satisfactory agreement with the lookup table:

A(a,R) = (apa +ap)* + (acR +ap)* + ap(aR + 1) (23)
B(a,R) = ;;Zﬁfﬁ - ;‘ZZ) (24)
Clw,R) = AT “CBC: ccR® (%)CF (25)
D(«,R) :dA+W (26)

The parameters in these functions turn out best to have the values as follows:

ay =036060, ap=—054508, ac =0.03475, ap = —1.30389, ap =0.00378,

by =204017,  bg =055972,  bc =247224,  bp=—126815 by =—0.11767, by =0.52738,
c4 = —1.00015, cp=000012, cc=0.00008, cp=026986, cp=000003, cp=1.75202,
dy =000263, dg=—013124, dc=—083149, dp=157528, dp =027568,  dp = 0.04937.

This parametrization describes the R and « dependence of the Coulomb integral in a range where
the Coulomb correction deviates from 1 by more than a factor of ~10~#-10~°. We find that this region
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is0GeV/c < g <0.2GeV/c. As an example, for R = 6 fm and with different a values, we plotted the
results of the parametrization on Figure 1.

S
=1 1— ____________________________________________
© L
N
= L
[0) L
€ L
@
.95 P . .
Q B arametrized Numeric
o — — a=0.8,R=6fm — 0.=0.8,R= 6fm
% B “==20=09,R=6fm  ===-0=09R=6fm
gog__ ------- «=1.0,R=6fm o «=1.0,R= 6fm
Q L - a=11,R=6fm ----0=11,R=6fm
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e - -— 0=12,R=6fm --- a=12,R= 6fm
(e} L
=] -+ 0=13,R=6fm =+ 0=13,R=6fm
3 L
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Q [GeV]

Figure 1. An example for the basic parametrization for a given R and different as. One can observe
that the « dependence is quite weak but still observable and quite complicated.

It turns out that the functional form specified above does yield a satisfactory fit at lower values
of g, below 0.1-0.2 GeV/c. However, at higher values, the fit that is acceptable at low g, inevitably
starts to deviate from the desired values, i.e., cannot be used to extrapolate beyond the fitted g
range. The intermediate g region above and around 0.1 GeV/c can instead be described with an
exponential-type function parametrized based on intermediate g fits to the numerical table, with the
following functional form:

E(gq) =1+ A(«,R) exp{—B(a,R)q}, (27)

where the A(a, R) and B(a, R) functions have a form as
A(a,R) = Ag + Apa + AR + AgaR + AR* + A(aR)?, (28)

B(a,R) = B, + By + B.R + ByaR + B.R* + Bf(aR). (29)

The parameters were chosen based on a fit to numerically calculated Coulomb correction values,
and the optimal case was found to be represented by these parameter values:

Ay =020737, A, =—-000999, Ac=-002671, Ay;=—-0.00373, A,=0.00119, Af=0.00016,
B, =25.80500, B, = 4.01674, B. = 0.00873, B; = —0.25606, B, =0.01077, By = —0.00270.

The exponential damping factor of Equation (27) is “joined” to the proper parametrization valid
for the interesting g range by a Wood—-Saxon-type of cut-off function:

Fg) = ——
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where g9 = 0.08 GeV and D; = 0.02 GeV. We investigated different cut-off functions, such as 1/(1 +
(q9/90)"), but found that the results are rather independent from this choice.

Putting all of the above together, our final parametrization, valid for # = 0.8-1.7 and R = 3-12 fm
values, is thus

K(q,8,R) ™ = F(q) X Kganow (@) x Ki.24(g:0, R) + (1-F(q)) x E(q) (31)

and the Coulomb corrected correlation function which could be fitted to data, can be written in the
form of
Co(q;a,R) = [1 = A+ K(gq; ¢, R)A(1 + exp[|gR|"])] - (assumed background). (32)

We used this formula to reproduce PHENIX results Ref. [5] 4. this can be seen on Figure 2. The two
fits are compatible with each other. For an example code calculating the formula of (31), please see
Ref. [11]. Example curves resulting from the above (32) formula (with the background being unity)
are shown in Figure 3. These clearly show how R changes the scale, and a changes the shape of the
correlation functions. Parameter A provides an overall normalization to the distance of these curves
from unity, as described by Equation (32).

We investigated the parametrization by means of its relative deviation from the lookup table.
The results can be seen in Figure 4. In the case when « = 1.2 with different R values, we present a
two-dimensional histogram of the relative differences in in Figure 5. The maximum of these relative
differences is around 0.05%.

~1.6 —
(@) PHENIX 0-30% Au+Au @ Ysy, =200 GeV, T T, m_= 0.331-0.349 GeVic

—+— Raw corr. function

—|— Raw corr. x Coulomb factor

0)_ oAy 0 mmeeee Coulomb factor
Cz =1+L exp(-R" Q') —— C,MRQ)N (14 Q)

S Cy'(LReQ) N (1+ Q)
---- Nx(1+e Q)

I_]__I_L

e R - L

1.5

1.4

1.3
Lookup table Parametrization
A=0.78 +0.04 k=0.81i0.04
1.2 R= (7 50 +0.25) fm =(7.72 £ 0.27) fm
o=1.26 +£0.03 =1.24 +0.03
g= (- -0.029 =+ 0. 002) c/GeV | € = (-0.029 + 0.002) c/GeV
11 N =1.0072 + 0.0004 N =1.0072 £ 0.0004
’ y2INDF = 76/83 x%INDF = 78/83
conf. level = 69.6% conf. level = 63.9%

~
Seol

025
Q [GeV/c]

Figure 2. The reproduction of earlier PHENIX results [5] with the parametrization. The original
PHENIX fit procedure employed the lookup numerical table, here we show our results from
the parameterization.

4 The data of the shown PHENIX correlation function result was retrieved from https:/ /www.phenix.bnl.gov/phenix/

WWW /info/data/ppgl194_data.html.
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Figure 3. Example correlation functions, based on Equation (32), for different values of parameters R and «.
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Figure 4. The relative deviation of the parametrization measured in % form the table for a given a

with various R values within the domain of the parametrization.
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Figure 5. The relative deviation of the parametrization measured in % form the table for the domain
of the parameterization in « (0.8-1.7) and in R (3-12 fm), averaged over a g region of 0.01 to 0.1 GeV/c.

5. Conclusions

We investigated the Coulomb correction of Bose-Einstein correlations in high energy heavy ion
reactions under the assumption of Lévy source functions. We outlined two equivalent methods that
are suited for an experimental analysis. One of them is a numerical lookup table, another one is a
parametrization obtained from the former. We investigated the accuracy of the methods and found
that a not very complicated ad-hoc parametrization, in the well defined parameter range of R = 3-12
fm and a = 0.8-1.7, provides an experimentally acceptable description of the results of the numerical
integration that is required for the handling of the Coulomb effect. Our parametrization can thus be
used effectively in Bose-Einstein correlation analyses that assume Lévy-type source functions.
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Abstract: A study investigating a possible jet shape dependence on the charged event multiplicity
was performed on collision samples generated by Monte-Carlo (MC) event generators PYTHIA
and HIJING++. We calculated the integral jet shape and found a significant modification caused
by multiple-parton interactions. By interchanging and enabling different model ingredients in the
simulations and analyzing the results in several pr bins and event multiplicity classes, we found
a characteristic jet size measure that was independent of the chosen tunes, settings, and jet
reconstruction algorithms.

Keywords: jet physics; jet structure; jet shapes; color reconnection; multiple-parton interactions;
high-energy collisions

PACS: 13.87.-a; 25.75.-q; 25.75.Ag; 25.75.Dw

1. Introduction

The discovery of collective-like behavior in high-multiplicity proton-proton (pp) and
proton-nucleus (pA) collisions was one of the major surprises in early LHC results [1,2].
The collective-like behavior previously found in large systems, manifested in long-range correlations
and a sizeable azimuthal anisotropy, have traditionally been considered as a signature proving the
presence of the quark-gluon plasma (QGP). The creation of the QGP in high-energy nucleus-nucleus
(AA) collisions can also be investigated by studying the structure of jets and their modification that
leads to the well-known jet quenching phenomenon [3,4]. Whether QGP is created in small systems
like pp collisions is still an open question [5]. However, the presence of the QGP is not necessary to
explaining collectivity: Relatively soft vacuum-QCD effects such as multiple-parton interactions (MPI)
and color reconnection (CR) can also produce a similar behavior [6,7]. These interactions, at least in
principle, can modify the jet shapes in even small systems. Although experimental confirmation is not
yet available, a recent phenomenology study also suggests the modification of hard processes by soft
vacuum-QCD effects in a high-multiplicity environment [8].

MPI is also expected to depend on flavor [9]. Fragmentation of heavy-flavor jets is expected
to differ from light-flavor jets because of color charge and mass effects. The internal structures of
heavy-flavor jets may therefore provide a deeper insight into the flavor-dependent development of jets
and their connection to the underlying event (UE). This paper continues our previous studies [10,11]
aimed at the evolution of jet structure patterns and their dependence on simulation components.

Universe 2019, 5, 132; d0i:10.3390 / universe5050132 www.mdpi.com/journal/universe
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2. Analysis

We used PYTHIA 8.226 and HIJING++ Monte—Carlo (MC) generators to simulate pp collision
events at /s = 7 TeV [12,13]. Three different PYTHIA tunes were investigated, the Monash 2013 tune
with the NNPDF2.3LO PDF set [14,15], the Monash* tune with NNPDF2.3LO [16], and tune 4C
with the CTEQ6L1 PDF set [17,18]. Collisions with and without multiple-parton interactions
and color reconnection were simulated and compared to each other [10,11]. We only considered
particles above the transverse momentum threshold pfrrad( > 0.15 GeV/c. We carried out a full jet
reconstruction using the anti-kt, k1, and Cambridge—Aachen jet reconstruction algorithms, which
are part of the FASTJET software package [19]. These choices are typical in jet shape analyses [20].
The multiplicity-integrated jet shape studies of CMS were used as a benchmark for our current
multiplicity-differential studies [10,20]. Therefore we chose the jet resolution parameter as R = 0.7
and applied a fiducial cut so that the jets were contained in the CMS acceptance |17 < 1. We did
not apply underlying event subtraction in the jet cones. We investigated the jets within the
15GeV/c< pift <400 GeV/c transverse momentum range, where multiplicity-differential studies
on real data are feasible in the near future.

We chose the following two jet shape measures to study the multiplicity-dependent behavior of
the jet structure: The ¥ integral jet shape (or momentum fraction) and the p differential jet shape (or
momentum density fraction) [21,22]. The former one gives the average fraction of the jet transverse
momentum contained inside a sub-cone of radius r around the jet axis, the latter one is the momentum
profile of the jet, i.e., the average transverse momentum of the particles contained inside an annulus
with a ér width and boundaries r, and r;,. The exact formulae are given by:

1 . 11 ;
¥(r)=—5 L pr and p(r) = 57 et Y, Pr (1)
pT ri<r T ra<tri<ryp

respectively, where p!, is the transverse momentum of the selected particle and pjTEt is the transverse
momentum of the jet. The distance r; of the given particle from the jet axis is calculated as

= \/ (¢i — ¢jet)? + (11 — 1jer)?, where ¢ is the azimuthal angle and 7 is the pseudorapidity. For a
better understanding, we noted that the aforementioned observables are connected with the equations:

r R

¥(r) = / p(r')dr', and ¥(R) = / o(r)dr' =1, )
0 0

where R is the jet resolution parameter. The differential and integral jet shapes were calculated for the

above mentioned pjTet range. The three tunes reproduced the CMS results within statistical errors [10,11].

3. Results

The multiplicity distributions (multiplicity is defined as the number of charged final state particles
in a given collision event) were very similar for the three tunes used in our simulations, as shown in the
left panel of Figure 1. However, a significant change is observed when we do not consider the effects
of the color reconnection and/or the multiple-parton interactions. Without the CR, the multiplicity
distribution becomes wider. If we also switch off the MPI, the multiplicity distribution becomes much
narrower compared to the setting where both of them are applied. The width of the multiplicity
distribution, however, is not sensitive to the choice of the CR model. In the right panel of Figure 1, we
plot the mean values of the multiplicity distributions in events where we reconstructed a jet of a given
transverse momentum. We did not exclude non-leading jets in our analysis, but we also investigate
the effects of selecting only leading jets later in this paper. As expected, the average event multiplicity
grew with the transverse momentum of the selected jet.
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Figure 1. (Left) Multiplicity distributions for different tunes and settings in events where the ]U]‘Tet of the
reconstructed jets falls in a given pr bin; (Right) The mean values of the distributions are shown as
a function of the p]T The RMS is the relative mean squared value of the distribution.

The integral jet shape with = 0.2 is shown in Figure 2 to compare the effects of the different
tunes and settings. As expected [23], we see similar trends for the multiplicity distributions of the
tunes. However, there is a substantial difference between the different MPI and CR settings. The most
significant difference in the jet shapes was caused by turning off the MPI, which further supports the
current view that the MPI contributions need to be included to correctly describe the jet shapes. We
note that we did not subtract the underlying event from the jet. Further investigation is necessary
to understand whether the interplay between the UE and the observed hard process is significantly
modified by the MPL
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Figure 2. (Left) Integrated jet shape for different tunes; (Right) Integrated jet shape for different settings.

In order to gain a more comprehensive picture, we use the current differential jet shape to
investigate the multiplicity dependence of the jet shapes. On the left side of Figure 3, we categorize the
events into a high and low multiplicity class. The differential jet shapes of both categories are compared
to the multiplicity-integrated momentum density (o), computed without any selection in multiplicity.
A multiplicity dependence is observed. The jets in the higher multiplicity bin appear to be wider while
the jets in the lower multiplicity bin appear to be narrower. This is a trivial multiplicity dependence
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since the event multiplicity strongly correlates with the jet multiplicity. In our previous work, we
canceled this trivial multiplicity dependence by applying a double ratio across the different tunes [10].

In the right panel of Figure 3, we plotted the p(r)/pmy ratio for the low- and high-multiplicty
bins divided by the py curve. In this way, the difference compared to the pyyr (black) curve is more
visible. We also observed that the p(r)/pmr curves obtained from the low- and high-multiplicty classes
intersect each other at a particular radius inside the jet cone.

jet " i
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Figure 3. (Left) Differential jet shape for low- and high-multiplicity bins; (Right) The differential jet
shape p divided by the ppp1 to emphasize the difference.

We also investigated whether the choice of multiplicity bins affects the location of the intersection
point by categorizing the events into several smaller event multiplicity bins. We found that all the
o/ pom1 curves corresponding to these different multiplicity classes intersect each other at approximately
the same radius, as can be seen on the left panel of Figure 4. Therefore we named this specific r value
Ry The Ry, depends, however, on the transverse momentum of the jet, as shown in the right panel of
Figure 4. The Rﬁx(pj;t) curve goes in a fashion expected by a Lorentz boost and converges to a constant
value at higher energies [10].

Since we use a linear interpolation between the points of p/pnmi, the value of Ry, will have
a slight dependence on the bin width in r (6r), especially at higher pt values where the value of Rg;y is
smaller. To make sure that the results are robust enough, we repeated the analysis with narrower bins
(0r = 0.05). In the left panel of Figure 5, we show p with this finer r binning, while in the right panel of
the same figure we plotted the pj;t dependence of Rg,. We can see that the effects by the choice of bin
width is rather small and does not change the conclusions, so we do not have to sacrifice the current
statistics for finer binnings.

Using different settings in PYTHIA changes the physics enough to expect different jet structures
after jet reconstruction. All of the kT, Cambridge—-Aachen and anti-k jet clustering algorithms that
we investigated reconstructed the jet structures differently since they had different susceptibility to
the underlying event. We therefore investigated the effects of varying the physics settings and used
three different jet reconstruction algorithms (Figure 6). We conclude that the presence of Rg, was very
robust for the different physics selections, as its stability was neither an artifact of the particular choice
of jet reconstruction algorithms, nor did it depend strongly on the underlying event. We note that Ry,
is localized to lower r values, therefore we do not expect significant influence from effects that are
mostly visible at higher r values, such as the modification of the UE or higher order corrections to the
parton shower [24,25].
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We also computed the differential jet shapes using a different MC generator. We selected HIJING++
for this purpose because it implements a mechanism of creating the underlying event and QCD effects
on the soft-hard boundary that is different from PYTHIA. HIJING++ uses the PYTHIA jet fragmentation,
therefore we do not expect any difference during the later stages. Instead of MPI as implemented
in PYTHIA, HIJING++ uses minijet production. Differences at lower momenta may arise below the
minijet cutoff. In case of the pt and multiplicity distributions, these effects do not exceed the variation
caused by applying different tunes in PYTHIA.

In the case of HIJING++, we used two different PDF sets. The results show quantitatively the
same Ry, dependence on pj;t within systematic errors, as can be seen in the left panel of Figure 7.
Jets originating from different flavors undergo different fragmentation due to both the color-charge
effect and the dead-cone effect [26]. We compared flavor-inclusive jets to heavy-flavor (beauty and
charm) jets in the right panel of Figure 7. We ensured that heavy flavor comes from the initial stages
by only enabling leading order processes in PYTHIA. We compared these to leading and subleading
flavor-inclusive jets.

It should be noted that the effect of non-leading jets is negligible on the Ry;. Although the overall
tendency of heavy-flavor R, is similar to that observed for light flavor, there is also a clear quantitative
difference between heavy and light flavors, which points to a different jet structure. The leading b jets
differ for higher pj;t and the leading c jets for lower pjTet. This suggests that the interplay between the
mass and color-charge effects is non-trivial and needs further investigation. One possibility for that
would be a parallel study of the UE and the fragmentation region corresponding to a heavy-flavor
trigger, in a similar manner to [27]. From all the above, we can assume that Ry, is a property of the jets
that is associated with the final state.

We also repeated the same analysis by selecting only the leading and sub-leading jets. We observed
no significant difference compared to the case where all the jets were used (right panel of Figure 7).
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Figure 7. (Left) The pj;t dependence of R, for the PYTHIA 4C tune is compared with HIJING++;
(Right) Comparison of different jet selections for the PYTHIA Monash tune.

4. Conclusions

We conducted a systematic study on jet structures for pp collisions using MC generators PYTHIA
and HIJING++. We investigated the effects of CR and MPI on jet shapes and showed that not
considering the effects of CR and MPI causes significant jet shape modification. We introduced
a characteristic jet size (Rgy) that depends only on the pt of the jets but is independent of the jet
reconstruction algorithms, MC generators, parton density functions, and even the choice of simulation
parameters such as CR and MPI [10,11]. We have also shown that the choice of Jr does not change our

115



Universe 2019, 5, 132

conclusions about Rgy. These observations suggest that R, is an inherent property of the jets and is
characteristic to the space-time evolution of the parton shower at a given momentum.

However, Rg, does depend on the flavor of the jet. Flavor-dependent jet structure studies may be
a way to access mass versus color charge effects that is complimentary to hadron- or jet-production
cross-section measurements. We believe that our findings motivate further phenomenology studies
as well as cross-checks with real data to gain a deeper understanding on flavor-dependent jet
fragmentation. Another direction for future research could be to investigate the effects of MPI on jets
without the underlying event. This could be done either by choosing an observable that depends very
weakly on the underlying event [9], or by the parallel understanding of the underlying event and the
fragmentation region [27].
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Abstract: Heavy quarks (charm and beauty) are produced early in the nucleus—nucleus collisions,
and heavy flavor survives throughout the later stages. Measurements of heavy-flavor quarks thus
provide us with means to understand the properties of the Quark—Gluon Plasma, a hot and dense state
of matter created in heavy-ion collisions. Production of heavy-flavor in small collision systems, on the
other hand, can be used to test Quantum-chromodynamics models. After a successful completion
of the Run-I data taking period, the increased luminosity from the LHC and an upgraded ALICE
detector system in the Run-II data taking period allows for unprecedented precision in the study
of heavy quarks. In this article we give an overview of selected recent results on heavy-flavor
measurements with ALICE experiments at the LHC.

Keywords: Large Hadron Collider; heavy flavor; fragmentation; high-energy physics

1. Introduction

Substantial evidence indicates that high-energy heavy-ion collisions can recreate a strongly
coupled Quark-Gluon Plasma (QGP) [1,2], an extremely hot, dense, strongly interacting state of matter
that was present in the early stages of the Universe. Smaller colliding systems such as pp or p-Pb are
useful to study perturbative quantum chromodynamics (QCD) and cold nuclear effects. Heavy quarks
are produced early in the reaction and their numbers are almost conserved throughout the reaction.
They undergo negligible flavor changing, and there is also very little thermal production or destruction
within the QGP or the hadronic nuclear matter. Yet, they are transported through the whole system,
thus their kinematics can reveal transport properties such as collisional and radiational energy loss
within the hot medium [3]. Since heavy flavor is preserved, it can be used as a penetrating probe down
to a very low momentum (p ~ 0). Observing the hadronization of heavy quarks reveals coalescence
mechanisms in the hot medium, as well as fragmentation properties. This latter one, in comparison
with light probes, is telltale about color charge and mass/flavor effects.

Measurements of heavy-flavor in pp collisions serve the primary purpose of setting a benchmark
on pQCD calculations. As in the case of many other probes, we rely on heavy-flavor production in
pp collisions as a reference for measurements in larger collision systems where a substantial effect is
expected by the hot or cold nuclear matter. In high-multiplicity events however, we observe signatures
of collectivity, such as long-range correlations [4], that resemble those characteristic to QGP production.
These are usually attributed to soft and semi-hard vacuum QCD effects such as multiple parton
interactions (MPI) [5], although alternative explanations also exist [6]. Heavy-flavor measurements
versus event activity play a key role in clarifying the origin of such signatures. Fragmentation of
heavy quarks can be studied using jet and correlation observables. Besides color charge, mass and
flavor effects such as these can pin down the contribution of late gluon splitting to heavy-flavor
production. Production of the heavy-flavored baryons provides additional information on heavy-flavor
fragmentation and provides key information for the development of theoretical models.
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Some of the most interesting recent heavy-flavor results carried out by the ALICE experiment
are summarized in the following sections. The details of the ALICE detector system are described
elsewhere [7]. Heavy-flavor is accessed either directly, via the full reconstruction of the decay products,
or indirectly by measuring some of the decay products (decay leptons for most of the cases) and
statistically disentangling heavy-flavor contribution.

2. Heavy-Flavor Mesons in pp Collisions

Heavy flavor mesons in pp collisions help understand the physics of QCD vacuum. Direct and
indirect measurements on their production are carried out in ALICE. While direct reconstruction
of charmed mesons such as DY, Dt and D** provide more direct access to decay kinematics,
indirect measurements through semi-leptonic decays provide a mixture of beauty and charm
contributions. In recent measurements however, secondary vertexing with fine resolution in the
Inner Tracking System (ITS) provide means to statistically separate the contributions of charm and
beauty decays. Figure 1 shows recent measurements of D mesons as well as heavy-flavor decay
electrons. In general, several theoretical models describe the measurements within uncertainties,
and heavy-flavor meson measurements already provide restrictive input to them.
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Figure 1. (Left) Production cross section of D? mesons in pp collisions at /5y = 5.02 TeV, compared to
a theoretical calculation [8]. (Right) Production cross section and beauty faction of heavy-flavor
electrons in pp collisions at \/syn = 7 TeV, compared to a theoretical calculation [8].

In pp collisions, the relative yield of D mesons at mid-rapidity depends steeper than linearly
on the relative charged multiplicity [9]. This shows that hard processes such as heavy-flavor
production; and soft processes like bulk charged hadron production scale differently with event
activity. Comparison to theoretical calculations [10-12] in the left panel of Figure 2 shows that the
steeper-than-linear trend can be qualitatively described by calculations that include multiple parton
interactions (MPI). A recent measurement with heavy-flavor muons indicates a similar trend at forward
rapidity, as shown in the right panel of Figure 2.
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Figure 2. (Left) Average self-normalized yields of D mesons in pp collisions at \/syy = 7 TeV at
mid-rapidity [9], compared to several model calculations [10-12], and (right) of muons in pp collisions
at \/syy = 8 TeV at forward rapidity, for several transverse momentum ranges.

3. The Baryonic Sector

Measurements of baryons with charm content provide valuable input for theories to understand
heavy-flavor fragmentation. Recent measurements of A} in pp collisions at /s = 5 and 7 TeV and
LHCfirst E2 measurements in pp collisions at /s = 7 TeV [13] show that the production of these mesons
are underestimated by widely used theoretical models [8,14,15]. The same is observed in charmed
baryon-to-meson ratios with a decreased relative uncertainty, as shown on Figure 3. This shows that our
current understanding on heavy-flavor fragmentation in the baryon sector is inadequate.
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Figure 3. (Left) Ratios of A} and (Right) Z¥ pr-differential cross sections [13] over D in pp collisions
at /s = 7 TeV, compared to several theoretical calculations [8,14,15].

4. Heavy-Flavor in Cold Nuclear Matter

Cold nuclear matter (CNM) effects are expected to appear both in the initial and in the final state
in collisions of protons on heavy ions, in an environment of substantial volume where quarks are
still confined into hadrons. Several models predict modification of the nuclear parton distribution
functions (nPDF) by (anti)shadowing and gluon saturation. A non-negligible energy loss in the CNM
is also expected, as well as the transverse-momentum (k1) broadening of the initial and final state
partons [16-21]. While collectivity has also been observed in p-A collisions, the question whether
deconfined matter can be created in p-A collisions has not yet been settled [6].

The left panel of Figure 4 shows the nuclear modification factor R,p;, of prompt D mesons as
recently measured by the ALICE measurement in p-Pb collisions at \/syny = 5.02 TeV.
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Figure 4. (Left) Nuclear modification factor R,pj, of prompt D mesons in p-Pb collisions at /syy =
5.02 TeV, compared to several models [16-18,20,21]. (Right) Cross section of D**-tagged charged jets
in p-Pb collisions at /syny = 5.02 TeV, compared to pQCD NLO calculations [22].

The measurement extends down to pr =~ 0 and R,p; is consistent with unity throughout the
range. Several models incorporating different CNM mechanisms [16-18,20] adequately describe the
weak nuclear modification. The POWLANG model with lattice-QCD calculations, which incorporates
QGP formation in a small volume [21], is also able to describe data in a statistically acceptable manner.
The right panel of Figure 4 shows charmed jet measurements, defined as jets containing D mesons
with pr > 3 GeV/c reconstructed within a jet. POWHEG pQCD NLO calculations with PYTHIA
fragmentation [10,22] describe data within uncertainties, indicating the lack of a strong nuclear
modification of heavy-flavor jets. However, since the theoretical predictions have large uncertainties,
the current measurements provide strong constraints for model development and tuning.

5. Nuclear Modification and Collectivity in Hot Nuclear Matter

The nuclear modification factor R44 of heavy flavor in AA collisions is sensitive to radiative
and collisional energy loss processes within the medium and can probe color charge effects as well
as flavor-dependent hadronization. At higher momenta, little difference is found between R4 of
charmed and light mesons, and both can be described by calculations based on pQCD energy loss [23].
Nuclear modification of heavy flavor at lower momenta, however, shows a significantly weaker suppression
pattern than that of light flavor. The left panel of Figure 5 shows the R4 4 of heavy flavor compared to
several model calculations with different ingredients regarding heavy flavor transport [24-28]. Models that
contain charm-light coalescence [25-28] typically provide better descriptions of the dataset.

To achieve a stronger discriminative power of data over models, the azimuthal anisothropy
parameter v; (“elliptic flow”) of Dy mesons in semi-central Pb-Pb collisions is shown in Figure 5.
A substantial heavy-flavor anisotropy can be observed. The v of the Dy mesons is qualitatively similar
to that observed for light mesons (7r%) in Pb-Pb collisions at VSN = 5.02 TeV.
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Figure 5. (Left) Average nuclear modification factor R4 4 of DY, D* and D** mesons in central Pb-Pb
collisions at /syN = 5.02 TeV [23], compared to transport model calculations [24-28]. (Right) Average
azimuthal anisotropy v, of D mesons in semi-central Pb-Pb collisions at /sy = 5.02 TeV [29],
compared to model calculations [24-28].

6. Summary and Outlook

We gave an overview of selected recent heavy-flavor results from ALICE in pp, p-Pb, and Pb-Pb
colliding systems. Transverse momentum differential production of both the charmed and beauty
mesons in pp collisions are generally described by pQCD models within uncertainties. The production
of charmed baryons is, however, underestimated by theoretical calculations, indicating that models
for fragmentation need improvement. The production of heavy flavor increases steeper-than-linearly
with event activity, indicating the role of multiple parton interactions. The models, however, fail to
describe the data quantitatively. Nuclear modification by cold nuclear matter is weak in the case of
both the D mesons and reconstructed D-jets. These recent Run-2 measurements already provide strong
restrictions for theoretical calculations. While the suppression of charmed D mesons is similar to that
of light hadrons at high-pt, low-pT suppression is weaker. A substantial azimuthal anisotropy can be
observed for charmed mesons. Although the simultaneous description of R4 4 and v; is a challenge
for theory, some transport models that incorporate mechanisms for coalescence between charm quarks
and light quarks adequately describe the low-pr behavior of both observables. Ongoing heavy-flavor
measurements at ALICE show unprecedented precision down to very low momenta. The Run-3
phase of LHC with further increased luminosity and detector upgrades [30] will bring about the era of
precision beauty measurements.
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Abstract: The CERN Large Hadron Collider (LHC) ALICE detector is undergoing a major upgrade
in the Second Long Shutdown of the LHC in 2019-2020. During this upgrade, the innermost detector,
the Inner Tracking System, will be completely replaced by a new detector which is built from the
ALPIDE sensor. In the Bergen proton computer tomography (pCT) collaboration, we decided to
apply these sensors for medical applications. They can be used for positioning in hadron therapies
due to their good position resolution and radiation tolerance. Dose planning of hadron therapy
is calculated currently from photon CT measurements, which results in large uncertainties in the
planning and therefore in a necessary enlargement of the treatment area. This uncertainty can be
reduced by performing the CT scan using protons. The current contribution shows the development
of a sampling calorimeter built from the ALPIDE detector for proton CT measurements and describes
the state of the project.

Keywords: ALPIDE; silicon sensors; medical applications; proton CT; radiotherapy; computer
tomography; cancer; digital sampling calorimeter

1. Introduction

The ALICE detector is undergoing a major upgrade in the second long shutdown of the
LHC in 2019-2020. During this upgrade, the innermost detector, the inner tracking system (ITS),
will be completely replaced by a new detector [1]. This new detector will be equipped with a
MAPS-type silicon detector, the ALPIDE (ALICE pixel detector), which was designed specifically for
this upgrade [2]. The ALPIDE is produced in a 50 um and a 100 pum thick versions and a reverse
substrate bias of around —6 V can be applied to it to enlarge its depleted region. The ALPIDE and its
prototypes have been thoroughly tested in laboratory and test beam measurements. It was required
that the sensor has a position resolution around 5 pum, a detection efficiency above 99% and a noise
occupancy below 10~ hits/event/pixel [1]. The ALPIDE fulfills these requirements both before and
after irradiating the chips with the radiation doses expected in its lifetime in the ALICE experiment [2].

Due to its low material budget, good position resolution and radiation hardness, the ALPIDE
can also be used in other applications where a precise tracking of a high flux of particles is needed.
One such application is medical physics, in particular hadron therapy. In these treatments, protons or
heavier ions (usually carbon) are used to destroy the DNA of cancer cells. These protons or ions have
an energy usually below 200 MeV /u, which is much lower than in the case of the typical particles at the
ALICE detector. This means that the ALPIDE has to be tested at these lower energies to see whether the
tracking of these particles is possible. The intensity of the beam is also much higher in these medical
applications, therefore it needs to be checked maximum how many particles can be distinguished by
the ALPIDE in a single frame. This is especially tricky at this low energy, because low-energy particles
lose more energy in the silicon, therefore creating more electron-hole pairs, which results in more
pixels firing for one passing particle. This makes the distinguishing of particles more difficult at lower
energy than at the usual energies of the ALICE detector.
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2. Computer Tomography with Protons

The problem of current hadron therapy treatments is that the treatment is planned after acquiring
an image of the patient by a photon CT scan. This results in large uncertainties (around 3—4%) in the
determination of the stopping power of protons in front of the tumor [3]. This is due to the fact that
the relation of the attenuation coefficients of photons and the stopping power of protons is not linear
and not one-to-one as it differs depending on the type and geometrical structure of the tissue [4].

This problem can be solved by using protons for the imaging in the CT measurement instead of
photons, therefore the measurement will give directly the stopping power for protons. This would
reduce the uncertainty by more than a magnitude to 0.3% [3]. Such a measurement would use protons
with a higher energy than the ones used for the treatment, such that their Bragg peak would fall
outside of the patient and in the detector placed behind the patient. The position of the protons has
to be determined before entering the patient and after leaving the patient. Behind the patient the
energy of the protons has to be measured as well. Before the patient, the position of the protons can
be determined by the measurement of the beam position or by a tracking detector with very low
material budget (maximum 50-100 um of silicon). After the patient, the position and the energy
measurement can be achieved by a high resolution sampling calorimeter. The concept of such a
detector can be seen in Figure 1. If the measurement is done prior to the treatment, it can be used
for the planning of the treatment, while if it is done quasi-simultaneously, it can be used for dose
verification, dose optimization or patient alignment. We note that patient alignment is not a trivial task,
as the unavoidable movement of the patient has to be taken into account during the treatment. This
can be done by monitoring the patient with a quasi-simultaneous proton CT measurement without
giving relevant additional dose.

Beam Sampling

, calorimeter

Tracking
layers

Figure 1. The concept of a proton computer tomography (CT) detector for medical imaging.

3. The Proposed Calorimeter

The calorimeter design has the typical sandwich structure well-known for high-energy
experimental setups. The active part of the sampling calorimeter will be the ALPIDE sensor.
These ALPIDE layers will alternate with aluminum layers which act as energy degraders for the
protons. There will be 41 sensitive layers and 41 degrader layers and each aluminum layer will be
3.5 mm thick. The full front area of the detector will be 27 cm x 15 ¢cm, which is made up of 9 x 9
ALPIDE sensors. The proposed calorimeter design can be seen in Figure 2. In the figure, it can also be
seen that there will be no aluminum layers between the first few silicon layers. This is done to allow
for a more precise tracking of the particles at their entrance to the detector, because this will result in a
more precise determination of the position and angle of the incoming particles.

As the ALPIDE was designed to function in the ALICE detector, it is radiation tolerant up to
1.7 x 103 1 MeV neq/ cm? non-ionizing dose and up to 2700 krad ionizing radiation. It can be produced
in a 50 um and a 100 um thick versions, therefore, if needed, it can be used in the tracker in front of the
patient on the beam side as well.
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Beam

15 cm

Figure 2. The proposed design of the sampling calorimeter. The red layers are the sensitive layers
which alternate with the gray aluminum layers. The blue sphere represents the simplified patient.

4. Results from the First Prototype Tests

The first prototype of the calorimeter was not optimized for detecting protons, but for measuring
electromagnetic showers. This prototype used MIMOSAZ23 sensors [5] and used 3.3 mm tungsten
absorbers instead of aluminum as a degrader [6]. It was tested in a proton beam at the KVI-Center
for Advanced Radiation Technology in Groningen [7] where the energy was varied from 120 MeV
to 188 MeV [8]. The beam energy was changed by introducing an aluminum absorber in the beam
line, which introduces a 1.4 MeV energy spread. The beam intensity was set such that one proton per
readout frame was delivered to the sensor. The comparison of the results with simulations can be seen
in Figure 3 which shows the number of reconstructed protons as a function of their reconstructed range
from a 188 MeV proton beam. The protons are reconstructed such that in each layer, the deposited
energy is determined from the number of pixels which fire for one passing proton. These deposited
energies are then fitted with a Bragg curve, which gives the range of the proton. In both the simulations
and the data, the Bragg peak is clearly visible around 230 mm, and the simulation (left panel) describes
the test beam data (right panel) well. The lighter green histogram represents nuclear interactions in
the detector material, and its structure corresponds to the spacing of the layers. These interactions are
not used for the range estimation, as they are not representative for the position of the Bragg peak.
Only the dark green points, called accepted tracks, are from reconstructed protons which did not
undergo a nuclear interaction and therefore can be used for the estimation of the Bragg peak.
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Figure 3. Comparison of the simulations (left panel) and the measured results (right panel) of the
prototype with a 188 MeV proton beam at KVI-Center for Advanced Radiation Technology [8].
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In Figure 4, the reconstructed water equivalent thickness (WET) range of the tracks is shown as a
function of the energy of the beam from simulations and the energy scan measurement with a proton
beam at KVI-Center for Advanced Radiation Technology. The agreement between data and simulation
is good here as well, and the observed linear trend shows that the range is a good measurement of the
energy of the incoming protons. An oscillation pattern can be seen in the Monte Carlo simulations
which arose form a better estimation of the proton range when the Bragg peak is detected in two
sensitive layers and a worse estimation when it is detected in only one. This can be reduced by a
further optimization of the absorber thickness.
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Figure 4. Reconstructed water equivalent thickness range of the protons as a function of the energy of
the beam from simulations, from data and from proton stopping power and range (PSTAR) tables that
contain numerical integrations of the Bethe equation [8,9].

5. Conclusions

A new detector was developed for the CERN LHC ALICE experiment upgrade to replace the
current Inner Tracking System after the Second Long Shutdown of the LHC. This detector will be
equipped with the ALPIDE sensor, which can also be used for medical applications. A sampling
calorimeter of alternating ALPIDE and aluminum layers is proposed as a proton CT detector. With the
help of this detector the dose estimation of hadron therapy will become more accurate, therefore it
will have less side effects and can be applied closer to critical organs. The first prototype of such a
detector is presented here. This was optimized for electromagnetic showers instead of the energy
measurement of protons. It shows a good performance, and its performance can be well described by
Monte Carlo simulations. A new prototype, which will be optimized for tracking protons, is being
built according to the description given in this paper. First one layer of the new prototype, then later
the full detector will be tested in test beam measurements with low energy (50-200 MeV) protons and
helium or carbon ions.
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The following abbreviations are used in this manuscript:

ALICE A Large Ion Collider Experiment
ALPIDE  ALICE pixel detector

CT
DNA
LHC

computer tomography
deoxyribonucleic acid
Large Hadron Collider

MAPS Monolithic Active Pixel Sensor

pCT

proton computer tomography

PSTAR  proton stopping power and range

WET

Refe
1.

water equivalent thickness
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Abstract: The phase diagram of the strongly interacting matter is the main research subject for different
current and future experiments in high-energy physics. System size and energy scan programs aim to
find a possible critical point. One of such programs was accomplished by the fixed-target NA61/SHINE
experiment in 2018. It includes six beam energies and six colliding systems: p + p, Be + Be, Ar + Sc, Xe + La,
Pb + Pb and p + Pb. In this study, we discuss how the efficiency of centrality selection by forward spectators
influences multiplicity and fluctuation measures and how this influence depends on the size of colliding
systems. We use SHIELD and EPOS Monte-Carlo (MC) generators along with the wounded nucleon model,
introduce a probability to lose a forward spectator and spectator energy loss. We show that for light colliding
systems such as Be or Li even a small inefficiency in centrality selection has a dramatic impact on multiplicity
scaled variance. Conversely, heavy systems such as Ar + Sc are much less prone to the effect.

Keywords: QGP; critical point; fluctuations; centrality; calorimeters

1. Introduction

Fluctuation measures are considered to be an important tool in the search of the possible critical point
of the strongly interacting matter. However, fluctuation quantities are sensitive to various effects along
with the critical behavior [1-4] such as volume fluctuations [5,6], resonance decays [7], beam and target
material impurities [8] and detector inefficiencies.

Experiments in relativistic heavy ion collisions use different techniques to reduce volume fluctuations
by selecting centrality classes. The procedure aims to select events with a restricted number of particle
production sources or volume. The centrality selection may be accomplished by measuring produced
particle multiplicity in a specific rapidity interval along with energy of non-interacted nucleons-spectators
by forward hadronic calorimeters. Although the multiplicity based approach introduces, a bias on any
fluctuations due to correlations between multiplicities even in different acceptance windows. However,
it is worth noting that this bias can be well reproduced and estimated by using MC generators.

Contrary to this, a solely spectators based centrality selection provides an unbiased method to restrict
the collision volume. Technically, it can be accomplished only in fixed target experiments, as it is possible
there to place a hadronic calorimeter exactly at the beam line. Nevertheless, such calorimeters suffer from
hadronic shower energy leakages from the surface and have much lower resolution capabilities compared
to multiplicity detectors. In this paper, we study an influence of the energy leakage from the calorimeter
back surface on the average multiplicities and the multiplicity scaled variance and its dependency on the
colliding system size.

Universe 2019, 5, 126; d0i:10.3390 / universe5050126 www.mdpi.com/journal /universe
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2. Study with a Geant Calorimeter Model

The main motivation for this work was a study of how Projectile Spectator Detector (PSD) [9]
influences the measured quantities in the NA61/SHINE collaboration [10]. PSD is a segmented modular
hadronic calorimeter, which is used for triggering, centrality and event plane determination. The detector
consists of 44 independent modules and each of them has 60 lead (16 mm) + scintillator (4 mm) layers.
The total length of PSD is about 1.2 m, which corresponds to approximately 5.6 interaction lengths.
A scheme of the NA61/SHINE setup and a photo of PSD are presented in Figure 1.

~13m

Vertex magnets

VTPC-2

Target

Beam | || e | S - } PSD

VI,
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x ceoar S ome  |2] N
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7

Figure 1. A scheme of the NA61/SHINE experiment [10] and a front view photo of the Projectile Hadronic
Calorimeter. PSD is used for triggering, centrality and event plane determination.

Signals from 60 scintillators in each module are grouped by six, therefore, the design of PSD allows
collecting information from ten independent areas along the beam axis inside the calorimeter. This makes it
possible to study dependencies of different quantities on the calorimeter lengths by selecting centrality by
a reduced number of scintillator groups. It is expected that any centrality sensitive measure will saturate
at one point with an increase of calorimeter length (see Figure 2). On such plot, the 0 limit corresponds to
0 centrality detector efficiency, an absence of centrality selection and to minimum bias events. The right
limit is an absence of any energy leakage from the hadronic calorimeter backside.

Arbitrary centrality
dependent quantity

\\

Calorimeter length

Figure 2. A sketch of how a collision volume depended quantity behaves with the increase of a centrality
calorimeter length.

Two MC datasets were generated with the GEANT4 [11] PSD simulation for studying the energy
leakage influence on different systems: 100,000 events of 1504 GeV/c “Li + *Be SHIELD MC [12] and
40,000 events of 1504 GeV/c *°Ar + #5S¢ EPOS 1.99 MC [13]. 7Li was chosen instead of experimentally
used “Be as the first one is stable and can be simulated by SHIELD MC. It was possible to compare two
completely different MC generators as the studied effect was purely detector based. Moreover, it does
not depend on the spectator transverse characteristics as we studied longitudinal shower propagation
that is insensitive to a hit position. In each dataset, we selected centrality on the different length of the
detector from ~1.1 to 5.6 interaction lengths. The results for average multiplicities, multiplicity ratios and
fluctuation quantities are presented in Figure 3 for “Li + “Be and for 4’ Ar + #*Sc collisions.
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Figure 3. Comparison of different measures behavior versus the centrality calorimeter length for Li + Be

(blue dots) and Ar + Sc (red dots) 1504 GeV/c collisions. The first two plots present an average number of

negatively charged hadrons, the second two show the negative charged hadrons scaled variance, next four

show two strongly-intensive quantities A[Pt,h] and Z[Pth] [14] and the last two show a ratio of the average

number of negative charged kaons to the average number of negative charged pions. All results were
calculated in the NA61/SHINE acceptance [15].
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Two main conclusions may be drawn from the results:

¢ The 5.6 interaction lengths were not enough to eliminate the influence of backside energy leakage in
light colliding systems ("Li + °Be) on volume fluctuations as the dependencies did not saturate. The
middle size systems as “’Ar + 4°Sc were much less prone to the effect. However, Ar + Sc data are
more sensitive to energy leakage in case of a short calorimeter.

e Mean multiplicities, scaled variance w[h] = (<h?> — <h>?)/<h> and strongly intensive A[Pt,h] [14]
were sensitive to the effect, while mean multiplicity ratios and another strongly intensive
quantity X[Pt,h] showed steady behavior. The instability of A[Pt,h] contradicted the presumption
that such quantities do not depend on the volume fluctuations. Therefore, it was clear that
assumptions which lead to the construction of the strongly intensive measure A[Pt,h] [14] are not
fulfilled even in MC generators. Investigation of other measures sensitivities transcends the scope of
this work.

3. Study within a Wounded Nucleon Model

A simple wounded nucleon model (WNM) was created to understand the unexpected sensitivity of
light systems to the energy leak. Three different colliding systems were considered: “Li + “Be, 3Cl + 4°Ca
and 2%Pb + 208Pb with 150 A GeV /c beam momentum (v/Syn ~ 17A GeV). Nucleon density profiles were
taken from [16]. Nucleon core effect was not taken into account. Alpha clustering was not implemented
as the goal of the study was to check how the sensitivity to the energy leakage depends on the number
of nucleons in colliding systems. Inelastic nucleon-nucleon cross-section was taken equal to 31.75 mb.
Multiplicity was introduced based on the number of wounded nucleons; in other words, each wounded
nucleon produced a random number of charged particles, which were distributed according to a Poisson
with < N, >=3.5.

In the first version of the model, we introduce dcentrality selection based on the number of forward
nucleon-spectators and a probability to lose each of them p. Distributions of forward nucleon spectators
for p = 0% and 10% are shown in Figure 4.

The 10% of events with a lower number of detected forward nucleons spectators were selected as the
most central ones. If the boundary between classes di not coincide with the boundary between integer
numbers of forward spectators N, then a fraction of events with N + 1 forward spectators was taken to
obtain exactly 10% of the whole data sample.

The dependencies of average event multiplicity and multiplicity scaled variance w[N] versus
the probability to lose a forward spectator showed a striking difference (Figure 5) in the
sensitivity to detector efficiency between light system and heavy one (“Li + *Be and 2%Pb + 208Pb).
<N> and w[N] in Beryllium collisions became sensitive to the spectators lost already, then p ~ 3-4%
contrary to Pb + Pb collisions where <N> and w[N] were steady to the effect until p ~ 70% and 30%
respectively (see Figure 6).
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Figure 4. Detected forward spectators distributions for Li + Be, Cl + Ca and Pb + Pb in WNM with a
probability to loss a nucleon of 0% and 10%.
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Figure 6. Ratios of multiplicity and scaled variance to values with a zero probability to lose a forward
spectator for Li + Be (blue), Cl + Ca (red) and Pb + Pb (black) collisions. WNM with a centrality selection
based on the number of detected forward spectators.

Unexpectedly, this simple model reproduced two important features: higher sensitivity of light
systems for small energy loss and lower sensitivity for large fraction energy loss. Nevertheless, we are
aware of the fact that the probability to lose a spectator is not a realistic model of a hadronic calorimeter.
The next step was to introduce a realistic energy losd. For this goal a two-times longer (=11.2 interaction
length) GEANT4 model of PSD was used and a response on a 150 GeV/c proton beam was generated.
We calculated and fitted a distribution of ratio between deposited by a proton energy in the first seven
sections (~3.9 int.L.) to the whole calorimeter (20 sections), as shown in Figure 7. We used the obtained
function to introduce a random energy loss of each forward spectator in the wounded nucleon model.
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Entries 20000
Mean 0.174
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e b e b b b B b v Le s

0 01 02 03 04 05 06 07 08 .
fraction of proton energy loss

Figure 7. A ratio of deposited energy by a 150 GeV/c proton in the sections from 8 to 20 to the whole long
calorimeter PSD (11.2 nuclear int. lengths) in the GEANT4 simulation. The whole calorimeter model has
20 sections. This distribution shows the fraction of a proton energy leak from a calorimeter, which has
3.9 nucl. int. lengths or seven sections in case of PSD.

The 10% of the most central events were selected by the spectator deposited energy (see Figure 8).
<N> and w[N] were calculated and compared with the ideal case (without energy loses). The results are
presented in Table 1.
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Figure 8. Energy distributions of forward spectators with realistic energy leakage from the calorimeter

in WNM.
Table 1. Comparison of results for 10% most central events with realistic energy leakage and without it in a
frame of WNM.
Li + Be Ca+Cl Pb + Pb
<N> without energy loss 32.527+/-0.017 172.069+/—0.027 1094.34+/—-0.19
<N> with energy loss 32.414+/-0.012 171.996+/—0.034 1094.16+/—-0.15

w[N] without energy loss 2.0192+/—0.0041 3.2594+/—0.0072 13.101+/—0.021

w[N] with energy loss 2.0625+/—0.0042 3.3111+/—0.0051 13.175+/—-0.019
with/without (N) 0.99653+/—0.00057  0.99958+/—0.00032  0.99984+/—0.00052

with/without (w[N]) 1.0214+/-0.0021  1.0159+/—0.0023 1.006+/—0.0017

As shown, the effect is very tiny but nevertheless the lighter the system is the more sensitive it is.
The size of the difference is probably a result of an absence of the energy resolution due to the calorimeter
sandwich structure, as present in the GEANT4 simulation.

4. Conclusions

It was observed that the light nuclei systems as Li + Be are more sensitive to the energy leakage
from the back side of hadronic calorimeters used for centrality determination in fixed target experiments
compared to intermediate size systems as Ar + Sc. The probable reason is that in the light systems most
of the forward energy is concentrated only in a few nucleons. Therefore, a single nucleon loss produces
much bigger volume fluctuations than in a collision of heavy systems, which have a presence of more or
less constant energy leakage in each collision. Nevertheless, more investigations are needed to reach the
complete understanding of the phenomenon. Even though we succeeded in demonstrating the sensitivity
of light systems in the framework of the wounded nucleon model with the probability of a spectator loss,
the realistic energy loss simulation in the same model shows only a tiny effect on average multiplicity and
scaled variance.

The future fixed target programs, which aim to study light nuclei colliding systems, have to pay
attention that a longer calorimeter is needed to control the volume fluctuations for such reactions than for
heavier ones.
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Abstract: There are two prominent experimental signatures of quark-gluon plasma creation in
ultra-relativistic heavy-ion collisions: the jet quenching phenomenon and the azimuthal-momentum
space-anisotropy of final-state particle emission. Recently, the latter signature was also observed
in lighter collision systems such as p—Pb or pp. This raises a natural question of whether in these
systems, the observed collectivity is also accompanied by jet quenching. In this paper, we overview
ALICE measurements of the jet quenching phenomenon studied using semi-inclusive distributions
of track-based jets recoiling from a high-transverse momentum (pr) hadron trigger in Pb—Pb and
p—Pb collisions at LHC energies. The constructed coincidence observable, the per trigger normalized
yield of associated recoil jets, is corrected for the complex uncorrelated jet background, including
multi-partonic interactions, using a data-driven statistical subtraction method. In the p-Pb data,
the observable was measured in events with different underlying event activity and was utilized
to set an upper limit on the average medium-induced out-of-cone energy transport for jets with
resolution parameter R = 0.4. The associated jet momentum shift was found to be less than 0.4 GeV /c
at 90% confidence.

Keywords: jet quenching; QGP; event activity; small systems

1. Introduction

Ultra-relativistic heavy-ion collisions are used to probe the properties of strongly interacting
matter in the regime of extremely high-energy densities and temperatures and vanishing baryochemical
potential [1]. Lattice quantum chromodynamics calculations predict that under such conditions,
the hadron gas phase undergoes a transition to the state called quark-gluon plasma (QGP) [2]. In this
phase, quarks and gluons are released from their confinement in hadrons. The transition has a smooth
cross-over character and happens at a temperature of about 150 MeV [3].

A collision of heavy ions creates a rapidly evolving dynamical system where the QGP phase lasts
only a short instant. As the collision zone expands and cools, quarks and gluons merge together, giving
a rise to a multitude of hadrons that further interact among each other until the kinematic freeze-out is
reached [1]. When particles from the collision reach our detector, the QGP does not exist anymore;
therefore, properties of the QGP can be investigated indirectly only. Among different experimental
observables that are studied in this context, two of them are believed to be directly associated with the
production of the QGP in heavy-ion collisions: the large azimuthal-momentum space-anisotropy of
produced particles [4,5] and the jet quenching phenomenon [6,7]. The first observable is connected
with the time evolution of the initial spatial anisotropy of the collision zone, which results in an
azimuthal-momentum space-anisotropy of produced particles. Hydrodynamic calculations, which
model this process, show that the magnitude of the observed flow is compatible with QGP behaving
like a nearly perfect liquid with a very small shear-viscosity to entropy-density ratio [8].

The jet quenching phenomenon is manifested by a marked reduction of energy of high-pt hadrons
and jets that traversed the QGP medium. Their yield measured in heavy-ion collisions is suppressed

Universe 2019, 5, 124; d0i:10.3390 / universe5050124 www.mdpi.com/journal/universe
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when compared to the yield that would be expected from a superposition of the corresponding number
of independent pp collisions.

Jets are intuitively understood as collimated sprays of particles that are produced by the
fragmentation of highly virtual partons. The exact definition of a jet is done with jet reconstruction
algorithms [9]. These algorithms were designed to recover energy of the original parton by summing up
momenta of final-state particles. In elementary collisions, the production of jets is well-described with
the perturbative quantum chromodynamics [10]. In heavy-ion collisions, highly virtual partons that
fragment to jets are produced by hard scatterings that happen before the QGP is formed. The parton
shower thus gets modified while these partons traverse the medium [11]. Based on the observed
modification, medium properties can be inferred. Jets are thus considered well-suited probes of the
produced QGP.

Jets in heavy-ion collisions are accompanied by an intensive underlying event. A jet reconstruction
algorithm therefore often clusters together just soft particles from the underlying event and creates a
so-called combinatorial background jet. One way to suppress the contribution of these artificial jets
is to require the presence of a high-pt constituent within the reconstructed jet [12]. This condition,
however, imposes a fragmentation bias on the reconstructed jets and can essentially affect the selected
jet sample. As we will see in the following section, hadron-jet coincidence measurements offer a way to
overcome this problem [13]. They allow the removal of the contribution of combinatorial background
jets, including the contribution from multi-parton interactions, without imposing the fragmentation
bias on analyzed jets. The method is data-driven and uses statistical subtraction. It is suitable also for
jets having large R and low pr.

2. Hadron-Jet Coincidence Measurements in Pb—Pb Collisions at ,/syn = 2.76 TeV

A principle of hadron-jet coincidence measurements will be explained based on the analysis of
Pb-Pb collisions at /snN = 2.76 TeV recorded by ALICE in 2011. The same analysis procedure will be
then applied to the data from p-Pb collisions at /syn = 5.02 TeV from 2013. Further details about
both data sets and analyses can be found in the original papers [14,15].

ALICE is one of the four big experiments working at the Large Hadron Collider at CERN.
The ALICE apparatus is described in detail elsewhere [16]. Let us note that track reconstruction is based
on position measurements performed by a six-layer silicon tracker called the Inner Tracking System [17],
which surrounds the interaction point, and the Time Projection Chamber [18]. Both detectors have
full azimuthal coverage, and tracks can be efficiently reconstructed in the pseudorapidity range
[irack| < 0.9. Both detectors are placed in a 0.5 T solenoidal magnetic field, which ensures reasonable
transverse momentum resolution for tracks in the range 0.15 < pr i < 100GeV/c.

Track-based jets are reconstructed from charged tracks with 0.15 < pryac < 100GeV/c using
the infrared and collinear safe anti-kt algorithm [19] as implemented in the FastJet package [20].
Reconstructed jets have a resolution parameter of R = 0.4 and are assembled using the boost-invariant
pr-recombination scheme. Pseudorapidity of jets is constrained by a fiducial cut |re;] < 0.5 to
remove jets whose jet cone overlaps with boarders of the ALICE acceptance. The reconstructed
transverse momentum of jets, prTf‘j‘g’t’Ch, is corrected for the mean underlying event contribution on an
event-by-event basis by subtracting a product of the mean underlying event density p and jet area Ajet,

reco,ch __ _ raw,ch
Priet = Prjet — 0 Ajet: 1)

Here, the mean underlying event density is estimated by the standard area- based approach [21] as

Ps

. Jet

p = mediany, jets 4. v 2)
Ajet

which is calculated based on a sample of reconstructed kt track-based jets with R = 0.4.
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In hadron-jet coincidence measurements, we analyze events that contain a high-pr track, the
so-called trigger track or TT. The presence of a high-pr particle unambiguously selects events with a
hard scattering. The trigger track pr is required to be in some chosen range X < pruig < Y GeV/c,
which is denoted TT{X,Y} throughout the text. If multiple TT candidates are found, one of them is
chosen at random. Jets, which are to be analyzed, are selected to be nearly back-to-back in azimuth
w.r.t. to TT,

|§9TT — Gojet| < m—0.6rad (3)

where @17 and @jer denote azimuthal angles of TT and recoiling jets. Figure 1 shows the per trigger
normalized transverse momentum spectra of recoil jets associated with two exclusive trigger track
pr bins TT{8,9} and TT{20,50} in the 0-10% centrality bin of Pb-Pb collisions at /sy = 2.76 TeV.
Note that both spectra exhibit a remarkable similarity in the region p%jce(i’Ch < 0, where their shape
does not depend on the transverse momentum of TT. Jets populating this region are predominantly
combinatorial background jets, which are accidentally associated with TT. On the other hand, in
the region pffjceot'Ch > 0, both spectra differ. Since the presence of a TT{20,50} hadron biases the
four-momentum transfer in the associated hard scattering to higher values, the corresponding recoil jet

reco,ch
Tjet

from combinatorial background jets. Based on the situation in the region pffjf:;'Ch < 0, it is assumed that
this component is independent of TT pr. Thus, it will be canceled when both spectra are subtracted.

spectrum is harder. The spectrum in the region p > 0 also has, however, the component coming

1 ) dz Z\]jet
Nuig  dp %}etdmet

1 d2 Z\[je’t

- 7 h
12050} Nuig  dpTedriet

(4)

Arecoil =

TT{8,9} .

Here Nyig denotes the number of TT in a given TT bin. Let us point out that on the theory side,
the per trigger normalized yield of recoil jets can be expressed in terms of a cross section to produce a
high-pr hadron and a cross section to produce a high-pt hadron together with a jet.

1 dzNjet
Ntrig d}ﬂ%}etdﬂjet

2
1 d Ohtjet+X
o ' ch .
PTtrig eTT 0-h+X d pT,jethIJEt

)

PTh eTT

The measured Aeoq spectrum was further corrected for jet reconstruction inefficiency and jet
energy scale smearing due to instrumental effects and local underlying event fluctuations. The relation
between the measured jet spectrum and the true jet spectrum was assumed to be linear, and
the combined effect of the instrumental effects and local background fluctuations on the true jet
spectrum was described by means of a response matrix. Regularized inversion of this matrix and
the corresponding solution for the true spectrum was found by means of Bayesian unfolding [22,23].
The fully corrected Ayecoi Spectrum for anti-kt jets with R = 0.2, 0.4, and 0.5 is shown in the right-hand
side panel of Figure 1.

The medium-induced modification of the recoil jet spectrum was quantified by means of a ratio

Pb—Pb
— recoil
Alan = APYTHIA 6)
recoil
Pb—Pb : ‘o PYTHIA ;
where A ) denotes the fully corrected Aecoi spectrum measured in Pb-Pb collisions and A, ;" is

a reference Ao Spectrum obtained from the PYTHIA 6 Perugia 2010 [24] simulation of pp collisions at
the same center-of-mass energy per nucleon—nucleon collision; see Figure 2. Statistics of the measured
pp /s = 2.76 TeV data by ALICE was found to be insulfficient for this analysis. Nevertheless, for pp
collisions at /s = 7 TeV, the PYTHIA Ao spectrum reproduces the measured data very well [14].
The Alpa ratio is found to be below unity, which shows that the studied sample of recoil jets was
affected by jet quenching. Similar suppression was also found for track-based anti-kt jets having
R=02and R =05 [14].
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Figure 1. (a) Per trigger normalized transverse momentum spectra of recoil jets associated with
trigger track pr bins TT{8,9} and TT{20,50} measured in the 0-10% centrality bin of Pb—Pb collisions at
V/SNN = 2.76 TeV. (b) Fully corrected Ajeoq distributions for track-based anti-kt jets with R = 0.2, 0.4,
and 0.5. Systematic uncertainties in the data are shown by boxes. Taken from [14].
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Figure 2. Ratio of A spectra obtained from the 0-10% centrality bin of Pb—Pb collisions at
V/SnN = 2.76 TeV and from the PYTHIA 6 Perugia 2010 simulation of pp collisions at /s = 2.76 TeV.
Systematic uncertainties in the data are shown by boxes. Taken from [14].

3. Searches for Jet Quenching in p—Pb Collisions at /snn = 2.76 TeV

In past, the PHENIX collaboration has searched for jet quenching in d-Au collisions at
VSNN = 200 GeV [25]. PHENIX measured a nuclear modification factor of inclusive anti-kt jets with
R = 0.3. The nuclear modification factor was calculated as

de Au/dPT]et

jets

Tyau - dopp/dprjet”

Raau = )
where Ty, is the nuclear overlap function for a given centrality bin of deuteron-gold, dopp /dprjet is
the inclusive cross section for jets in pp collisions at the same nucleon—nucleon center-of-mass energy
and dN]‘eits "'/ dpTjet is the measured spectrum of jets for a given centrality in d~Au. PHENIX found that
Rgay is compatible with unity for minimum bias events. However, once they sorted measured events
in centrality classes, they found significant enhancement for peripheral events and suppression for
central events. The behavior of Ry, for peripheral events was surprising since peripheral events were
expected to be similar to pp. The similar ordering of the nuclear suppression factor for jets was seen

also by ATLAS in peripheral and central p—Pb collisions at /snn = 2.76 TeV [26]. The interpretation
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of these results in terms of medium-induced modification of jet production is problematic, since the
calculation of the nuclear overlap function does not take into account conservation laws, which play
an important role in small systems [27], e.g., momentum conservation. The detection of a high-pr jet at
midrapidity affects measurement of event activity or “centrality” in forward rapidity, and the assigned
event geometry can be biased.

Hadron-jet coincidence observables have the advantage that they can be used to identify jet
quenching without the need to know the corresponding nuclear overlap function [15]. If there were no
medium-induced modifications of jet production in p—Pb, cross sections appearing on the right-hand
side of (5) could be expressed in terms of the corresponding pp cross sections and the the nuclear
overlap functions Typp,

2 _p-Pb 2 _Pp
1 A0} et x B 1 _ Tprb - A0y et x ®)
—Pb ch 1, - PP ch 3, :
Uﬁ+x de,jetd’ﬁet prh€eTT ToPb * Ty x de,jetd’ﬁet prh€TT

Since the nuclear overlap function term appears in the numerator and denominator, they
cancel. It is thus not necessary to know the relation between the measured event activity and the
collision geometry.

Analysis of A,eqoi spectra in p—Pb collisions at /syn = 5.02 TeV is analogous to what was done
in Pb-Pb. In p-Pb, event activity was measured by two forward detectors, the neutron zero degree
calorimeter (ZNA) and the VOA scintillator array. Figure 3 shows the per trigger normalized yield
of recoil jets associated with the chosen trigger track prt bins TT{6,7} and TT{12,50} in 20% of p—Pb
events with the largest event activity in the ZNA. The resulting raw Ao distribution is shown by
open circles.

T A A A s A ANananana- TR £ R ————— 3
S Te L] QL;COE ‘;;: VSTN =s02Te 3 8 E p-Pb VS = 5.02 TeV e MB 1
g F s A ot o 04 =3 4Ly, =045 = ZNAO-20%
S L= nti-ky charged jets, A =0.4 = 1 & E ot * ZNA50-100 % 1

= E ~043<y;<136; -003<y"<0.96 E S F e ) Syst, uncert,
8 F T-Ap<06 o TT{12,50} 3 310 — : C
< = g Integral TT{12,50} : 1.84 = 3 Ea— —— x 1003
o E B8 o TT{6,7) 3 < F — =
& L o =& Integral TT{6,7}: 1.83 | 102 — E
< E {F% == O Aol ( Crer=0.94) 3 A —— 4.&
ISR ® ] [ —x— 1
2o 3 H}H? = 10°%s —x— E
A E E E R %1 3
5 C —_—— C . f =
% § R ¢ ] [ Anti-k charged jets, A = 0.4 e 3
g E E 10 7 - Ap<06 3
v_| 2 10 L Statistical errors only 4?7; F TT{12‘,50} - TT{6,7} | AU(‘;E Preliminary ]

2 =1 T N E B B D B N B — EE— —— ——
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(a) (b)

Figure 3. (a) Per trigger normalized transverse momentum spectra of recoil jets associated with
trigger track pr bins TT{6,7} and TT{12,50} measured in the 0-20% neutron zero degree calorimeter
(ZNA) centrality bin of p—Pb collisions at /syn = 5.02 TeV. (b) Fully corrected A,eq0 distributions for
track-based anti-kt jets with R = 0.4. Systematic uncertainties in the data are shown by boxes. Taken
from [15].

The right-hand side panel of Figure 3 shows the fully corrected A, spectra obtained for
minimum bias p—Pb events, for 20% of events that had the largest event activity in the ZNA, and for
50% of events that had the lowest event activity in the ZNA. Medium-induced modification of the
spectrum was studied by means of the ratio of the A,...; spectra measured for the high and low event
activity; see Figure 4. The data are compatible with unity and do not exhibit a visible jet-quenching
effect. Furthermore, we used these data to provide a limit on the magnitude of medium-induced
energy transport to large angles out of the R = 0.4 jet cone. The fully corrected A spectra have
an exponential shape (Figure 3). Under the assumption that higher energy density in events with
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higher event activity would cause a horizontal shift of the A spectrum, we can parameterize

the Ajecoil Spectra measured for low- and high-event activity as Apecoitlo—20% = a - €xp (—p%}et/ b)

and Arecoil[50-100% = a - exp ((—p%}et +3)/ b) , respectively. Here, a and b are constants, and 5 is the
spectrum shift. The corresponding ratio is then Ayecoit|0-20% / Arecoil|50—100% = €xp (—5/b). The ratio is
independent of jet pt and can be used to extract 5 provided that the ratio and the slope parameter b are
extracted from data. Thus from the data in Figures 3 and 4, the following estimates for the spectrum
shift were obtained [15]: § = (—0.12 4 0.355¢at =+ 0.03syst) GeV/c for events where event activity was
measured by ZNA, and 5 = (—0.06 £ 0.34tat £ 0-025yst) GeV/c for events where event activity was
measured by VOA. Both values are consistent with zero within uncertainties.

The measured 5 values were further used to set a one-sided 90% confidence upper limit on the
medium-induced charged energy transport out of the jet cone of R = 0.4 for jets with 15 < p%}et <
50GeV/c. In events with high VOA or high ZNA activity, the medium-induced charged energy
transport is less than 0.4 GeV/c at 90% confidence. This limit is shown by the red line in Figure 4.

In summary, observables that are based on correlations of high-pr hadrons with jets provide a
powerful tool to probe properties of the medium created in heavy-ion collisions. This approach makes
it possible to cope with a large underlying event and does not induce fragmentation bias on the studied
jet sample. Is is also well-suited for jet quenching studies in small systems since their interpretation
does not depend on models that relate collision geometry with event activity.

% 1 .3;\ TTT ‘ L ‘ T TT ‘ T TT ‘ TT T ‘ TT T TTT \é § 1 .3;\ TTT ‘ TT T ‘ L ‘ L ‘ T TT ‘ T TT TTT \é
o F ALICE p-Pb \/sT‘N =5.02 TeV ] e F ALICE p-Pb \/STN =5.02 TeV ]
g _12° 4 §_12- =
T8 F i 18 f ]
S e1.1- - 811 ]
< F T < ¢ 1T ]
~ A e =4 ~ 1F .
< E ] < = ]
Z 0957 4 S o9 s
° C ] X _ L ]
§ 30.8] 111250 -TT67) 4 Q7350.8F TT1250-TT(6.7) =
Lo r Anti-k; charged jets, R = 0.4 B & 0 r Anti-k; charged jets, R = 0.4 q
< 0.7F ~043<y] <136 -0.03< yi;< 0.97 3 < 0.7F -043<yl<136; -0.03< yj;< 0.97 3
= T-Ap<0.6 . r T—-Ap<0.6 ]
0.6 jl:l Syst. uncert . . 3 0.6 jl:l Syst. uncert. . . -
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15 20 25 30 35 40 45 50 15 20 25 30 35 40 45 50
ch (GeV/c ch (GeV/c
pT,jet ( ) pT,jet ( )

(a) (b)

Figure 4. Ratio of fully corrected Ae.i Spectra measured in p-Pb collisions at /syn = 5.02TeV in
events having different event activity biases. Event activity was measured by ZNA (a) and VOA (b).
Systematic uncertainties in the data are shown by boxes. The red line shows a value of the ratio for
the situation when medium-induced charged energy transport out of the R = 0.4 jet cone would be
5 = —0.4GeV/c. Taken from [15].
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Abstract: We investigate how the non-extensive approach works in high-energy physics. Transverse
momentum (pr) spectra of several hadrons are fitted by various non-extensive momentum
distributions and by the Boltzmann—-Gibbs statistics. It is shown that some non-extensive distributions
can be transferred one into another. We find explicit hadron mass and center-of-mass energy scaling
both in the temperature and in the non-extensive parameter, g, in proton—proton and heavy-ion
collisions. We find that the temperature depends linearly, but the Tsallis 4 follows a logarithmic
dependence on the collision energy in proton—proton collisions. In the nucleus—nucleus collisions,
on the other hand, T and g correlate linearly, as was predicted in our previous work.

Keywords: transverse momentum spectra; non-extensive; heavy-ion collisions

1. Introduction

In high-energy nuclear physics, the investigation of transverse momentum (pr) spectra is a
fundamental measure in statistical approaches. The pr spectrum reveals information on the kinetic
properties of the particles produced in high-energy collisions. Strong correlation phenomena were
recently observed in proton—proton and heavy-ion collisions [1,2], their statistical and thermodynamical
description points beyond the classical Boltzmann-Gibbs (BG) statistics. It has long been realized that
data on single inclusive particle distributions show a power-law behavior in the high-pr region.
For these, the Pareto-Hagedorn-Tsallis distribution has been frequently applied [3-5]. Its form
coincides with the generalized g-exponential function [6]:

1

eq(x) = [1+ (1 —g)x]77. @

Hadron spectra can be described by the Lorentz-invariant particle spectra. These were successfully
fitted by the non-extensive distributions in a wide center-of-mass energy and pr range [7-20]. In the
following, we focus on the most often used formulas from [7-15] for representing identified particle
spectra in various collisions. This work explores differences between (mt — m) and mr-dependent,
as well as simple pr functions:

Ed3N_ &N 1 dN
d&’p  dyprdprd¢  2mpr dydpr

)

Different research groups used various kinds of expressions of it in order to describe pr spectra.
We consider functions of mt — m and pr in the non-extensive approach, after applying the normalized
functions and the thermodynamically motivated ones [21]. Our aim is to find the best-fitting functions
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among these, while assigning a physical interpretation to their parameters. We investigate the following
distribution forms:

mr—m
fO:fBG:AO'eXP< TT )

0
i ()
B B N
fo= 4o 27rn2(722[n2;2)51-13n(n22)— 2)] (1 + m;2T2m> 2 ’
fa=Az-mr (1 + m;3;3m>”3 ,
fa= A4 <1+;17T,4>n4,
f5=A5~(1+nZ;5>n5- ®)

There are relations among the distributions defined above. It is easy to realize that f; and f
coincide whenever their amplitudes satisfy the relation

. (n2 —1)(n2 —2)
21tny Tr [nsz +m(ny — 2)}

A1 = Az = Az . Cq, and ny = nop. (4)

Accounting for the differences between (mr — m) and mr dependencies, we re-cast f; and fi
described in Equation (3) as follows:

m -m mr -m
A (1-) (i )
fi ! ( ”1T1> < +”1T1—m> ©)

Comparing this with f4, we arrive at the relations

-
A1 . (1 — m > = A4, ny = Ny, and 7/11T1 —m = 7’14T4. (6)

These comments are important for the comparison of different approaches. They also demonstrate
that no inconsistency occurs by applying different fit formulas. However, differences arise from the
statistical physical motivations behind these formulas [7-12,21,22]. The corresponding results and
discussions are investigated next. Note that for all the physical quantities, we use the natural units,
¢ = 1, for convenience in this paper.

2. Results and Discussions

In this section, we analyze the transverse momentum distributions of identified pions and kaons
stemming from the elementary (pp) and heavy-ion (pPb and PbPb) collisions fitted by the functions
listed in Equation (3). All the relevant parameters are then analyzed in order to investigate further the
non-extensive physics behind these collisions.

2.1. Analysis of the pp Spectra

In high-energy physics, even the smallest hadron—hadron (pp) collisions are rather complicated
processes. One usually separates two main regimes of hadron production: one is a soft multiparticle
production, dominant at low transverse momenta, where the spectra can also be fitted by an exponential
behavior [23], cf. the curve fp in Figure 1. We realize that fp; describes well this part of the spectra
even in pp collisions. As pr gets higher (p >3 GeV), the spectrum displays a power-law tail. They are
predicted by perturbative QCD, owing to the hard scattering of current quarks and gluons. In a number
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of publications [16-20], the Tsallis statistical distribution was successfully applied to describe data for
pp collisions over a wide range of the transverse momenta because of its two limits: the exponential

shape at small pr and the power-like distribution at large pr,
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Figure 1. The pr spectra for pions (upper) and kaons (lower) in pp collisions at /s = 900 GeV and
7 TeV at midrapidity as examples. Data are taken from [16,17]. All are fitted with all of the functions of
Equation (3) in the ranges of 0.1 < pr < 2.6 GeV at /s =900 GeV and 0.1 < pr < 20 GeV at7 TeV,
respectively. Ratios of the net fits to data are also shown in the lower panel. The relevant values of

x?/d.o.f. are shown in Table 1.

Table 1. The values of x?/d.o.f. of spectral fits for pions, kaons, and protons in pp collisions at 900 GeV

and 7 TeV as examples.

Collision Energy (1/s) Produced Hadrons  fgg fi fa f3 fa fs
T 110.8 0.2814 0.2814 0.4697 0.2814 1.456
900 GeV K 8.047 0.1748 0.1749 0.1698 0.1749 0.6669
14 3491 03724 03724 03735 03724 0.4145
T 1316.0 0.9681 09681 3.417 0.9681 0.3049
7 TeV K 520.2 04202 0.4202 04313 04202 3.100
14 2543 04481 04481 04356 0.4481 4.357
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We focus on the fittings of the produced charged particle spectra in elementary collisions with the
non-extensive functions in Equation (3). Data were taken for pions, kaons, and protons in pp collisions
at v/s = 62.4 GeV, 200 GeV from the PHENIX Collaboration [18] and at 900 GeV [16], 2.76 TeV [19],
5.02 TeV, and 7 TeV [17] from the ALICE Collaboration. We restrict our analysis to the midrapidity
region |y| < 0.5 within the pr ranges, as shown in Table 2. Note that in the following, 7, K, and p

o KAk p .
mark the spectra of ", %, and #, respectively.

Table 2. Fitting pr ranges of spectra for different charged particles in pp collisions [16-19].

Vs m[GeV]l KI[GeV] pl[GeV]

624 GeV  0.3-29 0.4-2 0.6-3.6
200 GeV 0.3-3 0.4-2 0.5-4.6
900 GeV 0.1-2.6 0224 03524
2.76 TeV 0.1-20 0.2-20 0.3-20
5.02 TeV 0.1-20 0.2-20 0.3-20
7 TeV 0.1-20 0.2-20 0.3-20

Figure 1 shows that all of the different non-extensive functions we used fit the pion and kaon
spectra very well for various kinds of beam energies at midrapidity. The ratios of x?/d.o.f. of the
relevant fits are given in Table 1. Specifically, the first two distributions (f; and f>) of mr —m and f4
of mt show close-fitting results. The distribution, f3, derived thermodynamically, does not display
large differences in the goodness of fit either. Checking the fitting parameters A, T,and g =1+ 1/n,
we observe that, as we expected and introduced in the previous section, all these functions share the
same Tsallis parameter n. The two m7 — m functions (f; and f,) lead to fitting values of the temperature
T, which are different from the pure mr fit (f4). This indicates that the normalization constant does
not affect the fitted T and g parameters but the integrated yield dN/ dy. Namely, by normalizing the
momentum spectrum

1 d?’N ( mr — m)_”z
= A, -C,-[1+ 8
2ntpr dydpr 27 nyTp ®

with the C; normalization constant and the condition of A, = dN/ dy, we obtain the integral over pr
from 0 to its maximal values pryqy:

pruac 1 d°N dN
Moving towards physical interpretation issues, we investigate the temperature, T, and the
non-extensive parameter, 4. Investigations in [18,24] showed that both of them express /s dependence.
In this paper, we found that they are also dependent on the hadron mass, m. The /s/m dependence,
as a result, is studied in order to analyze hadron spectra parameters within the non-extensive approach.
Following the phenomenological observations in [25,26], a QCD-like evolution can be introduced for
both the parameters T and q. While analyzing data, we found that the temperature T had a weak
logarithmic /s/m dependence. Thus, here we assume a linear /s/m dependence to analyze the
temperature T, but the non-extensive parameter g is kept with the stronger logarithmic distribution:

T:T0+T1-(§>, and q=q0+q1~ln<§). (10)

In summary, our work indicates that the BG distribution is not suitable for describing the hadron
spectra over a wide range of pr. Comparisons of their corresponding fitting errors x2/d.o.f. show
that both m1 — m and mt functions share the same goodness between f; and f,, cf. Equation (3).
Together with the thermodynamically derived f3, all the non-extensive approaches (f; ~ f1) follow the
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experimental data accurately. The fitting temperature, T, is nearly constant when changing the ratio of
the collision energy to hadron mass, \/s/m. Specifically, distributions of f1, f2, f1, and f5 are described
best with such a connection, as shown in the left panel of Figure 2. From Table 3, we also see that the
slope parameters in these four cases are almost zero, which means that they are constant around some
values. The non-extensive parameter g, on the other hand, follows a logarithmic dependence, agreeing
with a pQCD-based motivation, cf. [21]. Note that our results on T and g are different from the work

by Cleymans et al. [24]. Those authors parameterized this relation as a power-law.

T with vs/m in pp

q with \/;/m in pp

1.2
* fae o
o fi 1155, | .;
£l E’;ac!é:“‘ =
+ e 90|
o f £ 14§ $% o f
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Figure 2. Both the center-of-mass energy +/s and hadron mass m distributions of the fitting temperature
T and the non-extensive parameter g. In this work, we analyze the results at all given energies with the
relationship cf. Equation (10). Here we list the results for /s =62.4 GeV, 200 GeV, 900 GeV, 2.76 TeV,
5.02 TeV, and 7 TeV. and hadron species of pions, kaons, and protons. We have extracted a factor of 104

from the values of /s/m for convenience.

Table 3. Fitting parameters of Equation (10) in use within Figure 2.

Fitting Functions To T; qo0 71
fBG 0.2515 +£0.0005  0.1335 + 0.0002 - -

fi 0.1343 £0.0003 —0.0041 £ 0.0001 1.135+0.002 0.009 + 0.001

f2 0.1343 £ 0.0003 —0.0041 £ 0.0001 1.135+0.002 0.009 + 0.001

f3 0.1190 £+ 0.0002  —0.0412 4+ 0.0002 1.129 £+ 0.001  0.004 + 0.001

fa 0.1083 £0.0003  0.0011 + 0.0004  1.135+0.002 0.009 + 0.001

fs 0.1222 +£0.0005  0.0007 + 0.0001 1.127 +0.002  0.013 £ 0.002

2.2. Analysis of the pPb and PbPb Results

In pPb [17] collisions at 5.02 TeV and in PbPb [27-30] collisions at 2.76 TeV, more kinds of hadron
spectra are analyzed within the formulas of Equation (3). Data are taken from the ALICE Collaboration
within wide pr ranges, as seen in Table 4. We observe that all of them present good fittings over the
whole range of pr for each hadron at various kinds of centrality bins. On the other hand, similar to the

pp cases, the BG formula can still perform well just in the low pr region (pr < 3 GeV).

Table 4. Fitting pr range of different hadron spectra in heavy-ion collisions in this work [17,27-30].

Particles Mass [GeV] pPb[GeV] PbPb[GeV]
s 0.140 0.11-2.85 0.11-19
K 0.494 0.225-2.45 0.225-19
K 0.498 0.05-7 0.45-11
K* 0.896 0.55-4.5
p 0.938 0.325-3.9 0.325-17.5
¢ 1.019 0.65-4.5
A 1.116 0.65-7 0.65-11
= 1.321 0.7-7.5
Q 1.672 1.3-7.5
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In this work, as an example, we analyzed the fitting results of pr spectra of pions and kaons
produced in all kinds of collisions mentioned above. It is instructive to plot the relationship between the
fitting temperature T and the Tsallis parameter g for the same hadron spectra for different centralities
in the same heavy-ion collisions. The results of pions and kaons in pp collisions are also analyzed
as comparisons. In Figure 3, we show the linear correlating appearances for both 7 and K in pPb
at 2.76 TeV [17] and in PbPb at 5.02 TeV [27,28] as well as the pp results in all kinds of collision
energies [16-19] in this paper. In fact, whatever kinds of particle we study, all these non-extensive

fittings give a similar dependence of T on the parameter g:
T~Ty—(g—1T, (11)

which agrees with our previous work [21,22] and that of others [31].
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Figure 3. Correlations between T and g4 — 1 = 1/n for spectra of 7 (left) and K (right) in pp, pPb,
and PbPb collisions. The corresponding pr range is listed in Table 4, and the values of fitting parameters
in Equation (11) are listed in Table 5.

Note that the slope parameter T; in Table 5 turns negative and Ty is nearly zero for the pp case,
as discussed in [22]. Results of fittings on pion spectra, typically in pPb collisions at 5.02 TeV, fail in
the obvious linear combinations probably due to the small mass of pions and high multiplicities. It is
found that all forms of non-extensive distributions feature a similar relation between the temperature
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T and non-extensive parameter q. This, in turn, hopefully promotes a better understanding of the
meaning of the non-extensive parameter g.

Table 5. Fitting parameters of Equation (11) between T and g — 1 = 1/n for spectra of 7t (upper) and K
(lower) in pp, pPb, and PbPb collisions (note that fp¢ is not included because 4 = 1 is a constant).

Particles  Fittings Ty in pp Tp in pp Ty in pPb Ty in pPb Ty in PbPb T in PbPb
fi —0.36 = 0.02 0.08 = 0.01 - - 140 +£0.02 0.335 £ 0.004
f —0.36 + 0.02 0.08 +0.01 - - 1404 0.02 0.335 4 0.004
T f3 —0.14 + 0.04 0.07 £ 0.02 - - 1.224+0.02 0.249 £ 0.005
fa —0.22+£0.01 0.08 +0.01 - - 1.52+£0.02  0.333 £ 0.005
fs —0.31 £ 0.03 0.08 = 0.01 - - 1.31 £0.01 0.311 £ 0.007
fi —-13040.02  0.011 £ 0.001 1.55+0.02 04704+0.001 1.674+0.06 0.434 & 0.003
f —-1304+0.02  0.011 £ 0.001 155+ 0.02 04704+ 0.001 1.67+0.06 0.434 & 0.003
K f3 —090+0.04  0.032 £ 0.005 1944+ 0.03 0436+0.004 1.96=+0.03 0.394 + 0.007
fa —0.81 £0.01 0.010 £ 0.004 2.03+0.03 047040.003 211£0.05 0.427 £ 0.006
f5 —15940.02 —0.00140.0005 243 +0.01 045340.002 0.734+0.02 0.309 & 0.007
3. Summary

In this work, we analyzed various fitting formulas of the hadron spectra in order to explore their
sensitivity to different fitting parameters in use within the non-extensive approaches, cf. Equation (3).
The hadronization, as well as the pr distributions in high-energy physics (in proton-proton,
proton—nucleus, and nucleus—nucleus collisions) are being studied here. For more details, see [21].

Our results reveal that normalization parameters have no major effect on the shape of these
functions. In other words, the fitting formulas of either m — m or mr lead to the same fit quality.
As shown in Table 1, they obtained similar fitting values of x?/d.o.f. Finally, we investigated the
relationship between the fitting parameters, T and 4. In pp collisions, the temperature values were
fitted by the linear relation of /s/m, while the non-extensive parameter g had a logarithmic /s/m
dependence, motivated by the QCD-like evolution [25,26]. All kinds of approaches led to linear
relations between the temperature, T, and the non-extensive parameter, 4 — 1, in heavy-ion collisions
at different centralities. This agrees well with our previous results [21,22] and others in [31].

Summarizing, based on the Tsallis g-exponential, five types of non-extensive formulas in
Equation (3) were investigated in parallel to the usual BG distribution. Results showed that the
BG statistics failed in describing the hadronization in the whole pr range. Within the non-extensive
approaches, mr — m functions obtained similar fitting results to the mr ones. This provides a free
choice between the functions mt — m and mt when analyzing the hadron spectra. On the other hand,
it does not make any differences with regards to the normalization. Nevertheless, the normalized
function, f», is the best choice since it is also connected to the particle yield per unit rapidity, dN/ dy,
by its normalization, Aj.
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Abstract: The Beam Dump eXperiment (BDX) is a an electron-beam thick-target experiment aimed to
investigate the existence of light Dark Matter particles in the MeV-GeV mass region at Jefferson Lab.
The experiment will make use of a 10.6 GeV high-intensity electron-beam impinging on the Hall-A
beam-dump to produce the Dark Matter particles (x) through the Dark Photon portal. The BDX
detector located at ~20 m from the dump consists of two main components: an electromagnetic
calorimeter to detect the signals produced by the x-electron scattering and a veto system to reject
background. The expected signature of the DM (Dark Matter) interaction in the Ecal (Electromagnetic
calorimeter) is a ~GeV electromagnetic shower paired with a null activity in the surrounding active
veto counters. Collecting 10?? electrons on target in 285 days of parasitic run at 65 pA of beam
current, and with an expected background of O(5) counts, in the case of a null discovery, BDX will
be able to lower the exclusion limits by one to two orders of magnitude in the parameter space of
dark-matter coupling versus mass. This paper describes the experiment and presents a summary
of the most significant results achieved thus far, which led to the recent approval of the experiment
by JLab-PAC46.

Keywords: Dark Matter; Dark Photon; beam dump experiment

1. Introduction

The existence of a copious quantity of Dark Matter (DM) in the Universe is proved by a rich
collection of astrophysical and cosmological observations. Nevertheless, its elementary properties
remains largely elusive [1], making the search for DM one of the hottest topics in physics today. At the
same time, the Standard Model (SM) of particle physics does not explain some experimental facts, such
as neutrino masses, the cosmological baryon asymmetry and, of course, the existence of DM, which is,
itself, an overwhelming evidence of physics beyond the SM. Various extensions of the SM have the
merit to propose also candidates for the role of DM particles, such as the popular Weakly Interacting
Massive Particles (WIMPs) (~10 GeV-10 TeV mass range) expected to weakly interact with SM [1].
Due to the lack of evidence for WIMPs either from LHC or direct DM searches, other well motivated
models of DM gained recently the interest of the physics community [2]. Physics beyond the SM might
eventually emerge as a whole new sector containing new particles as well as new interactions. These
new states do not need to be particularly heavy, with masses below 1 GeV/c?, and would have easily
escaped detection by underground experiments seeking for halo DM. Thus complementary searches
attempting to explore these new scenarios are well motivated.

In a popular scenario, light Dark Matter (LDM) with mass in the ~1 MeV-1 GeV range is charged
under a new U(1)p broken symmetry, whose vector boson mediator A’ (heavy photon, also called
Dark Photon) is massive. The Dark Photon can be kinetically mixed with the SM photon field, resulting
in SM-DM interaction through an effective weak coupling of A’ to electric charge ee [3]. The kinetic

Universe 2019, 5, 120; doi:/10.3390/universe5050120 www.mdpi.com/journal/universe

154



Universe 2019, 5, 120

mixing parameter € is expected to be in the range of ~1074-1072 (~1076-1073) if the mixing is
generated by one-loop (two-loop) interaction [4-6]. The minimal parameter space of vector-mediated
LDM is characterized by €, the coupling ap of the A’ to the LDM particle x and two masses 11 4/
and m,.

Depending on the relative mass of the A’ and x, A’ can decay only into SM particles (visible
decay) or dominantly to LDM states (invisible decay). In particular, if m, < m s /2, and provided that
«p > ee, the latter scenario dominates. This picture is compatible with the well-motivated hypothesis
of DM thermal origin, a hypothesis which provides constraints to model parameters from the observed
DM density in the Universe [2].

LDM received strong attention in recent years, motivating many theoretical and phenomenological
studies. It also stimulated the reanalysis and interpretation of old data and promoted new experimental
programs to search both for the A’ and LDM states [2,7]. In this context, accelerator-based experiments
that make use of a lepton beam of moderate energy (~10 GeV) on a thick target or a beam-dump show
a sizable sensitivity to a wide area of LDM parameter space [8,9]. Different experimental approaches
are possible, each affected by different backgrounds, and with specific sensitivity to model parameters.
In particular, high intensity ~ GeV electron-beam fixed-target experiments offer large sensitivity to a
broad class of Dark Sector scenarios that feature particles in the elusive MeV-GeV mass range [10].

2. BDX Overview

The Beam Dump experiment (BDX) at Jefferson Lab [11,12] aims to produce and detect LDM,
assuming valid the above cited theoretical paradigm. Taking advantage of the high-intensity electron
beam available at JLab, BDX has the unique capability of significantly improve the sensitivity to
MeV-GeV DM, extending well beyond the reach of existing experiments. BDX will take advantage
of the CEBAF (Continuous Electron Beam Accelerator Facility) beam, impinging on the JLab Hall-A
beam-dump, which is enclosed in a concrete tunnel at the end of the beam transport line. The Hall-A
can receive from CEBAF a 11 GeV electron beam with a current up to 65 wA. Such a beam intensity will
allow BDX to collect ~10?? electron-on-target (EOT) in 285 days, in full parasitic runs. The interaction
between the energetic electrons and the atoms of the dump leads to the production of Dark Photons
through a Bremsstrahlung-like radiative process (A’ — strahlung, Figure 1, left) [10] and eTe™
annihilations [13,14]. The A’ could then decay into forward-boosted DM particles (x) (Figure 1, left).
Having a small coupling to ordinary matter, LDM particles propagate through the dump and the
shielding region up to the BDX detector.

A’ Production in Target DM Scattering in Detector
e X X

A/

(& (&

Figure 1. (Left). production of Dark Photons through a Bremsstrahlung-like radiative process and
decay of A’ into a pair of DM particles; (Right) the x-e~ scattering is also mediated by A’.

The detector will be placed along the LDM beam trajectory ~8 m underground, i.e., at the
beam-dump level, in a new underground facility located ~20 m downstream of the Hall-A dump
(Figure 2). A specific shielding configuration made by ~7 m of iron plus ~7 m of concrete and
installed between the dump and the detector will be used to suppress the high-energy component of
the beam-related background.

155



Universe 2019, 5, 120

DETCRI

DETSTARI

W DMPTHNL DETHOUST]

Figure 2. The BDX experimental setup, as implemented in FLUKA [15]. From left to right: the Hall-A
beam dump (blue), the concrete (light-gray) and iron (dark-gray) shielding, and the BDX detector (red)
located inside the new underground facility.

A fraction of DM particles will then scatter on the electrons of the BDX detector active material
(Figure 1, right). For x-e™ interaction, since m, << m,, the typically scattered electron carries GeV-scale
energy producing an electromagnetic shower in the GeV energy range, generated by the recoiling
electron, that represent an easily detectable signal in the BDX electromagnetic calorimeter. To identify
and reduce the SM background that could mimic the expected Dark Matter signals, a combination of
passive shielding, active vetos and analysis cuts will be applied.

3. The BDX Experimental Setup

The BDX detector is made of two main components: an electromagnetic calorimeter used to
detect signals produced by the interacting DM particles, and an active veto system used to reject the
background (see Figure 3 for a sketch of the detector). A signal event in BDX is characterized by the
presence of an electromagnetic shower in the Ecal coupled with a null activity in the veto system.

The calorimeter consists of ~800 CsI(T1) crystals, arranged in eight modules of 10 x 10 CsI(T1)
crystals each, with the long size along the beam direction. The average size of each crystal is
4.7 x 5.4 x 32.5 cm®. This arrangement results in a cross section of ~50 x 55 cm? for a total length of
~3 m. Light generated in the crystals will be read-out by Silicon Photomultipliers (5iPM); a rapidly
growing technology for the detection of visible photons that is substituting more traditional PMTs and
APDs in many physics fields. The good performance of SiPMs as the light readout system of a large-size
CsI(T1) crystal, same size as the BDX Ecal crystals, has been recently proved in Ref. [16]. The BDX Ecal is
operated inside two hermetic layers of active veto counters, made of plastic scintillators: the outermost
called Outer Veto (OV) and the innermost Inner Veto (IV). Both vetos consists of 1/2 cm-thick plastic
scintillators. Due to the relatively large volume to cover, they are divided in paddles. The light from
each of them is readout by one or more SiPMs, depending on the paddle size, through wavelength
shifting plastic scintillators and scintillating fibers. Between the Ecal and the vetos, a layer of lead
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~5 c¢m thick will reduce the number of events where the EM shower is not entirely contained in
the Ecal and a fraction of its energy is deposited in the vetos, increasing, in this way, the detection
efficiency to DM signals. Signals fromt the SiPMs will be amplified by custom charge amplifiers and
digitized in the framework of a triggerless data acquisition system. For this purpose, a dedicated
front-end board has been recently developed [17]. This highly configurable digitizer board includes
12 complete acquisition channels: the analog-to-digital converter components no the board can be
chosen to fit the needs of the specific application within the range from 12 bits at 65 MHz to 14 bits at
250 MHz. The board allows time synchronization using various methods including GPS and White
Rabbit. The configurability of the board and the various options implemented permit its use in a
triggerless data acquisition system. Up to 240 channels can be hosted in a single 6U crate.

Figure 3. The BDX detector as implemented in GEANT4 [18]. The outer veto is shown in green,

the inner veto is gray and the lead vault in blue. Crystals arranged in eight blocks of 10 x 10 are shown
in light blue. A simulated electromagnetic shower from a y-e~ scattering in the Ecal is also shown.

4. Background

Background is usually the limiting factor in experiments searching for rare events. This is the
case for BDX where the low signal rate expected due to the two-step processes involving weak
mixing between the SM photon and A’ (see Figure 1), makes background rejection a critical issue.
Even though BDX will search for electromagnetic showers with energies on the range of hundreds
of MeV, thus not requiring the low energy thresholds needed in standard DM direct searches, it is
nevertheless mandatory to identify and reject the SM particles that can mimic a DM signal in the Ecal.

4.1. Beam-Related Background

In beam-dump experiments, where a high intensity O(GeV) electron/proton beam is directed into
a dump, an overwhelming shower of standard model particles is produced in addition to the rare DM
particles of interest. While most of the radiation (gamma, electron/positron and neutron) is contained
in the dump or degraded down to harmless energy levels, deep penetrating radiation propagate
for long distances before depositing their energy far from the point of origin. In BDX, we used
Monte Carlo simulations to find the best combination of shielding and analysis cuts to minimize such
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background. A summary of the most significant results found is reported in the following. Details on
BDX simulations can be found in Refs. [11,19,20].

We simulated an 11 GeV electron-beam interacting with the beam-dump and propagated all
particles to the location of interest sampling the flux in different locations. Exploiting biasing techniques
available in FLUKA an equivalent statistics of ~0.5 x10!7 EOT is obtained. In order to estimate the
number of expected background events, the number of particles per EOT was multiplied by 10%> EOT.
Figure 4 shows the particle rate per EOT at different depths in the shielding.
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Figure 4. Particle rates per EOT at different depths in the shielding. Particle transport threshold was
fixed to 100 MeV (10 MeV for neutrinos).

Results from simulations show that no neutrons or photons above 100 MeV transport threshold hit
the detector; muons emitted forward and passing through the shielding are ranged-out; muons emitted
at large angles in the dump, propagating in the dirt and then, after a hard interaction, re-scattering in
the detector, result in a non-zero background rate. However, they have a kinetic energy lower than
300 MeV and the expected rate is much lower (about a factor 1000) than the rate of cosmic muons that
we proved can be efficiently identified and removed with the veto system (see next paragraph) and
using an energy threshold in the single crystal of ~350 MeV.

Neutrinos are produced in muon decays and hadronic showers (pion decay). The majority come
from pion and muon decay at rest but a non negligible fraction, due to in-flight pion decay, experience
a significant boost to several GeV energy. High energy neutrinos interacting with BDX detector by
elastic and inelastic scattering may result in a significant energy deposition O(300) MeV that may
mimic an EM shower produced by the x—atomic electron interaction. The v, N — uX CC interaction
produces a y in the final state (beside the hadronic state X). This reaction can be identified and used to
provide an experimental assessment of the v, background (and therefore estimate the v, contribution)
by detecting a p scattering in the detector (a MIP signal inside the calorimeter with or without activity
in IV and OV).

The NCv,N — v, X and v,N — 1, X interactions produce an hadronic state X that may interact
in the detector (while the scattered v escapes detection). This can mimic an EM shower if 77y (ys) are
produced. However, due to the difference in mass, the scattered v carries most of the available energy
providing a small transfer to the hadronic system and reducing the probability of an over-threshold
energy deposition.

The critical background source for the experiment is the v.N — eX process since the CC
interaction could produce a high energy electron/positron into the detector that mimics the signal.
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This background can be rejected considering the different kinematics of the v interaction with respect
to the x-electron scattering. The significant difference in the polar angle of the scattered electron (with
respect to the beam direction) allows defining a selection criterion to identify v, and separate from the
x- This difference is shown in Figure 5, reporting the angular distribution of scattered e~ from v, CC,
compared to the characteristics kinematics of the ye™ — xe™ kinematics.
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Figure 5. Scattered electron angle distribution for the signal ye™ — xe™ and v, CC background.
The two histograms have been scaled to the same unitary area.

Indeed, such difference in the kinematics has an effect on the shower transverse dimension R,
quantity indicating the shower deviation from the beam direction [20], which can consequently be
used as an efficient analysis cut to reduce the neutrino background. By using an energy threshold on
the single crystal of 350 MeV, the vetoes in anticoincidence and a cut of R < 0.6, the number of expected
beam-related background (from neutrinos) is ~5.

To validate our MC simulations with real data, an on-site experimental campaign was performed
to measure the muon flux in the present unshielded configuration at the location of the future
BDX detector [21]. The measurement used an electron beam with the proposed energy (10.6 GeV)
and one third the current (~ 20 pA) expected in the BDX experiment. We measured the fluence
of muons produced by interactions of 10.6 GeV electron beam with the JLab Hall-A beam-dump.
Beam-produced muons were measured with a CsI(Tl) crystal sandwiched between a set of segmented
plastic scintillators placed at two different distances from the dump: 25.7m and 28.8m. At each
location, the muon flux was sampled at different vertical positions with respect to the beam height.
Data were compared with detailed Monte Carlo simulations using FLUKA for the muon production in
the dump and propagation to the detector, and GEANT4 to simulate the detector response. The good
agreement in absolute value and shape demonstrates that the simulation framework can safely be
used to estimate the beam-related muon background in the BDX experimental set-up.

4.2. Cosmogenic Background

Beam-unrelated background is mainly due to cosmic neutrons, cosmic muons and their decay
products. Both direct cosmic flow and secondary particles contribute to the beam-unrelated
background rate in the detector.
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To validate the BDX detector concept and prove the capability of rejecting high energy
cosmic background, we performed an experimental campaign of cosmic-ray measurements at
INFN-Sezione di Catania and LNS (Laboratoi Nazioni del SUd (INFN), Catania, Italy), using a
prototype of the proposed BDX detector [19]. The BDX-Proto incorporates all the elements of the final
detector, built using the same proposed technologies. One of the CsI(Tl) crystals that will be used
for the final detector readout by a SiPM was placed inside two layers of plastic scintillator paddles
forming the inner and outer vetos and a 5 cm lead vault. Cosmic ray data were taken for about one
year inside and outside a similar overburden as the one expected in the BDX experiment. Details
of the experimental conditions and data analysis are reported in Ref. [16]. The extrapolation of the
expected cosmogenic background was performed by conservatively scaling the experimental rates of a
single crystal observed in anticoincidence with the veto systems, to the 800 crystals comprising the full
detector. This is certainly an upper limit on the expected rates since this assumes crystal-to-crystal
fully uncorrelated counts, which overestimates the case for x-e™ scattering. The results show that,
for energy thresholds high enough, 300-350 MeV, the number of expected cosmogenic background
counts in 285 days reduces to zero.

5. Status and Perspectives

The Beam Dump eXperiment (BDX) is an electron-beam thick-target experiment aimed to
investigate the existence of light Dark Matter (LDM) particles in the MeV-GeV mass range at Jefferson
Lab. The experiment has been approved last year with the maximum scientific grade (A) by JLab
PAC46 and is expected to run in a dedicated underground facility located ~ 20 m downstream of
the Hall A beam-dump. It will make use of a 10.6 GeV e~ beam collecting up to 10?? electrons on
target. The detector consists of two main components: a CsI(Tl) electromagnetic calorimeter (Ecal)
and a veto system used to reject the background. The expected signature of the DM interaction in
the Ecal is a GeV electromagnetic shower paired with a null activity in the surrounding active veto
counters. In addition to the veto system, a specific shielding configuration installed between the dump
and the detector will be used to suppress the high-energy component of the beam-related background.
Indeed, simulations have shown that, provided enough shielding is installed between the beam-dump
and the detector, neutrinos are the only source of beam-related background (O(5) background events
expected)—considering a detection threshold of O(300) MeV. Using similar energy thresholds coupled
with vetos in anticoincidence, the expected cosmogenic background can be considered negligible,
as demonstrated by the BDX-Prototype. With 285 days of a parasitic run at 65 pA (corresponding to
10?2 EOT). the BDX experiment will lower the exclusion limits in the case of no signal by more than
one order of magnitude in the parameter space of dark-matter coupling versus mass (Figure 6).

Very recently, a proof of concept measurement has already started at JLAB in the present
unshielded configuration. It is using a 2.2 GeV e~ beam and is expected to run parasitically for
one year. The compact detector used, called BDX-Mini, is made by a PbWO4 electromagnetic
calorimeter, surrounded by a layer of tungsten shielding and two hermetic plastic scintillator veto
systems. BDX-Mini is currently lowered in a well, dug downstream of Hall-A at the location of the
proposed BDX facility. Although it is an early stage experiment, it represents the first dedicated
new-generation beam-dump experiment whose physics reach could almost cover a kinematic region
measured by summing up old not-optimized experiments.
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Figure 6. BDX exclusion limits (red line) from Ref. [14]. Limits are given for the parameter
y = aDez(mX/mA/)4 as a function of my, assuming ap = 0.5 and m 4 = 3m,. Black lines indicate
various thermal relic targets.
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Abstract: We present an improved analytic parametrisation of the complex in-medium heavy
quark potential derived rigorously from the generalised Gauss law. To this end we combine in
a self-consistent manner a non-perturbative vacuum potential with a weak-coupling description of
the QCD medium. The resulting Gauss-law parametrisation is able to reproduce full lattice QCD
data by using only a single temperature dependent parameter, the Debye mass mp. Using this
parametrisation we model the in-medium potential at finite baryo-chemical potential, which allows
us to estimate the ¥’/ /¥ ratio in heavy-ion collisions at different beam energies.

Keywords: quarkonium; heavy-quark potential; heavy-ion collisions; quarkonium phenomenology

1. Introduction

The study of heavy-quarkonium—the bound states of a heavy quark anti-quark pair—has become
a central tenet in our understanding of strongly interacting matter under extreme conditions in the
context of heavy-ion collisions. Experimentally, the decay of heavy quarkonia into di-leptons leaves a
clean signal that allows the probing of different stages of the quark gluon plasma (QGP) and ensures
the continued importance of heavy quarkonium measurements at future accelerators [1]. On the
theory side, the heavy masses of the constituent quarks permits the use of effective field theories
(EFTs) to simplify the description of heavy quarkonium behaviour [2]. This powerful framework has
led to considerable progress both in direct lattice QCD studies of equilibrated quarkonium as well
as in real-time descriptions of their non-equilibrium evolution. The formulation of EFTs relies on a
separation of scales inherent to the heavy-quark system, mg < mqv < mqgov? with mg the heavy-quark
mass and v its typical velocity, denoted respectively as hard, soft, and ultra-soft. Two additional scales
are present, namely the characteristic scale of quantum fluctuations Agcp and of thermal fluctuations
T. Integrating out the hard scale ~ mg from the full Quantum ChromoDynamics (QCD) Lagrangian
leaves Non-Relativistic QCD (NRQCD) given in terms of non-relativistic Pauli spinor fields; this can
be achieved non-perturbatively. Further integrating out the soft scale ~ mgv results in Potential
Non-Relativistic QCD (pNRQCD), where the potential governing the quarkonium dynamics enters as
a matching coefficient. While the perturbative derivation of pPNRQCD has been successfully completed,
its non-perturbative definition is still an active field of research.

In the static limit, the EFT-based definition of such a potential has been suggested based on the
real-time evolution on the QCD Wilson loop [3]:

V(r) = lim 2WO0E)

t—>o0 WD (1’, i’) (1)

The evaluation of Equation (1) in hard thermal loop (HTL) resummed perturbation theory has
demonstrated that this potential is a complex quantity [4]. In addition to the well-known Debye

Universe 2019, 5, 119; d0i:10.3390 / universe5050119 www.mdpi.com/journal/universe

163



Universe 2019, 5, 119

screening in the real part, an imaginary part arises owing to Landau damping or gluo-dissociation,
depending on the hierarchy of scales present [5]. At high temperatures the former dominates and the
potential reads:

Vit (r) = —& [mp + <52 + iTgp(mpr)] + O(g*), ¢(x) =2 [ dz T (1-2=). @

Here &; = Cp g?/47 is the rescaled strong coupling constant. It should be emphasised that
this potential does not govern the evolution of the bound state wavefunction; instead it evolves the
correlator of unequal time wavefunctions. The question of how this potential can be related to the
evolution of the wavefunction itself is an active field of research—an open-quantum-systems approach
appears to be promising in this regard (see, e.g., [6]).

Significant progress has been made in understanding the equilibrated properties of heavy
quarkonium by extracting the heavy quark potential directly from lattice QCD simulations.
These works have confirmed that at low temperatures the potential closely resembles the Cornell
form [7],

VVac(r) = —% +or+c, 3)

where o denotes the string-tension and c an additive constant. Equation (3) already captures the
two most prominent features of QCD, namely asymptotic freedom via the running coupling at small
distances and confinement via the non-perturbative linear rise. At finite temperature, the same
extraction procedure reveals a weakening of the real part as one moves into the deconfined phase, as
well as an imaginary part persisting beyond the QCD pseudo-critical temperature. In order to employ
these numerical results in computations of quarkonium spectral functions, which inform us of the
in-medium properties, we require an accurate analytic parametrisation of the in-medium heavy quark
potential—in particular that holds at the lower and more phenomenologically relevant temperatures
below the strict validity range of HTL perturbation theory.

To this end, in this contribution we improve upon the work of [8] and utilise the generalised
Gauss law to reproduce the in-medium heavy quark potential. The non-perturbative vacuum bound
state is described by the Cornell potential in Equation (3) and will be inserted into a weakly coupled
deconfined medium characterised by the HTL in-medium permittivity. Taking into account string
breaking, we are able to derive expressions for ReV and ImV with a closed and simple functional
form. This parametrisation captures the in-medium behaviour of the real and imaginary parts of the
lattice-QCD-calculated potential very well, based on a single temperature dependent parameter—the
Debye mass mp. Our new derivation overcomes the main technical limitation of the previous work,
namely an ad-hoc assumption about the functional form of the real-space in-medium permittivity.

2. The Gauss Law Potential Model

2.1. A Novel Formulation

The central idea of this approach is to calculate the in-medium modification to the Coulombic
and string-like parts of the Cornell potential given in Equation (3). In linear response theory, the
electric potential at finite temperature is obtained from its vacuum counterpart via a division in
momentum-space by the static dielectric constant [9]:

_ VVaC (p)

VP) = cpmp)

(4)

The permittivity, defined as an appropriate limit of the real-time in-medium gluon propagator,
will encode the medium effects. Equation (4) does not rely on a weak-coupling approximation and
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remains valid so long as the vacuum field is weak enough to justify the linear response ansatz. The real
space equivalent via the convolution theorem is

V(r) = (V"ac * 8_1) (r), (5)

where ‘*’ represents the convolution. We now consider the other main building block of our approach,
the generalised Gauss law,

EVaC
which holds for electric fields of the form E¥3 (r) = —VVVa(r) = gr®~!#. This reduces to the
well-known Coulombic potential for 2 = —1, g = &s while the linearly rising string case corresponds
toa =1,q9 = 0. For a general 4,
_ L grpvacy 1 LEAGyvac ) — 4rgs(r) @)
ra+1 ra+2 =4anq :

Denoting the differential operator on the left-hand-side above as G, and applying it to Equation (5),
the general integral expressions for each term in the in-medium heavy-quark potential are deduced:

Ga[V(r)] = Ga /d3y (V"ac(r - y)sfl(y)) =4mngq ((5 * £*1> (r) = 4mq e (r,mp). 8)

Here we have used Equation (7) and that the convolution commutes with G,. For the Coulombic
and string cases respectively, this gives

_1.d%Vs(r)
r2  dr?

—V2Ve(r) = 4nds e 1 (r,mp), = 4mto e (r,mp). )

From the perturbative HTL expression in momentum-space [10],

2 2
-1 p ; pPmp
e (pmp) = 5—— —inT ———, (10)
e ()
the expression for the coordinate space in-medium permittivity is obtained by inverse Fourier
transform. Now, using Equation (10) to solve for the in-medium modified Coulombic part of the
potential, we find that our ansatz reproduces the HTL result

emeV

ReVe(r) =~ |mp+ “ |, TmVie(r) = & (iTp(mpr)], (1)

with ¢ as defined in Equation (2). The next step is to turn to the string part, for which the formal
solution can be immediately written down as

r v’
Vs(r) = co + c1r — 47w/ dr’/ dr''¢"%e ! (r",mp) . (12)
0 0

The constants ¢y and c; will be chosen to ensure the physically motivated boundary conditions
ReVs(r)|r=0 = 0, ImVs(r)|,—0 = 0 and 9,ImVs(r)|,—¢ = 0. This leads to the following analytical form:

200 e "' (24+mpr)o N 3 29
ReVs(r) = ~2 — mVs(r) = Y mpT '
eVs(r) 5 5 , ImVs(r) g moTor G54

4mDr2> ,  (13)

where G denotes the Meijer-G function. In the real parts the short distance limit r — 0 recovers the
Cornell potential as does the zero temperature limit mp — 0. At large distances ReV(r) displays an
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exponential decay ~ e~ D" (i.e., Debye screening) while ImV-(r) asymptotes to a constant which is
expected for Landau damping. Only the imaginary string part in Equation (13), at first sight appears
problematic as it diverges logarithmically at large r. We argue that this is a manifestation of the absence
of an explicit string breaking in the original vacuum Cornell potential.

In the preceding computation the explicit expression for ImVs can be written, after substituting
the imaginary part of Equation (10) into Equation (12) and performing the angular integration of the
inverse Fourier transform, as follows:

r 7 1
ImVs(r) :co—l—clr—O—ZTUmZD/O dr’/O dr’ r ”2/ dp p? sin(pr’) 2 (14)

p .
pr’ p (P2 +md)

We have arranged the momentum factors as above to make clear their different origins: the first
term (p?) arises from integrating in spherical coordinates and the second (sinc(pr”')) after completing
the polar integration. The last two terms are contributions from the in-medium permittivity. It is the
1/p factor here that we identify as causing the weak infrared divergence. In order to regularise, we

modify this term as
1 1

— ,
p(p?+md)® A (2 m)’

where A will be a suitably chosen regularisation scale. In Equation (14) the spatial integrals can be

(15)

carried out analytically, which combined with the regularisation above gives our new definition of the
string imaginary part:

2 —2cos(pr) — prsin(pr)
VI B ()

after imposing the boundary conditions stated above Equation (13). The only remaining step is to
determine the regularisation scale A. To do so, note that if we rescale momentum p — p/mp and
slightly rearrange, Equation (16) takes on a suggestive form:

ImVs(r) = 2Tom?, /O " dp (16)

oT 2-2 x xsin(px
ImVs(r) = mTX(mD” —2/ dp CZS(pAz ( Z s11n)(2p ), (17)
b \VPoHAD (PP

with Ap = A/mp. That is, we can express ImVs(r) using a temperature dependent prefactor with
dimensions of energy, multiplied by a dimensionless momentum integral. This is very similar to the
Coulombic expression, where the integral asymptotes to unity in the limit » — co. We thus impose the
same condition for the string part. This procedure also recovers the correct behaviour at large T (large
mp), i.e., the string contribution to the imaginary part diminishes until the HTL result is recovered.
The value of the regularisation parameter Ap can be computed numerically. Furthermore, since it is
expressed in terms of the Debye mass it remains constant and the computation need only be performed
once. It is found that Ap = A/mp ~ 3.0369 gives x(o0) ~ 1 and thus Equation (17) represents the
final closed form of a physically consistent in-medium string imaginary part.

2.2. Vetting with Lattice QCD Data

The most important benchmark for any description of the in-medium heavy quark potential is its
ability to reproduce the non-perturbative lattice QCD results. This vetting process is carried out here
against potential values [11] calculated on finite temperature ensembles generated by the HotQCD
collaboration on 48> x 12 lattices with N r =2+ 1flavours of dynamical light quarks discretised with
the asqtad action [12]. The pion mass on these lattices is m; ~ 300 MeV and the QCD transition
temperature is Tc ~ 175 MeV.

Following the steps in [13], we first calibrate the vacuum parameters by fitting the Cornell
potential to the two low-temperature ensembles included in the lattice dataset. As in that study, the
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Cornell ansatz gives an excellent fit. The entire temperature dependence in our parametrisation then
enters only via the Debye mass mp, which will be fit using only the real part. The imaginary data
points can be used as a cross-check. Note that since the heavy quark potential is a generic quantity that
is unspecific to either of the heavy quark families, this fit need only be performed once.

The results are shown in Figure 1. From the left panel we see that the Gauss law parametrisation
provides an excellent fit, capturing the behaviour of the non-perturbative data points from the
Coulombic region at small r through the intermediate region and up to the screening regime at high
temperature and large distances. Furthermore, the central panel shows a good agreement between
the Gauss law predictions and corresponding tentative values of the imaginary part extracted from
the lattice. The predicted values lie within the considerable errors of the lattice ImVs(r) for all but
the lowest temperature. We observe that the imaginary part from the Gauss law rises more steeply
with increasing temperature but the asymptotic value at large distances behaves non-monotonously,
reflecting the competing Coulombic and string parts. The best fit values of mp are shown in the right
panel. We conclude that our novel parametrisation captures the relevant physics encoded within the
non-perturbative in-medium potential.

ReV [GeV] Im(}%[GeV] mp/T
6 s —— ' ‘ 25
i 0.4
5 2.0
4 .
03 1.5
s —— 0.2
) L0
o T=086T¢ T=0.95T¢ T=1.06T¢
1 ‘ T=1.19T¢ » T=1.34T¢ o T=1.41T¢ 0.1 0.5
O o T=1.66T¢ [f ] 0 0 [f ]
r [fm X r [fm T [GeV
00 05 1.0 L5 20 0 2 4 6 8 000 0.05 0.0 0.15 020 025 oV

Figure 1. Gauss-law parametrisation and the lattice QCD potential. (left) Real part (symbols) and best
fit results (solid lines). (centre) Tentative imaginary part (symbols) and the Gauss-law prediction (solid
lines). Errorbands from uncertainty in both the T > 0 fit and the vacuum parameters. (right) Best fit
values of the Debye mass and interpolation.

3. Phenomenology

3.1. Spectral Functions at Finite Temperature

The next natural step is to employ our validated Gauss law potential model in a realistic
investigation of heavy quarkonium in-medium behaviour. As we have calibrated the Debye mass
temperature dependence against lattice data with an unphysical pion mass, we first must carry out
a continuum extrapolation. Since this has not been rigorously achieved so far we resort to using
continuum corrections as outlined in detail in [13]. The outcome is a set of phenomenological vacuum
parameters for the Cornell potential, which in our case read

& = 0.513 £0.0024 GeV, +/o = 0.41240.0041 GeV, ¢ = —0.161 4 0.0025 GeV, (18)

to be used in conjunction with a “fit” of the charm mass mft = 1.4692 GeV. The continuum corrected
values for the Debye mass parameter are interpolated via the HTL inspired ansatz

N. Nf N.Tg(A)? 1 |/N. N
mp(T) = Tg(A) Sy Sy 8( )log< ( f

—t 4 L 2 3
376 An V3 e ) +11Tg(A)” +1aTg(A)”. (19)

Here, the first and second term respectively are the leading order perturbative result plus

logarithmic correction in SU(N,) with Ny fermions, m, 4 = 0, and at zero baryon chemical potential.
x1 and xp absorb the non-perturbative corrections, which in our case take the values x; = 0.686 £ 0.221
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and x; = —0.317 £ 0.052. The resulting interpolation for mp is shown as the purple band in the right
panel of Figure 1.

With these corrections in place, we may now calculate realistic quarkonium spectral functions at
finite temperature by solving the appropriate Schrédinger equation using the Fourier space method as
described in [14].

In Figure 2 we show the results for S-wave charmonium states, which exhibit the characteristic
broadening of in-medium peaks and their shifts to lower frequencies. This corresponds to the
in-medium state being lighter than the vacuum state, while at the same time being less strongly
bound. The in-medium modification is shown quantitatively in Figure 3. In the following section we
look at phenomenological extensions and will focus on charmonium where it is expected that our

model will be most applicable.

8 : : : :
155 MeV —
. Gt 175 MeV -
3 200 MeV
3 4t 250 MeV ]
Sy 300 MeV —
Tl / |
LN
0 s = .
2.5 3 3.5 ]

w [GeV]

Figure 2. Illustrative spectral functions for S-wave Charmonium.
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Figure 3. Thermal mass (left) and spectral width (right) of charmonium as a function of temperature.
The error bands denote the Debye mass uncertainty arising from the fitting procedure. The continuum
threshold energy on the left figure is defined as ReV (r — ).

3.2. Applications to Heavy Ion Collisions

An observable of current interest at RHIC and LHC is the production ratio of ¥’ to ] /¥ particles.
The reason is that it is expected to be highly discriminatory among different phenomenological
models. Using thermal in-medium quarkonium spectral functions this ratio has already been estimated
at vanishing baryo-chemical potential in [13], showing good agreement with predicitons from the
statistical model of hadronisation. Here we wish to extend the computation of the ratio to different
(lower) beam energies, relevant for future collider facilities such as FAIR and NICA.

We require a prescription to evaluate our Gauss law potential model at a given centre-of-mass
energy. The strategy here is two-fold. Firstly, we note that the statistical hadronisation model already
provides a well-established scheme with which to estimate the thermal parameters (temperature and
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baryo-chemical potential i) of the produced bulk medium at chemical freeze-out with a given /syn.
The most recent results [15] are:

158 MeV 1307.5 MeV
T(Venn) = 7 +exp(2.60 — In(+/sny)/045)’ m(VSWN) = T oogg e 2O

where /sy is the dimensionless numerical value of the centre-of-mass energy measured in GeV.

Secondly, since the physical information within our potential model is captured entirely by
the dependence on the Debye mass mp, we need only modify mp to include the effects on finite
baryo-chemical potential. At leading order, the Debye mass can be calculated perturbatively at finite
baryo-chemical potential [16]. As a first step, we propose to add this pp-term to the temperature
dependence of the Debye mass in Equation (19). The result is:

2 ) 2 Nf ﬂ%
mp(T, up) = \/mD(TIO) +T28(A) 1ga T2 (21)

Here, the renormalisation scale is now A = 2711/ T? + u% /2. At high up the chemical potential
itself becomes the only relevant scale and a similar (linear) dependence of mp is expected. This leads
us to adopt Equation (21) over the entire finite baryo-chemical potential regime. In the absence of
reliable lattice data at finite chemical potential, we hold the non-perturbative constants x; and « in
Equation (19) the same.

With all ingredients now in place, we may now compute the compute the ¥'/J/¥ ratio over
a range of centre-of-mass energies. Through Equations (21) and (20) we scan the ,/syy range and
update the Debye mass that encodes the physics of our potential model. The in-medium spectral
functions are calculated in the same manner as Section 3.1 and finally, the number ratio is estimated
via the procedure in [13]—assuming an instantaneous freeze-out scenario where all in-medium bound
states are projected onto the corresponding vacuum state. The final ratio is expressed as

: RY M3 [yy4(0) 2
gl =) Ol e, [@pm(\Me) 2 @)
1w R L Miel$eO) Mup

Here, M, is the thermal mass of the state, i.e., the frequency at which the corresponding spectral
peak occurs and Aj is the area underneath the peak. The second factor on the right-hand-side of
Equation (22) is the square of the T = 0 wavefunction at » = 0 divided by the square of the mass of each
state and is required to obtain the total number density from R‘;Z", which only includes electromagnetic
decays [17].

The final results from this entire procedure are plotted in Figure 4, together with the prediction
by the statistical hadronisation model. Our analysis shows very good agreement with both the
statistical model and the latest experimental results, strengthening the interpretation that charm quarks
thermalise before reaching the freeze-out boundary.
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ALICE Pb-Pb, \/syx = 0.017 TeV, 0-20%, 2.5 <y < 4, 0 < pr <8 GeV ——
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Figure 4. The prediction of this work (green) for the relative production yield of ¥’ to J/¥. We also
include the statistical hadronisation model prediction [15] (purple) and experimental data measured by
the NA50 [18], ALICE [19], and CMS [20,21] collaborations (red) for Pb—Pb collisions, as well as the pp
baseline [15,22] (orange).

4. Conclusions

We have presented an improved parametrisation of the in-medium heavy quark potential by
employing a generalised Gauss law ansatz in linear response theory. The resulting analytic expressions
depended only on a single temperature dependent parameter and were able to quantitatively reproduce
the lattice results for the real part of the potential. The resulting imaginary part showed an unphysical
logarithmic divergence which we attributed to the equally unphysical unending linear rise of the
vacuum Cornell potential. By regularising this artefact, we were able to give physically sound
predictions for the imaginary part that in turn qualitatively matched the lattice data. Furthermore,
our prescription can be easily extended to model a finite baryo-chemical potential, a region currently
inaccessible to lattice QCD simulations. Using the values for yp obtained in the statistical model of
hadronisation we computed ¥’ to J /¥ production yield ratio for different beam energies. The extension
of the Gauss-law parametrisation to finite velocity remains work in progress.
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Abstract: The ALICE experiment at the Large Hadron Collider (LHC) ring is designed to study the
strongly interacting matter at extreme energy densities created in high-energy heavy-ion collisions.
In this paper we investigate correlations of heavy and light flavors in simulations at LHC energies at
mid-rapidity, with the primary purpose of proposing experimental applications of these methods.
Our studies have shown that investigating the correlation images can aid the experimental separation
of heavy quarks and help understanding the physics that create them. The shape of the correlation
peaks can be used to separate the electrons stemming from b quarks. This could be a method of
identification that, combined with identification in silicon vertex detectors, may provide much better
sample purity for examining the secondary vertex shift. Based on a correlation picture it is also
possible to distinguish between prompt and late contributions to D meson yields.

Keywords: angular correlations; jet structure; heavy flavor; high-energy collisions

1. Introduction

Quark-gluon plasma (QGP) is a state of matter which exists at extremely high temperatures and
densities, where quarks are no longer confined to hadrons [1]. Initially, the Universe was filled with
this hot and dense matter. Quark-gluon plasma can be recreated in high-energy heavy-ion collisions at
large accelerator rings such as the LHC.

The angular correlation data of the STAR experiment [2] shows a strong suppression of the
away-side correlation peak in central Au+Au collisions, while no such effect can be observed in
p+p collisions. This indicates a strong quenching of jets that traverse the QGP. In the case of d+Au
collision, we do not experience jet-suppression even though there is cold hadronic nuclear matter
present. It was among the first convincing shreds of evidence of hot and dense strongly interacting
nuclear matter in the final state. The interaction of partons with quark-gluon plasma is often studied by
full jet reconstruction. However, in heavy-ion collisions, high background from the underlying event
makes it difficult to reconstruct jets below a certain momentum. Measuring the angular correlation of
particles is a technique that solves this problem. Comparison of angular correlations in small and large
collision systems reveals information of jet modification by the strongly interacting medium.

Heavy-flavor (charm and beauty) quarks are an excellent tool to study heavy-ion collisions.
Most of them are created in the initial stages of the reaction, and their long lifetime ensures that they
interact both with the hot and dense medium as well as with the cold hadronic matter before they
decay. Identifying characteristic correlation images of heavy and light quarks can help understand
flavor-dependent fragmentation. Furthermore, finding these characteristic shapes can be used