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Article

The Influence of Hedge, Arbitrage, and After-Hours Trading on
the Holding Returns of TAIEX Futures

Chien-Chih Lin *, Yuan Chung Lee, Chien-Jen Su and Pei-Ling Lin

Department of Banking and Finance, Tamkang University, New Taipei City 25137, Taiwan
* Correspondence: 139714@mail.tku.edu.tw; Tel.: +886-22621-5656-2992; Fax: +886-22621-4755

Abstract: This study points out a new explanation of the non-trading effect of financial derivatives
from the perspective of hedging demand. We examine the influence of hedging demand on the
non-trading effect of TAIEX (Taiwan Stock Exchange Capitalization Weighted Stock Index) Futures.
By dividing the sample period into trading period and non-trading period and testing the difference
between the risk premiums in these two intervals, we find that there is a non-trading effect in TAIEX
Futures, which means that the holding returns of TAIEX Futures in the non-trading period are
higher than those in the trading period. By estimating a dummy-regression model, the evidence
shows that when the VIX (Taiwan Index Option Volatility Index) indicator is relatively high, the
non-trading effect will be more significant, indicating that the non-trading effect may come from
investors’ hedging needs. In addition, it is found that when the futures index is higher than the
spot index, the non-trading effect becomes less obvious. The possible reason is that when there is
a positive spread in index futures, investors will expect a bull market, thus reducing the hedging
demand of index futures. In the end, we find that the liquidity in the after-hours trading session
is poor, resulting in high hedging costs, and forcing investors to hedge during the regular trading
period. Therefore, the after-hours trading of TAIEX Futures fails to reduce the non-trading effect.

Keywords: non-trading effect; hedging demand; arbitrage; after-hour trading

1. Introduction

The so-called non-trading effect generally refers to the considerable difference between
the return rate of financial products during the regular trading period and the non-trading
period. The relevant research on non-trading effects can be traced back to the 1930s when
Ref. [1] first discovered that there were non-trading effects in the stock market, and many
scholars began to seek answers and to try to explain the reasons for its occurrence. Some
scholars, such as [2–4], showed that the difference in liquidity is the main reason for the
difference in holding returns during trading and non-trading periods. In addition, some
scholars show that the difference between investors’ trading behavior before the weekend
and other trading days may be the reason for the non-trading effect. For example, Ref. [5]
found that investors’ reactions to earnings announcements are related to the timing of the
announcement. Investors’ reaction to market information on Friday is significantly different
from that of normal trading days (see [6,7]), resulting in significantly longer reaction times
for the stock prices of companies that make announcements on Friday. On the other hand,
Ref. [8] showed that investors are accustomed to shorting stocks on normal trading days
and that choosing to close their positions before weekends becomes the main reason for the
non-trading effect. In addition, some scholars indicate that the non-trading effect may be
caused by the robustness of the measurement method. For example, Refs. [9,10] proved that
the size of the sample or the difference of the regression model may affect the significance
of the non-trading effect. However, Ref. [11] conducted research on international data
and found that non-trading effects exist in many countries in the world and that there
is no clear correlation between the causes and the size of the sample or the difference in
regression models.

Axioms 2023, 12, 71. https://doi.org/10.3390/axioms12010071 https://www.mdpi.com/journal/axioms
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Most of the research on the trading period and non-trading period focuses on the
difference of the return rate in these two periods; however, there is also some research
on the difference in the volatility. For example, Ref. [12] found that the volatility is sig-
nificantly greater than that during non-trading periods, the main reason being that the
speed of information flow is not the same during trading periods and non-trading periods.
Ref. [13] analyzed the influence of non-trading periods on the forecasting ability of volatil-
ity and found that volatility significantly declined on the first trading day after holidays
and weekends.

The research objects of the above literature all focus the stock market, and we found
that only a few studies discuss the non-trading effects of financial derivatives. Related
literature, such as [14], took options as the research object and found that the difference in
risk during trading and non-trading periods was the main reason for non-trading effects;
Ref. [15] examined the influence of informed trades on options trading around holidays.

The trading purpose of stocks is mainly for investment or speculation, while deriva-
tives can not only expand investment benefits, but also have hedging functions. Therefore,
the differences in the price behavior of derivatives during trading and non-trading periods
may not be the same as of stocks. Most of the previous literature focuses on the stock
market, and only a few studies discuss the non-trading effect of financial derivatives. The
trading purpose of financial derivatives is quite different from that of the stocks, especially
for hedging, which makes it necessary for us to analyze how hedging demand influences
the non-trading effect.

The main aim of this study is to get new knowledge about the non-trading effect
of financial derivatives from the perspective of hedging demand. In fact, many studies
have found that the hedging demand of futures has a significant impact on the futures
holding return. For example, Ref. [16] found that hedging pressure has a significant effect
on futures returns; Refs. [17,18] introduced hedging demand into the model and re-derived
the equilibrium price of futures. In scientific research, the efficient market hypothesis
holds that when new information comes into the market, it is immediately reflected in the
prices in financial markets. However, the existence of the non-trading effect shows that the
financial market is inefficient. The reason for the market inefficiency needs to be discovered,
especially for the financial derivatives markets which have been receiving little attention.
Since investors may sell futures due to hedging demand before long holidays or weekends,
we reasonably suspect that hedging demand may be one of the reasons that causes the
non-trading effect of financial derivatives. As far as the author understands, there is no
literature to explain the non-trading effects through hedging demand. Therefore, in this
study, we take TAIEX Futures as the research object to discuss the relationship between
hedging demand and non-trading effects. We hypothesize that when the market risk is
high, investors will have a greater incentive to sell futures for hedging before the long
holiday, resulting in the low futures price and high holding rate of return in non-trading
period and leading to the non-trading effects. In this study, we found that the holding rate
of TAIEX Futures in the non-trading range is higher than that in the general trading range,
and the gap between the two tends to become larger when the market volatility increases.
The evidence suggests that non-trading effects of financial derivatives can be explained by
hedging demand. In addition, we also found that when the positive spread widens, the
non-trading effect will become less significant. The evidence shows that the non-trading
effect is weaker in a bull market. A possible explanation is that when the positive spread
widens, investors are optimistic about the future market trend, so the demand for hedging
will be low, leading to non-trading effects being less pronounced. Moreover, we found
that the after-hours trading of TAIEX Futures did not reduce the non-trading effect. The
reason may be that the lack of liquidity in the after-hours trading session increased the
cost of hedging, forcing the hedgers to hedge during the regular trading period. As a
result, although TAIEX Futures has after-hours trading measures, it has not yet been able
to reduce the non-trading effect. Finally, comparing with [14], which showed that option
mispricing during periods of market closure causes the option returns to be lower over
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non-trading periods, we show in this study that, to the contrary, hedging demand has a
positive impact on the returns of financial derivatives over non-trading periods. In other
words, when the market risk rises, the returns of financial derivatives could be higher
over non-trading periods. Our results point out that the non-trading effect in the financial
derivatives markets should be analyzed according to the level of market risk.

This paper is divided into five sections, in addition to the introduction of this section.
The following sections are arranged as follows. Section 2 presents the methodology and
data, while Section 3 discusses the empirical results. Section 4 discusses the findings and
their implications. The Section 5 is the conclusion of this paper.

2. Methodology and Data

This study applies TAIEX Futures as the research object. The sample is daily data for
six futures contracts (including three consecutive months from the current month, plus
three consecutive quarterly monthly contracts in March, June, September, and December)
per day from 21 July 1998 to 14 January 2019. We refer to the definition of [14] to calculate
the risk premium of hedging background index futures. First, we assume that the investor
holds a long position in futures and shorts the spot for hedging, and thus the change in the
value of the portfolio is

(Ft − Ft−1)− (St − St−1) (1)

where Ft is the price of TAIEX Futures on t day, and St is the spot index on t day. In
Equation (1), we assume that we can short the spot index. Although we cannot directly
short the spot index in practice, theoretically, we can short the spot index by shorting the
market portfolio or index ETF. In addition, the same as [14], we assume that the spot short
position can generate cash inflow St − St−1, which can be reinvested in risk-free assets to
earn a risk-free interest rate. Therefore, the return on investment (since shorting stocks in
Taiwan does not generate immediate cash inflows, the definition of return in Equation (2)
implies that investors hold market portfolios for a long time) can be expressed as

(Ft − Ft−1)− (St − St−1) + St−1rt−1NDt−1,t

Ft−1/L
(2)

where rt−1 represents the risk-free interest rate from day t − 1 to day t (the frequency of
interest calculation is calculated on a daily basis), NDt−1,t represents the number of days
between day t − 1 and day t. In addition, L represents the leverage multiple. Unlike the
holding rate of return of options, which is calculated through the change of the premium,
futures trading does not need to pay the premium, but trades through the margin. Investors
can adjust the leverage ratio through margin. For example, on 19 August 2019, the closing
price of the futures contract due to expire in August is 10,484 points, so its contract value
is 10,484 × 200 = $2,096,800. If an investor deposits a margin equal to the contract value
($2,096,800) in the margin account, the investor’s trading leverage is 1, which means that
the risk of investing in the index futures with a margin equal to the contract value is actually
the same as the risk of investing in spot indices. If the investor only deposits half of the
contract value in the margin account ($1,048,400), then the trading leverage is 2, which
means that the risk of investing in TAIEX Futures is twice that of investing in the spot index.
The L in Equation (2) is used to measure the leverage ratio of futures trading. The higher
the value of L, the higher the leverage ratio becomes.

Extending Equation (2), we define the risk premium of the hedged position in the
index futures as follows:

(Ft−Ft−1)−(St−St−1)+St−1rt−1 NDt−1,t
Ft−1/L − rt−1NDt−1,t

=
[

L Ft−Ft−1
Ft−1

− rt−1NDt−1,t

]
− L St−1

Ft−1

(
St−St−1

St−1
− rt−1NDt−1,t

) (3)

Equation (3) divides the risk premium of the hedged position in the index futures
into two parts; the part in brackets is the risk premium of the unhedged position in the

3
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index futures, and the minus sign is the hedged position the impact caused. In addition,
in Formula (3), (St − St−1)/St−1 should be regarded as the actual rate of return of the
spot index rather than the percentage change of the price. The spot index will deduct the
value of the spot index to reflect the impact of the ex-dividend. Simply calculating the
percentage of change will underestimate the risk aversion effect and overestimate the risk
premium of the index futures hedging position. Therefore, in this study, we will regard
(St − St−1)/St−1 as the actual rate of return of the spot index from day t− 1 to day t. Finally,
the futures pricing theory proves that the futures price will be affected by the spot price and
the risk-free interest rate, so Equation (3) can also be regarded as the TAIEX Futures rate of
return after excluding the influence of the spot index and the risk-free interest rate (in this
article, we use the one-year deposit rate as the risk-free rate). The descriptive statistics of
the risk premium of the hedged position in the index futures are presented in Table 1. In
order to compare the impact of the spot index on the index futures rate of return, Table 1
also presents the risk premium of the non-hedged positions. In addition, to understand
whether the leverage ratio has an impact on our research results, four kinds of leverage
ratios are considered in Table 1 and subsequent analyses: L = 1, 5, 10, and 20. The data
in Table 1 show that the risk premiums of both the hedged and non-hedged positions
of TAIEX Futures are positive. Since the spot index has a long-term positive return, the
risk premium of the non-hedged position will be slightly higher than that of the hedged
position, and the gap between the two will increase with the increase of the leverage ratio.
For example, when the leverage ratio is 1, the position that has not been hedged is only
0.0051% higher than the position that has been hedged. As the leverage ratio increases, the
gap between the hedged position and the non-hedged position also increases. When the
leverage increases to 20, the gap between the two comes to 0.1033%.

Table 1. Descriptive statistics.

Mean% Std.% Skewness Kurtosis

L = 1 Non-hedged 0.0171 1.5400 −0.0729 4.1220
Hedged 0.0120 0.5861 0.1684 15.3029

L = 5 Non-hedged 0.1186 7.6984 −0.0672 4.1224
Hedged 0.0928 2.9296 0.1852 15.2911

L = 10 Non-hedged 0.2455 15.3965 −0.0665 4.1224
Hedged 0.1938 5.8591 0.1873 15.2892

L = 20 Non-hedged 0.4992 30.7926 −0.0662 4.1225
Hedged 0.3959 11.7182 0.1883 15.2882

Sample size: 25,515. Sample period: 21 July 1998~14 January 2019.

Next, we observe that adopting a hedging strategy will significantly reduce the risk of
the TAIEX Futures. The data in Table 1 show that through hedging, the standard deviation
falls by about 62%. These data are close to those of [14] for stock call options. The results
of [14] show that through delta hedging, the standard deviation of call options risk premium
decreases by about 63%. Then we observe that the skewness coefficients of the hedged
positions are higher than those of the non-hedged positions. This result is also consistent
with [14]. In addition, we also observe that the skewness of the non-hedged positions is
all negative, while the skewness of the hedged positions is all positive, which is slightly
different from [14]. Ref. [14] found that the skewness of both the hedged and non-hedged
positions of options are positive, which shows that futures have a higher probability of
falling sharply than options. Finally, in the part of the kurtosis, we observe that the risk
premium of the index futures has a thick tail, and the thick tail of the hedged position is
more obvious. Ref. [14] also have similar findings, but our data show that the kurtosis
of the hedged position of the TAIEX Futures is about 15.3, while Ref. [14] show that the
kurtosis of call options is as high as 51.3. The main reason is that since the options uses
delta hedging, ignoring the convexity of the option price, the hedging effect is less effective
when the stock price rises and falls sharply, and so it is prone to the thick tail phenomenon.
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These observations illustrate that futures and options are still quite different in nature,
which underscores the need for this study.

3. Empirical Results

In this section, we will analyze the difference between the holding rate of index futures
during the trading period and the non-trading period after excluding the impact of the
spot index and the risk-free interest rate. The non-trading period referred to in this study
is the same as the definition in [14], which means the interval between two consecutive
closing prices is more than one day. The most important non-trading period is weekends,
and a small part of the data for non-trading periods comes from national holidays.

3.1. Non-Trading Effects

First, we divide the sample period into trading period and non-trading period and
test the difference between the risk premiums in these two intervals. The results are
presented in Table 2. First, we observe that the average risk premium of the spot index
during the trading period is 0.0268%, which is significantly positive at the 90% confidence
level, and −0.074% during the non-trading period, which is significantly negative at the
90% confidence level. Similar to [14], we define the difference between the two as the
non-trading effect. The data in Table 2 show that the non-trading effect of the spot index
is −0.101%, which is significantly negative at the 95% confidence level. Following on, we
observe that when the leverage ratio is 1, the average risk premium of the non-hedged
position of the TAIEX Futures during the trading period is 0.0355%, which is significantly
positive at the 99% confidence level, and −0.049% during the non-trading period, which is
significantly negative at the 95% confidence level, and the non-trading effect is −0.084%,
which is significantly negative at the 99% confidence level. In addition, we found that
the non-hedged position of the TAIEX Futures and the spot index have the same positive
and negative values in the data during the trading period and the non-trading period,
whether it is the risk premium or the non-trading effect. However, the risk premium and
non-trading effect of the non-hedged positions of the TAIEX Futures are more significant
than those of the spot index. Furthermore, when the leverage multiples are 5, 10, and 20,
the same phenomenon is also observed. Next, we consider the hedged position, when the
leverage ratio is 1 and the average risk premium is 0.0078% and 0.0268% during the trading
period and non-trading period, respectively. The results of the t-test show that these two
values are significantly greater than 0. Since the risk premium in the non-trading period
is higher than that in the trading period, the non-trading effect is positive and significant
by the t-test. The non-trading effects of the three portfolios with leverage ratios of 5, 10,
and 20 are also significantly positive, and the higher the leverage ratio is, the higher the
significance becomes.

Table 2. The difference between the risk premium in trading periods and non-trading periods.

Trading Period % Non-Trading Period % Non-Trading Effect %

Spot index 0.0268 (1.300 *) −0.074 (−1.588 *) −0.101 (−1.978 **)

L = 1 Non-hedged 0.0355 (3.399 ***) −0.049 (−2.083 **) −0.084 (−3.289 ***)
Hedged 0.0078 (1.883 **) 0.0268 (3.394 ***) 0.0190 (2.130 **)

L = 5 Non-hedged 0.2007 (3.838 ***) −0.175 (−1.494 *) −0.375 (−2.931 ***)
Hedged 0.062 (2.992 ***) 0.2029 (5.147 ***) 0.1409 (3.164 ***)

L = 10 Non-hedged 0.4071 (3.894 ***) −0.332 (−1.421 *) −0.739 (−2.886 ***)
Hedged 0.1297 (3.131 ***) 0.423 (5.367 ***) 0.2933 (3.294 ***)

L = 20 Non-hedged 0.8199 (3.921 ***) −0.647 (-1.384 *) −1.467 (−2.864 ***)
Hedged 0.2652 (3.200 ***) 0.8632 (5.476 ***) 0.598 (3.358 ***)

Sample size of trading period: 19,939. Sample size of non-trading period: 5579. Sample period: 21 July 1998~14 Jan-
uary 2019. * 90% confidence level, ** 95% confidence level, *** 99% confidence level.

From Table 2, we observe that the non-trading effect of non-hedged positions is
negative, due to the influence of the spot index. After excluding the influence of the
spot index, we find that the hedged positions have a positive non-trading effect. In the
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following sections, we will focus on the hedged positions. The main reason is that the
hedged positions have eliminated the influence of the spot; therefore, the reason for its
non-trading effect comes from other factors than the spot index. We are curious about what
causes such a significant non-trading effect after excluding the impact of the spot index.
Furthermore, Ref. [14] found that the non-trading effect of stock options in the hedged
position was negative, while we found in Table 2 that the non-trading effect of the hedged
position in TAIEX Futures was positive. These differences also make it necessary for us to
analyze the hedged positions.

3.2. Hedging and Non-Trading Effects

When the market risk is high, investors’ demand for hedging also increases, so they
hedge by selling futures. Especially before weekends or long holidays, investors will have
stronger demand for hedging, causing futures to be oversold before weekends or long
holidays, resulting in low futures prices and a high holding rate of return in the non-trading
period and leading to the non-trading effects. Base on the above inference, we have the
following hypothesis:

Hypothesis 1. The higher the hedging demand, the higher the non-trading effect.

Ref. [19] took the S&P500 index as the research object and found that when the implied
volatility of the index is higher, investors will have higher hedging needs. To test the
hypothesis, we use the Taiwan Index VIX to measure the market’s hedging demand. The
Taiwan Index VIX is the implied volatility derived from the market price of the Taiwan
Index option to reflect market investors’ expectations of the volatility of the stock market
in the short term in the future. If the VIX of the Taiwan index decreases, it means that
investors believe that the volatility of the Taiwan stock market will slow down in the future,
so the demand for hedging will also decrease. On the contrary, if the VIX of the Taiwan
index rises, it means that the investors believe that the volatility of the Taiwan stock market
will increase significantly in the future, so the demand for hedging will also increase.

The Taiwan Futures Exchange has been compiling the Taiwan Index VIX since 2006.
The largest sample collected in this study was 3000 daily data from 1 December 2006 to
14 January 2019. During our sample period, the average VIX was 19.74, the highest was
60.41, the lowest was 7.82, and the median was 17.08, slightly lower than the average; the
skewness of 1.38 shows that the distribution of VIX is slightly skewed to the right. Please
refer to Table 3 for relevant data.

Table 3. Descriptive statistics of VIX.

Mean Median Std. Kurtosis Skewness Min. Max.

19.74 17.08 8.55 1.85 1.38 7.82 60.41
Sample size: 3000. Sample period: 1 December 2006~14 January 2019.

We divide the sample into the following two sub-samples with Med (the median of
the VIX) as the critical value:

Sub-sample I: {Risk premium of hedged positions in TAIEX Futures|VIX > Med} (4)

Sub-sample II: {Risk premium of hedged positions in TAIEX Futures|VIX < Med} (5)

Sub-sample I collects the data when the value of VIX is higher than the median, so
the market has a high demand for hedging during the period covered by this sample. The
relative sub-sample II is the sample that represents the market with low hedging demand.
During the sample period from 1 December 2006 to 14 January 2019, we collected a total of
14,968 pieces of data, with 7484 pieces of data in each of the two sub-samples.

We test the differences between the two sub-samples during the trading period and
the non-trading period, respectively, and the results are presented in Table 4. The result
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shows that when the leverage ratio is 1, the risk premium of sub-sample I is 0.0125% and
0.0547% during the trading period and non-trading period, respectively, and in sub-sample
II it is 0.0164% and 0.0353%, respectively. These four values are significantly positive at
the 99% confidence level. We observe significant non-trading effects for both sub-samples.
When the VIX is higher than the median, the non-trading effect is 0.0422%, and when the
VIX is lower than the median, the non-trading effect drops to 0.0189%. Since we define
the difference between these two data as the effect gap, the effect gap is 0.0233% when
the leverage is 1. A positive effect gap indicates that the VIX has a positive correlation
with the non-trading effect, which means that the higher the VIX, the more obvious the
non-trading effect. To test whether the effect gap is significant we consider the following
regression model:

ERt = β1D1,t + β2D2,t + β3D3,t + β4D4,t + εt (6)

where ERt is the risk premium of the hedged position in the TAIEX Futures on day t, and
Di,t is the dummy variable defined as follows:

D1,t =

{
1, t ∈ trading period and VIXt > Med
0, others

(7)

D2,t =

{
1, t ∈ trading period and VIXt < Med
0, others

(8)

D3,t =

{
1, t ∈ nontrading period and VIXt > Med
0, others

(9)

D4,t =

{
1, t ∈ nontrading period and VIXt < Med
0, others

(10)

Table 4. The influence of volatility on non-trading effect.

Trading Period %
Non-Trading
Period %

Non-Trading
Effect %

Effect Gap %

L = 1 VIX > Med 0.0125 (2.516 ***) 0.0547 (5.824 ***) 0.0422 (3.970 ***) 0.0233 (1.549 *)VIX < Med 0.0164 (3.294 ***) 0.0353 (3.756 ***) 0.0189 (1.779 **)

L = 5 VIX > Med 0.0789 (3.146 ***) 0.3252 (6.867 ***) 0.2463 (4.597 ***) 0.1204 (1.590 *)VIX < Med 0.0958 (6.354 ***) 0.2217 (4.679 ***) 0.1259 (2.348 ***)

L = 10 VIX > Med 0.1618 (3.220 ***) 0.6634 (6.987 ***) 0.5015 (4.669 ***) 0.2420 (1.593 *)VIX < Med 0.1951 (3.883 ***) 0.4547 (4.787 ***) 0.2595 (2.416 ***)

L = 20 VIX > Med 0.3278 (3.257 ***) 1.3397 (7.046 ***) 1.012 (4.704 ***) 0.4851 (1.594 *)VIX < Med 0.3937 (3.912 ***) 0.9207 (4.841 ***) 0.5269 (2.449 ***)
Sample size of trading period: 11,694. Sample size of non-trading period: 3275. Sample period: 1 December
2006~14 January 2019. * 90% confidence level, ** 95% confidence level, *** 99% confidence level.

Let β̂i be the estimator of the regression coefficient, then β̂3 − β̂1 represents the non-
trading effect when the VIX is higher than the median, which is 0.0422% from Table 4, and
β̂4 − β̂2 represents the non-trading effect when the VIX is lower than the median, which is
0.0189%. The effect gap is (β̂3 − β̂1)−(β̂4 − β̂2) = 0.0233%. To confirm our hypothesis, we
do the following hypothesis tests:

H0 : (β3 − β1)−(β4 − β2) = 0

H1 : (β3 − β1)−(β4 − β2) > 0

The t-statistic of the test results is 1.549, rejecting H0 at the 90% confidence level.
The results show that the non-trading effect when the VIX is higher than the median is
significantly higher than the non-trading effect when the VIX is below the median. This
phenomenon can also be seen when the leverage ratio is 5, 10, and 20, and when the
leverage ratio is higher, the effect gap is larger.
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From Table 4, we observe that the higher the market volatility, the more obvious
the non-trading effect. The result supports our hypothesis, because when the market
is more volatile, investors’ demand for hedging also increases (refer to [19] for related
literature), and hence the incentives for investors to sell futures for hedging are relatively
high. Especially before weekends or long holidays, investors will have stronger hedging
needs, causing the oversold phenomenon of TAIEX Futures before weekends or long
holidays, resulting in TAIEX Futures having a higher holding return during non-trading
periods and thereby bringing about more serious non-trading effects.

3.3. Arbitrage and Non-Trading Effects

In addition to hedging, the purpose of futures trading may also be arbitrage. In this
section, we will analyze the impact of arbitrage on non-trading effects. First, we define
the price spread between futures and spot as the settlement price of the futures minus the
closing price of the spot. When the futures price is higher than the spot price, the spread is
positive, which is the so-called positive spread. At this time, investors can make arbitrage
by buying the spot and selling the futures. On the contrary, when the futures price is lower
than the spot price, the spread is negative, which is the so-called backward spread. At
this time, investors can make arbitrage by selling the spot and buying futures. In this
section, we will only test whether the arbitrage behavior of investors by selling futures
and buying spot is related to non-trading effects when the TAIEX Futures are in contango.
The main reason is that the ex-dividend peak season for Taiwan stocks is in July, August,
and September. At this time, the index will “evaporate” due to ex-dividend, resulting
in a serious backwardation. Using the backwardation to measure the market’s arbitrage
demand may be distorted. On the other hand, since the closing time of the Taiwan index is
13:30 and the closing time of the futures index is 13:45, there is a 15-min time difference
between the futures settlement price and the spot closing price. As a result, the spread
we define is not the spread that investors can arbitrage but is only an indicator used to
measure the demand for arbitrage.

During our sample period, there are 6926 transactions in the market with positive
spreads, of which 5430 transactions belong to the trading period, accounting for 78%, and
1496 transactions belong to the non-trading period, accounting for 22%. The descriptive
statistics for the positive spread are shown in Table 5. The data show that the average
positive spread is 75.20, while the median is only 34.31, which was about half the average.
The maximum value of 1015.39 occurred on 14 April 2000, when the settlement price
of the TAIEX Futures expiring in December was 10,390 and the spot closing price was
9374.61. Since we exclude the data of negative spreads, the distribution of spreads tends
to be skewed to the right, and the skewness coefficient of 2.79 shows a right-skewed
characteristic. Finally, the kurtosis coefficient of 11.04 shows that the spread is prone to
large changes.

Table 5. Descriptive statistics of positive spreads.

Mean Median Std. Kurtosis Skewness Min. Max.

75.20 34.31 102.08 11.04 2.79 0.01 1015.39
Sample size: 6926. Sample period: 21 July 1998~14 January 2019.

We divide the data when the market is in a contango into two sub-samples during
the trading period and the non-trading period and test the difference between the two
sub-samples of the TAIEX Futures risk premium. The results are presented in Table 6.
When the index is in a contango, investors have incentives to sell futures and buy spot
for arbitrage trading. Therefore, when the positive spread widens, theoretically, futures
may be oversold due to arbitrage demand, resulting in low futures prices and high holding
returns. Through the data in Table 6, we observe that when the market is in a contango,
the risk premium of the hedged position in the TAIEX Futures is relatively high. For
example, when the leverage ratio is 1, the average risk premium during the trading period
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is 0.1532%, which is only 0.0078% compared to the average risk premium of the hedged
positions in Table 2. On the other hand, when the market is in a positive spread, the risk
premium during the non-trading period is 0.1502%, which is also higher than the average
risk premium of 0.0268% in the non-trading period for the hedged positions in Table 2.
Next, we observe that there is no significant difference in the risk premium between trading
and non-trading periods when the market is in a contango. For example, when the leverage
ratio is 1, the risk premiums during the trading period and the non-trading period are
0.1532% and 0.1502%, respectively, and the non-trading effect is −0.003%. The difference
between the two is found to be insignificant by the t-test. When the leverage multiples are
5, 10, and 20, although the non-trading effect turns positive, it is still insignificant. This
result shows that the non-trading effect becomes less obvious when the TAIEX Futures is
in a contango.

Table 6. The difference between the risk premium in trading periods and non-trading periods when
the market is in a contango.

Trading Period % Non-Trading Period % Non-Trading Effect %

L = 1 0.1532 (19.535 ***) 0.1502 (10.056 ***) –0.003 (–0.134)
L = 5 0.8016 (20.248 ***) 0.8530 (11.308 ***) 0.0514 (0.470)
L = 10 1.6122 (20.305 ***) 1.7315 (11.445 ***) 0.1193 (0.546)
L = 20 3.2334 (20.331 ***) 3.4884 (11.512 ***) 0.2551 (0.584)

Sample size of trading period: 5430. Sample size of non-trading period: 1496. Sample period: 21 July 1998~14
January 2019. *** 99% confidence level.

To analyze whether the magnitude of the spread is related to the non-trading effect,
we adopt the analysis method similar to Table 4 and use the median of the positive spread
as the cut-off point to divide the data into the following two sub-samples:

Sub-sample III: {Risk Premium of Hedged Positions|Positive spread > Med} (11)

Sub-sample IV: {Risk Premium of Hedged Positions|Positive spread < Med} (12)

Both sub-sample III and sub-sample IV collect the risk premium of the hedged po-
sitions when the TAIEX Futures are in a contango. Among them, the positive spread of
sub-sample III is higher than the median, so the arbitrage demand covered by this sample
is relatively high. Sub-sample IV, on the other hand, has a positive spread lower than the
median, so the need for arbitrage is relatively low. We test the differences between the two
sub-samples during the trading period and the non-trading period, respectively, and the
results are presented in Table 7. First of all, when the leverage is 1, the average risk premium
of sub-sample III is 0.2041% and 0.1868% during the trading period and non-trading period,
respectively, while the average risk premium of sub-sample IV is 0.1020% and 0.1144%
during the trading period and non-trading period, respectively. These four values are all
significantly positive at the 99% confidence level. Then we observe that the non-trading
effects of sub-sample III and sub-sample IV are −0.0170% and 0.0124%, respectively. The
t-test shows that the non-trading effects of these two sub-samples are not significant. These
results are consistent with Table 6, showing that when the index is in a positive spread,
the non-trading effect will become less obvious. The effect gap is negative, which means
that the larger the positive spread, the lower the non-trading effect. Using the method in
Table 4 for testing, it is found that the effect gap is not significant. Roughly, the data in
Table 7 shows that the expansion of the positive spread will reduce the non-trading effect;
however, the test results show that the effect is not significant. The same phenomenon can
also be observed at leverages of 5, 10, and 20.
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Table 7. The influence of contango on non-trading effect.

Trading Period %
Non-Trading
Period %

Non-Trading
Effect %

Effect Gap %

L = 1 Contango > Med 0.2041 (18.440 ***) 0.1868 (8.8066 ***) −0.0170 (−0.490) −0.0290
(−0.880)Contango < Med 0.1020 (9.197 ***) 0.1144 (5.444 ***) 0.0124 (0.479)

L = 5 Contango > Med 1.0674 (19.102 ***) 1.0652 (9.948 ***) −0.0020
(−0.0125) −0.1120

(−0.6604)Contango < Med 0.5346 (9.545 ***) 0.6448 (6.078 ***) 0.1100 (0.855)

L = 10 Contango > Med 2.1465 (19.154 ***) 2.163 (10.073 ***) 0.0167 (0.0473) −0.2159
(−0.632)Contango < Med 1.0752 (9.574 ***) 1.3078 (6.147 ***) 0.2326 (0.903)

L = 20 Contango > Med 4.3048 (19.178 ***) 4.3592 (10.134 ***) 0.0545 (0.0772) 0.4227 (0.618)Contango < Med 2.1566 (9.587 ***) 2.6338 (6.181 ***) 0.4772 (0.926)

Sample size of trading period: 5430. Sample size of non-trading period: 1496. Sample period: 21 July 1998~14 Jan-
uary 2019. *** 99% confidence level.

In the previous section, we found that the non-trading effect may come from investors’
hedging demand. Specifically, the higher (lower) investors’ hedging demand, the more
serious (moderate) the non-trading effect. On the other hand, Ref. [20] found that when
the hedgers are extremely optimistic, they tend to simply hold spot positions instead of
hedging. Combining the result of the previous section with the results of [20], we have the
following inferences: When the index is in a contango, investors are optimistic about the
future trend of the market and expect larger gains, resulting in relatively low demand for
hedging. Since the need for hedging decreases, the non-trading effect will be moderated at
this time based on the results of the previous section. The results in Table 7 (the widening of
the positive spread has the effect of reducing the non-trading effect) support our inferences
made above.

3.4. After-Hours Trading and Non-Trading Effects

In recent years, there have been frequent black swan events and frequent fluctuations
in financial markets around the world. In order to provide market participants with better
trading and hedging channels, the Futures Exchange, on considering the practices of major
international markets, plans for the domestic futures market to conduct after-hours trading
after the general trading hours. Starting from 15 May 2017, the trading hours of TAIEX
Futures have been extended from the original 5 h to 19 h, and the after-hours trading
hours will start from 15:00 to 5:00 am the next day. After-hours trading allows investors to
hedge after hours. Therefore, the sell orders of TAIEX Futures generated by the demand for
hedging before weekends or long holidays may be dispersed to after-hours, thus slowing
down the non-trading effect. In this section, we will analyze the impact of after-hours
trading measures on TAIEX Futures on non-trading effects.

We divide the data into two sub-samples with after-hours trading and no after-hours
trading and test the differences in risk premiums between the two sub-samples during
trading and non-trading periods. The results are presented in Table 8. It has been shown
that the non-trading effect is greater when there is after-hours trading than when there
is no after-hours trading, although the difference between the two is not significant. For
example, when the leverage is 1, when there is after-hours trading, the risk premium during
the regular trading period is 0.0146%, during the non-trading period is 0.0509%, and the
non-trading effect is 0.0363%. On the other hand, when there is no after-hours trading,
the risk premium is 0.0072% during the trading period, increases to 0.0245% during the
non-trading period, and the non-trading effect is 0.0173%. The non-trading effect with
after-hours trading is 0.0190% higher than that without after-hours trading, but the test
results show that the difference is not significant.
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Table 8. The influence of after-hours trading on non-trading effect.

After-Hours
Trading

Trading Period %
Non-Trading
Period %

Non-Trading
Effect %

Effect Gap %

L = 1 With 0.0146 (1.041) 0.0509 (1.933 *) 0.0363 (2.759 ***) 0.0190
(0.0001)Without 0.0072 (1.657 *) 0.0245 (2.993 ***) 0.0173 (1.787 **)

L = 5 With 0.0847 (1.191) 0.2904 (2.180 **) 0.2057 (3.134 ***) 0.0711
(0.0001)Without 0.0598 (2.742 ***) 0.1945 (4.709 ***) 0.1346 (2.783 ***)

L = 10 With 0.1722 (1.208) 0.5896 (2.207 **) 0.4174 (3.166 ***) 0.1362
(0.0001)Without 0.1257 (2.872 ***) 0.407 (4.914 ***) 0.2813 (2.907 ***)

L = 20 With 0.3472 (1.216) 1.1881 (2.220 **) 0.8409 (3.188 ***) 0.2663
(0.0001)Without 0.2574 (2.936 ***) 0.832 (5.015 ***) 0.5746 (2.970 ***)

Sample size with after-hours trading: 2207. Sample size without after-hours trading: 23,308. Sample period:
21 July 1998~14 January 2019. * 90% confidence level, ** 95% confidence level, *** 99% confidence level.

After the opening of after-hours trading, some of the hedging demand for TAIEX
Futures before the weekend or long holiday should be scattered after the market. Intuitively,
the oversold phenomenon of TAIEX Futures should be slowed down before weekends
or long holidays, thus reducing the non-trading effect. However, our empirical results
found that the non-trading effect did not decrease, but increased slightly, although the
increase was not significant. We believe that such a phenomenon may be related to hedging
costs. During our sample period, the after-hours trading volume of TAIEX Futures only
accounted for 17.61% of the trading volume during normal trading hours. In addition,
the after-hours trading time is as long as 14 h, while the general trading time is only 5 h.
Calculated per unit hour, the hourly after-hours trading volume only accounts for 6.29% of
the hourly trading volume during the regular trading period. The liquidity of post-trading
is obviously not as good as during normal trading. Insufficient liquidity will increase the
cost of hedging (for related literature refer to [21]), thus reducing the hedging demand of
the hedgers (Ref. [22] show that insufficient liquidity will lead to an increase in the cost of
hedging and thus reduce the hedging demand of investors) forcing the hedgers to conduct
hedging transactions during the regular trading period. As a result, although there are
after-hours trading measures in the TAIEX Futures, the measures have not been able to
effectively reduce the non-trading effect.

4. Discussion

In this study we analyze the difference between the holding returns of index futures
during the trading period and the non-trading period. First, excluding the influence of the
spot index, we find that the futures index has a significant non-trading effect. In comparison
to [14], who found that the non-trading effect of stock options was negative, we found a
positive non-trading effect in TAIEX Futures.

Second, we hypothesize that the higher hedging demand leads to a higher non-trading
effect. By testing a dummy-regression model, the evidence shows that the higher the value
of the VIX indicator, the more significant the non-trading effect will be. The evidence
indicates that the non-trading effect may come from investors’ hedging needs and hence
supports our hypothesis. On the other hand, Ref. [23] show that when the VIX is high,
investors tend to reduce the volatility of their portfolios. In order to do so, investors sell
high-risk stocks in favor of low-risk stocks, and as a result the return of low-risk stocks is
increased. In this study, we have similar results: when the VIX is high, investors tend to
sell futures before weekends or long holidays to reduce the market risk, which leads to the
return of hedged positions being relatively high during the non-trading periods.

Third, using the price spread between futures and spot to measure the demand for
arbitrage, we found that the larger the positive spread, the lower the non-trading effect.
The possible reason is that when the index is in a contango, the market is usually in a
bullish pattern. Therefore, the investors’ hedging needs before weekends or long holidays
will drop significantly, and thus, the non-trading effect is reduced. The result can also be
interpreted from the perspective of [20], who shows that when the hedgers are extremely
optimistic, they tend to simply hold spot positions instead of hedging.
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Finally, dividing the data into two sub-samples with after-hours trading and no after-
hours trading and testing the differences in risk premiums between the two sub-samples,
we found that the non-trading effect with after-hours trading is higher than that without
after-hours trading, although the evidence is not significant. Since the liquidity in after-
hours session is worse, forcing the hedgers to hedge during the regular trading period, as a
result the non-trading effects have no significant difference between the sub-samples with
and without after-hours trading.

5. Conclusions

The main aim of this study is to get new knowledge about the non-trading effect of
financial derivatives from the perspective of hedging demand. We hypothesize that when
the market fluctuates more, investors’ demand for hedging also increases, so they hedge by
selling futures. Especially before weekends or long holidays, investors will have a stronger
demand for hedging, causing futures to be oversold before weekends or long holidays,
resulting in higher holding returns of futures during non-trading periods, leading to a
positive non-trading effect. Our empirical results show that when the market volatility is
higher, the non-trading effect is more obvious, which shows that the non-trading effect
may come from investors’ hedging demand and supports our hypothesis. The evidence
also points out a new explanation of the non-trading effect of financial derivatives from the
perspective of hedging demand and indicates that the non-trading effect in the financial
derivatives markets should be analyzed according to the level of market risk.

Moreover, we found that the after-hours trading measures of the TAIEX Futures have
not been able to reduce the non-trading effect. The possible reason is that the liquidity of
the after-hours trading of the TAIEX Futures is not as good as that of the regular trading
period, resulting in high after-hours hedging costs, forcing hedgers to hedge during normal
trading periods, thus failing to effectively reduce non-trading effects. The result indicates
the lack of liquidity of TAIEX Futures during the after-hours trading period. To increase the
liquidity, we suggest the Futures Exchange should increase the incentive by, for example,
decreasing the transaction cost for after-hours trading.

Theoretically, the persistently higher holding returns of the TAIEX Futures in the
non-trading period appear to be evidence of market inefficiency. Practically, one simple
trading strategy based on this information would be for an individual to long the index
futures and short sell the spot index before weekends or long holidays when the VIX is
relatively high, and then close out the strategy on the following trading day. In the future
research, it is tempting to create trading strategies base on our findings and analyze the
profitability of the strategies.

Finally, in this research we collect a large sample which covers a period over two
decades. Even though the tested result is reliable base on the large sample size, reform of
the trading system or an evolution of market structure may change the research results.
These limitations are also suggested for future research. On the other hand, the result of
the study is only confined to the index futures, and further research is needed to extend the
scope of the study to other derivatives such as warrants and options.
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Mathematical Model Investigation of a Technological Structure
for Personal Data Protection
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Abstract: The contemporary digital age is characterized by the massive use of different information
technologies and services in the cloud. This raises the following question: “Are personal data
processed correctly in global environments?” It is known that there are many requirements that the
Data Controller must perform. For this reason, this article presents a point of view for transferring
some activities for personal data processing from a traditional system to a cloud environment. The
main goal is to investigate the differences between the two versions of data processing. To achieve this
goal, a preliminary deterministic formalization of the two cases using a Data Flow Diagram is made.
The second phase is the organization of a mathematical (stochastic) model investigation on the basis
of a Markov chain apparatus. Analytical models are designed, and their solutions are determined.
The final probabilities for important states are determined based on an analytical calculation, and the
higher values for the traditional version are defined for data processing in registers (“2”: access for
write/read −0.353; “3”: personal data updating −0.212). The investigation of the situations based
on cloud computing determines the increasing probability to be “2”. Discussion of the obtained
assessment based on a graphical presentation of the analytical results is presented, which permits us
to show the differences between the final probabilities for the states in the two versions of personal
data processing.

Keywords: personal data protection; cloud; formalization; data flow diagram; Markov chain;
stochastic investigation; analytical assessments

MSC: 37M21

1. Introduction

The contemporary Information Society (InSoc) is characterized by the massive in-
formatization and penetration of digital technologies in all areas. This is described in [1]
as “the most recent long wave of humanity’s socioeconomic evolution”, with an emphasis on
the fact that the current digital age “focuses on algorithms that automate the conversion of
data into actionable knowledge”. The massive globalization of processes leads to increased
activity in the Internet space, which has a reflection on the efficiency of the data network [2]
due to the increased access to remote resources and use of cloud data centers [3], data
sharing in virtual environments [4], Internet of Things (IoT), including the sensor collection
of personal data [5], and others. For example, the previously cited article confirms that
today’s advanced sensor technologies “generate a large amount of valuable data” for different
applications, such as “health care, elderly protection, human activity abnormal detection, and
surveillance”. One result of technologies in the digital space is the dissemination of personal
data (freely or unknowingly), which raises a serious question concerning the privacy of
users and the reliable protection of their personal data. This requires that, when developing
environments for remote multiple access, organizational and technical measures to protect
the data provided to users are adopted. A basic requirement should be countermeasures
against the illegal distribution of user data and their use for purposes other than those an-
nounced, including the introduction of strict rules for authorization and authentication [6].

Axioms 2023, 12, 102. https://doi.org/10.3390/axioms12020102 https://www.mdpi.com/journal/axioms
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One direction for regulating the access to and use of objects and data is discussed in [7],
where it is emphasized that building systems with multiple services increases the security
impact when compared with the monolithic style. In order to answer important security
questions in complex environments, a systematic review of the main challenges when
using mechanisms and technologies for authentication and authorization in micro-services
is performed.

The purpose of this article is to present a point of view on the technological organi-
zation of personal data protection processes in an example environment (administrative
system) that uses cloud services and data centers and applies the requirements of the
CIA (Confidentiality, Integrity, Availability) triad. The requirements of this triad and their
implementation in various technological solutions are well discussed. For example, a
holistic study of the shortcomings of existing technological solutions for the IoT and cyber
physical systems (CPS) is presented in [8], and a solution involving blockchain technology
is proposed with an analysis of the similarities and differences. Another study “on the
improvement of CIA triad to reduce the risk on online banking system” is presented in [9].

Cloud computing allows us to take advantage of the leasing of infrastructure, soft-
ware, and platforms offered as cloud services (IaaS, SaaS, PaaS). In this way, the costs of
maintaining and administering one’s own assets are reduced. For the user, the “cloud”
is a virtual environment for data processing and storage. The services offered provide
various cloud capabilities, requiring the proper pre-allocation of resources to overcome
congestion, resource loss, load balancing, Quality of Service (QoS) violation, migration
of virtual machines (VM), etc. A primary goal of the cloud is to correctly map VM to
physical machines (PM) so that the PM can be effectively used. In this respect, an extensive
survey of cloud resource management schemes is presented in [10] in order to identify
the main challenges and point out possible future research directions. Another study [11]
discusses how cloud service reliability should be further evaluated in specific conditions
and proposes an approach based on combining cloud service reliability indicators to obtain
an effective evaluation and improve data security. Despite cloud service providers’ claims
of good information security at the platform level, doubts have been expressed about the
protection of personal data. To overcome possible problems, a patent has been registered to
define a “Data Protection as a Service” (DPaaS) paradigm for generating dynamic updates
of data protection policy using the machine-learning model and comparisons with previous
instructions [12].

When researching processes developing in a computer environment, as well as for
organizing structures, various possibilities are applied, such as benchmark and synthetic
workload; monitoring through hardware, software, and combined means; computer mod-
eling (abstract, functional, analytical, simulation, empirical); as well as statistical analysis
of empirical data. Each of these approaches has its advantages and peculiarities, and the
use of each of them depends on the researched object and the set tasks.

One of the applied approaches when researching processes in various systems and
applications is modeling based on an appropriate apparatus and instrumentation. For
example, simulation modeling is applied in [13] to study the probabilistic behavior and
timing characteristics of interdependent tasks of arbitrary durations. The goal is to estimate
the duration of the project and the possible risks of untimely completion. Another approach
is the development of a mathematical description of processes, as is done in [14] to study
the possibilities of minimizing power losses in a distribution transformer and evaluating
energy efficiency. The proposed mathematical model describes the relationship between all
the parameters of the transformer using the direct global iterative algorithm technique.

It is known that processes developing in systems most often have a probabilistic nature,
which determines the effectiveness of the stochastic approach to research and indicates
Markov processes and, in particular, Markov chains (MC) to be a suitable apparatus. An
example of this is the application of MC to study technological limitations in stochastic
normalizing flows presented in [15]. Another application of MC is discussed in [16], where
the approach is combined with the Monte Carlo method for assessing the characteristics of
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probability distributions and a review of the “methods for assessing the reliability of the simula-
tion effort, with an emphasis on those most useful in practically relevant settings” is performed.
In addition, the strengths and weaknesses of these methods are discussed.

The main goal is to carry out a preliminary study of the constructed structural objects
of the designed administrative system and the processes supported by them by applying
the apparatus of Markov chains (MC). The choice of tool is determined by the stochastic
nature of the processes in an essentially discrete hardware (computer) environment. To
conduct the experiments, an author’s programming environment, as developed in the APL2
language [17], is used and a graphic interpretation of the evaluations is additionally made.
An approach using MC to conduct model research is applied in [11] to study the reliability
of network services as well as in [18] to investigate basic performance and optimization
measures in resource planning in the cloud and the IoT in order to improve performance
and QoS. An efficient algorithm for infinite-time task scheduling in IaaS using MC with
continuous parameters to search for an optimal solution is proposed, and a prototype is
realized based on the designed model. A comparison of this prototype with a group of
working models confirms the usefulness of the project.

This article is organized as follows. In the next section, an analytical representation of
the researched object is presented using a Data Flow Diagram (DFD) and a mathematical
description of the applied approach based on the Markov Chain (MC). The third section
is devoted to the implementation of the model experiments, and a discussion of the
experimental results is presented in Section 4.

2. Materials and Methods

The right to a private life and its inviolability (“right to privacy”) are directly related to
the procedures for Personal Data Protection (PDP), which is an internationally recognized
right, based on the understanding that personal data are the property of the person (Data
Subject). As stated, the expansion of network communications and the growing possibilities
of remote access to distributed information resources impose increasingly strict require-
ments on the applied information security policies. The globalization of public processes,
the socialization of communications, and the use of cloud services pose challenges to ensur-
ing reliable PDP. Cloud service providers emphasize the advantages of the cloud, mainly
those related to cost reduction, but the process of protecting information is not one of the
main objects of discussion. Possible problems when providing personal data determine
a high rate of distrust among users toward the digitalization of services (over 70%). In
particular, for cloud services, this is associated with basic features such as multi-tenancy,
storing copies of data in different places in the virtual environment, applying common and
standard security approaches, etc. In addition, a study by the Computer Security Institute
shows that a fairly high share (more than 55%) of compromised information security is due
to accidental errors by staff, which necessitates paying attention to internal procedures for
countering potential threats when processing personal data.

The classical organization of computer data processing takes place in an environment
with a discrete structure, although the supported processes are probabilistic in nature.
This allows both deterministic and probabilistic means to be used for the preliminary
formalization of processes. One possibility for a deterministic description involves the
State Transition Network (STN), which allows us to study the possible developments of
the processes by analyzing the paths “from beginning to end”. In this direction is also the
application of a Data Flow Diagram (DFD) for the formal description of the movement
of data flows in a given structure, with an indication of the important places for their
communication with other processes and objects. This has been applied to formalize the
structural organization when conducting research, taking into account the peculiarities and
requirements of the PDP procedures.

The application of the probabilistic (stochastic) approach is often based on Markov
processes, and when modeling computer data processing, the apparatus of Markov chains
is suitable because they are used to describe the probabilistic transitions between discrete
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states in determinate moments of time. The preliminary formalization in this case requires
the definition of a finite set of states S = {s1, . . . , sn} for the studied process and a matrix
of transition probabilities between those states pij = P(si→sj). Stochastic analysis exam-
ines the sequence of states <S(0), S(1), . . . , S(k)> in which the MC falls, for which it is
necessary to define a vector of the initial probabilities for the formation of the initial state
S(0) = S(k = 0). It is usually assumed that the process starts from the first state s1 ∈ S, i.e.,
P0 = {1, 0, . . . , 0}. Starting from the initial state, for each successive step k = 1, 2, . . . of the
process development, the conditional probability of a transition from the current state si
to the next state sj can be determined by pij(k) = P[S(k) = sj/S(k − 1) = si] based on the full
probability Formula (1):

pj(k) = ∑n
i=1 pi(k − 1)·pij; j = 1 ÷ n (1)

which can also be used to calculate the final probabilities P(k→∞) of falling into a certain
state by

lim
k→∞

pij(k) = pj.

To investigate the processes in the proposed technological environment, s stochastic
Markov models are designed, and for their study, the developed author’s program function
“MARKOV” in the APL2 language environment [17] is used. This allows us to determine
the vector of the probabilities for the states P(k) = {p1(k), . . . , pn(k)} for successive steps,
the number of which is set by the user. After starting, it requires the definition of the
main characteristics of the Markov chain: N—number of states; P[I,J]—the elements of the
matrix of transition probabilities; and PO [1 ÷ N]—the elements of the vector of initial
probabilities. A complete study can be organized through the additional program functions
“PATHS’ and “ESTIMATES” [19], which, together with “MARKOV”, create a common
program space for conducting analytical experiments in the APL2 environment.

3. Preliminary Formalization

The problems of data protection related to the growing threats of illegal access and
incorrect use are the subject of different documents. A basic example here are the rules
of conduct established in the USA to ensure the necessary protection of information and
corporate resources, which are known as the SOX rules, as consolidated in the Sarbanes-
Oxley Act of 2002. A study of the impact of these rules on the possible risk in resource
management is done in [20], with an analysis of the situations before and after the adoption
of these rules. Overall, the article highlights the positive impact of risk-reducing rules on
resource management and increasing factor productivity and incentive compensation.

In reality, it should be noted that the security of information resources requires the
provision of adequate and functional security policies, which place specific requirements on
the Digital Rights Management System (DRMS). The main trends are related to the inclusion
of important components aimed at protecting personal data, for example: � cryptographic
algorithms for information encryption; � cryptographic key management strategies; �
access control methods; � methods and means of user identification and authentication;
and � information content management with provenance verification and data copy control.
At the heart of any DRMS are two processes, authentication and authorization, which are
used to prove that the specific information is used by the individual who has pre-set rights
to access it, allows all his actions to be tracked and checked, and controls what means
of access is used. In this regard, all the currently used technologies for authentication,
especially biometrics, are important for the reliable management of access to information
resources.

According to regulatory documents, PDP refers to any action related to them—collection,
storage, updating, correction, provision to a third party, transfer to another country, archiving,
destruction, etc. All these processes must be carried out under strict organizational and techno-
logical measures to protect the means of storing personal data (Personal Data Registers [PDR]).
The formalization of the classical version of personal data processing in a centralized corporate
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system is presented in Figure 1 by using a DFD with five external entities (source/receiver),
nine basic information procedures, and three storage units. Part of the Information Security
System (ISS) is the maintenance of a log (audit) file for access and activities carried out with
the PDR.

Operator

Data Subject

System admin

Data provision 

Checking Authorization 
Authentication 

Security System

file

Consent 

Checking 

Access to the system 

  Input  Operation
selection

Data provision

Read/Write 
Actualization 

Archiving
Personal data

Registers with Personal data 

Deletion

Archive 

Third party 
Data Controller 

Another country 

 

Figure 1. Formalization of personal data processing using a Data Flow Diagram (DFD).

A modification to a centralized environment can be made by transferring certain
activities, including the storage of personal profiles with personal data, to the cloud. This
leads to the modification of the formalized description as well, introducing a generalized
process “5C”, thereby uniting the undertaking of the activities of archiving, updating,
and deleting personal data with the maintenance of the stored arrays and profiles in data
centers. The modified DFD model of the decentralized structure is shown in Figure 2. The
introduction of the new general process requires actualizing the role of the processes that
are transferred to the cloud, which this is marked in the DFD by “*” (6 *, 8 *, 9 *). In addition,
the new version requires the duplication of procedures for ensuring information protection
(identification, registration, authentication, authorization) with partial transfer to the cloud.
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Figure 2. Modified DFD presenting the processing of personal data in the cloud.
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4. Stochastic Model Investigation

To conduct the model investigation, two models are defined and solved using MC for
the two formal DFD descriptions presented in the previous section: traditional and “cloud”
PDP. It is assumed that any random process, regardless of the source of a submitted request,
begins with access to internal ISS funds. The basis for this assumption is the nature of the
PD provisioning procedures by the individual.

4.1. Analytical Investigation of Traditional PDP

The Markov model of traditional PDP presented in Table 1 is defined on the basis of
the assumptions made regarding the start of processes and selection of typical values for
the real traditional PDP values for the transition probabilities. The visual presentation of
the MC graph of the states is shown in Figure 3 with the following states:

Table 1. Definition of the designed Markov model.

Set of States:
Vector of Initial Probabilities

S = {s1,s2,s3,s4,s5,s6,s7}
P0 = {1,0,0,0,0,0,0}

{pij} s1 s2 s3 s4 s5 s6 s7

s1 0.2 0.8 0 0 0 0 0
s2 0 0 0.4 0.2 0.2 0.1 0.1
s3 0 1 0 0 0 0 0
s4 0 0 1 0 0 0 0
s5 0 0 0 0 0 0 0
s6 0 0.3 0 0 0 0 0.7
s7 0 0 0 0 0 0 0

s1—verification of the legitimacy of the request through authentication and authorization;
s2—selection of operation when access is allowed from the internal ISS;
s3—write/read to PDR;
s4—PD update in registry;
s5—provision of PD to a third party, another Data Controller, or sending abroad;
s6—archiving of PD in the presence of a legal requirement for this;
s7—destruction of PD after fulfilling the purpose for which they were collected.

Figure 3. Markov model of traditional personal data processing (model “A”).

The analytical definition of a model as a system of probabilities is as follows:
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p1 = 0.2p1
p2 = 0.8p1 + p3 + 0.3p6
p2 = 0.8p1 + p3 + 0.3p6
p3 = 0.4p2 + p4
p4 = 0.2p2
p5 = 0.2p2
p6 = 0.1p2
p7 = 0.1p2 + 0.7p6
7
∑

i=1
pi = 1

One possible solution to the presented system of probability permits us to calculate
the values for all the final probabilities as follows:

p1 = 0.37
0.8 p2 = 0.4625p2; p3 = 0.6p2; p4 = p5 = 0.2p2; p6 = 0.1p2;

p7 = 0.27p2

This permits us to construct Equation (2) for the calculation of the value of the final
probability p2.

(0.4625 + 1 + 0.6 + 0.2 + 0.2 + 0.1 + 0.27)p2 = 1 (2)

After solving Equation (2) and substituting it into the expressions, the following
estimates are formed for the final probabilities of falling into each of the states:

p1 = 0.165; p2 = 0.353; p3 = 0.212; p4 = p5 = 0.071; p6 = 0.035;
p7 = 0.095

4.2. Analytical Investigation of “Cloud” PDP

The Markov model for “cloud” PDP (Figure 4) is a modification of the previous one
and corresponds to the processes from the DFD (Figure 2). A generalized state sC is created,
replacing states s3, s6, and s7, whose activities are taken over by cloud services.

 
Figure 4. Markov model of “cloud” PDP (model “C”).

As updating is a process involving incoming new (or corrected) PDs for an individual
and receiving them from a Data Controller operator (employee), the s4 state activity cannot
be migrated to the cloud. The same applies to the process of providing PD, as it is related
to certain regulatory requirements. The analytical Markov model notation for this situation
is as follows:

p1 = 0.2p1
p2 = 0.8p1 + pC
p4 = 0.2p2
p4 = 0.2p2
pC = 0.6p2 + p4
p1 + p2 + p4 + p5 + pC = 1
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After solving the system of probabilistic equations, the following estimates for the final
probabilities are determined: p1 = 0.102; p2 = 0.408; p4 = 0.082; p5 = 0.082; and pC = 0.326.

4.3. Experimental Results Discussion

The diagram in Figure 5 presents a visual summarization of the obtained analytical
results for model “A”, allowing for easy comparison of the probabilities of falling into the
separate states. It can be seen that the load of the states related to the selection operations of
relevant data processing activities and operation with the registry system for their storage
is the greatest.

 

Figure 5. Graphical visualization of analytical assessments for the states of Model “A”.

A joint visualization of the analytical results of the solutions for the two models is
presented in Figure 6, where the probabilities of performing the corresponding activities in
a steady state are presented. The comparative analysis shows non-significant differences in
the marginal probability values for the two situations (the two models), although model “B”
(the cloud option) has a certain advantage for the main PDP fulfillment activities related to
the responsibilities of the Data Controller employees (Data Operators). This confirms the
high importance of complying with legal requirements and ensuring strict internal rules in
the relevant institution.

 

Figure 6. Comparison of basic activities for the two models.
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On the other hand, it should be emphasized that moving some PDP activities to the
cloud has a certain effect, leading to a certain reduction in the level of employment in certain
states (DFD processes). This can be seen from the joint presentation of the transferred
activities in the two models, “A” and “C”, in Figure 7.

 

Figure 7. Equivalence of assessments before and after moving activities to the cloud
(pA = p3 + p6 + p7 for model “A”; pc for model “C”).

Although moving certain process activities (6 *, 8 *, and 9 * of DFD [Figure 2]) to the
cloud eases the workload of ISS service operators, it does not change the responsibility of
the Data Controller or the requirement to ensure internal rules for identification and access
management. Due to the fact that standard data protection mechanisms are traditionally
applied in the cloud, the use of data centers and cloud services should only take place
after providing serious guarantees for ensuring adequate data protection related to access
management, authorization, authentication, maintenance of audit information, implemen-
tation of architectural requirements for the cloud platform, etc. In this sense, the patent
from [12] can provide the necessary level of security when processing personal data in a
distributed environment. One solution is to define authorization in depth and implement
it at three levels: high level—for meta-level management of access to applications and
resources; middle level—for data level access control; and low level—to control functions
with specific data.

5. Conclusions

The main purpose of this article is to present a point of view for transferring cer-
tain personal data processing activities to a cloud environment using data centers (data
warehouses) and the virtual environment of the cloud for multiple communication. The
main problem for discussion is the implementation of adequate procedures for information
security in the organization of a heterogeneous environment for maintaining information
resources. This article specifically discusses the organization of a system for ensuring
the reliable protection of profiles with personal data. The relevance of this problem is
confirmed by the continuous development of digital technologies, which creates challenges
for personal privacy [21]. In practice, this is one stage of the overall development and
investigation of the heterogeneous environment, where a stochastic approach is applied to
further validate the effectiveness of the planned PDP procedures.

The main contribution is the formalization of personal data processing using the DFD
apparatus and the analytical development of the presented stochastic models, allowing
us to make a comparison of the features of the processes supported in the traditional and
cloud versions. From the conducted model investigation and analysis of the obtained
estimates in the case of stationary processes, it can be seen that regarding the obligations of
the Data Controller, there is no significant difference between the relative weights of the
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two options. At the same time, both models maintain the importance of authorization and
authentication as information security processes. This confirms the need to build a serious
ISS with specific measures to protect PDR, which must meet clearly defined rules and
responsibilities when working with cloud resources. Such a cloud platform should provide
the following capabilities: � integrity of stored user data; � preventing unauthorized
access to personal data; � maintaining complete information about every attempt to access
personal data; � possibility of easy verification by the user as to whether the PDP policy is
followed; and � possibility of efficient and secure processing of sensitive personal data.

The obtained results of this research provide an idea of the relevance of the processes
in the two selected implementation options, and the goal is to determine the effectiveness
of the application of cloud services. They can be used in the selection of specific techniques
and means, mainly in the organization of the security of access to personal data, as well as
in the implementation of heterogeneous systems, such as proposed in [22].

The research carried out allows for an extension in several directions defining future
research, for example, an extension of the model study by applying deterministic means
such as graph theory [23] and the Petri nets apparatus [22], as well as possibly simulation
modeling of the main work processes with personal data, mainly in cloud services, with
statistical analysis of the accumulated data from experiments [24].
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CIA Confidentiality, Integrity, Availability
CPS Cyber Physical Systems
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ISS Information Security System
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PDP Personal Data Protection
PDR Persona Data Register
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Abstract: Within eye diseases, diabetic retinopathy and retinopathy of prematurity are considered
one of the main causes of blindness in adults and children. In order to prevent the disease from
reaching such an extreme, a timely diagnosis and effective treatment must be applied. Until now, the
way to verify the state of the retina has been to make qualitative observations of fundus images, all
carried out by an ophthalmological specialist; however, this is totally restricted to their experience,
and some changes in the vascular structure of the retina could be omitted, in addition to the fact that
very high resolution images would be needed to be able to detect significant changes. Accordingly,
with the help of computational tools, this diagnostic/monitoring process can be improved. This
paper presents a novel strategy for the modeling of the MTA by using an estimation of distribution
algorithm (EDA) based on the probability density function in order to determine the coefficients and
parameters (α, β) of a Jacobi polynomial series. A model using polynomials is the novel aspect of
this work since in the literature there are no models of the MTA of this type, in addition to seeking
to better cover the profile of the retinal vein. According to the experimental results, the proposed
method presents the advantage to achieve superior performance in terms of the mean distance to
the closest point (4.34 pixels), and the Hausdorff distance (14.43 pixels) with respect to different
state-of-the-art methods of the numerical modeling of the retina, using the DRIVE database of retinal
fundus images with a manual delineation of the MTA performed by an specialist.

Keywords: Boltzmann univariate marginal distribution algorithm; estimation of distribution algo-
rithm; jacobi polynomials; major temporal arcade; retinal fundus images

1. Introduction

Blindness is a condition that can occur in a patient who, due to not having been
treated promptly in the diagnosis of a disease such as diabetic retinopathy, experiences
non-recoverable loss of vision. Specifically, this disease prevails mainly in industrialized
countries, is prevalent in subjects between 20 and 64 years of age, and represents 10%
of new cases of annual blindness [1–3]. In addition to diabetic retinopathy, which only
adults present, there is also a very important type that affects infants: retinopathy of
prematurity (ROP). This is the main cause of childhood blindness worldwide; the diagnosis
and treatment must be timely because its evolution occurs in an accelerated manner within
the first 8 to 12 weeks after the birth of the infant [4].

Both diseases are the result of damage of the blood vessels of the tissue located in
the back of the eye, that is, in the retina. In order to carry out a diagnosis, it is necessary
to obtain a set of fundus images, which must be examined by an physician expert in
ophthalmology. However, this restricts the diagnosis to the experience acquired by the
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specialist, that is, it becomes qualitative. From fundus images, it is possible to carry out a
quantitative analysis of the vascular structure of the retina, which is helpful to the specialist
who can use the technique both for the diagnosis of the pathology and for its follow-up
throughout the treatment.

A great challenge that arises next is that the detection of small changes in the structure
of the retinal veins is a challenging task; for this, the images taken of the patient would be
required to have a very high resolution. However, using computational tools that process
medical images is a way to deal with this problem, which would result in a support tool for
specialists when giving a diagnosis.

On the other hand, the major temporal arcade (MTA) is the thickest branch present in
retinal fundus images. Structural changes in this vein have been identified by detailed anal-
ysis; these include tortuosity, change in thickness, and the angle of insertion, characteristics
that have emerged as sequelae in both diabetic retinopathy and ROP [5–8] . Likewise, when
there are changes in the opening of the MTA, this is understood as an important indicator
of the structural integrity of the macular region [8,9].

A complementary technique that can be used to help both the diagnosis and the
monitoring of the disease throughout its treatment is obtaining a simple mathematical
expression that allows one to model the MTA. Currently in the literature, there are some
works that have addressed modeling. Oloumi et al. [10,11] proposed two different methods
based on a parabolic modeling of the MTA; one consists of a single parabola and the
second of two parabolas, one for each branch extending from the optic nerve head. In both
two works, the well-known strategy of the Hough transform was used for detecting the
parabolic shape of the MTA. The objective of their work was to quantify changes in the
opening of the MTA associated with diabetic retinopathy as well as to measure the angle
of the arch, which showed significant differences when models obtained from images of
healthy subjects were compared with patients diagnosed with diabetic retinopathy. As
mentioned, one of the most used techniques for curve detection in images is the Hough
transform [12]. Unfortunately, the computational time of the Hough transform makes it
unfeasible to used in clinical practice. In this way, with the aim of reducing the analysis
time, new techniques have been explored. Valdez et al. [13] proposed a method for the
detection of MTA in fundus images. This consisted of hybridization by combining the
UMDA algorithm with simulated annealing (SA), which allowed one to guide the search to
promising regions. A segmented image was used as an objective function, being weighted
with the pixel according to the distance to the parabola vertex.

More recently, Giacinti et al. [14] proposed parabolic modeling; however, this was
done using the evolutionary univariate marginal distribution algorithm (UMDA). This
model yielded an average accuracy value of 0.85 compared to the ground-truth of the trace
performed by an ophthalmologist. Alvarado et al. [15] carried out a numerical modeling of
the MTA using second-order spline curves. However, it has the disadvantage that in some
images the modeling fails since the method is very sensitive to the automatic location of
the control points of the spline, making this a characteristic to improve in the technique, in
addition to the fact that only five control points are used to generate the second-order spline.

In this paper, a novel method based on Jacobi polynomials and the Boltzmann univari-
ate marginal distribution algorithm (BUMDA) for the numerical modeling of the MTA is
proposed. The method determines the optimal coefficients that build a linear combination
of polynomials up to fourth order, in addition to determining the value of the parameters
(α, β). The efficiency of the method was quantified using two measures: the mean dis-
tance to the closest point (MDCP) and the Hausdorff distance. The results obtained were
contrasted with those presented in the works mentioned above.

In this paper, a robust method for the detection and modeling of the MTA in fundus
images is presented. The algorithm follows a BUMDA strategy, building multiple MTA
models from pixels data of the blood-vessel segmented retinal image. Implementing a
model using polynomials is the novel aspect of this work since in the literature there are
no models of the MTA of this type, in addition to seeking to better cover the profile of the
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retinal vein. Each model consists of a Jacobi polynomial curve with the ability to consider
both symmetric and asymmetric scenarios. To choose the best MTA model, the method
considers the two smallest measures of the MDCP and the Hausdorff distance.

The contributions of this work are summarized as follows:

1. A modeling strategy addressing both symmetric and asymmetric scenarios is pre-
sented to improve the MTA characterization.

2. A BUMDA scheme together with Jacobi polynomials with the purpose of improve the
modeling of the MTA.

3. A set of MTA manual delineations for the benchmark DRIVE dataset has been released
for scientific purposes

The rest of this paper is organized as follows. In Section 2, the database of the MTA
images, a description of the Jacobi polynomials, and the BUMDA algorithm are detailed.
In Section 3, the proposed method is presented in addition to the MTA segmentation and
the evaluation metrics. Section 4 shows the experimental results and the discussion. Finally,
in Section 5, the most relevant conclusions of the work are presented.

2. Materials and Methods

The DRIVE database [16] of 40 retinal fundus images was used in experiments. Since
this database is used for blood vessel segmentation, the specific delineation of the MTA
was performed by an ophthalmologist (Dr. Luis M. López-Montero).

2.1. Database of the MTA Images

Each image used is in RGB 8-bits format with size 565 × 584 pixels. The DRIVE
database consists of 40 retinal fundus images, 20 images of training, and 20 images of
testing; this database is publicly available and is used mainly for blood-vessel segmentation.
In this paper, the database was only used for the detection of the MTA; the training and
testing sets of retinal fundus images were specifically outlined to work with the major
temporal arcade. This images were performed by an ophthalmological specialist (Dr. Luis
M. López-Montero) from the highly specialized medical unit (UMAE) T1-León.

2.2. Jacobi Polynomials

The Jacobi polynomials [17], expressed as J(α,β)
n (x), are an important class of orthogo-

nal polynomials. They are orthogonal with respect to the weight w(x) = (1 − x)α(1 + x)β

on [−1, 1], with the restriction α, β > −1:

∫ 1

−1
J(α,β)
n (x)J(α,β)

m (x)(1 − x)α(1 + x)βdx =
2α+β+1

2n + α + β + 1
Γ(n + α + 1)Γ(n + β + 1)

Γ(n + α + β + 1)
δn,m, (1)

being Γ(x) the gamma function.
The Jacobi polynomials J(α,β)

n (x) are the solution for the Sturm–Liouville equation:(
1 − x2

)
y′′(x) + [β − α − (α + β + 2)x]y′(x) + n(n + α + β + 1)y(x) = 0. (2)

Each Jacobi polynomial can be obtained through the Rodrigues formula:

Jα,β
n (x) =

(−1)n

2nn!
(1 − x)−α(1 + x)−β dn

dxn

[
(1 − x)α(1 + x)β

(
1 − x2

)n]
. (3)

For the calculation of the k-th derivative, it can be obtained by:

dk

dxk

[
J(α,β)
n (x)

]
=

Γ(α + β + n + 1 + k)
2kΓ(α + β + n + 1)

J(α+k,β+k)
n−k (x). (4)
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2.3. Boltzmann Univariate Marginal Distribution Algorithm (BUMDA)

In the search for the solution to an optimization problem, computational techniques
emerge as immediate strategies to be implemented. In order for these solutions to be found
in a reasonable amount of time, metaheuristic algorithms become the most appropriate.
In particular, the estimation of distribution algorithms (EDAs) builds probabilistic models
that are iteratively refined with the intention of obtaining better solutions for an objective
problem. Let us bear in mind that maintaining probabilistic models is more complicated
than simply applying evolutionary operators to a population; however, these models
allow EDAs to adapt to the structure of the problem, giving them an advantage over other
metaheuristics [18].

In the last decade, attention has been paid to the Boltzmann Probability Density Func-
tion (Boltzmann-PDF) [19] to the point of making it the probabilistic model of EDAs [20].
The Boltzmann-PDF emerged in the 19th century, in the area of physics for the field of
statistical mechanics, as a way to model the distribution of particles in their energy states

Px = P(x, β) =
1
Z

eβg(x), (5)

where Z is a normalization parameter known as “partition function”, and g(x) is the energy
of the states x and β = 1

T , with T the temperature of the system. Equation (5) shows that
there is a greater probability of the particles occupying the states of lower energy than those
of higher energy, and that it is less probable that they occupy more energetic states. Thus,
by coupling this Boltzmann-PDF to an EDA, the minimization of an “energy” function will
be sought through stochastic optimizations.

So far it can be inferred that it is simply enough to use the said PDF to solve any
optimization problem through an EDA. However, a significant problem arises: it is im-
possible to generate new possible solutions through the Boltzmann distribution since it
lacks parameters such as the mean and standard deviation. However, this problem can be
addressed by approximating the Boltzmann distribution to a Gaussian distribution, which
is defined as

Qx = Q(x; μ, ν) =
1√
2πν

exp

(
−1

2
(x − μ)2

ν

)
. (6)

That approximation is carried out by minimizing a measure of divergence between
the two PDFs with respect to the parameters of interest, which in this case would be those
of the Gaussian

(
μ, ν = σ2). The divergence measure to be used is the Kullback–Liebler

divergence (KL-divergence), which is given by the following equation:

DKL(Q, P) =
∫

x
Qx log

(
Qx

Px

)
dx. (7)

Then, a mathematical analysis associated with a minimization process and taking into
account the considerations as in [20] must be carried out, and selection operators that are
Boltzmann-based (μ, ν) can be obtained that will allow numerical calculations to be made
for the mean and standard deviation ,

μ ≈ ∑j g(xj)xj

∑j g(xj)
, (8)

and

ν ≈ ∑j g(xj)
(

xj − μ
)2

1 + ∑j g(xj)
. (9)

Once the selection operators have been determined, it will be possible to estimate new
individuals in subsequent generations during the evolutionary process. The steps to be
followed by the BUMDA are shown in the following Algorithm 1.
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Algorithm 1 MTA numerical modeling by BUMDA
Input: Population Size, Generations
Output: Pbest

1: Initialize Population (randomly real numbers)
2: Evaluate Population � Obtain fitness values
3: Sort fitness values
4: Elite Selection � Best individual is extracted
5: for gen 2 to Generations do
6: Compute the approximations to μ and ν
7: Generate a New Population, (n − 1 individuals) keeping the elite value from the last generation
8: Evaluate Population
9: Sort fitness values (Obtain New Best Fitness)

10: if New Best Fitness is better than Best Fitness then
11: Upload Best Solution
12: end if
13: end for
14: return Pbest

3. Proposed Method for the Numerical Modeling of the MTA

In order to improve the previous numerical modelings of the MTA, it is proposed to
use a polynomial fit by means of a linear combination of Jacobi polynomials [21] because,
throughout history, polynomials in general are considered adequate functions to carry out
fit of data sets [22–24].

3.1. MTA Segmentation

To perform the numerical modeling of the MTA, a binary segmentation step is required
in order to extract the thickest vessel from the background image. In this step, the multiscale
Gaussian matched filter (MGMF) [25] was applied on the set of retinal fundus images since
it presents suitable results in multiscale blood vessel segmentation. The method is governed
by the four parameters σ, κ, L, T, and the neural network architecture. The main idea of the
method is to approximate blood vessels by using a Gaussian profile as a matching template.
This template is formed by a Gaussian curve, which can be defined as follows:

G(x, y) = exp
(

x2 + y2

2σ2

)
, (10)

where σ controls the width of the vessel-like structures, L and T are the length and width
of the template, and κ is the number of oriented filters. In the present work, the MGMF
parameters were experimentally determined as sigma = [1.8, 2.2], L = 13, T = 15, κ = 12,
and the neural network was designed with 2 hidden layers with 3 and 8 hidden neurons,
respectively.

3.2. BUMDA and Jacobi Polynomials

A linear combination of the first four Jacobi polynomials has been proposed to build
the curve that models the MTA. The general expression for the fit function is given as

f (x; α, β) = C0 + C1 J(α,β)
1 (x) + C2 J(α,β)

2 (x) + C3 J(α,β)
3 (x) + C4 J(α,β)

4 (x) = C0 +
4

∑
i=1

Ci J
(α,β)
i (x), (11)

where J(α,β)
i is the i-th Jacobi polynomial, Ci the coefficients associated with each of them,

and α, β > −1. The search space for the coefficients that accompany each polynomial in the
general fit function was established in an interval of [−200, 200]. Likewise, the parameters
(α, β) had a search space in the interval (−1, 1].

The decision to take only the first four polynomials to generate the fit curve was based
on the fact that in previous papers the fit was made using a second degree curve so that
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when performing several experiments it was observed that a good fit was obtained through
curves generated by a fourth order function, that is, using only the first four polynomials.

Both, the set of coefficients Ci and the parameters (α, β) were determined using the
BUMDA algorithm since it has fast convergence and its computational cost is low. A brief
description of the operation of this type of algorithm is given below.

The BUMDA algorithm optimizes seven parameters: five coefficients corresponding
to the polynomial series and the two parameters associated with the determination of the
specific Jacobi polynomial.

The proposed method consists of the following steps: (1) the blood vessel segmenta-
tion of the retinal fundus image; (2) the skeletonization and extraction of the parameters
of interest; (3) the construction of the numerical model of the MTA from the extracted pa-
rameter and the evolutionary algorithm; and (4) demonstrating the best solution. Figure 1
shows a general scheme of the methodology proposed in this work to obtain the adjustment
function for the MTA.

Figure 1. MTA-modeling schematic diagram. (1) Segmentation of the MTA; (2) skeletonization
performance and data acquisition; (3) execution of the BUMDA algorithm with Boltzmann-based
selection operators to sample new solutions; and (4) solutions that best fit the MTA.

3.3. Evaluation Measures

Once the stop criteria are achieved (i.e., an optimal solution has been found), it is
necessary to analyze how close it is to the original data set; for this, two measures are
used—the mean distance to the closest point (MDCP) and the Hausdorff distance—since
they have been commonly used in literature to solve this problem.

30



Axioms 2023, 12, 137

MDCP calculates the average of the distances from each point (coordinate) of the
set obtained by the algorithm with respect to the original data set; this is mathematically
expressed as

MDCP(A, B) =
1
N

N

∑
i=1

DCP(ai, B), (12)

where N is the cardinality of the obtained set and DCP is the distance to the closest point,
which is calculated as

DCP(ai, B) = min||ai − bj||. (13)

On the other hand, the Hausdorff distance performs a calculation very similar to the
MDCP. The way in which the DCP is calculated is exactly the same; the change now occurs
in the fact that an average is not calculated, but rather the maximum value of the DCP
is taken.

H(A, B) = maxDCP(ai, B). (14)

Small values in both metrics ensure that the model generated by the algorithm at the
end of the evolutionary process is good enough.

The proposed method can be seen in summary form in Algorithm 2.

Algorithm 2 Proposed Method
Input: Fundus Image
Output: Best MTA fit

1: Load fundus image
2: Perform MTA segmentation
3: Skeletonization of the image to choose principal pixels
4: Execution of BUMDA-Jacobi Algorithm � Algorithm 1
5: Calculation of evaluation measures � MDCP and Hausdorff Distance
6: Return Best MTA fit

4. Experimental Results and Discussion

The BUMDA-Jacobi algorithm was coded and executed in MATLAB® R2021b running
on MacOS Catalina. The experiments were carried out with Intel®CoreTMi5-45706SM CPU
@ 2.9–3.6 GHz, and 16 GB RAM. For each of the twenty testing images in the DRIVE
database, thirty runs were performed with the intention of obtaining enough informa-
tion for subsequent statistical analysis. Based on several experiments carried out, the
starting configuration of the algorithm was set to 200 individuals in the population and
40 generations of evolution.

In Table 1, the mean, median, variance, and maximum and minimum values of the
results obtained for the MDCP, the Hausdorff distance, and the execution time of the thirty
executions of the best solution found by the BUMDA are reported.

Table 1. Statistical values obtained from 30 runs by the proposed method using the test set of 20 retinal
fundus images.

MDCP (px.) Hausdorff (px.) Time (s)

Mean 7.51 26.27 3.44
Median 6.17 21.29 3.43
Variance 16.30 190.91 0.001

Maximum 21.36 69.92 3.54
Minimum 4.34 14.43 3.4

Regarding convergence, Figure 2 shows the behavior of each of the 30 executions for
the MTA modeling. It can be seen that the optimal result is reached below generation 40.
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Figure 2. Convergence profile for the 30 runs by the proposed method using the test set of 20 retinal fundus
images.

For the distance values, Table 2 shows the results obtained from the best fit for the
MDCP and the Hausdorff distance together with the values reported in the literature.

Table 2. Mean Distance to the Closest Point and Hausdorff distance values for proposed method and
the methods reported in the literature for several types of modeling approximation for MTA.

Method MDCP (px.) Hausdorff (px.)
Mean ± Std. Mean ± Std.

General Hough 31.28 ± 0.00 64.49 ± 0.00
MIPAV 25.69 ± 0.00 59.91 ± 0.00

UMDA + SA 30.45 ± 12.94 105.8 ± 27.54
weigthed-RANSAC 7.40 ± 5.34 27.96 ± 17.66
Proposed Method 7.51 ± 4.1 26.27 ± 14.05

Table 3 shows the execution time used by each method; it is observed that the
UMDA + SA method is the one that requires the least time during its execution; how-
ever, the BUMDA method is less than two seconds above it, unlike the two others where
the time required is much longer.

Table 3. Execution time comparison of the MTA detection and numerical modeling.

Method Execution Time (s)

General Hough 4.7641 (per pixel)
MIPAV 230

UMDA + SA 1.68
weighted-RANSAC 9.93
Proposed method 3.4

Table 4 shows a comparison of the evaluation measures results of the existing methods
in the literature and the proposed method. The first column shows the compared method;
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in the second and third column, values for differences between the existing method and the
proposed method are calculated. The results for the weighted-RANSAC method are the
closest to those of the proposed method, having a better result in the MDCP value, with
0.11 px less. However, there is 1.69 px more for the Hausdorff distance.

Table 4. Comparison table for MDCP and Hausdorff distance between the four methods in literature
and proposed method.

Method Compared MDCP (px.) Hausdorff (px.)

General Hough 23.77 38.22
MIPAV 18.18 33.64

UMDA + SA 22.94 79.53
weigthed-RANSAC −0.11 1.69

In Table 5, the difference in the execution time between the proposed method and
the methods in the literature is presented. Regarding the general Hough method, since its
execution time is calculated per pixel, the total time is high compared to the other methods.
The negative value shown by the UMDA + SA method indicates this method is 1.72 s faster
than the proposed method.

Table 5. Difference for the execution time between proposed method and literature methods.

Method Compared Execution Time Difference (s)

General Hough very high
MIPAV 226.6

UMDA + SA −1.72
weighted-RANSAC 6.54

Figure 3 shows a subset of retinal fundus images overlapping the outline with the
numerical modeling. In each image, the MTA appears in white, and its best fit is represented
in green. Table 6 shows the polynomial series together with their coefficients for each image
of Figure 3.

Table 6. Fourth-order polynomial series for each MTA fit from images of Figure 3 (in order, left to
right and upper to bottom).

Image (α, β) Polynomial Serie

01_test (−0.6190,−0.6274) 154.37− 203.8Jα,β
1 + 139.89Jα,β

2 − 22.28Jα,β
3 + 36.52Jα,β

4

03_test (−0.8510,−0.7823) 138.51− 134.27Jα,β
1 + 172.28Jα,β

2 + 2.54Jα,β
3 + 32.49Jα,β

4

06_test (−0.5412,−0.9929) 148.23 − 6.32Jα,β
1 + 165.49Jα,β

2 − 16.78Jα,β
3 + 16.07Jα,β

4

07_test (−0.9687,−0.4990) 103.17 − 34.92Jα,β
1 + 125.34Jα,β

2 − 15.44Jα,β
3 3.98Jα,β

4

09_test (−0.9713,−0.1148) 102.76 − 67.39Jα,β
1 + 114.92Jα,β

2 − 5.16Jα,β
3 + 20.85Jα,β

4

12_test (−0.5027,−0.4413) 139.96 + 5.90Jα,β
1 + 137.52Jα,β

2 + 32.75Jα,β
3 + 14.43Jα,β

4

14_test (−0.6905,−0.9758) 134.44 − 8.25Jα,β
1 + 207.18Jα,β

2 + 6.35Jα,β
3 + 16.69Jα,β

4

16_test (−0.7432,−0.6318) 141.09 − 11.64Jα,β
1 + 195.86Jα,β

2 − 1.14Jα,β
3 + 8.98Jα,β

4

17_test (−0.9920,−0.4718) 81.91 − 88.11Jα,β
1 + 159.60Jα,β

2 − 1.82Jα,β
3 + 28.04Jα,β

4
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Figure 3. Numerical modeling on a subset of retinal fundus images.

The proposed method seeks to generate a numerical model that best fits the set of
pixels that make up the major temporal arcade in fundus images. Using a BUMDA-
type evolutionary algorithm, the coefficients and parameters associated with a linear
combination of the first four Jacobi polynomials were optimized. From the previous works
that have addressed this problem, the values of the MDCP and the Hausdorff distance
have been used to verify how good the model obtained is. The results generated for the
proposed method produce values of 22.94 and 79.53 pixels, respectively, below for the
fastest state-of-the-art method. Although the results for the measures values between the
proposed method and the weighted-RANSAC are very similar, the execution time is 6.53 s
faster for the BUMDA proposed.

On the other hand, the proposed method reaches convergence quickly, and as can be
seen in Figure 3, the model found is quite close to the MTA. Another important factor to
consider is the time used to generate the model; the proposed method requires an average
of 3.44 s, a particularly short time considering that one seeks to apply the method in the
clinic to patients during a consultation.

Knowing the functional expression for adjustment allows some type of mathematical
analysis to be carried out in such a way that more information can be extracted to help with
the diagnosis and monitoring of the type of eye disease presented by the subject whose
fundus images have been analyzed by the proposed method.

5. Conclusions

In this paper, the modeling of the Major Temporal Arcade in fundus images was carried
out using an evolutionary algorithm strategy with a linear combination of the first four
Jacobi polynomials. Here lies the novelty of this paper since the numerical modeling of the
MTA using any kind of polynomial has not been addressed in the literature. The proposed
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method consists of using a BUMDA algorithm for the determination of the five coefficients
of the polynomial series, in addition to the two parameters (α, β) associated with each
polynomial. Once the parameters were determined, the fit function obtained was evaluated
using two measures (the mean distance to the closest point (MDCP) and the Hausdorff
distance) in order to verify how close the fit was to the delineation made by the expert. The
results obtained were compared with four models from the literature. In the first instance,
the proposed method generated numerical models for the MTA in a very short time, only
3.4 s. Although the UMDA + SA method remained the fastest, the difference with the
proposed method was only 1.76 s; nevertheless the MDCP and Hausdorff distance values
were 22.94 and 79.53 pixels, respectively, higher than the proposed method. Additionally,
analyzing the results for the measurements of the MDCP and the Hausdorff distance
allowed for the verification of the high closeness of the numerical model generated by
the proposed method with respect to the original data set. With the proposed method,
it was possible to generate a good numerical model to be able to describe in the best
possible way the profile described by the MTA. For all of the above, the BUMDA method
for polynomial adjustment by Jacobi polynomials can be considered as a support tool for
the ophthalmologist for the diagnosis and treatment of diseases associated with diabetic
retinopathy and ROP.

Author Contributions: Conceptualization, J.A.S.-Á., I.C.-A.; Formal Analysis, J.A.S.-Á., I.C.-A.;
Investigation, I.C.-A., A.H.-A.; Supervision, M.A.H.-G., L.M.L.-M.; Validation, S.E.S.-M. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors thank CONACYT for the supporting granted for the post-doctoral
stay carried out by the author José Alfredo Soto-Álvarez.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

MTA Major Temporal Arcade
EDA Estimation of Distribution Algorithm
ROP Retinopathy of Prematurity
MDCP Mean Distance to the Closest Point
RGB Red, Green, Blue
BUMDA Boltzmann Univariate Marginal Distribution Algorithm
PDF Probability Density Function
KL Kullback - Liebler
DCP Distance to the Closest Point
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Abstract: The crypto and digital assets ecosystems have attracted investment, regulators, and spec-
ulators to their environment. As the blockchain-based framework can reduce transaction costs,
generate distributed trust, and enable decentralized platforms, it has become a potential new base for
decentralized business models. Previous studies have highlighted the advantages and drawbacks of
each platform, such as interest rates, cost concerns, transparency issues, hacking issues, and hazards.
Consequently, it is challenging for investors to evaluate the cryptocurrency trading system which
determines the optimum exchanges and crucial aspects. Therefore, in order to rank the optimal digital
token trading system, this paper develops an evaluation architecture to determine the various token
trading systems. The developed architecture integrates fuzzy theory and the best-worst method
(BWM) into the decision-making process to assess decision behaviors regarding preference for digital
token trading systems in investors in Taiwan. First, this work establishes the views and parameters
by modifying the Delphi method based on a literature review and survey. Second, the fuzzy-BWM is
applied to obtain the fuzzy weights of the views and parameters. Then, defuzzification and BWM are
used to rank the optimal alternatives of the digital token trading systems for investors. The results
indicate that the optimal digital token trading system is the decentralized platform, and the critical
parameters are gas fees, interest rates, and the mechanism of savings under fuzzy uncertain scenarios.
This means that when considering the uncertain and ambiguous characteristics of the expert decision
process in digital token trading systems, the evaluation is decentralized and the gas fees are the most
important parameter in the digital token investment platform. Academically, the fuzzy BWM-based
decision-making architecture can provide corporations and investors with valuable guidance to rank
the optimal digital token trading systems based on fuzzy uncertain scenarios. Commercially, the
proposed architecture could provide corporations and investors with a useful model to measure the
optimal digital token trading system.

Keywords: cryptocurrency trading system; fuzzy sets; modified Delphi method; best-worst method
(BWM); fuzzy best-worst method (FBWM); blockchain

MSC: 90B50; 90C70; 91B06

1. Introduction

The crypto and digital assets ecosystems have attracted investment, regulators, and
speculators to their environment. Chen and Bellavitis (2020) indicated that the blockchain-
based framework can reduce transaction costs, generate distributed trust [1], and enable
decentralized platforms, thus becoming a potential new base for decentralized business
models. This means that they were interested in developing a new economic system and
business models for trade and investment. From a financial point of view, the blockchain
was initially developed as the technology behind cryptocurrencies such as Bitcoin. Tapscott
and Tapscott (2017) stated that the worldwide distributed ledger runs on millions of devices
and can record everything with value [2]. Zhang et al. (2020) suggested that the blockchain
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system can securely store transactions, such as digital cryptocurrencies, data/information
regarding debt, copyrights, shares, and digital assets [3]. The CoinMarketCap website
shows the rising market of the cryptocurrency field, where its total market capital in
August of 2020 [4] was over 366 billion USD, and the ten main market shares and relevant
cryptocurrency criteria were detailed in Table 1. The Libra association (2019) expressed that
numerous companies have invested in digital tokens and accept them as major commercial
instruments [5].

Table 1. The top 10 on market capitals of cryptocurrencies in 2020.

Rank Name Market Cap Price Volume Circulating Supply

1 Bitcoin $219,679,310,494 11,889.05 27,330,559,813 18,477,450 BTC

2 Ethereum $53,740,791,220 477.99 19,321,812,596 112,431,030 ETH

3 XRP $13,468,921,708 0.30 1,858,933,164 44,994,863,318 XRP

4 Tether $13,459,127,857 1.00 50,455,204,000 13,430,692,319 USDT

5 Chainlink $5,630,358,881 16.09 1,483,004,097 350,000,000 LINK

6 Bitcoin Cash $5,362,817,506 289.78 1,825,084,351 18,506,269 BCH

7 Litecoin $4,108,015,224 62.85 2,726,870,502 65,364,257 LTC

8 Bitcoin SV $3,731,654,286 201.66 913,662,559 18,504,883 BSV

9 Binance Coin $3,658,101,413 25.33 549,692,320 144,406,560 BNB

10 Crypto.com Coin $3,578,866,307 0.18 82,320,135 19,733,333,333 CRO

Source: CoinMarketCap [4].

Chen and Bellavitis (2020) proposed that merchants can considerably reduce their costs
and increase their profitability due to the low transaction fees of cryptocurrency [1]. For
investors, initial coin offerings (ICOs) have emerged as an innovative funding mechanism for
the early stage ventures of investors which allows startups and innovators to raise billions
of dollars from global investors [6]. This indicates that different digital asset exchanges are
available worldwide and can be accessed. The operational features of digital asset investment
platforms (exchanges) are disassembled into three styles: (1) decentralized exchanges [7–14],
(2) centralized exchanges [7–10,12], and (3) margin lending exchanges [7,8].

Ivaniuk (2020) indicated that the purpose of decentralized trading systems is to provide
direct person-to-person trades for individuals without the need for a middleman, meaning
that it is entirely administered and maintained by software [7]. Popular decentralized
trading systems such as Compound and Dharma have some distinctions between them.
Dharma has a set interest rate, while Compound has a fluctuating interest rate. The deposit
restriction is a time deposit for Dharma and current in Compound, meaning that the
Compound platform has a mechanism for compounding interest, whereas Dharma does
not. Thus, the accompanying currencies on the two platforms are also different. According
to the DeFi Market Cap website, the market for decentralized tokens is growing, with
an overall market capitalization total of more than 170 billion USD [15]. Table 2 displays
the top ten market capitalizations on decentralized exchanges, as well as their respective
token requirements. Investors may benefit from decentralization trading platforms in
several ways, including transparency, anonymity, peer-to-peer cryptocurrency networks,
no inflation, and open-source cryptocurrency mining. Meanwhile, the downsides include
the potential for money laundering, terrorist activities, illegal activity financing, and the lack
of a central issuer, meaning that there is no legal formal body to guarantee in the event of
bankruptcy [1,16,17]. Previous studies of the decentralized applications ecosystem focused
on analyzing possible problems and providing solutions for the decentralized applications
ecosystem [1,18], blockchain technology applications [19–22], the examination of business
models, and their implementation on the decentralized trading platform [1,14,23–25].
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Table 2. The top 10 on market capitals of decentralized trading systems in 2020.

Rank Name Market Cap Price Circulating Supply

1 UMA Voting Token v1 $1,463,396,629 $26.86
54,475,686

UMA

2 Compound Dai $1,016,510,374 $0.02
48,829,509,452

cDAI

3 Yearn.finance $1,014,590,443 $33,860.99
29,963

YFI

4 EthLend Token $941,993,746 $0.75
1,256,361,932

LEND

5 Synthetix Network Token $871,275,367 $7.45
116,890,573

SNX

6 Compound $773,709,650 $240.09
3,222,544
COMP

7 Curve Y Pool $686,504,604 $1.05
655,355,323

yCrv

8 Maker $643,939,815 $713.89
902,021
MKR

9 Ampleforth $505,359,342 $2.40
210,465,977

AMPL

10 Compound Ether $472,244,935 $9.55
49,443,723

cETH

Source: DeFi Market Cap [15].

Centralized exchanges, which are online marketplaces for purchasing and selling
bitcoins, are one of the most crucial means of trading for most cryptocurrency investors. In
order to ease trade, the centralized trading system contains middlemen, such as businesses,
that function as proxies [26]. This concept relates to the employment of an intermedi-
ary or third party to facilitate transactions, wherein buyers and sellers alike entrust their
possessions to middlemen that perform fiat-to-cryptocurrency and crypto-to-crypto ex-
changes through the centralized exchange ecosystem [27]. According to Arslanian and
Fischer (2019), a user may deposit fiat money into their e-wallet (e.g., USD, EUR, and JPY)
and convert it to the selected crypto-asset via a fiat-to-cryptocurrency converter [27]. The
crypto-to-crypto exchange does not include fiat currencies and solely allows the exchange
of one crypto-asset for another. The members of the centralized trading ecosystem, such as
NEXO and Celsius, also have certain differences between them. Celsius has a fluctuating
interest rate, whereas NEXO has a fixed interest rate. The interest is paid daily in NEXO,
whereas in Celsius, the interest is paid weekly. According to the CoinGecko website, there
are more than 70 million USD market capitals in the NEXO system [28], while the Celsius
network has over 174 million USD in market capitalization [29]. As a result, the centralized
trading ecosystem is an essential vehicle for digital currency transactions. Shapiro (2018)
demonstrated that the centralized approach benefits both market participants and regula-
tors, as traders and investors need not be concerned with execution details or counterparty
default risk [30]. This means that they can obtain the benefits from liquidity, as provided
by market makers on the centralized trading exchange, and custodians can be relied on
by regulators for rule enforcement, accountability, and information reporting [30]. Never-
theless, centralized trading exchanges have several drawbacks, such as costs [30], hacking
activities and financial mismanagement by custodians, that lead to insolvency, employee
operational failures, and sudden account freezes [12]. Furthermore, because centralized
financial organizations must safeguard their centralized ledgers by limiting access, central-
ized finance cannot have complete transparency [1]. Prior research on centralized finance
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mostly emphasized price discovery [31,32], examination of risk exposure [33,34], and the
volatility of digital tokens [35–37].

In light of the literature on the most recent token trading ecosystem, the hybrid trading
system, we can conclude the following. The EtherDelta system is more akin to a hybrid
architecture [13]. The benefits of the centralization and decentralization ecosystem are
combined in the hybrid trading ecosystem. While all transactions were always carried
out through calling operations in smart contracts, hybrid systems address the problem of
trade discovery by keeping a centralized order management database. Nevertheless, the
high price of gas fees and confirmation of transactions delay brought on by such frequent
on-chain transactions is not resolved by hybrid exchanges. This would be particularly
pertinent for cryptocurrency dealers who trade frequently, since more cryptocurrency
transactions cause higher gas prices and longer transaction confirmation times. Therefore,
hybrid trading systems do not address the possible transaction congestion issue created by
too many simultaneous transactions [13].

With the emergence of blockchain technology in cryptocurrency, an increasing number
of investors are paying attention to crypto concerns, such as Bitcoin, Ethereum, and Ripple.
According to the above literature review, this study summarized three different types of
exchanges in the digital token trading ecosystem: a centralized system, a decentralized
system, and a hybrid system. Based on the foregoing arguments, several studies have
highlighted the advantages and drawbacks of each platform, such as interest rates, cost
concerns, transparency issues, hacking issues, and hazards. Consequently, evaluating
a cryptocurrency trading system for investors is challenging, as is determining the op-
timum exchanges and crucial aspects. Moreover, numerous traders in digital assets do
not evaluate the cryptocurrency trading system before adding cryptocurrencies to their
portfolios, which entails significant financial risks. Previous works on cryptocurrencies
focused on price forecasting [21–31,38], examination of risk exposure [33,34], the volatility
of digital tokens [35–37,39], and risk problems in tokens [40–42]. Even though there is an
increasing amount of material available regarding the cryptocurrency field, solutions to the
issue of the optimal cryptocurrency trading platform and important assessment criteria for
token traders have not been found. To date, no research has produced a comprehensive
framework for investors during decision-making processes when evaluating the optimal
cryptocurrency trading platform, the critical critera, or the digital asset traders in Taiwan.
This means that they frequently lack objective scientific decision-making procedures when
assessing the ideal cryptocurrency trading platform; thus, the risks of using an inappro-
priate token exchange are quite significant. Therefore, the goal of this investigation is
to establish an evaluation framework based on a scientific decision-making process for
obtaining the optimal cryptocurrency trading platform and critical criterion.

In order to establish a framework and obtain the optimal solution, the multi-criteria
decision-making (MCDM) process was adopted to evaluate the optimal cryptocurrency
trading platform and critical criterion [43–47]. The literature has demonstrated that the
analytic hierarchy process (AHP) approach can solve optimization problems [48–50]. While
AHP is quite popular in various industries, it requires the use of a pairwise comparison
matrix, which requires additional indications, meaning the evaluation process would be
more complicated. Therefore, Rezaei (2015) and Rezaei (2016) presented a novel MCDM
methodology, known as the best-worst method (BWM) [51,52], which may simplify the
complicated process of the AHP method and provide the ideal alternative and criterion
weights through MCDM planning. Furthermore, one of the benefits of the BWM method is
that it is a powerful way to identify the parameter weights of MCDM problems [53–56].
Omrani et al. (2020) integrated data envelopment analysis (DEA) with a BWM model
to analyze the efficiency of road safety [57], while Malek and Desai (2019) proposed a
BWM model to evaluate sustainable manufacturing hurdles [58]. Kheybari et al. (2019)
implemented the BWM process to evaluate a bioethanol factory site [55]. However, despite
its advantages, the BWM model cannot fully address the inherent uncertainties and impre-
cisions associated with translating decision makers’ impressions into accurate figures [59].
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According to Ayhan (2013) and Khan et al. (2019), unclear and ambiguous specialist judg-
ments lead to greater complexities, which implies that numerical prediction is much more
difficult for humans than qualitative prediction [60,61]. Thus, Güngör et al. (2009) proposed
that fuzzy features could aid in translating human qualitative expressions into meaningful
numerical forecasts [62]. Akram and Niaz (2022) determined an attribute group decision-
making method that combines compromise solutions (COCOSO) with criteria importance
through inter-criteria correlation (CRITIC) into Fermatean fuzzy numbers, which can solve
uncertain issues in valve selections [63]. Mahmood and Ali (2022) indicated that decision-
making involves erratic conditions and uncertainties [64]. They developed the complex
single-valued neutrosophic with a prioritized Muirhead mean (PMM) (CSVNPMM) op-
erator and a CSVN prioritized dual Muirhead mean (PDMM) operator based on a fuzzy
environment to deal with MADM problems. Therefore, to reduce the uncertainties and
imprecisions in this paper, this study integrated a fuzzy model and the BWM process to
provide an assessment architecture for prioritizing, in which expert comparison judgments
were represented by fuzzy triangular numbers. The evaluation architecture in this study
is a fuzzy variation of BWM, and its usefulness is demonstrated by numerical examples.
Based on previous reports and interviews with financial specialists, including investors and
financial academics, this study employed the modified Delphi technique and fuzzy-BWM
to establish an assessment architecture capable of determining the optimal cryptocurrency
trading system and critical parameters in Taiwan for investors.

Consequently, this work integrated the fuzzy concept with the BWM process to calcu-
late the weights of the perspectives and elements in the digital asset market for investors or
businesses, and then assigned an appropriate relative weight to each view and parameter
within the fuzzy-BWM architecture in order to obtain suitable alternatives. Regarding
academic works, the fuzzy-BWM decision-making architecture may provide significant
recommendations to investors or companies to determine the optimal cryptocurrency trad-
ing system for their investment projects in cryptocurrency areas. Regarding commercial
works, the proposed architecture can provide administrators with a valuable instrument to
determine the optimal cryptocurrency trading system and critical parameters for investors
or corporations in Taiwan.

This work is constructed in three sections. Section 1 explains the evaluation architec-
ture, including the modified Delphi method, BWM, and fuzzy-BWM. Section 2 presents the
findings of the empirical investigation. Finally, Section 3 offers our remarks and conclu-
sions.

2. Evaluation Architecture

Expert opinions were produced using the modified Delphi technique, which highlights
the procedure determinants, examines the weighted parameters, and ranks opinions using
the fuzzy-BWM framework. The modified Delphi technique, fuzzy ideas, and BWM
assessment processes are as follows (see Figure 1).

2.1. Modified Delphi Method

According to Wu et al. (2007), the Delphi technique proceeds as follows [65]: (I) determine
the anonymous professionals; (II) present the questionnaire survey with the first round;
(III) present the questionnaire survey with the second round; (IV) present the questionnaire
survey after the third round; and (V) collect suggestions from professionals to reach an
agreement. Steps (III) and (IV) are typically performed when a specific issue is resolved [66].
All the survey’s common perspectives were determined according to the literature review
and expert interviews. The modified Delphi approach was used to replace the regularly
utilized open-style inquiry in step (II) [66]. Additionally, Hasson and Keeney (2011) recom-
mended the number of professional practitioners to be between five and nine [67].

41



Axioms 2023, 12, 209

Figure 1. The evaluation processes.

2.2. Best-Worst Method (BWM)

Rezaei (2015) and Rezaei (2016) presented the BWM, which has five phases for evalu-
ating weights in a decision issue [51,52]. The BWM method has been effectively used in
various research topics, such as measuring an optimal location [55], quantifying the hurdles
to sustainable manufacturing [58], and evaluating logistics performance indicators [54].
The BWM’s five phases are presented as follows [51,52]:

Phase 1. Definition of a set of decision parameters

In the first phase, the decision variables {C1, C2, C3, . . . Cn} must be determined to ar-
rive at a conclusion, and the parameters that should be utilized to assess the alternatives are
evaluated. The modified Delphi approach was used in this study to obtain the assessment
parameters for rating the optimal cryptocurrency trading system for Taiwanese traders,
and can be presented at distinct levels.

Phase 2. Best parameter and worst parameter

The second phase selects the best parameter (the most important parameter) and
the worst parameter according to the experts, but does not evaluate the values of the
parameters and alternatives.

Phase 3. Confirmation of the preference in best-to-others (BO)

In Phase 3, participants ranked their preferences on a scale of 1 to 9, with 1 representing
equal importance and 9 indicating that the best parameter is more essential than the
remaining parameters. The resulting BO vector is as follows.

Ab = (ab1, ab2, . . . abn) (1)

where abj represents that the preference of b over j and abb = 1.

Phase 4. Confirmation of the preference in others-to-worst (OW)

In Phase 4, participants chose a number between 1 to 9 that denotes their preference for
all other factors over the criterion chosen as the least important, with 1 representing equal
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importance and 9 denoting that the parameter in the issue is significantly more essential
than the least important parameter. The resulting OW vector is as follows.

Aw = (a1w, a2w, . . . anw)
T (2)

where ajw denotes that the preference of j over w and aww = 1.

Phase 5. Determine the synthesis weights

In phase 5, the synthesis values
(
w∗

1, w∗
2, w∗

3, . . . , w∗
n
)

were determined. The synthe-
sized value for such linear system is one that minimizes the largest absolute difference for

the set (
∣∣∣Wb

Wj
− abj

∣∣∣, ∣∣∣ Wj
Ww

− ajw

∣∣∣). The sum of all the weights should equal one, and no value
may be negative, thus prompting the subjects to decide on the best answer.

min maxj

{∣∣∣∣∣Wb
Wj

− abj

∣∣∣∣∣,
∣∣∣∣∣Wb

Wj
− abj

∣∣∣∣∣
}

(3)

Subject to
∑
j

wj = 1

wj ≥ 0, for all j.

This problem is solvable by converting it to a linear programming problem (4).

min ζL (4)

Subject to ∣∣∣wb − abjwj

∣∣∣ ≤ ζL, for all j∣∣wj − ajwww
∣∣ ≤ ζL, for all j

∑
j

wj = 1

wj ≥ 0, for all j

Through the outcome of this linear programming issue (4), the optimal weight and
ζL are obtained. The consistency rate of the comparison system is denoted by ζL, and
a consistency rate value close to 0 indicates that the participants’ pairwise comparisons
are consistent.

We use the following formula to ensure the consistency ratio of the comparisons:

Consistency Ratio =
ζL

Consistency index
(5)

Table 3 shows the consistency index.

Table 3. The consistency index (CI).

abw 1 2 3 4 5 6 7 8 9

CI (max ζ) 0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23

Source: Rezaei [51].

2.3. Fuzzy-BWM

The BWM model, as proposed by Rezaei in 2015 [51], can improve the complexity
problem of an AHP model based on a multi-objective programming concept to analyze the
optimal solution and critical factors. While BWM can improve decision-making efficiency,
it is unable to effectively address the inherent uncertainties and imprecisions involved with
translating decision makers’ views into exact numbers [59]. In order to describe the uncer-
tainties generated by imprecise and confusing human cognitive processes, Zadeh (1965)
created the fuzzy set theory [68]. Negoita (1985) and Zimmermann (1985) proposed that
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the theory’s fundamental concept of fuzzy logic in each parameter includes a membership
degree in a fuzzy system, meaning it has the advantage of quantitatively capturing uncer-
tainty and ambiguity. Therefore, this study integrated the fuzzy theory in the BWM model
to solve the uncertainty field [69,70].

This study adopted triangular fuzzy numbers (TFNs) to indicate preferences for one
criterion over another. Figure 2 depicts the structure of TFNs, while Table 4 depicts the
membership function. The fuzzy-BWM assessment phases are as follows.

Figure 2. Triangular fuzzy numbers.

Phase 1. Definition of a set of decision parameters

In the first phase, the decision parameters {C1, C2, C3, . . . Cn} must be determined in
order to arrive at a conclusion, and the parameters that assess the alternatives are evaluated.

Phase 2. Confirm the best parameter and worst parameter

The second phase confirms the best parameter (the critical important parameter) and
worst parameter according to experts, where CB is the definition of the best parameter and
CW is the worst parameter.

Phase 3. Evaluating fuzzy reference comparisons for the best and worst parameters

Table 4 illustrates the linguistic scale of the fuzzy system, which makes it possible to
confirm the fuzzy preferences of the best parameter over all other parameters. The final
fuzzy best-to-others (FBO) vector obtained is:

ÃB = (α̃B1, α̃B2, . . . , α̃Bn)

ÃB indicates the FBO vector; α̃Bj indicates the best parameter in fuzzy CB over param-
eter j, j = 1, 2, . . . , n. Therefore, the fuzzy preference of α̃BB is (1, 1, 1).

Table 4 presents the fuzzy inference scale, where all parameters above the worst
parameter of fuzzy preferences were examined. The resulting fuzzy others-to-worst (FOW)
vector is:

ÃW = (α̃1W , α̃2W, . . . , α̃nW)

ÃW indicates the FOW vector; α̃iW indicates parameter i in the fuzzy preference over
the worst parameter CW, i = 1, 2, . . . , n. Therefore, the fuzzy preference of α̃WW is (1, 1, 1).

Phase 4. Evaluation of the synthesis fuzzy weights and consistency ratio

This process was applied to evaluate the synthesis fuzzy weights, where Equation (6)
was applied to obtain the fuzzy weights.

min maxj

{∣∣∣∣∣W̃B

W̃j
− α̃Bj

∣∣∣∣∣,
∣∣∣∣∣ W̃j

W̃w
− ãjw

∣∣∣∣∣
}

(6)
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Subject to
n
∑

j=1
R
(
w̃j
)
= 1

llw
j ≤ mmw

j ≤ uuw
,

llw
j ≥ 0

j = 1, 2, . . . , n

where W̃B =
(
llw

B , mmw
B , uuw

B
)
, W̃j = (llw

j , mmw
j , uuw

j ), W̃w = (llw
w , mmw

w, uuw
w),

α̃Bj =
(
llBj, mmBj, uuBj

)
, α̃jw =

(
lljw, mmjw, uujw

)
.

Equation (6) can transfer to the following nonlinearly optimization model.

min ξ (7)

Subject to ∣∣∣∣ W̃B
W̃j

− ãBj

∣∣∣∣ ≤ ξ∣∣∣∣ W̃j

W̃w
− ãjw

∣∣∣∣ ≤ ξ

∑n
j=1 R(w̃j) = 1

llw
j ≤ mmw

j ≤ uuw
,

llw
j ≥ 0

j = 1, 2, . . . , n

where ξ =
(
llξ , mmξ , uuξ

)
; suppose ξ∗ = (k∗, k∗, k∗), k∗ ≤ llξ , then Equation (7) can

transfer as:

min ξ∗ (8)

Subject to ∣∣∣ llw
B mmw

B uuw
B

llw
W mmw

W uuw
W
− (

llBj, mmBj, uuBj
)∣∣∣ ≤ (k∗, k∗, k∗)∣∣∣∣ llw

j mmw
j uuw

j
llw

W mmw
W uuw

W
− (

lljW , mmjW , uujW
)∣∣∣∣ ≤ (k∗, k∗, k∗)

n
∑

j=1
R
(
w̃j
)
= 1

llw
j ≤ mmw

j ≤ uuw
,

llw
j ≥ 0

j = 1, 2, . . . , n

This work employed the defuzzification process of Chen and Hsieh (2000), meaning
the graded mean integration representation (GMIR) model, to identify the fuzzy synthesis
results of TFN and obtain the crisp weight [71].

R
(ãi)

=
lli + 4mmi + uui

6
(9)

R
(ãi)

represents the ranking of TFN. The crisp weights of the fuzzy preference results
were obtained through Equation (9).

Finally, as the sum of the defuzzification weights of each criterion is not equal to 1, the
defuzzification weights must be normalized to a new weight (NW).

The formula of NW is:

NWi =
R
(ãi)

∑n
i=1 R

(α̃)

(10)

where NWi is the weight of fuzzy-BWM in each criterion.
The consistency ratio (C.R.) for fuzzy-BWM is a significant measure for determining

the degree of consistency in pairwise comparisons (see Equation (5)). Guo and Zhao (2017)
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presented the fuzzy-BWM’s consistency index (CI), as shown in Table 5 [72]. This study
integrated the C.R. ratio in [72,73] to examine the obtained C.R.

Table 4. Transformation rules of linguistic scale.

Linguistic Terms Membership Function

Equally importance (EI) (1, 1, 1)
Weakly important (WI) (2/3, 1, 3/2)

Fairly Important (FI) (3/2, 2, 5/2)
Very important (VI) (5/2, 3, 7/2)

Absolutely important (AI) (7/2, 4, 9/2)
Source: Guo and Zhao [72].

Table 5. Consistency index for fuzzy-BWM.

Linguistic Terms
Equally

Importance (EI)
Weakly Important

(WI)
Fairly Important

(FI)
Very Important

(VI)
Absolutely

Important (AI)

α̃BW
Consistency index

(1, 1, 1)
3.00

(2/3, 1, 3/2)
3.80

(3/2, 2, 5/2)
5.29

(5/2, 3, 7/2)
6.69

(7/2, 4, 9/2)
8.04

Source: Guo & Zhao [72] and Liang et al., [73].

Phase 5. Rank the fuzzy-BWM weights

A selection of solutions can be shown in a preference list in the descending order
of NWi.

3. Case Study

This study developed parameters for evaluating the optimal cryptocurrency trading
systems and crucial parameters for investors in Taiwan, and then determined a suitable
relative weight for each criterion according to the fuzzy-BWM architecture. By doing so,
the optimal cryptocurrency trading systems were ranked and the research architecture
was constructed, as shown in Figure 3. Based on the fuzzy-BWM algorithm, the modified
Delphi technique was applied to create an assessment architecture for analyzing the ideal
cryptocurrency trading systems and criteria in Taiwan. The following are the phases of the
proposed model:

Phase 1. Definition of a set of decision parameters

When constructing a research model, a broad agreement in line with the literature
review should be obtained among specialists [74,75]. Hasson and Keeney (2011) recom-
mended the number of practitioners to be between five and nine [67]. This phase was
intended to collect the parameters through a literature review, and the seven specialists
enrolled in this study included two investors of digital tokens in the commercial field, three
scholars in the financial technology field, and two government experts. The goal of this
study is to obtain the optimal cryptocurrency trading system and essential parameters for
Taiwan, followed by four assessment views that include the cost perspective (CP), bene-
fit perspective (BP), technology perspective (TP), and risk perspective (RP). Meanwhile,
the 15 parameters in this study are gas fees (GF), withdrawal costs (WC), time costs of
transaction (TCT), mechanism of savings (MS), interest rate (IR), returns of stablecoins
(RST), mechanism of withdrawal (MW), regulated exchanges and providers (REP), the
number of support coins (NSC), degree of difficulty in operation (DDO), risk of smart
contract execution (RSCE), risk of operational security (ROS), risk of legal and regulatory
issues (RLR), risk of volatility in token price (RVTP), and risk of collapse (ROC). The final
cryptocurrency trading system is illustrated in Figure 3, and the data sources are shown
as follows.
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Figure 3. The research framework to evaluate the optimal cryptocurrency trading systems and
critical parameters.

The assessment factors and parameters were implemented to determine the optimal
cryptocurrency trading system and essential parameters in Taiwan as follows.

1. CP:

1.1 GF [1,76,77]: the maker and taker’s commissions on the cryptocurrency
trading system.

1.2 WC [78]: the trading system’s withdrawal costs for digital tokens.
1.3 TCT [76,79]: the trading system’s deposit/withdrawal speed and efficiency for

digital tokens.

2. BP:

2.1 MS: various saving mechanisms, including current deposit and timed deposit,
within the cryptocurrency trading system.

2.2 IR: the various levels of interest rates, such as fixed and variable rates, within
the cryptocurrency trading system.

2.3 RST [80]: the internal rate of return of a pegged token within a system for
digital token trading.

3. TP:

3.1 MW: the many withdrawal mechanisms in cryptocurrency trading systems,
such as slowly, promptly, and immediately, by trader payback.

3.2 REP [81]: the many types of regulated trading systems and service providers
in cryptocurrency trading systems, such as smart contracts, Bitgo, and Gemini.

3.3 NSC [80]: each cryptocurrency trading system has a distinct scale of tokens.
3.4 DDO [76,82]: the user experience and user interface of many trading systems,

such as operation speed and transaction process complexity.

4. RP:

4.1 RSCE [83]: the security concerns associated with smart contracts, including
code flaws and hacking.

4.2 ROS [83,84]: The admin keys enable a specific set of people to update contracts
and undertake emergency actions. If keyholders do not create or preserve their
keys securely, malevolent third parties may gain access to them.

4.3 RLR [76,85]: the uncertainty of regulations in the digital assets market.
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4.4 RVTP [76,84]: the level of volatility in token prices within the trading systems.
4.5 ROC [76]: the threat that the trading system for digital currencies may collapse

due to a low transaction volume, liquidity issues, and exit fraud.

5. Cryptocurrency trading system:

5.1 Decentralization of the trading system [7–12,14]: This trading system was
designed to provide direct person-to-person trades for individuals without
the need for a middleman, and it is administered and maintained entirely by
smart contracts, which reduces the possibility of exit fraud. However, the
fundamentals are fraught with ambiguity.

5.2 Centralization of the trading system [7–10,12]: This trading system denotes the
employment of a middleman or third party to facilitate transactions, meaning
both buyers and sellers alike entrust their possessions to this middleman.
While the volume and liquidity of transactions are steady, the hazards of
security and fraud concerns are greater for investors.

5.3 Hybrid trading system [7,8,12]: The hybrid trading system integrates the
benefits of decentralized and centralized ecosystems. However, hybrid trading
systems do not address the issues of high gas fees or transaction confirmation
delays, as caused by frequent on-chain transactions.

Phase 2. Confirm the best parameter and worst parameter

This phase confirms the best and worst parameters via seven experts. These experts
include two investors of digital tokens in the commercial field, three scholars in the financial
technology field, and two government experts. The best and worst parameters could
be different according to the perceptions of experts. Table 6 shows the best and worst
parameters based on the opinions of each expert.

Table 6. The best and worst parameters.

Specialties
Views

Parameters

TP CP BP RP

Worst Best Worst Best Worst Best Worst Best Worst Best

A TP BP REP NSC GF TCT ROS IR RLR ROC
B TP RP NSC DDO GF TCT ROS IR RLR ROC
C CP RP MW REP WC TCT ROS IR RSCE ROC
D TP BP MW NSC TCT GF MS ROS ROC RLR
E TP CP REP MW WC GF MS ROS RVTP ROS
F CP BP REP MW WC GF MS IR RLR ROC
G TP BP REP DDO WC GF MS IR RLR ROC

Source: expert results of this study.

Phase 3. Evaluating fuzzy reference comparisons for the best and worst parameters

In line with the linguistic scale of the fuzzy system, as shown in Table 4, it is feasible to
validate the best parameter’s fuzzy preferences over all other parameters. Then, the fuzzy
best-to-others (FBO) and fuzzy others-to-worst (FOW) values were computed. Table 7
displays the FBO and FOW results, meaning that it is possible to obtain the outcomes of
fuzzy preferences of all parameters over the worst parameter. The FOW vectors were then
validated, and Table 8 displays the FOW results.
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Table 7. The FBO vectors.

Specialties
Fuzzy Preferences of the Best Parameter over All the Views

TP CP BP RP

A (7/2, 4, 9/2) (2/3, 1, 3/2) (3/2, 2, 5/2) (1, 1, 1)
B (1, 1, 1) (5/2, 3, 7/2) (3/2, 2, 5/2) (1, 1, 1)
C (7/2, 4, 9/2) (3/2, 2, 5/2) (1, 1, 1) (3/2, 2, 5/2)
D (7/2, 4, 9/2) (3/2, 2, 5/2) (1, 1, 1) (2/3, 1, 3/2)
E (7/2, 4, 9/2) (1, 1, 1) (3/2, 2, 5/2) (2/3, 1, 3/2)
F (3/2, 2, 5/2) (7/2, 4, 9/2) (1, 1, 1) (3/2, 2, 5/2)
G (5/2, 3, 7/2) (2/3, 1, 3/2) (1, 1, 1) (3/2, 2, 5/2)

Source: expert results of this study.

Table 8. The FOW vectors.

Specialties
Fuzzy Preferences of All Views over the Worst Parameter

TP CP BP RP

A (1, 1, 1) (5/2, 3, 7/2) (2/3, 1, 3/2) (7/2, 4, 9/2)
B (7/2, 4, 9/2) (1, 1, 1) (3/2, 2, 5/2) (5/2, 3, 7/2)
C (1, 1, 1) (3/2, 2, 5/2) (5/2, 3, 7/2) (2/3, 1, 3/2)
D (1, 1, 1) (3/2, 2, 5/2) (7/2, 4, 9/2) (2/3, 1, 3/2)
E (1, 1, 1) (7/2, 4, 9/2) (2/3, 1, 3/2) (3/2, 2, 5/2)
F (3/2, 2, 5/2) (1, 1, 1) (7/2, 4, 9/2) (3/2, 2, 5/2)
G (1, 1, 1) (5/2, 3, 7/2) (7/2, 4, 9/2) (3/2, 2, 5/2)

Source: expert results of this study.

Phase 4. Evaluation of the synthesis fuzzy weights and consistency ratio

This phase evaluates the synthesis fuzzy weights based on the TFNs. Equation (5)
was employed to obtain the fuzzy weights, and the results are as follows. To reduce the
complexity of the case study, Expert 1 was taken as an example to illustrate this phase,
where Equation (11) is the fuzzified results of Expert 1′s opinion.

mink∗ (11)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−k ∗ uu3 ≤ ll4 − 3.5 ∗ uu3 ≤ k ∗ uu3
−k ∗ mm3 ≤ mm4 − 4 ∗ mm3 ≤ k ∗ mm3

−k ∗ ll3 ≤ uu4 − 4.5 ∗ ll3 ≤ k ∗ ll3
−k ∗ uu1 ≤ ll4 − 0.67 ∗ uu3 ≤ k ∗ uu1

−k ∗ mm1 ≤ mm4 − 1 ∗ mm3 ≤ k ∗ mm1
−k ∗ ll1 ≤ uu4 − 1.5 ∗ ll3 ≤ k ∗ ll1

−k ∗ uu2 ≤ ll4 − 1.5 ∗ uu3 ≤ k ∗ uu2
−k ∗ mm2 ≤ mm4 − 2 ∗ mm3 ≤ k ∗ mm2

−k ∗ ll2 ≤ uu4 − 2.5 ∗ ll3 ≤ k ∗ ll2
−k ∗ uu3 ≤ ll1 − 2.5 ∗ uu3 ≤ k ∗ uu3

−k ∗ mm3 ≤ mm1 − 3 ∗ mm3 ≤ k ∗ mm3
−k ∗ ll3 ≤ uu1 − 3.5 ∗ ll3 ≤ k ∗ ll3

−k ∗ uu3 ≤ ll2 − 2.5 ∗ uu3 ≤ k ∗ uu3
−k ∗ mm3 ≤ mm2 − 3 ∗ mm3 ≤ k ∗ mm3

−k ∗ ll3 ≤ uu2 − 3.5 ∗ ll3 ≤ k ∗ ll3
1
6 ∗ ll1 + 1

6 ∗ 4 ∗ mm1
1
6 ∗ uu1 +

1
6 ∗ ll2 + 1

6 ∗ 4 ∗ mm2
1
6 ∗ uu2+

1
6 ∗ ll3 + 1

6 ∗ 4 ∗ mm3
1
6 ∗ uu3 +

1
6 ∗ ll4 + 1

6 ∗ 4 ∗ mm4
1
6 ∗ uu4 = 1

ll1 ≤ mm1 ≤ uu1; ll2 ≤ mm2 ≤ uu2; ll3 ≤ mm3 ≤ uu3; ll4 ≤ mm4 ≤ uu4
ll1 ≥ 0; ll2 ≥ 0; ll3 ≥ 0; ll4 ≥ 0; k ≥ 0

This study integrated the C.R. ratios of Guo and Zhao (2017), and Liang et al. (2020) to
examine the C.R. of this case study (see Tables 5 and 9) [72,73]. The fuzzy weights of all
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experts’ opinions in views, parameters, and C.R. are shown in Table 10. The fuzzy weights
of the cryptocurrency trading systems and C.R. are shown in Table 11.

Table 9. The threshold of C.R. in BWM.

Scales
No. Parameter

3 4 5 6 7 8 9

3 0.168 0.168 0.168 0.168 0.168 0.168 0.168
4 0.112 0.153 0.190 0.221 0.253 0.258 0.268
5 0.135 0.199 0.231 0.255 0.272 0.284 0.296
6 0.133 0.199 0.264 0.304 0.314 0.322 0.326
7 0.129 0.246 0.282 0.303 0.314 0.325 0.340
8 0.131 0.252 0.296 0.315 0.341 0.362 0.366
9 0.136 0.268 0.306 0.334 0.352 0.362 0.366

Source: Guo & Zhao [72] and Liang et al., [73].

Table 10. The fuzzy weights of views, parameters, and C.R.

Views ll mm uu C.R. Parameters ll mm uu C.R.

TP 0.06 0.071 0.08

0.059

MW 0.24 0.257 0.279

0.056
REP 0.098 0.106 0.117

NSC 0.159 0.174 0.204

DDO 0.181 0.207 0.241

CP 0.208 0.221 0.231

GF 0.343 0.349 0.408

0.07WC 0.18 0.194 0.226

TCT 0.21 0.25 0.262

BP 0.195 0.204 0.222

MS 0.087 0.102 0.126

0.053IR 0.24 0.25 0.265

RST 0.27 0.276 0.289

RP 0.141 0.175 0.186

RSCE 0.142 0.146 0.151

0.084

ROS 0.147 0.165 0.173

RLR 0.088 0.094 0.12

RVTP 0.11 0.14 0.154

ROC 0.157 0.164 0.172

Source: expert results of this study.

Table 11. The fuzzy weights of cryptocurrency trading systems and C.R.

Views Systems ll mm uu C.R.

MW

Decentralized 0.291 0.316 0.378

0.069Centralized 0.163 0.166 0.174

Hybrid 0.178 0.204 0.258

REP

Decentralized 0.301 0.313 0.327

0.082Centralized 0.163 0.163 0.163

Hybrid 0.149 0.229 0.261

NSC

Decentralized 0.327 0.344 0.408

0.051Centralized 0.119 0.119 0.13

Hybrid 0.233 0.262 0.28
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Table 11. Cont.

Views Systems ll mm uu C.R.

DDO

Decentralized 0.322 0.339 0.377

0.061Centralized 0.146 0.156 0.178

Hybrid 0.17 0.213 0.246

GF

Decentralized 0.269 0.31 0.379

0.053Centralized 0.127 0.136 0.153

Hybrid 0.259 0.273 0.298

WC

Decentralized 0.305 0.344 0.425

0.047Centralized 0.148 0.157 0.17

Hybrid 0.173 0.2 0.237

TCT

Decentralized 0.292 0.304 0.316

0.081Centralized 0.177 0.183 0.188

Hybrid 0.135 0.203 0.251

MS

Decentralized 0.285 0.315 0.379

0.067Centralized 0.164 0.173 0.186

Hybrid 0.17 0.201 0.237

IR

Decentralized 0.278 0.325 0.437

0.063Centralized 0.138 0.147 0.159

Hybrid 0.208 0.237 0.252

RST

Decentralized 0.287 0.322 0.406

0.053Centralized 0.14 0.149 0.164

Hybrid 0.22 0.238 0.243

RSCE

Decentralized 0.307 0.318 0.327

0.081Centralized 0.171 0.171 0.171

Hybrid 0.147 0.201 0.257

ROS

Decentralized 0.285 0.347 0.454

0.058Centralized 0.134 0.134 0.136

Hybrid 0.206 0.234 0.254

RLR

Decentralized 0.31 0.317 0.339

0.079Centralized 0.31 0.317 0.339

Hybrid 0.16 0.231 0.25

RVTP

Decentralized 0.279 0.309 0.385

0.047Centralized 0.146 0.149 0.162

Hybrid 0.183 0.253 0.272

ROC

Decentralized 0.281 0.314 0.366

0.065Centralized 0.154 0.16 0.166

Hybrid 0.185 0.232 0.258
Source: expert results of this study.

The graded mean integration representation (GMIR) model was implemented in this
study to defuzzify the synthesized fuzzy weights of TFN in order to acquire the crisp
weights. Finally, as the sum of the defuzzification weights of each criterion was not equal
to 1, the defuzzification weights were normalized to new weights (Equations (8) and (9)).
Table 12 shows the results of defuzzification, normalization, and synthesis weights in
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views and parameters (each view to each parameter), while Table 13 shows the results
of defuzzification, normalization and synthesis weights in three cryptocurrency trading
systems (each parameter to alternatives).

Table 12. The results of defuzzification, normalization and synthesis weights in views and parameters.

Views DF NF PA DF NF SW

TP 0.072 0.108

MW 0.258 0.344 0.037

REP 0.107 0.143 0.015

NSC 0.177 0.235 0.025

DDO 0.209 0.278 0.03

CP 0.22 0.329

GF 0.358 0.447 0.147

WC 0.198 0.247 0.081

TCT 0.246 0.307 0.101

BP 0.205 0.307

MS 0.104 0.165 0.051

IR 0.251 0.397 0.122

RST 0.277 0.438 0.135

RP 0.171 0.256

RSCE 0.146 0.206 0.053

ROS 0.164 0.231 0.059

RLR 0.098 0.137 0.035

RVTP 0.138 0.194 0.05

ROC 0.164 0.231 0.059
Note: defuzzification (DF), normalization (NF), synthesis weight (SW), parameters (PA).

Table 13. The results of defuzzification, normalization and synthesis weights in cryptocurrency
trading systems.

Views Systems DF NF SW

MW

Decentralized 0.322 0.449 0.017

Centralized 0.167 0.234 0.009

Hybrid 0.208 0.317 0.012

REP

Decentralized 0.313 0.492 0.008

Centralized 0.163 0.186 0.003

Hybrid 0.221 0.322 0.005

NSC

Decentralized 0.352 0.443 0.011

Centralized 0.121 0.266 0.007

Hybrid 0.26 0.291 0.007

DDO

Decentralized 0.342 0.461 0.014

Centralized 0.158 0.209 0.006

Hybrid 0.212 0.329 0.010

GF

Decentralized 0.315 0.433 0.064

Centralized 0.138 0.189 0.028

Hybrid 0.275 0.378 0.056

WC

Decentralized 0.351 0.46 0.037

Centralized 0.158 0.25 0.020

Hybrid 0.202 0.29 0.024
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Table 13. Cont.

Views Systems DF NF SW

TCT

Decentralized 0.304 0.462 0.047

Centralized 0.183 0.239 0.024

Hybrid 0.200 0.299 0.030

MS

Decentralized 0.321 0.46 0.023

Centralized 0.174 0.248 0.013

Hybrid 0.202 0.292 0.015

IR

Decentralized 0.336 0.494 0.060

Centralized 0.148 0.222 0.027

Hybrid 0.235 0.284 0.035

RST

Decentralized 0.33 0.468 0.063

Centralized 0.150 0.205 0.028

Hybrid 0.236 0.327 0.044

RSCE

Decentralized 0.317 0.48 0.025

Centralized 0.171 0.165 0.009

Hybrid 0.202 0.355 0.019

ROS

Decentralized 0.355 0.371 0.022

Centralized 0.134 0.371 0.022

Hybrid 0.233 0.258 0.015

RLR

Decentralized 0.32 0.481 0.017

Centralized 0.32 0.222 0.008

Hybrid 0.222 0.297 0.01

RVTP

Decentralized 0.317 0.445 0.022

Centralized 0.151 0.212 0.011

Hybrid 0.244 0.343 0.017

ROC

Decentralized 0.317 0.45 0.027

Centralized 0.160 0.227 0.013

Hybrid 0.228 0.323 0.019
Note: defuzzification (DF), normalization (NF), synthesis weight (SW).

Phase 5. Rank the fuzzy-BWM weights

The new weights were evaluated with fuzzy-BWM in order to determine the optimal
cryptocurrency trading system, as based on Tables 12 and 13. The NWs of each view,
parameter, and system are the SW results from Tables 12 and 13, and the comprehensive
results and ranking of the systems, views, and parameters are shown in Table 14.

Table 14 shows the fuzzy-BWM synthesis results regarding the determination of the
optimal cryptocurrency trading system for investors in Taiwan’s crypto-token fields: decen-
tralized (0.030), centralized (0.015), and hybrid (0.021). Therefore, the sequential weights
of the three cryptocurrency trading systems are decentralized > hybrid > centralized. The
sequential weights of the four perspectives are costs (0.329) > benefit (0.307) > risks (0.256)
> technologies (0.108), and the sequential weights of the 15 parameters are gas fees (0.147) >
returns of stablecoins (0.135) > interest rate (0.122) > time costs of transaction (0.101).

Thus, the optimum cryptocurrency trading system was decentralized, which implies
that when businesses or investors in Taiwan wanted to include the commodity of crypto-
tokens into their portfolio, the decentralized trading system would be the focus of their
investment strategy based on the fuzzy concept. Additionally, the critical views for de-
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termining the optimal cryptocurrency trading system in Taiwan were CP and GF, and
some critical parameters were ROS, IR, and TCT. This result indicates that when investors
utilized crypto-tokens in their financial plan, GF, ROS, IR, and TCT were the important
factors to consider. As digital tokens are a virtual commodity for businesses and investors,
the cost of gas fees and returns (interest rates) are very important to their financial portfolio.
Moreover, investors must also be concerned with the transaction time and operational risks,
meaning the transaction times of some trading systems are longer and lack security; thus,
hacks may occur in the token field. Even though digital assets become more popular, high
returns imply high risks. Overall, investors in Taiwan should concentrate on the costs field
and GF when they implement cryptocurrency in an investment project.

Table 14. The synthesis results of fuzzy-BWM weights.

Views NW Rank PA NW Rank Systems NW Rank

TP 0.108 4

MW 0.037 11 Decentralized 0.03 1

REP 0.015 15 Centralized 0.015 3

NSC 0.025 14 Hybrid 0.021 2

DDO 0.03 13

CP 0.329 1

GF 0.147 1

WC 0.081 5

TCT 0.101 4

BP 0.307 2

MS 0.051 9

IR 0.122 3

RST 0.135 2

RP 0.256 3

RSCE 0.053 8

ROS 0.059 6

RLR 0.035 12

RVTP 0.05 10

ROC 0.059 7

Note: new weight (NW), parameters (PA).

4. Conclusions

Blockchain technology can decrease the costs of transactions, build distributed trust
and empower decentralized networks, which can create a new basis for decentralized
business models. Crypto-tokens have been implemented by numerous corporations and
investors for their financial portfolios. The cryptocurrency trading system comprises three
types: decentralized, centralized, and hybrid; the benefits and drawbacks of these systems
differ for different firms and investors. However, as investors and corporations in Taiwan
lack the ability to assess the optimal alternatives for a crypto trading system based on
the decision support concept, the evaluation and selection of the optimal cryptocurrency
trading system is a complex problem for corporations and investors in Taiwan.

Hence, this study integrated the fuzzy theory and BWM to construct an evaluation
architecture for prioritization, where TFNs were used to illustrate expert comparison
assessments. As the evaluation architecture, the fuzzy modification of BWM could be used,
and its usefulness was demonstrated with numerical examples. According to previous
research and surveying specialists in economic and financial fields, such as investors and
financial scholars, this study applied the modified Delphi method and fuzzy-BWM to
develop an evaluation architecture that can evaluate the optimal cryptocurrency trading
system and critical parameters for investors in Taiwan. The results show that the optimal
cryptocurrency trading system was decentralized and the critical criterion was GF, which
can facilitate investors and corporations to assess the suitable systems and key factors
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in crypto investment projects. The presented model and the corresponding findings can
provide academic and commercial support for firms and investors in Taiwan. In the
academic field, the fuzzy-BWM decision-making architecture can provide investors and
corporations with valuable guidance for measuring the optimal cryptocurrency trading
system for investment projects in crypto-token fields in Taiwan. In the commercial field,
the proposed architecture can provide administrators with a valuable method to assess
the optimal cryptocurrency trading system for investors and corporations in Taiwan. In
addition, as the model integrates fuzzy-BWM, it can address other areas of uncertain
decision problems, such as performance evaluation, location selection issues, strategic
planning, optimal alternative evaluations, and determining the key factors.

This study has three limitations as follows:

1. In order to reduce the complexity of the evaluation process, we implemented triangu-
lar fuzzy numbers in the BWM algorithm. Future studies can apply and compare the
results of trapezoidal fuzzy numbers and Gaussian fuzzy numbers in this field.

2. This study did not consider the α-cut or λ in triangular fuzzy numbers. We suggest
that future studies implement these two concepts in fuzzy numbers to obtain a degree
of fuzzy sensitivity.

3. The BWM algorithm cannot deal with the internal and external dependent relation-
ships of perspectives and parameters. Future studies can also utilize the network
concept to solve these relationships, for example, through the analytic network process.
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Abstract: This paper aims to find the actuarial tables that best represent the occurrences of mortality
and disability in the Brazilian Armed Forces, thus providing a better dimensioning of the costs of
military pensions to be paid by the pension system. To achieve this goal, an optimization software
was developed that tests 53 actuarial tables for the death of valid military personnel, 21 boards for
entry into the disability of assets, and 21 boards for mortality of invalids. The software performs
199 distinct adherence tests for each table analyzed through linear aggravations and de-escalations in
the probabilities of death and disability. The statistical–mathematical method used was the chi-square
adherence test in which the selected table is the one with the null hypothesis “observed data” equal
to the “expected data” with the highest degree of accuracy. It is expected to bring a significant
contribution to society, as a model of greater accuracy reduces the risk of a large difference between
the projected cost and the cost observed on the date of the year, thus contributing to the maintenance
of public governance. Additionally, the unprecedented and dual nature of the methodology presented
here stands out. As a practical contribution, we emphasize that the results presented streamline the
calculation of actuarial projections, reducing by more than 90% the processing times of calculations
referring to actuarial projections of retirees from the armed forces. As a limitation of the study,
we emphasize that, although possibly replicable, the database was restricted only to the Brazilian
Armed Forces.

Keywords: operational research; actuarial science; parallel computing; computer science;
decision-making process

1. Introduction

The decision-making process in political environments involves different areas, inter-
connecting strategic, tactical, and operational levels in favor of a direction aligned with the
objectives in a given problematic situation [1–9]. The high-level decision-making sphere is
complex, where the given form of solution can generate influences not only in the political
sphere but also impacts other areas of society [10,11]. In this context, the decision analysis
in complex environments, integrating multiple stakeholders analyzing aspects relevant to
the problem is common [12,13], enabling, from multiple perspectives, a consensus in the
process [14,15].

With the involvement of multiple scenarios and circumstances, the increase in com-
plexity in a given analysis becomes noticeable [16,17], with different points of view as to
the importance or influence of a decision variable, although, it is necessary to consider it in
favor of a substantial evaluation and greater assertiveness in the final decision [18–20].

It is usual to apply operational research (OR) techniques and methods, to provide
the optimization of the resource environment [21], enabling the cost reduction and, con-
sequently, a better understanding, analysis, and solution of complex problems [22,23]. In
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this context, the decision concerning public pension is one of the most important economic
decisions [24], if we consider that it defines, at an aggregate level, the performance of the
economy investments [25,26].

In this scenario, the social security schemes are generally very relevant to the well-
being of large numbers of beneficiaries [27]. Thus, one sought to create an unprecedented
methodology capable of providing the best possible accuracy in the projection of revenues
and costs of the military pension system over a 75-year time horizon in the context of
actuarial science.

This analysis is restricted to the military pensions defined by Law No. 3765, dated May
4, 1960, of Brazil. With regard to social security, it emphasizes that, besides the legal and so-
cial aspect, there is also the economic aspect [28]. It cannot be neglected that rights generate
costs, especially the rights that demand a “doing” of the public administration [29,30].

It should be noted that the military of the armed forces are not part of the social
security system, published in Brazil, since in the military pension system, there is no
accumulated equity to bear the future costs, and it is therefore financed by regime without
capital accumulation [31,32]. Corroborating this statement, it points out that, legally, the
federal military does not have a social security system, and its proceeds are fully funded by
the National Treasury [33]. Hence the importance of keeping track of the projected values
and values effectively contributed by the Union, year by year [34].

Thus, extensive research was conducted in the social security system (SSS) and in
the general social security system (GSSS) [35]. It was verified that the methodology, pa-
rameters, and biometric assumptions adopted by these regimes could not be used for the
social protection of military personnel (SPMP), in view of the peculiarities of the military
career [36,37].

The armed forces have a considerable mass of financial and biometric data of their pen-
sioners that needs to be submitted to its own actuarial mathematical model [38] to obtain the
result of the actuarial projection of 75 years, which is a legal requirement that must be met
annually [39]. In this context, the objective of the present study is to reduce the computa-
tional times necessary to obtain the results of the referred projection, through the application
of operations research, parallel computing, and software engineering techniques.

This paper is divided into six sections. The first presents a brief introduction on the
problem. The second describes the problem and the proposed methodology. The third is
the implementation of the proposed methodology. The fourth presents the results of the
proposed heuristic called the adhesion cube. The fifth brings some details of the armed
forces actuarial software (AFAS) and the sixth makes some final considerations with their
respective conclusions.

2. Background

There is the regular compulsory contribution of active and inactive military, whose
rate is 7.5% in the social security system [40]. The projection of the collection and the
constitutional cost with proceeds aims to confer transparency and predictability on the
obligations of the armed forces, in order to guide the formulation of policies to maintain
the long-term fiscal sustainability [41].

The theme of social security became important for Brazilian society since the year 1995
(the year of the establishment of the real as the Brazilian currency). The deficit has billions
of shares that grow systematically year by year [42]. Analyzing a historical series, since
1995, this deficit was around one billion reals in 1997, and in 2017 it surpassed two hundred
and sixty billion reals (USD 250,000.00) according to the Secretariat of Social Security of
the Ministry of Finance [42]. The parameters for the calculation of the pension deficit
in the referred historical series remained unchanged, and such numbers were confirmed
and validated by the Federal Court of Accounts (TCU) [43]. In order to maintain the
solvency of the Brazilian State, the Federal Government presented a series of proposals
aimed at reducing the medium to long-term welfare deficit, or at least interrupting its
growth trend [44].
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To conduct the application of actuarial science to the costs of pensioners of the armed
forces, it is necessary to study and design the constitutional costs of the current assets,
inactive, and pensioners [45]. However, it is known that demographic–actuarial projections
cannot be absolutely accurate. However, long-term projections are carried out by the
Brazilian government and constitute a set of decisions of strategic relevance for the country;
its limits have to be more clearly stated and the use of more recent projection and scenario
construction techniques should be the basis of a more robust and reliable decision support
system [46].

Indemnity pensions or special pensions of the group of ex-combatants (soldiers who
fought in wars) and political amnesties (after democratization in 1985) are not included
in this study, because if they were considered, they would cause unnecessary distortions,
given the specificity of each one. The work is restricted to the military pensions defined by
Law No. 3765. The proposed model was initially tested with data from the Strategic and
Management Information Bank (SMIB) for the month of October/2015 and the actuarial
projections were made for the period from 2017 to 2091. The article proposes a methodology
capable of evaluating, with the best possible accuracy, the income and costs of pensioners
of the armed forces over a 75-year horizon, based on existing data, using actuarial science
and operational research [47].

2.1. Actuarial Tables

Actuarial tables are tables that include the social and biometric characteristics of a
given sample for analysis of expectations and risk in actuarial science. The tables selected in
an actuarial study must effectively represent the biometric events (such as death, disability,
and illness) that affect the analyzed population. They should be chosen based on the
historical experience and perspectives of the sample. Most studies of seasonal variation in
mortality rely on aggregated counts of deaths at the population level. The use of actuarial
tables that are out of step with reality can result in cumulative actuarial losses or gains over
time, generating structural imbalances in the system [48].

According to [49], the actuarial table is the basic tool for analyzing population evo-
lution, representing the oldest demographic model in use, historically used to measure
the longevity of a population [50]. The earliest known tables date back to the 3rd century,
but modern actuarial ones were developed from the 17th century [51]. Since then, its
practical applications were diversified, with new relationships developed and functions
improved [52]. The actuarial tables are the foundation for any product in the social security
area and may come from data from a demographic censuses or the insurance companies’
experience [53].

2.2. Goodness-of-Fit (GoF) Tests

GoF tests are statistical methods that allow you to examine how well a data sam-
ple matches a given distribution [54,55]. The purpose of these tests is to assess whether
two frequency distributions are approximately identical or whether they can be consid-
ered heterogeneous [56]. It is considered as a statistical test of probability distribution
model, in which the observed proportions are adjusted to the expected proportions [57],
mathematically deduced, or established according to some [58].

GoF tests consist of verifying the suitability of a probabilistic model to a data set. In
the GoF tests, there is a null hypothesis H0 that X, a random variable, follows a declared
probability law F(x). The techniques of these tests consist of mathematical models to mea-
sure the conformity of the data of a sample, that is, set of values of x with the hypothetical
distribution; or, equivalently, with its discrepancy about it [59]. In other words, the basic
concept is that, given a random sample of size n, observed from a random variable X, it is
desired to test the null hypothesis H0 that the sample follows a certain distribution function
F(x), confronting it with the alternative hypothesis H1, that the sample does not follow the
distribution function F(x):

H0. X has distribution F(x) vs. H1. X has no distribution F(x).
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In the formal structure of the adherence test, the null hypothesis H0 can be a simple
hypothesis when F(x) is specified completely or H0 can provide an incomplete specification
and then it will be a compound hypothesis.

Among the most used GoF tests in actuarial studies and the social security market, the
chi-square test was applied in this paper [48].

2.3. Chi-Square Adherence Test

The performance of the adherence tests has the objective of evaluating if two frequency
distributions are approximately identical or if they are considered heterogeneous [60]. The
test consists of analyzing whether the distribution of decrements (death and disability)
given by the analyzed actuarial tables represent or not the distribution of decreases in the
databases of the Brazilian Armed Forces, that is, Brazilian Navy (BN), Brazilian Army (BA),
and Brazilian Air Force (BAF).

The objective of the test is to compare the differences between the (E) and the observed
(O) frequencies, considering as observed the deaths, or inflows, occurring in a specific time
horizon for each age group, inactive and pensioners [61].

The estimation of average death or disability is performed by multiplying the prob-
abilities associated with each age, according to the tables, by the number of individuals
exposed to the risk of this same population [62].

Approaches are useful to improve accuracy [63]. In order to test whether the calculated
discrepancies are statistically significant, the x2 compares with the same factor (x2

critical)
obtained from the chi-square distribution table [64]. In order to obtain the results, a 5%
significance level was adopted, that is, a 5% probability of rejection of the null hypothesis,
which considers that the observed frequency is equal to the mean frequency [65], that is,
the distribution of deaths or entry into invalidity of the Brazilian Armed Forces identical to
the distribution of a certain actuarial table. According to [66], the index, x2 is calculated by
the formula expressed in (1).

X2 = ∑n
i=1

(Oi − Ei)
2

Ei
(1)

where:

• X2 = chi-square test statistics;
• n = maximum age in the actuarial tables;
• Oi = observed frequency of deaths/disability with age i;
• E = average death/disability frequency with age i.

The lower the divergence between the observed frequency and the mean frequency,
the lower the statistic X2 and the probability of not rejecting the hypothesis of adherence
between the actual mortality/disability experience and the board adopted as the premise is
greater. After calculating the X2, the critical X2, is verified, taking into account the level
of significance adopted and the degrees of freedom considered in the test. In the study,
each age group represents an independent observation of the sample. Thus, the number
of degrees of freedom of the statistic X2 is represented by the number of age ranges used
subtracted from one, due to the intrinsic characteristic of the test model used.

3. Methodology

Considering the Brazilian political–economic scenario, it became mandatory to gen-
erate the results of actuarial projections as quickly as possible in order to support the
decision of the armed forces high command [67]. Thus, the research in hand proposes the
methodology explained in Figure 1.
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Figure 1. Methodology for the actuarial projection of the costs with pensioners of the armed forces.

In the central part of Figure 1, the armed forces have the need to carry out the actuarial
projection of the pensioners by determination of the TCU. This projection must have the best
accuracy possible, which motivated the creation of the conceptual model of the adherence
cube. With the computational effort imposed by the adherence cube, it was necessary to
use parallel computing in order that the projections were calculated quickly [68].

In addition, it was necessary to create an application that allowed the entry of the data
of the armed forces and generated the results of the projections. This application was called
the actuarial software of the armed forces (AFAS). This technical–methodological procedure,
formed by the adherence cube, the use of parallel computing, and the development of
AFAS [69], aims to support the high command of the armed forces through precise results
generated in time to support the decision.

Several researchers already developed and published studies related to the estimation
of actuarial tables using adhesion tests, such as chi-square, mean square deviation and
Kolmogorov–Smirnov, such as [70] and [71]. However, no technical studies were found on
how to optimize the estimation of the actuarial tables to be adopted, considering increases
and reductions in the probabilities of death and disability [72], which is widely accepted by
current legislation. The following steps were followed (methodological proposal):
� Step 1 creating a trusted database;
� Step 2 define/choose a heuristic to be applied to the data;
� Step 3 database heuristic adherence test;
� Step 4 selection of the best model for the study;
� Step 5 selection of the computational model; and
� Step 6 analysis of results.

3.1. Creation of SMIB

In the development of the remuneration studies, the MD realized that the lack of
detailed information on military payroll expenses was the major hindrance to negotiations
with the Ministry of Planning, Budget and Management (MPBM) and, consequently, the
major problem for the monitoring and evaluation of the financial impact of the proposed
adjustments or of changes in the legislation in force. In order to reduce this deficiency
and make it possible to monitor the effects of provisional measure (PM) nº 2.215/2001 [73],
SMIB was created.

From the year of its creation, SMIB was perfected and managed by the Secretariat of Co-
ordination and Institutional Organization (SCIO), through the advisory office, Department
of Coordination, Organization and Legislation (DCOL) and, currently, the Compensation
Division, so that it serves the MD as a managerial tool in the development of several studies.

With this, SMIB is the only database that allows consolidated calculations of the three
forces, providing the calculation of financial impacts arising from measures that may alter
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the remuneration policy of the military and its pensioners. It is possible to understand the
strategic importance of SMIB to the armed forces.

The analysis of large amounts of data by man is not feasible without the aid of
appropriate computational tools. Therefore, it is essential to provide tools that help the
man in the task of analyzing, interpreting, and relating these data, so that strategies can be
developed and selected for action in each field of application [74].

Initially, the platform used for the SMIB was SQL Server 2000 from the Microsoft
Corporation, which contain data as of January 2001, taking up space of approximately
20 gigabytes, 25% of the total dedicated server capacity (80 gigabytes). New data are stored
per month, with approximately 200 megabytes, or 0.25% of the total server space, which
is equivalent to the annual data addition of 3% of the storage capacity of that server. The
information available in the SMIB also allows the MD to attend the various administrative
queries requested and the institutional demands required of other government or private
bodies, as shown in Figure 2.

 
Figure 2. Strategic and Management Information Bank (SMIB).

In order to improve the SMIB, some minimum requirements were established, mainly
to improve the quality of management information contained in the bank, not forgetting
the reliability and standardization of the data. The requirements are:
� Greater consistency of information based on the maintenance of a unique historical basis;
� Higher reliability of the database, these being correct and applicable in any situation;
� Ability to consolidate information, with the possibility of aggregating remunerative

installments of various forms;
� Ability to detail the remuneration structure of the military, with the possibility of

explaining the composition of the military remuneration; and
� Ability to detail payroll by nature of expenses (NE), which provides greater precision

in comparisons with the federal government’s integrated financial administration
system (FGIFAS).

In this sense, in order to keep the database reliable, meetings are held annually to
discuss possible improprieties in some data sent by the forces and to discuss suggestions
for improvements and improvements to correct these inconsistencies. With each modifi-
cation introduced, new instructions are given to provide data, aiming at maintaining the
standardization of information. Before sending the data to the MD, the forces are able to
verify the results obtained by these routines and, when necessary, rectify them.
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The criticisms of the database were established based on general rules and that the oc-
currences resulting from the application of them are in fact inconsistencies, since there may
be specific cases in each force that justify some occurrences without representing impropriety.

3.2. Heuristics
3.2.1. The Probabilistic Multidecrements

The pension and social security systems of countries that require the solvency of
social security entities require the measurement of contributions and future payments of
active, inactive, and pensioners, whose technical nomenclature is the actuarial projection of
revenues and expenses.

In order to comply with rigid regulations established by [75], in this area, the manager
needs to determine the mortality and disability tables that best represent the expectations
of decrements, that is, death and disability of the study population.

The graph shown in Figure 3, shows that an active individual is subject to joint
probabilities of dying, or being invalidated. Each vertex of the graph establishes a state
in which the military can meet (active, reserved, married, retired, with children, etc.). It is
often said that this individual is subjected to probabilistic multidecrements.

Figure 3. Biometric and social states.

Thus, Figure 3 shows that:
� An active military (state 1) can be declared invalid (state 2), marry (state 4), go to

reserve (state 9), resign (state 3), or die (state 11);
� An invalid military (state 2) can return to active (state 1), marry (state 2), or pass away

(state 11);
� If the military member resigns (state 3), he leaves the system and does not generate

a pension;
� A married soldier (state 4) can divorce (state 5), become a widower (state 6), or become

a parent (state 8). Once married, the dotted line shows that the military can generate
a pension (state 12);

� A divorced military (state 5) may enter into a new marriage (state 7);
� A widowed soldier (state 6) may contract a new marriage (state 7);
� A military who contracted a new marriage (state 7) can become a parent state 8);
� A military man who became a father (state 8) can generate a pension (state 12) as

indicated by the dotted line;
� A military in the Remunerated Reserve (state 9) can contract marriage (state 4), go to

the reserve by age (state 10), or die (state 11);
� A military in the reserve by age (state 10) may marry (state 4) or die (state 11); and
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� Generation of pension (state 12) can be generated by marriage (state 4), by a new
marriage (state 7), and by paternity (state 8) once the military passed away (state 12).

3.2.2. The Actuarial Tables

De Witt in the Netherlands, and Grauns and Halley in England, advanced in the
studies of probability and demographics related to human longevity. According to [76],
only in 1815, Milne created the first table of life that contemplated probabilities of death
(qx) and survival (px).

Such a table was drawn up on the basis of the observed mortality of the inhabitants of
Carlisle, England. According to [77], numerous tables were drawn up for different regions
and countries around the world because of their crucial importance for the analysis of
sociological, population, economic, and biometric factors.

For [78], every product, whether in the social security area or the living area, is
supported by the mortality tables. Starting from a closed number of participants, called
the “root”, in which the gender can be taken into account, the mortality table reveals the
number of people living annually at each age, that is, it is a board determined by annual
mortality or survival rates. The construction of these tables can be derived from the insurers’
experience or using the census data.

Currently, professionals in the area have access to dozens of mortality and disability
tables for different populations and different breeding dates. In this way, the professional
must choose among the numerous existing tables that present the greatest accuracy and
precision in relation to the decreases observed in the population of the private pension
entity under study [79].

The actuarial tables help in the performance of various sociological and economic
calculations [80], such as calculating the life expectancy of assets, inactive and invalid, the
average number of people that will be invalidated, population density, measurement of
economically active population, and others. The most important actuarial tables for social
security entities are: the mortality table of invalid, table of disability, and table of mortality
of invalids, which are detailed below [81].

3.2.3. The Mortality Tables

According to [82], the actuarial calculus works by providing means to calculate insur-
ance premiums related to life and social security costs [83]. The most traditional element of
this technique is the mortality table, whose function is to give life expectancy for a given
(whole) age in the interval [0.1]. This probability distribution is called the survival function,
represented in (2):

S(x) = P[X > x] (2)

For [84], in the last decades, actuaries and demographers used increasingly sophisti-
cated methods for predicting mortality.

Mortality tables, also known as survival tables, are intended to represent the actual
probability of death (qx) of a given population, and such death probabilities are determined
by the age of the individuals in the population.

The mortality table or life table is the most complete tool for analyzing the mortality
of a population. Another important aspect of the study of mortality is the analysis of
the various socioeconomic characteristics, such as the composition of the workforce, age
population, and the regulation of social security systems [85].

3.2.4. Invalidity Entry Tables

Invalidity entry tables are intended to represent the actual probability that a valid (ix)
is due to a fortuitous event. These probabilities are defined according to the age of the
individuals in the population. In addition to the probabilities of invalidity, these tables
provide the average number of people who theoretically will be invalidated by age in
a particular closed population, in addition to other statistical information that can be
extracted by algebraic calculations [86].
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3.2.5. Tables of Invalidity Mortality

The mortality tables for invalids are applied exclusively to the participants who are no
longer active because they contracted some incapacity that does not allow them to exercise
their work activity. Such boards are intended to represent the actual probability of death of
this specific group of participants by age [87]. In addition to the probabilities of death of
invalids, these tables provide the average number of deceased and survivors by age in a
given closed population, the expected life expectancy of an incapable participant, as well
as additional information that can be obtained through math operations [88,89].

3.2.6. Selection of the Model

The methodology consists of the application of 199 adhesion tests for each actuarial
board analyzed, that is, the adhesion of the board, and 198 variations of the board are
verified, which represents 99 aggravations and 99 different reliefs. The worsening rates
vary from 1% to 99%, which increase the chances of death/disability of all ages from 1%
([qx or ix] × 0.99), respectively.

Thus, the reductions tested consist of reducing the odds of all ages from 1%
([qx or ix] × 0.99) to 99% ([qx or ix] × 1.01). The actuarial tables of mortality and inva-
lidity that were analyzed in this study are presented in Tables 1 and 2. The specifics of the
actuarial tables used in this research can be found on the Society of Actuaries (SOA).

Table 1. Valid mortality tables used.

CS0-41 CSO-58 CSO-80 AT-49 AT-50 AT-55

AT-71 American Experience GAM-1971 SGB-51 SGB-71 SGB-75

IAPC Hunter Semitropical Rentiers Français Grupal Americana USTP-61 GKM-70

GKM-80 ALLG-72 X-17 CSG-60 Prudential 1950 GAM 1994 Male

RP-2000-1992
Base-Male Aggregate AT-2000 AT-2000 F AT-83 AT-83 male UP-84

UP94Men UP94Woman UP-94 MT-M-ANB GRM-80 GRF-80 GRM-95

GRF-95 BR-EMSsb-v.2010-m BR-EMSsb-v.2010-f BR-EMSmt-v.2010-m BR-EMSmt-v.2010-f BR-EMSsb-v.2015-m

BR-EMSsb-2015-f BR-EMSmt-2015-m BR-EMSmt-2015-f CSO2001MALE CSO2001FEMALE IBGE-2011-M

IGBE-2011-F IBGE-2011 IBGE-2012-M IBGE-2012-F IBGE-2012 -

Table 2. Invalidity and death tables for invalids used.

Invalidity and Mortality Tables for Invalids Used

IAPB-57 Weak IAPB-57 Strong Zimmermann Zimmermann
(Ferr. Germans)

Zimmermann
(Empre. Write.) Grupal Americana

Álvaro Comings TASA-1927 Prudential
(Ferr. Retired.) IBA (Railways) Muller Hunter’s

IAPB-57
(AJUST/ITAU) Winklevoss Bentzien IAPC IAPB-57 ALLG72

USTP61 Rentiers Français X17 - - -

In this way, tests are performed for three different groups, valid mortality, invalidity
mortality, and invalidity, in order to determine the actuarial tables that have the best
adherence to data coming from a specific database of the Ministry of Defense (MD).

Initially, the probabilities referring to the original mortality/disability tables, as shown
in Tables 1 and 2, are structured in matrices, through a computational application developed
in C, for each group studied. In Brazil, the category of military professionals does not
resemble any other professional category because it has its own characteristics, especially
regarding biometric data. Such specificities require the development of said application.
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Table 1 presents the main existing actuarial tables [53], which were analyzed in order to
obtain the one most adherent to the data of the Brazilian military.

These matrices have two dimensions, the first one referring to the tables being analyzed
(47 for mortality of valid and 21 for invalidity and mortality of invalids) and the second
corresponding to the possible ages of the participants (0–125 years).

The matrix shown in Figure 4 is considered the base matrix to achieve the 99 aggra-
vated boards and the 99 additional mitigated boards, which, when generated by multiplica-
tive terms, result in a three-dimensional matrix.

 
Figure 4. Matrix of original actuarial boards.

Thus, the cube shown in Figure 5 is a conceptual model called the “Adherence Cube”,
represented by a three-dimensional matrix that contains the original, aggravated, and
undeserved death/invalidity probabilities.

 

Figure 5. Adherence Cube.
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Therefore, the first dimension represents the actuarial tables presented in Tables 1 and 2,
the second dimension means the ages of the participants, and the third dimension corre-
sponds to the original table with its respective aggravations and redemptions.

After determining all odds of death/disability, the application starts performing
the adhesion tests according to (1). A grip test is applied for each actuarial table gener-
ated, considering that it varies from age zero to age 125 years. In this sense, 9353 tests
([47 different actuarial tables] × [1 original board + 99 aggravated boards + 99 allowable
boards]) are necessary to perform the validity test for adherence of valid mortality tables.
Accordingly, for conducting the invalidity and invalidity mortality tests, there are 4179 tests
([21 boards] × [1 original board + 99 aggravated boards + 99 boards granted]).

In this way, the board that has the best adherence to the data is the x2, calculated as less
than the x2 (true null hypothesis), and it has the lowest statistical value among all the results
obtained. Therefore, it is concluded that the distribution of deaths or disability entry of the
Brazilian Armed Forces is more adherent to the distribution of a certain actuarial table.

The developed actuarial application provides as a result of the actuarial calculations a
two-dimensional matrix, signaling in green all the tables in which the null hypothesis was
considered true; however, the board with the best adherence to the AF mortality/disability
events is indicated in red and exemplified in Figure 6.

 

Figure 6. Results obtained with the developed application.

3.3. Computational Model

The actuarial calculus is a mathematical method that uses financial, economic, and
probability concepts to measure the number of resources and contributions necessary to
pay future benefits of the insureds of the social security funds and institutes, also called
social security own regimes, which seeks the balance between the financial results and
the actuarial projection. The maintenance of this balance is of paramount importance,
especially in times of economic crisis.

The actuarial projections of income and expenses for a pension and pension entity are
intended to quantify the estimated future costs of payment of benefits and the estimated
future income from participant contributions. These projections are important for entities
and governments to provision such monetary amounts for subsequent years, ensuring
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actuarial balance and reducing the risk of illiquidity. As exposed in [90], when contributions
are properly defined, planning tends to have a financial–actuarial equilibrium [45].

Pension and social security institutions project future costs and revenues over a
75-year time horizon; however, nothing prevents the projection from being calculated at
80 or 100 years. The main assumptions that impact this actuarial calculation are: mortality
table of invalids, table of mortality of invalids, table of disability, turnover rate, wage
growth, rate of inflation, and replacement of assets.

3.4. Parallel Computing

Faced with the limitations of sequential computing, we opted for parallel computing,
so that the results of the actuarial projections of the armed forces could be generated in
an acceptable time, in order to support the senior administration of the armed forces in
matters related to pension reform with the government federal.

In order to support the development and use of a computational application for the
actuarial calculation, we sought knowledge in areas related to parallel computing, focusing
on the creation of a computational environment capable of propitiating the actuarial pro-
jections in a timely manner. According to [91], parallel computing is a kind of computing
in which multiple calculations are performed in several parallel, rather than sequential,
processing units [92,93]. The idea here is to replace a large mass of processing in a single
CPU by smaller processing in several CPUs [94].

The adoption of a methodology that uses parallel computing resources in the devel-
opment of an application to calculate actuarial projections can, by extrapolating the results
achieved within the scope of the armed forces, considerably shorten the time needed to obtain
results and reduce the costs of organizations with the contracting of third-party services.

The exact percentage of time reduction achieved by parallel computing in actuarial
problems will depend on a variety of factors, including the size of the problem, the number
of processors used, and the efficiency of the algorithms used. However, substantial reduc-
tions in processing time can often be achieved, sometimes on the order of several orders
of magnitude.

Although we have not found specific studies on reducing processing times in actuarial
science, the academic literature presents some studies that use parallel computing to reduce
processing time in complex problems, such as:

Cader et al. [95] focused on software-based acceleration for plagiarism detection
using CPU/GPU. The authors gained 45× speed-up compared to the CPU. Hossain and
Assiri [96] proposed a facial expression recognition framework with the incorporation of
parallelism, and the processing time speeds up three times faster. López et al. [97] proposed
the use of RGB point clouds estimated from structure from motion (SfM) as the input for
building thermal point clouds. The authors reported up to 96.73% less processing time.
Morishima [98] proposed a subgraph-based anomaly detection method to perform the
detection using a part of the blockchain data. According to the author, the proposed method
was 11.1× faster than an existing GPU-based method without lowering the detection
accuracy. Zhang [99] presented a method that parallelizes Bayesian computation using
distributed computing on Apache Spark across a cluster of computers. According to the
author, the distributed algorithm achieved as much as 65 times performance gain over the
non-parallel method.

These papers demonstrate the potential benefits of parallel computing in reducing
processing time in actuarial problems, although the exact percentage of time reduction will
vary depending on the specific problem and implementation. Analyzing these findings,
we obtained a good starting point for understanding the use of parallel computing in
reducing processing time in actuarial problems and the potential for speed-up. The exact
percentage of reduction in processing time may vary depending on the specific problem
and the parallel computing method used.
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3.4.1. Parallel Programming with C #

Current architectures may contain two, four, six, or more complex processing cores,
and are very much employed in exploring parallelism at the instruction and thread level.
In theory, such architectures could be extended to tens or even hundreds of cores in the
future, but they run into two main obstacles: the difference between processor and memory
speeds, known as memory walls, and excessive heat generation due to high frequencies
necessary for the operation of such architectures [100].

Multi-core processors (color) were on the market for many years and are currently
available on most devices. However, many developers continue to do what the same thing:
create programs that use a single stream of isolated sequential control inside a program
called a thread. This means that not all processing power available on the machine is used.
Most currently commercialized computers have a four-core and four-core processor, or
six-core and eight-core processors. By purchasing a computer with such features, users pay
for extra processing power. However, by providing a program that uses a single thread, the
developer does not allow the use of this extra processing capacity.

Kirk and Hwu [101] point out that it is a simple task to achieve a ten-fold speed up
when an application makes use of data parallelism. A computation is said to be parallel
when a program runs on a multiprocessor machine in which all processors share access to
available memory, i.e., the same address on different processors corresponds to the same
memory location. Golov and Rönnbäck [102] make similar comments.

Multi-threaded processing is not new to experienced C # developers, but it is not
always easy to develop programs that use all the available processing power. In addition,
the evolution of programming languages facilitated the work of developers by simplifying
the implementation of parallel programming.

In order to advance the use of parallel programming, it is important to establish two
important concepts: synchronous execution and asynchronous execution. A good insight
into these two modes of execution is basic knowledge to improve the performance of
your applications. When executing a synchronous operation, the program executes all the
tasks in sequence, as shown in Figure 7. When firing the execution, each task will only be
executed after the previous task ends.

Figure 7. Synchronous execution.

When executing an operation in asynchronous mode, the program triggers the tasks
when necessary, and they are started and closed concomitantly to the execution of other
tasks, as shown in Figure 8.

Figure 8. Synchronous execution.

71



Axioms 2023, 12, 251

As it induces image analysis, the same tasks running asynchronously will require a
shorter execution time than when executed in a synchronous manner, for the simple fact
that there is no need for one task to “wait” for another task to start. Waiting, in this case,
would only be acceptable if there were a dependency relationship between the tasks; that
is, if a task depended, for example, on a calculation that another task, still in execution,
is producing.

From the previous paragraph it is possible to deduce that the use or not of the parallel
programming should be evaluated by the developer. In some situations, its use can be
quite beneficial by decreasing the execution times and producing the results. However,
in other situations, its unbalanced use may even degrade application performance. Since
the implementation of parallel programming with C # requires the explicit insertion in the
code of specific instructions of parallels, it is up to the developer to decide when and where
to use such instructions.

The question may arise as to why many developers still choose to run synchronously
if asynchronous execution takes less time. The answer to such a question is not simple.
What can be said straight away is that with asynchronous programming, the developer has
some new challenges:

Synchronize tasks. Assuming that in Figure 7 it is necessary to start a task only after
the other two are finished, it would be necessary, in this case, to create a wait mechanism to
wait for all tasks to finish before performing the new task.

Solve competition problems. If a shared resource exists, such as a list that is written to
a task and read into another task, you would need to create a mechanism to ensure that the
list is kept in a known state.

Adapt to a new programming logic. Since there is no logical sequence, tasks can end
at any time and you no longer have control of which ends first.

Asynchronous programming requires a paradigm shift on the part of the developer.
Its adoption, however, has some advantages. One of the most significant is the non-crash of
the user interface (UI), as the tasks can be executed in the background. Another advantage
is the ability to use all the cores of the machine, making better use of its resources.

3.4.2. Asynchro Programming with Async and Await

It is possible to avoid performance bottlenecks and improve the overall response of soft-
ware using asynchronous programming. However, traditional techniques for writing asyn-
chronous applications can be tricky, making it difficult to develop, debug, and maintain.

Asynchrony is essential for activities exposed to a potential block, such as when the
application accesses the web. Access to a web resource is sometimes slow or subject to
delays. If such activity is blocked within a synchronous process, the entire application
will be on hold. In an asynchronous process, the application can continue to perform
another task, which does not rely on the web resource, until the task exposed to a potential
block ends.

Async and await, keywords in C #, are the core of asynchronous programming. Using
these two words, one can use the features of the .NET framework or the Windows runtime
to create an asynchronous method almost as easily as creating a synchronous method.

Figure 9 shows part of an asynchronous routine. When using the async keyword, you
can write your code the same way you write the synchronous code because the compiler
takes care of all the complexity and frees the programmer to write program logic.

Figure 9. Asynchronous routine.
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To use this routine, you should expect your return using the await keyword, as in the
example: “string urlContents = await client.GetStringAsync ()”. Following these guidelines,
when the compiler encounters a method with the expression await, which marks the point
at which the method cannot continue until the expected asynchronous operation completes,
it starts running in the background and continues to run other tasks. When the routine is
complete, execution returns on the instruction following the routine call.

C # language enhancements with the async and await keywords restore the sequential
order of code while using system resources efficiently. There are still some relevant aspects
to be observed, such as concurrency or task synchronization, but these are minor compared
to the work required to create a good program that uses parallel processing. Parallelism is
to divide for multiple processors that work concurrently; parallelism is used for computing
tasks and accelerates the efficiency [103].

The use of the techniques described here helps a lot in the creation of programs that
make use of parallel computing and that better use the resources of the system.

3.5. The Software Developed

In the context of pension benefits, the actuarial and financial assumptions represent a
formal set of estimates for events: biometric, financial, economic, demographic, social, etc.
The choice and use of actuarial assumptions that are not committed to the reality to which
the participants, sponsors, and entities are subject may lead to incorrect costs, leading to
technical deficits or surpluses, as well as overexposure to risks or underexposure to them.
The use of more conservative assumptions may lead to higher initial costs, albeit with lower
risks of rising costs. On the other hand, the adoption of less conservative assumptions
should be made with the knowledge of the risk that they may not be confirmed, allowing
for critical solvency problems at a future date.

The actuarial assumptions will always be criteria that are preferably permeated by
common sense, remembering that excess safety margins are as burdensome as the ex-
cesses of risks that one intends to assume. Both lead to the incapacity to pay, sometimes
participants and/or sponsors, or the own provident entity or benefit plan.

Figure 10 summarizes the classification of the actuarial assumptions of the armed
forces. The economic and biometric assumptions make up the active choices, given that
the manager has an effective capacity to interfere with them, modifying them to each
actuarial evaluation, and choosing them according to their perception. Generic premises,
on the other hand, do not submit to the manager’s perception, varying according to an
external reality.

The concepts of parallel computing presented were used in the armed forces actuarial
software V 1.1. (AFAS), giving it the ability to demand a low computational effort to
produce the results of the actuarial projections. Figure 11 shows the AFAS execution flow
for the calculation of the actuarial projections, showing how the data are computed in
parallel until the results are obtained.

The data stored in the application DB are put into memory by a parallel data loading
process, filling all the data structures required for the calculations. Once these structures
are complete, three parallel large tasks (TASK) demand the necessary data from the RAM
memory much faster than the HD. The tasks are carried out simultaneously, the ACTIVE
MILITARY task being responsible for the calculations referring to the active military, the
INACTIVE MILITARY task responsible for the calculations referring to the inactive military,
and the PENSIONER task responsible for calculations referring to military pensioners.

Each TASK above performs for each operation on the lists (arrays) in which iterations
are executed in parallel and the state of the loop is monitored and manipulated. In addition,
the parallel task library (PTL) dynamically scales the degree of concurrency to use all
available processors in the most efficient way.

The work developed focused on optimizing the computational application of the
actuarial calculation to produce the actuarial projections of the pensioners of the armed
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forces. In this sense, any and all access to the hard disk (HD) was eliminated during the
execution of the calculations.

Figure 10. Actuarial assumptions of the AF.

Figure 11. Armed forces actuarial software (AFAS).

To achieve this, a technique was developed which loads all the data necessary for the
calculations into the computer memory as soon as the application is started. During the
application load the data are read from the respective database tables and are generated
from SQL queries, and then persisted in structures (arrays) in memory. Once loaded, the
data are only read in these structures until the application is closed, which makes the data
reading and writing processes very fast.

This technique proved to be efficient, due to the fact that the HD is much slower
than RAM. While a DDR4-2400MHZ (1606R) module communicates with the processor
at a theoretical speed of 4200 MB/s, the sequential read speed of the current HDs hardly
exceeds the 233 MB/s mark. In addition to this, the HD access time, ie., the time required to
locate the information and initiate the transfer, is considerably higher than that of the RAM.

While memory is spoken at access times of less than ten nanoseconds, most HDs work
with access times greater than ten milliseconds. This causes the HD performance to be
much lower when reading small files scattered around the disk (as is the case with virtual
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memory). In many situations, the HD gets to the point of not being able to handle more
than two or three hundred requests per second. From the foregoing, it can be understood
that the loaded memory arrays already allow their data to be accessed at high speeds,
compared to the speeds of access to the hard disk. When the data access methods of such
structures are developed using parallel programming techniques, the time required to
produce the results is considerably reduced.

Figure 12 shows the AFAS parameter window. In it are inserted the parameters that
will compose the actuarial projections.

 
Figure 12. AFAS parameters window.

The actuarial projections are important to understand the future behavior of the
population and their respective financial flow of payment, using specific actuarial tables
for each group and the financial flow.

4. Results

For this study, data from the year 2015 for BN, BA, and BAF were used. Thus, more
than one and a half million historical records were analyzed regarding the dates of entry
into the armed forces, death, disability, birth, and others, whose numbers are subdivided
by active and inactive military personnel, pensioners, and beneficiaries. Said amounts are
set forth in Table 3.

Table 3. Quantitative of military active/inactive and pensioners by 2015.

Invalidity and Mortality Tables for Invalids Used

IAPB-57 Weak IAPB-57 Strong Zimmermann Zimmermann
(Ferr. Germans)

Zimmermann
(Empre. Write.) Grupal Americana

Álvaro Comings TASA-1927 Prudential
(Ferr. Retired.) IBA (Railways) Muller Hunter’s

IAPB-57
(AJUST/ITAU) Winklevoss Bentzien IAPC IAPB-57 ALLG72

USTP61 Rentiers Français X17 - - -

Through the use of the records presented in Table 1 and the actuarial tables matrix, it
was possible to develop a C computational application, with the objective of operationaliz-
ing the calculations referring to actuarial projections in a fast and accurate manner.
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4.1. Result of Mortality of Assets, Inactive and Pensioners of the Armed Forces

For the active population, inactive, and pensioners of the three armed forces as a
whole, there was no actuarial table that had adherence to the observed mortality data in
the database, considering all ages. Therefore, it was necessary to apply the adhesion test
to representative samples of this population, with the age range between 20 and 90 years,
representing 97% of the population data. Thus, the only table that adhered to the observed
mortality, for the ages between 20 and 90 years, was the GKM-70 reduced by 61%, as shown
in Figure 13.

 
Figure 13. Actuarial table for mortality of active, inactive, and pensioners.

4.2. Results of Invalidity of Mortality of Armed Forces

For the population of invalids of the armed forces, together, there was no actuarial
table that had adherence to observed data of mortality in the database, considering all ages.
Therefore, it was necessary to apply the adhesion test to representative samples of this
population, with the age range between 21 and 93 years, defined empirically, representing
94% of the population data. Consequently, the tables that adhered to the occurrences
of death of invalids were: HUNTER’S for all aggravations between 60% and 76%. The
board adopted was HUNTER’S aggravated in 68% because it has the best adherence to the
mortality of the disabled of the armed forces, as shown in Figure 14.

 
Figure 14. Actuarial table for mortality of invalid military personnel.

4.3. Result of Entry into Disability of the Armed Forces

The table selected to be used as the input for asset impairment was USTP-61 reduced
by 49% because it had the lowest chi-square static. To achieve adherence to this table, it
was necessary to analyze exclusively the age range between 25 and 41 years, determined
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empirically, otherwise there would be no adherence to any available actuarial table. Such
adherence is shown in Figure 15.

 
Figure 15. Actuarial table for invalid entry of active military personnel.

In addition to the 49% USTP-61 board, which had the best adhesion, the following
actuarial tables also accepted the null hypothesis, but with lower accuracy:
� ALLG-72 for all redemptions between 28% and 39%;
� USTP-61 for all redemptions between 38% and 48%; and
� X17 for all redemptions between 50% and 55%.

Figure 16 shows the decrease in the annual financial cost, mainly due to the fact that it
is a population that does not consider the entry of new active military personnel; that is, a
closed population. Only those related to the payment of pensions, which have an annual
financial balance maintained negative, tending to zero, until the population’s extinction
were considered as costs. This contributes to the validation of the method proposed in
this paper.

Figure 16. Actuarial projection of revenues and costs, without replacement—for pensioners—AF.

4.4. Processing Time Reduction Results

Table 4 shows the time required for the production of results by the application of
the actuarial calculation in two versions. The first version, “Previous Version”, does not
contemplate any of the techniques, patterns, or features presented in this chapter. The
second version, called “Refactored Version”, is the final product of the work presented
here. In addition, it shows that in all groups analyzed, there was a significant reduction in
the time needed to produce the results of the actuarial calculation, notably in the actuarial
calculation of present value. The data are presented in three distinct groups, these groups
being notably those that require longer processing time, and whose results are of interest to
the study under study.
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Table 4. Comparison of processing times.

Process
Previous Version

[Approximate]
HH:MM:SS

Refactored Version
[Approximate]

HH:MM:SS
Time Reduction (%)

Importing databases. 04:00:00 00:08:00 96.7%

Actuarial calculation of
present value. 23:00:00 00:07:00 99.5%

Actuarial projection
with a term of 75 years. 16:00:00 00:05:00 99.5%

Total Time 43:00:00 00:20:00 99.2%

In this context, the use of parallel computing techniques and resources proved to be a
solution to reduce the computational effort, allowing the use of all the available processing
capacity in the computers. An actuarial projection that used to take 43 h can now be
completed in 20 min, which represents a reduction of more than 99%. In the specific case
of the Brazilian Army, from a mass of data of 500,000 records, it was possible to execute a
complex mathematical model with high recursion in about 5 min.

By way of comparison, the results of reducing processing times obtained in this study
are better than those presented in the literature, such as those presented in Section 3.4,
which shows the relevance and importance of the created software. The percentages of
reduction in processing times of the previous studies are consolidated in Table 5.

Table 5. Comparison of processing times with previous studies.

Papers Time Reduction (%)

Cader et al. [95] 97.7%
Hossain and Assiri [96] 66.7%

López et al. [97] 96.7
Morishima [98] 90.9%

Zhang [99] 98.4%
Our software (AFAS) 99.2%

Analyzing the data in the table above, it is observed that the AFAS presents a superior
performance to the systems developed in previous studies, considering the reduction of
more than 99% in the processing time. In addition, the created tool allows for finding the
actuarial tables that best represent the occurrences of mortality and disability in the military,
which makes it unique in the context of the armed forces.

In short, AFAS provides a better dimensioning of military pension costs to be paid by
the military pension system in a feasible time due to the application of parallel computing.
We emphasize that the implementation of this software allowed the Brazilian Armed Forces
to measure the costs of military pensions in a feasible time, which was unfeasible before
the creation of the AFAS.

5. Conclusions

Through the development and implementation of actuarial software that optimizes the
selection of actuarial mortality and disability tables using the concept of multidimensional
arrays and programming structures, we were able to determine the actuarial table that pro-
vides the greatest precision and accuracy of the decremental events of a population under
study. It should be noted that the greater the adherence, the greater the financial efficiency.

Considering the reduction in processing time through the use of parallel computing,
the software proposed in this article performed better than those already presented in the
literature, presenting a reduction of more than 99%, allowing a feasible time to carry out
actuarial forecasts.
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We highlight that no technical studies were found on how to optimize the estimation
of the actuarial tables to be adopted, considering aggravations and reductions in the proba-
bilities of death and disability, which is widely accepted by current legislation. Therefore, it
is considered the unpublished and unique study in the academic community.

We emphasize that the methodology proposed by this research can be applied in the
order actuarial problems. As a limitation of this study, we emphasize that the database was
restricted only to the Brazilian Armed Forces. Future studies could apply the proposed
methodology in other databases of pensioners, in view of the multidisciplinarity of the
presented software.
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79. Storto, C.L.; Gončiaruk, A.G. Efficiency vs. Effectiveness: A Benchmarking Study on European Healthcare Systems. Econ. Sociol.
2017, 10, 102–115. [CrossRef]

80. Wahlberg, A.; Rose, N. The Governmentalization of Living: Calculating Global Health. Econ. Soc. 2015, 44, 60–90. [CrossRef]
81. Mennicken, A.; Espeland, W.N. What’s New with Numbers? Sociological Approaches to the Study of Quantification. Annu. Rev.

Sociol. 2019, 45, 223–245. [CrossRef]
82. Beechey, S.N. Social Security Tomorrow. In Social Security and the Politics of Deservingness; Springer: Berlin/Heidelberg, Germany,

2016; pp. 99–112.
83. Nigri, A.; Levantesi, S.; Marino, M.; Scognamiglio, S.; Perla, F. A Deep Learning Integrated Lee–Carter Model. Risks 2019, 7, 33.

[CrossRef]
84. Russolillo, M. Assessing Actuarial Projections Accuracy: Traditional vs. Experimental Strategy. Open J. Stat. 2017, 7, 608–620.

[CrossRef]
85. Ortega, A. Tablas de Mortalidad; 1987. Available online: https://repositorio.cepal.org/handle/11362/8977 (accessed on 23

February 2023).
86. Spreeuw, J.; Owadally, I.; Kashif, M. Projecting Mortality Rates Using a Markov Chain. Mathematics 2022, 10, 1162. [CrossRef]
87. Li, Z.; Shao, A.W.; Sherris, M. The Impact of Systematic Trend and Uncertainty on Mortality and Disability in a Multistate Latent

Factor Model for Transition Rates. North Am. Actuar. J. 2017, 21, 594–610. [CrossRef]
88. Lozano, I.A.; Alonso-González, P.J.; Núñez-Velázquez, J.J. Estimation of Life Expectancy for Dependent Population in a Multi-State

Context. Int. J. Environ. Res. Public Health 2021, 18, 11162. [CrossRef]
89. Planchet, F.; Debonneuil, É.; Péju, M. Proposal to Extend Access to Loans for Serious Illnesses Using Open Data. Risks 2022, 10, 51.

[CrossRef]
90. Domínguez-Fabián, I.; del Olmo-García, F.; Miguel, H.-S.; Antonio, J. Reinventing Social Security: Towards a Two-Step Mixed

Pension System. In Economic Challenges of Pension Systems; Springer: Berlin/Heidelberg, Germany, 2020; pp. 441–472.
91. Almasi, G.S.; Gottlieb, A. Highly Parallel Computing; Benjamin-Cummings Publishing Co.: New York, NY, USA, 1994;

ISBN 0805304436.
92. Fávero, L.P.; Belfiore, P.; Santos, H.P.; dos Santos, M.; de Araújo Costa, I.P.; Junior, W.T. Classification Performance Evaluation

from Multilevel Logistic and Support Vector Machine Algorithms through Simulated Data in Python. Procedia Comput. Sci. 2022,
214, 511–519. [CrossRef]

93. Junior, C.d.S.R.; Moreira, M.Â.L.; Costa, I.P.d.A.; Gomes, C.F.S.; dos Santos, M.; Silva, F.C.A.; Pereira, R.C.A.; Basilio, M.P.; Pereira,
D.A.d.M. Parallel Processing Proposal by Clustering Integration of Low-Cost Microcomputers. Procedia Comput. Sci. 2022, 214,
100–107. [CrossRef]

94. Junior, C.d.S.R.; Moreira, M.Â.L.; Costa, I.P.d.A.; Gomes, C.F.S.; dos Santos, M.; Silva, F.C.A.; Pereira, R.C.A.; Basilio, M.P.; Pereira,
D.A.d.M. IoT Technology Proposal for Multi-Adaptative Sensing Integrated into Data Science and Analytics Scenarios. Procedia
Comput. Sci. 2022, 214, 108–116. [CrossRef]

95. Cader, J.M.A.; Cader, A.J.M.A.; Gamaarachchi, H.; Ragel, R.G. Optimisation of Plagiarism Detection Using Vector Space Model
on CUDA Architecture. Int. J. Innov. Comput. Appl. 2022, 13, 232–244. [CrossRef]

96. Hossain, M.A.; Assiri, B. Facial Expression Recognition Based on Active Region of Interest Using Deep Learning and Parallelism.
PeerJ Comput. Sci. 2022, 8, e894. [CrossRef] [PubMed]

97. López, A.; Jurado, J.M.; Ogayar, C.J.; Feito, F.R. An Optimized Approach for Generating Dense Thermal Point Clouds from
UAV-Imagery. ISPRS J. Photogramm. Remote Sens. 2021, 182, 78–95. [CrossRef]

98. Morishima, S. Scalable Anomaly Detection in Blockchain Using Graphics Processing Unit. Comput. Electr. Eng. 2021, 92, 107087.
[CrossRef]

99. Zhang, Y. Bayesian Analysis of Big Data in Insurance Predictive Modeling Using Distributed Computing. ASTIN Bull. J. IAA
2017, 47, 943–961. [CrossRef]

100. Hwang, K.; Dongarra, J.; Fox, G.C. Distributed and Cloud Computing: From Parallel Processing to the Internet of Things; Morgan
Kaufmann: Burlington, MA, USA, 2013; ISBN 0128002042.

82



Axioms 2023, 12, 251

101. Kirk, D.B.W.; Mei, W.; Wu, H. Programming Massively Parallel Processors; Morgan Kauffman: Burlington, MA, USA, 2010.
102. Golov, N.; Rönnbäck, L. Big Data Normalization for Massively Parallel Processing Databases. Comput. Stand. Interfaces 2017, 54,

86–93. [CrossRef]
103. Laili, Y.; Zhang, L.; Li, Y. Parallel Transfer Evolution Algorithm. Appl. Soft Comput. 2019, 75, 686–701. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

83



Citation: Pietrasik, M.; Reformat,

M.Z. Probabilistic Coarsening for

Knowledge Graph Embeddings.

Axioms 2023, 12, 275. https://

doi.org/10.3390/axioms12030275

Academic Editors: Cheng-Shian Lin,

Chien-Chang Chen and Yi-Hsien

Wang

Received: 21 January 2023

Revised: 26 February 2023

Accepted: 1 March 2023

Published: 6 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

axioms

Article

Probabilistic Coarsening for Knowledge Graph Embeddings

Marcin Pietrasik 1,* and Marek Z. Reformat 1,2

1 Department of Electrical and Computer Engineering, University of Alberta, Edmonton, AB T6G 2R3, Canada
2 Information Technology Institute, University of Social Sciences, 90-113 Łódź, Poland
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Abstract: Knowledge graphs have risen in popularity in recent years, demonstrating their utility in
applications across the spectrum of computer science. Finding their embedded representations is
thus highly desirable as it makes them easily operated on and reasoned with by machines. With this
in mind, we propose a simple meta-strategy for embedding knowledge graphs using probabilistic
coarsening. In this approach, a knowledge graph is first coarsened before being embedded by
an arbitrary embedding method. The resulting coarse embeddings are then extended down as
those of the initial knowledge graph. Although straightforward, this allows for faster training by
reducing knowledge graph complexity while revealing its higher-order structures. We demonstrate
this empirically on four real-world datasets, which show that coarse embeddings are learned faster
and are often of higher quality. We conclude that coarsening is a recommended prepossessing step
regardless of the underlying embedding method used.

Keywords: knowledge graph; embedding; coarsening

MSC: 68T30

1. Introduction

Knowledge bases have received considerable research attention in recent years, demon-
strating their utility in areas ranging from question answering [1,2] to knowledge genera-
tion [3–5] to recommender systems [6]. These knowledge bases are underpinned by graph
structures called knowledge graphs, which describe facts as a collection of triples that relate
two entities via a predicate. Advances in artificial intelligence have spurred the need to
find representations of knowledge graphs that can be easily and accurately reasoned with
by machines. Perhaps the most common approach to this is knowledge graph embedding,
which transforms a knowledge graph into a low-dimensional embedding space, thereby
providing a representation that is both intuitive and highly operable. Many [2–5,7,8] knowl-
edge graph embedding methods have been proposed in recent years, each excelling at
capturing different aspects of the knowledge graph’s structure and semantics. Relatively
less work has been performed on methods for preprocessing a knowledge graph prior to
embedding. It has been shown on simple graphs, however, that hierarchically coarsening
prior to embedding yields higher-quality embeddings [9,10]. This provides the motivation
for our work, namely to investigate whether or not such an approach can improve embed-
dings for knowledge graphs. Specifically, we propose a simple embedding meta-strategy
that can be applied to any arbitrary embedding method. Our strategy first reduces an input
knowledge graph—henceforth referred to as a base graph—to a coarsened graph, along
with a mapping between the entities in each knowledge graph. Coarse embeddings are then
learned on the coarse graph and mapped back down as base embeddings. They may then
be fine-tuned on the base graph to reintroduce information that was lost in the coarsening
procedure. Figure 1 outlines the flow of this approach. The hypothesized rationale for
coarsening is multifactorial, as pointed out in [9,10]. Although largely untested empirically
in these works, it may be summarized as follows:
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• Coarsening reduces knowledge graph size whilst preserving the global structure,
potentially revealing higher-order features.

• Training schemes that rely on stochastic gradient descent may learn embeddings that
fall in local minima. Initializations learned on the coarse graph may be more resistant
to this problem.

• Structurally equivalent entities are embedded jointly in coarse graphs, reducing train-
ing complexity.

We evaluate our proposed strategy on the entity classification task using four real-
world datasets and perform a pairwise comparison against common embedding methods.
The results indicate that embedding on a coarse graph produces faster and, in many cases,
higher-quality embeddings.

In summary, the contributions of our paper are as follows. To the best of our knowl-
edge, we are the first to use coarsening as an explicit preprocessing strategy for generating
knowledge graph embeddings. To this end, we propose a novel probabilistic coarsening
procedure that reduces knowledge graph size while preserving its global structure. The
results of our empirical evaluation allow us to conclude that coarsening is a recommended
strategy regardless of the underlying embedding method being used.
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Figure 1. Toy example demonstrating our proposed embedding strategy. The logical flow is guided
by dashed line arrows, starting in the bottom left corner and proceeding clockwise.

2. Related Work

Research in graph representation, including graph embeddings, has a long history
rooted in mathematics with early methods discussed in [11]. More recently, deep learning
has been leveraged for graph embeddings to achieve state-of-the-art results. For instance,
DeepWalk [12], Large-scale Information Network Embedding [13], and node2vec [14]
sample random walks on a graph and treat them as input words to the skip-gram language
model [15]. The intuition behind this approach is that nodes that are sampled in the
same random walks are more similar semantically and should have similar embeddings.
Another class of deep approaches, Graph Convolution Networks (GCN) [16,17], utilize the
convolution operator to learn neighbourhood information for graph entities. Extensions
and derivatives of GCNs are ample; for a comprehensive discussion of these methods,
we refer readers to [18]. Autoencoders use neural networks to reduce input to a latent
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embedding before reconstructing the embedding back to the original input. This approach
has shown success in generating graph embeddings in [6,19].

Meta-strategies that preprocess graphs into hierarchies before applying embedding
methods have been shown to produce higher-quality embeddings at reduced training
complexity. The first of these proposed, HARP [9], sequentially reduces the input graph
into a hierarchy of progressively coarser graphs. These coarse graphs are then embedded,
starting with the coarsest graph such that their embeddings serve as the initialization
of the graph directly below it in the hierarchy. This idea was extended in Multi-Level
Embedding [10] and GOSH [20], both of which modify the coarsening procedure. In the
case of MILE, a hybrid of Structural Equivalence Matching and Normalized Heavy Edge
Matching [21] is utilized for coarsening. Furthermore, GCNs are used to refine learned
embeddings when moving down the coarse hierarchy to initialize embeddings.

Knowledge graphs present structural traits that render the aforementioned methods
ill-suited for their embedding. Specifically, knowledge graphs are directed and labelled
in their relations between entities. In light of this, much research has been devoted to
developing methods that account for these complexities. For instance, RDF2Vec [7] uses
breadth-first graph walks on the skip-gram model to generate embeddings. This model
generates embeddings in which entities that are in lower-order neighbourhoods of one
another are more proximal in the embedding space. Being one of the first and most popu-
lar embedding approaches, it has received significant research attention and extensions,
such as KG2Vec [22], Triple2Vec [23], and RDF2Vec_oa [24]. GCNs have been extended to
knowledge graphs with the Relational Graph Convolution Network (R-GCN) [3], which
aggregates predicate-specific convolutions of the original model. As with RDF2Vec, its
success attracted much attention and many extensions, including the Relational Graph
Attention Network [25], which leverages graph attention mechanisms and QA-GNN [26],
which incorporates contextual information for question and answering tasks. ConvE [5]
also leverages the convolution operator in a neural framework by stacking embeddings as a
matrix and convolving them in two dimensions. This approach is capable of learning highly
expressive embeddings while achieving computational efficiency [27]. Translation-based
methods apply the intuition that subject embeddings should be near object embeddings
when translated by valid corresponding predicates. These models were pioneered by
TransE [4], which was subsequently improved upon to address its challenges in modelling
certain types of relations, such as one-to-many and many-to-one [28–34]. Two of these exten-
sions, TransR [29] and TransH [28], are described later on in the paper. Factorization models,
such as RESCAL [8] and DistMult [35], learn embeddings by factorizing the knowledge
graph adjacency tensor into the product of entity embeddings and relation-specific transla-
tion matrices. In bilinear models, such as the two mentioned, the embedded representation
of the relations forms a two-dimensional matrix. Non-bilinear factorization models, such as
HolE [36] and TuckER [37], do not share this property. Deep reinforcement learning has also
shown promise in this domain with MINERVA [2], which learns knowledge graph paths
to find the correct entity in incomplete triples. A recent and comprehensive discussion of
knowledge graph embedding methods can be found in [38].

3. Proposed Strategy

We define a knowledge graph, K, as a collection of triples such that each triple relates a
subject entity, es, to an object entity, eo, via a predicate, pr. In this view, K := {(es, pr, eo)} ∈
E × P × E where e ∈ E is the set of entities and p ∈ P is the set of predicates. The task
of knowledge graph embedding is to find a function, f , which maps each entity to the
embedding space f : E 
→ R

|E |×d where d is the dimensionality of the embedding space
such that d << |E ||P|. Most embedding methods also embed predicates, although their
formulation is highly variable.

We employ the notation used in [39] wherein a knowledge graph is interpreted by
a set of entities and the tags that annotate them. In this view, a tag t, is defined as a
predicate-entity pair that describes another entity, t := (pr, eo) | (es, pr). The order between
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a tag’s predicate and entity correspond to whether the tag is incoming or outgoing. Thus,
each triple in K corresponds to two entity-tag mappings. These mappings are expressed as
sets such that each entity ea has a corresponding set of tags that annotate it, denoted as Aa.

Our proposed strategy embeds a base graph via an intermediary coarse graph. In this
process, the coarse graph is first generated from the base graph before being embedded.
Coarse embeddings are then mapped back down to the base graph and fine-tuned. Our
strategy may be divided into the following three steps:

1. Probabilistic graph coarsening reduces the base graph to a smaller, coarsened graph
and returns an entity mapping between the two graphs.

2. Coarse graph embedding applies a predetermined embedding method on the coarse
graph to obtain coarse embeddings.

3. Reverse mapping and fine-tuning maps coarse embeddings back down to the base
graph to obtain base embeddings. Base embeddings may be fine-tuned on the
base graph.

The remainder of this section describes each of these steps in detail. The intuition for
this process is described visually in Figure 1, while its sequence is outlined in Algorithm 1.

3.1. Probabilistic Graph Coarsening

In this step, the base graph is reduced to create a coarse graph, denoted as K′, such
that |K′| < |K|. This procedure involves collapsing structurally similar entities in K to one
entity cluster in K′. Relations in K are extended to K′ such that a cluster’s relations are the
union of its constituent entities’ relations. Collapsing entities are divided into two stages,
designed to preserve the first-order and second-order proximities of the base graph [13].
This allows the base graph to be reduced of structural redundancies, making it more
computationally manageable and potentially revealing its global and most salient features.
The mapping between base entities and coarse entities is represented by Ψ : E 
→ E′.
Coarsening is demonstrated visually on the left half of Figure 1.

3.1.1. Collapsing First-Order Neighbours

Preserving first-order proximity refers to the notion that entities should be embedded
proximally to their first-order (i.e., one-hop) neighbours. By collapsing entities with their
first-order neighbours, proximity is ensured as collapsed entities share identical embed-
dings. In undirected, single predicate graphs, edge collapsing [9,40,41] finds the largest
subset of edges such that no two edges are incident to the same vertex. Vertices incident to
each edge in this set is then collapsed, yielding a graph coarsened to preserve first-order
proximity. Edge collapsing may be applied to knowledge graphs by assuming undirected
graph relations. This approach proves too liberal in its coarsening, however, since the cost
of coarsening is increased in knowledge graphs due to the loss of predicate information. In
response, we restrict edge collapsing to entities whose collapsing incurs no loss of predicate
information other than predicates that are incident to both entities. Formally, entity ea is
collapsed with eb if:

{t ∈ Aa : eb /∈ t} ⊆ {t ∈ Ab : ea /∈ t} (1)

First-order entity collapsing is demonstrated in the lower left quadrant of Figure 1,
where entity eg is collapsed with its neighbour e f to form entity cluster e f g in the coarse
graph. We note that entities ea and eb are also valid candidates for first-order collapsing
with ed. This demonstrates the necessity of initially performing second-order neighbour
collapsing since ea and eb are structurally equivalent and thus more similar to one another
than to ed. As such, first-order collapsing is performed after second-order collapsing, as
seen in Algorithm 1, where it is captured in lines 11 to 18.
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3.1.2. Collapsing Second-Order Neighbours

Second-order (i.e., two-hop) neighbours are two entities that share a first-order neigh-
bour. The rationale for preserving second-order proximity is discussed in [13] and predi-
cated on the intuition that entities that have many common first-order neighbours tend to
exhibit similar structural and semantic properties. As such, they should be proximal to one
another in the embedding space. In Figure 1, we see that second-order neighbours ea and eb
have identical tag sets (i.e., Aa = Ab) and are thus structurally equivalent. Collapsing these
entities and embedding them jointly ensures the preservation of second-order proximity in
the embedding space while incurring no loss of information. We apply this reasoning to
our coarsening procedure. Namely, if two second-order neighbours exhibit a high degree
of structural similarity, we collapse them in the coarse graph. We measure the similarity
between a pair of second-order neighbours as the Jaccard coefficient between their tag sets:

Sim(ea, ec) =
Aa ∩Ac

Aa ∪Ac
(2)

where Sim(ea, ec) is the similarity between ea and ec such that 0 ≤ Sim(ea, ev) ≤ 1. Second-
order neighbours are collapsed if their similarity is greater than or equal to a threshold,
α, which is chosen such that 0 < α ≤ 1. The value of α dictates the coarseness of the
graph, with lower α values resulting in smaller, coarser graphs. This process may be
seen as a relaxation of Structural Equivalence Matching (SEM) proposed in [10], which
collapses second-order neighbours only if they are structurally equivalent. In other words,
SEM is analogous to our method of α = 1; collapsing entities ea and ec when Aa = Ac.
Second-order collapsing is summarized in lines 2 to 10 of Algorithm 1.

Algorithm 1 Coarse knowledge graph embeddings.
Input: base graph K; collapsing threshold α; random walk count η
Output: base embeddings E

1: Initialize K′ and Ψ
2: for all ea ∈ E do
3: for iteration in 1, 2, ..., η do
4: Obtain second order neighbour ec using (5) and (6)
5: Calculate Sim(ea, ec) using (2)
6: if Sim(ea, ec) ≥ α and ec /∈ Ψ then
7: Collapse ea with ec; Update K′ and Ψ
8: end if
9: end for

10: end for
11: for all ea ∈ E do
12: for iteration in 1, 2, ..., η do
13: Obtain first order neighbour eb using (3) and (4)
14: if (1) holds for ea and ea /∈ Ψ then
15: Collapse ea into eb; Update K′ and Ψ
16: end if
17: end for
18: end for
19: Obtain coarse embeddings E′ using (7)
20: for all ea ∈ E do
21: Reverse map base embedding E[ea] using (8)
22: end for
23: Fine tune base embeddings E using (9)

3.1.3. Neighbour Sampling

The pairwise comparison between entities and their first- and second-order neighbour-
hoods has a worst-case time complexity of O(|E |2) and is thus computationally infeasible
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for large-scale knowledge graphs. To overcome this, we propose a scheme for sampling
neighbours using constrained random walks. To obtain a first-order neighbour for entity
ea, we first sample a tag from its tag set:

t1 ∼ Uniform(Aa) (3)

where t1 represents one hop in a random walk on the base graph. The first-order neighbour
eb is then extracted from t1:

eb = t1 ∩ E (4)

Note that since t1 ∩ E is a singleton set, we can abuse the = symbol such that eb = {eb}.
The predicate pr = t1 ∩ P is used as a constraint in sampling a second-order neighbour for
ea. Specifically, given ea and its first-order neighbour eb on predicate pr, we only sample
second-order neighbours that are incident to eb on pr:

t2 ∼ Uniform({t ∈ Ab : pr ∈ t ∧ ea /∈ t}) (5)

The second-order neighbour ec is extracted from t2 analogously to eb:

ec = t2 ∩ E (6)

Sampled neighbours are collapsed if they meet the aforementioned requirements,
resulting in a stochastically derived coarse graph.

We sample η ≥ 1 neighbours for each entity, resulting in a O(|E |η) time complexity for
our sampling scheme. As a hyperparameter of coarsening, η is chosen a priori allowing for
flexibility to account for knowledge graph size. In practice, we see that even small values
of η yield encouraging results. The intuition behind this may be summarized as follows:

• Entities that meet the criteria for collapsing are likely to have smaller neighbourhoods.
• Entities that belong to smaller neighbourhoods have a higher chance of getting sam-

pled as candidates for collapsing.

This allows our strategy to be performed with little added computational overhead. We
note that reading a dataset has a time complexity of O(|K|), which may itself be more
computationally taxing than coarsening on dense knowledge graphs.

3.2. Coarse Graph Embedding

Having coarsened the base graph, coarse embeddings are obtained by applying an
arbitrary embedding method on the coarse graph. Since the coarse graph has all the
properties of its base counterpart, no additional changes to the embedding method are
necessary, merely a different input. Due to there being fewer entities in the coarse graph
than its base counterpart, coarse embeddings may require fewer training steps, resulting in
faster training times. We use the notation f (K′) to denote the embedding of coarse graph
K′ to yield coarse embeddings E′:

E′ = f (K′) (7)

Line 19 in Algorithm 1 places this step in the context of our whole strategy.

3.3. Reverse Mapping and Fine Tuning

Coarse embeddings are extended down as base embeddings E by reversing the map-
ping obtained in the coarsening step:

E[ea] = E′[Ψ(ea)] (8)

where E[ea] indexes the base embedding for ea. A consequence of reverse mapping is that
entities that were coarsened together share identical embeddings. In applications that
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rely on the distinction between these entities, this property is not desired. As such, base
embedding may be fine-tuned by embedding E with respect to the base graph using E′
as initialisation. This ensures that structural information that was lost in the coarsening
process is reintroduced to base embeddings, and collapsed entities become delineated.
Furthermore, the training process may be less likely to get stuck in local minima due to its
global initialisations. We use the following notation to capture fine-tuning E using E′ as
initialisation:

E = f (K|E′) (9)

Reverse mapping and fine-tuning are described in lines 20 to 23 of Algorithm 1 as the
final steps in our strategy.

4. Evaluation

We evaluate our strategy on the entity classification task performed in [3,7], which
involves embedding a knowledge graph and using the embeddings to infer entity labels.
Our strategy is compared pairwise against the baseline methods used in the embedding
step. This allows us to measure whether our coarsening strategy is justified in comparison
to using the baseline methods conventionally. We use three baseline methods to evaluate
our strategy: RDF2Vec, R-GCN, and TransE. In performing our evaluation, we extend
the code provided in [3,42] and publish it online for replication (https://sites.ualberta.ca/
~pietrasi/coarse_embeddings.zip (accessed on 3 March 2023).

4.1. Datasets

We use four canonical datasets from [3,7] in our evaluation: MUTAG, AIFB, BGS,
and AM. Each dataset consists of a knowledge graph in Resource Description Framework
format and labels for a subset of its entities. We mirror [3] in removing knowledge graph
relations, which are on predicates that correlate strongly with their labels. Statistics for
each dataset are provided in Table 1. What follows is a brief description of each dataset.

• MUTAG depicts the properties and interactions of molecules that may or may not be
carcinogenic. We remove the labelling predicate isMutagenic from the dataset.

• AIFB reports the work performed at the AIFB research group and labels its members
by affiliation. We remove predicates, employs, and affiliation.

• BGS captures geological data from the island of Great Britain and is used to predict
the lithogenicity of rocks. As such, we remove the hasLithogenesis predicate.

• AM describes and categorises artefacts in the Amsterdam Museum. We remove the
materials predicate as it correlates with artefact labels.

Table 1. Summary of datasets used in this paper.

Dataset MUTAG AIFB BGS AM

Triples 74,227 29,043 916,199 5,988,321
Entities 23,644 8285 333,845 1,666,764

Predicates 23 45 103 133
Labelled 340 176 146 1000
Classes 2 4 2 11

4.2. Procedure

Embeddings were learned using each of the baseline embedding methods on the
base graph and on the coarse graph as per our strategy. To assess the quality of these
embeddings, entity classification was performed by training a support vector machine
on 80% labelled entities and testing on the remaining 20% using splits provided in [7].
We use the accuracy of classification on the testing entities as the metric of our strategy’s
performance. To account for stochasticity in this process, embeddings were learned and
evaluated ten times for each dataset.
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To obtain optimal results, we set aside 20% of the training entities as validation for
hyperparameter selection and to prevent overfitting. In magnanimity, we used embedding
hyperparameters, which were selected on validation results obtained on the base graphs.
For coarsening hyperparameters, we performed exploration on α ∈ {0.25, 0.5, 0.75, 1} and
used η = 10 in all of our experiments. The optimal hyperparameters for each dataset and
baseline method may be found with our published code.

4.3. Results

The results of our evaluation are summarised in Table 2. We use the notation C(x) to
refer to our strategy applied to baseline embedding method x. Our strategy improved on the
baseline in 10 of the 12 experiments, 7 of which were statistically significant. Furthermore,
we were able to achieve state-of-the-art performance on three of the four datasets, albeit
using different baseline methods.

Table 2. Results of pairwise comparison between our strategy and baseline embedding methods
as measured by accuracy (mean ± standard deviation) obtained on testing entities for each dataset.
Asterisk (*) indicates superior performance as per Student’s t-test at a 0.05 level of significance.
Underline indicates top performance on the dataset, regardless of the baseline method.

Method MUTAG AIFB BGS AM

RDF2Vec 0.7500 ± 0.0392 0.9111 ± 0.0117 0.7828 ± 0.0327 0.8758 ± 0.0143
C(RDF2Vec) 0.7956 ± 0.0340 0.9167 ± 0.0000 0.8828 ± 0.0178 0.8778 ± 0.0211

Change 6.1% * 0.6% 12.8% * 0.2%

R-GCN 0.7397 ± 0.0286 0.9528 ± 0.0264 0.8345 ± 0.0424 0.8833 ± 0.0197
C(R-GCN) 0.7294 ± 0.0242 0.9694 ± 0.0088 0.8690 ± 0.0317 0.8828 ± 0.0138

Change −1.4% 1.7% * 4.1% * −0.1%

TransE 0.7397 ± 0.0422 0.8722 ± 0.0397 0.6793 ± 0.0371 0.4207 ± 0.0143
C(TransE) 0.7412 ± 0.0368 0.9056 ± 0.0299 0.7759 ± 0.0335 0.4955 ± 0.0179

Change 0.3% 3.8% * 14.2% * 17.7% *

Although extensive comparisons between the baseline methods with and without
the application of our strategy are outside the scope of this paper, we suggest possible
reasons for the improved results and how employing coarsening may overcome certain
limitations present in the baselines. The main difference in using our strategy in conjunction
with RDF2VEC is in how it changes the sequences obtained from the random walks on
the knowledge graph. Because densely connected entities are less likely to be collapsed
in the coarsening process, they are more likely to be sampled in walks on the coarsened
graph. This bears some similarity to RDF2VEC Light [43], which only performs walks on
entities of interest if we assume that densely connected entities are more likely to be of
interest. Furthermore, on all four datasets, we see a larger reduction in the percentage of
entities as opposed to triples. This too changes the nature of sampled walks, namely in
that predicates are more likely to be sampled. The difference between sampling entities
versus predicates was discussed in [44] and termed e-walks and p-walks, respectively. In
short, it was shown that e-walks are better at capturing the relatedness of entities, and
p-walks are better at capturing their semantic similarity. Because coarsening changes
the sampled walks in the direction of p-walks, our strategy is theorised to be better at
capturing semantic similarity between entities. In general, the idea of biasing random
walks in order to improve the performance of RDF2VEC is well studied and extensively
evaluated in [45]. The advantage of using our strategy in conjunction with a R-GCN baseline
is that of parameter reduction. Recall that R-GCN relies on computations made on the
adjacency matrix of the knowledge graph. Such a formulation results in an increasing
number of parameters as the size of the knowledge graph increases, making its scalability
poor for very large datasets. By coarsening the knowledge graph, we reduce the number
of trainable parameters in the model, improving its efficiency. We note, however, that
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our strategy appears to perform worse on R-GCN relative to the other baselines. The
reason for this may be that coarsening produces graphs with a larger proportion of highly
connected hub entities, which is a structural weakness of R-GCN as pointed out by its
authors. The limitations of the translational assumption inherent to the TransE model is
not addressed by our strategy directly, as the underlying embedding procedure is never
changed. These include the inability to properly handle relational patterns such as one-
to-many, many-to-one, inverse, and symmetric relations and were largely addressed by
subsequent models in the translational family, such as the aforementioned TransR and
TransH models. Specifically, TransR finesses the issue of entities and predicates being
embedded in the same space by introducing a separate predicate embedding space. Entities
are then projected to the predicate space by a predicate-specific projection matrix, and
the original translation assumptions of the TransE model are applied. This solves the
problem of embedding entities, which may or may not be similar to one another depending
on their predicate context. TransH was proposed to handle the problem of embedding
one-to-many and many-to-one relationships. To this end, it too introduced the notion
of predicate-specific projections, although unlike TransR, entities and predicates were
mapped in the same space. In contrast to these approaches, our strategy may be seen as
improving on TransE indirectly, namely by augmenting the input data. One-to-many and
many-to-one relationships are likely candidates for second-order collapsing, ensuring tight
embeddings of these entities by TransE. Such a feature does not rectify TransE’s challenges
in handling these types of relationships but merely accepts its inadequacy and ensures that
less computation is spent on embedding these entities. This is also the case for symmetrical
relationships whose entities are candidates for first-order collapsing. Thus, in order to
overcome the obstacles of TransE, it would be advised to apply our strategy in conjunction
with one of its successors, which explicitly deals with the limitations mentioned. We note
that despite our strategy’s positive impact in regard to the aforementioned limitations, it
is formulated to be embedding-method agnostic. As such it does not inherently seek to
overcome the limitations of any particular embedding method. Finally, we see that datasets
with knowledge graphs that have a higher degree of reduction at α = 0.5 and η = 10
perform better. This is because not all knowledge graphs are equally suitable candidates for
coarsening. Namely, knowledge graphs that exhibit a high degree of structural equivalency
between entities lose less information in the coarsening process. We see this in the AIFB
and BGS datasets, where more than half of their entities get collapsed in the coarsening
step, as shown in Table 3.

Table 3. Percent reduction in coarse graphs relative to base graphs at α = 0.5 and η = 10.

Dataset MUTAG AIFB BGS AM

Triples 52,179 20,134 501,722 4,080,981
Change −29.7% −30.7% −45.2% −31.8%

Entities 16,115 2801 78,335 944,759
Change −31.8% −66.2% −76.5% −43.3%

Predicates 23 43 97 129
Change 0% −4.4% −5.8% −3.0%

Figure 2 plots the performance of our strategy compared to baselines when increasing
the number of training steps performed. Due to computational constraints, we trained
the embeddings up to fifty epochs. It is possible that given enough training, baseline
methods could catch up in performance to our coarsening strategy, as can be seen on the
AM dataset using TransE. This, however, still demonstrates that coarse graphs produce
quality embeddings faster than embedding on base graphs. This is further confirmed by
RDF2Vec on AIFB and AM and R-GCN on MUTAG, which show similar trendlines to the
coarsened counterpart requiring fewer training steps. This suggests that our strategy is
faster to train than its baseline counterparts.
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Figure 2. Pairwise comparison between the baseline method and our strategy demonstrating perfor-
mance (accuracy) as a function of the number of training steps performed for each dataset.

5. Conclusions

We introduced a simple meta-strategy for embedding knowledge graphs that relies
on coarsening as a preprocessing step to obtain a reduced knowledge graph prior to
embedding. To this end, we adapted existing graph coarsening concepts to knowledge
graphs and introduced a novel entity collapsing and neighbour sampling scheme. Our
evaluation demonstrates that such an approach results in faster and, oftentimes, more
accurate knowledge graph embeddings. Coupled with the fact that our strategy incurs
little overhead costs, we conclude that graph coarsening is a recommended preprocessing
step before applying any existing knowledge graph embedding method.

Despite the encouraging results, there are still limitations to our work and avenues
for future work. The evaluation of the reverse mapping procedure could be performed
by a simple pairwise comparison. Specifically, comparing the embedding quality with
and without reverse mapping and fine-tuning. We anticipate, however, that on the entity
classification task, such a comparison would not be indicative of the extent to which
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information is regained in this step. This is because entity classification is performed on a
subset of graph entities that are highly connected and thus unlikely to be collapsed in the
coarsening process. This is due to the requirements for collapsing and their satisfaction
being more likely by peripheral entities. As such, the embeddings of classified entities will
not change during the reverse mapping and fine-tuning process. This brings attention to
another limitation, namely that of evaluating the strategy on different downstream tasks,
such as the commonly used link prediction task. In this task, triples not present in the
knowledge graph are inferred by assigning a score to reflect the likelihood of observing such
a triple. This task was not originally handled by RDF2Vec, whose principal function was
data mining. It has been shown more recently [46] that RDF2Vec can be adapted to the link
prediction task. As such, testing our strategy on this task is a worthwhile endeavour. Finally,
future improvements to our work may be made by proposing alternate coarsening schemes,
such as those which leverage graph clustering or community detection. These models
present the opportunity for more intelligent collapsing of nodes, which may improve the
efficiency of our overall strategy. To this end, models such as KDComm [47], Bayesian
Symmetric NMF [48], the Multilayer Stochastic Blockmodel [49], and the Multilayer Mixed
Membership Stochastic Blockmodel [50] can be utilized. One of the challenges to overcome
if these models were to be integrated with our strategy would be that of computational
efficiency. In general, the process by which these models induce communities from the
knowledge graph is more expensive than our approach. This would be further exacerbated
if multi-step coarsening were to be employed.
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Abstract: This paper proposes a three-year average of social attention as a more reliable measure of the
social impact of journals since the social attention of research can vary widely among scientific articles,
even within the same journal. The proposed measure is used to evaluate a journal’s contribution
to social attention in comparison to other bibliometric indicators. This study uses Dimensions as a
data source and examines research articles from 76 disciplinary libraries and information science
journals through multiple linear regression analysis. This study identifies socially influential journals
whose contribution to social attention is twice that of scholarly impact, as measured by citations. In
addition, this study finds that the number of authors and open access have a moderate effect on social
attention, while the journal impact factor has a negative effect and funding has a small effect.

Keywords: altmetrics; social mentions; multiple linear regression; public attention to research;
socially influential journal

MSC: 62P25

1. Introduction

Several factors influence the relationship between the public attention a paper receives
and its scholarly impact. The academic impact is primarily influenced by the perceived
quality of the research, the reputation of the authors, their institutions, and the journals in
which they publish. Social attention, on the other hand, is influenced by a broader range
of factors, including the topic of the publication, the demographics of the authors who
are active on social media, and the current trends and interests of the general public. For
example, topics that are controversial or trending tend to generate a lot of social attention,
regardless of the scholarly impact of the publication.

Since the term “altmetrics” was first coined in 2010 [1], both theoretical and practical
research has been conducted in this area [2]. In addition, governments are now encouraging
researchers to engage in activities that have a social impact, such as those that bring
economic, cultural, and health benefits [3].

While altmetric data can increase citation rates by accelerating the accumulation
of citations after publication [4], they show only a moderate correlation with Mendeley
readership [5] and a weak or negligible correlation with other altmetric indicators and
citations [6,7]. Consequently, altmetrics may capture different types of impact beyond
citation impact [8].

There are many and varied factors that influence the public exposure of research [2].
These include collaboration, research funding, mode of access to the publication, citation,
and journal impact factor, which will be discussed below.

Collaboration is becoming increasingly important in scientific research as it allows
the combination of knowledge and skills to generate new ideas and research avenues [9].
Co-authorship analysis of research papers is a valid method for studying collaboration [10].
While researchers have increased their production of research articles in recent decades,
the number of co-authors has also increased, resulting in a steady publication rate [11,12].
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Collaborative research has been associated with higher citation rates and more impactful
science [13]. Scientists who collaborate more often tend to have higher h-indices [14].
In addition, both citation and social attention increase with co-authorship, although the
influence becomes less significant as the number of collaborators increases [15].

Funding is another important input into the research process. The authors found
that 43% of the publications acknowledge funding, with considerable variation between
countries [16]. They also found that publications that acknowledge funding are more highly
cited. However, citations are only one side of a multidimensional concept, such as research
impact, and alternatives have been considered to complement the impact of research. Other
authors conclude that there is a positive correlation between funding and usage metrics,
but with differences between disciplines [17].

Another factor to consider when analyzing research performance is the type of publica-
tion access. The impact advantage of open access is probably because greater access allows
more people to read articles that they would not otherwise read. However, the true causality
is difficult to establish because there are many possible confounding factors [18,19].

In this context, in this present paper, I quantify the contribution of the journal to
societal attention to research. I compare this contribution with other bibliometric and
impact indicators discussed earlier, such as collaboration, research funding, type of access,
citation, and journal impact factor. To this end, I propose a measure of social influence
for journals. This indicator is a three-year average of the social attention given to articles
published in the journal. The data source is Dimensions, and the units of study are research
articles in library and information science. The methodology used is multiple linear
regression analysis.

2. Social Attention to Research and Traditional Metrics

In the field of research evaluation, scholars have studied the impact of research papers.
However, traditional metrics such as citation analysis, impact factors, and h-index tend
to focus only on the academic use of research papers and ignore their social impact on
the Internet [20]. Web 2.0 has transformed social interaction into a web-based platform
that allows two-way communication and real-time interaction, creating an environment in
which altmetrics has emerged as a new metric to measure the impact of a research paper.
The term “altmetrics” was first introduced in 2010 by Priem, who also published a manifesto
on the subject [1]. However, the correlation between citation counts and alternative metrics
is complicated because neither are direct indicators of research quality, making it nearly
impossible to achieve a perfect correlation unless they are unbiased [21].

Some research studies have focused on exploring the correlation between traditional
citation metrics and alternative metrics [21,22]. Such studies are important for under-
standing how research performance is evaluated, particularly with respect to measuring
impact through citation counts and altmetric attention scores (AAS). While citation counts
have been the primary means of assessing research performance, the importance of AAS
is increasing in today’s social media-driven world. This is because citation counts have
limitations, such as delays in adding a publication to citation databases and potential biases
due to self-citation.

A study compared citation data from 3 databases (WoS, Scopus, and Google Scholar)
for 85 LIS journals and found that Google Scholar citation data had a strong correlation with
altmetric attention, while the other 2 databases showed only a moderate correlation [23].
However, for the nine journals that were consistently present in all three databases, there
was a positive but not significant correlation between citation score and altmetric attention.
Although there was no correlation between citation count and altmetric score, a study
found a moderate correlation between journal impact factor and citation count, a weak
correlation between journal tweets and impact factor, and a strong correlation between
journal tweets and altmetric score [24].
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3. Materials and Methods

This study employed a rigorous and systematic process for collecting and analyzing
bibliometric data using the Dimensions database to ensure that the results were reliable,
valid, and informative for the field of library and information science.

• Unit of Analysis: The unit of analysis for this study is the “research article” in the field
of library and information science.

• Data Source: The data source for this study is the Dimensions database, which provides
social attention data at the article level. This database was selected because of its
comprehensive coverage of scholarly publications in a variety of disciplines.

• Journal Selection: The JCR Journal Impact Factor in the Web of Science database
was used to select journals in the library and information science category. Of the
86 journals identified in the 2020 edition, 10 journals were excluded because they were
not indexed in the Dimensions database. This step ensured that only high-quality,
peer-reviewed journals were included in the analysis. The final dataset included
76 library and information science journals. These journals were selected based on
their relevance and impact on the field.

• Timeframe: Research articles indexed in the Dimensions database between 2012 and
2021 were included in the analysis. This timeframe ensured that the analysis covered
recent publications, while also allowing for the collection of sufficient data.

• Search Criteria: In the Dimensions database, the following search criteria were used
for each journal X. Source Title was set to X, Publication Type was set to Article, and
Publication Year was set to the range 2012 to 2021.

• Final Dataset: All retrieved records were then exported to a file in CSV (comma-
separated values) format. The export file contained data on each research article’s
bibliographic information, social attention metrics, and other relevant variables.

• Data Collection: Data was collected on 6 June 2022. A total of 49,202 research articles
were analyzed in this study.

Note that Altmetric is the source of altmetric data in Dimensions, and it is one of the
earliest and most popular altmetric aggregator platforms. Digital Science launched this
platform in 2011, and it tracks and aggregates mention and views of scholarly articles from
various social media channels, news outlets, blogs, and other platforms. It also calculates a
weighted score, called the ‘altmetric attention score’, in which each mentioned category
contributes differently to the final score [25].

The altmetric attention score measures the amount of social attention an article receives
from sources such as mainstream and social media, public policy documents, and Wikipedia.
It assesses the online presence of the article and evaluates the discussions surrounding the
research. To avoid confusion, this paper uses the term “social attention score” or simply
“social attention” is used to refer to this metric.

This paper proposes a journal-level measure of social attention to research. This
measure is defined as the average social attention of articles over a three-year window. Note
that the Dimensions database does not provide journal-level impact indicators. Therefore, I
included another measure of journal impact in the dataset. I used the Journal Impact Factor
provided by the JCR Web of Science database for 2020, the year available at the time of data
collection.

The methodology consists of a multiple linear regression analysis. Thus, the dependent
variable is the social attention of the article, and the independent variables are the proposed
measure of the social attention of the journal, the number of authors, the type of access
to the publication {open access = 1, closed = 0}, the funding of the research {funded = 1,
unfunded = 0}, the citations of the article, and the impact factor of the journal.

4. Results

The article-level dataset is described in Table 1. The information in this table is
presented according to the time elapsed since publication (in average years from publication
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to the time of data collection in the first half of 2022). It can be observed that the maximum
social attention of scientific research in library and information science is reached on
average 4 years after its publication, with an average score of 5.57. However, there are no
significant differences after the second year. The highest values, more than five points, are
observed between the second and sixth year after publication. Nevertheless, the marginal
variation between years is only relevant in the second year, with an increase of 0.97 points
compared to the first year.

Table 1. Descriptive statistics of the dataset at the article level. Category: Library and Information
Science. Data source: Dimensions.

Years Since
Pub.*

Year of Pub. Num. Art.
Num. Authors

(Mean)
OA Art. (%)

Funded Art.
(%)

Citations
(Mean)

Art. Social Attention

Mean Score Marg. Var.

1 2021 6156 3.15 39.57% 23.93% 2.79 4.41
2 2020 5687 3.10 44.43% 26.01% 9.14 5.39 0.97
3 2019 4880 2.88 43.03% 23.55% 11.87 5.31 −0.08
4 2018 4811 2.73 43.17% 22.49% 14.94 5.57 0.26
5 2017 4897 2.63 45.01% 21.14% 16.91 5.17 −0.40
6 2016 4592 2.72 42.29% 18.47% 20.61 5.51 0.34
7 2015 4521 2.64 39.02% 20.97% 23.14 4.92 −0.58
8 2014 4551 2.67 37.84% 19.12% 22.73 3.89 −1.03
9 2013 4613 2.45 34.92% 17.86% 24.36 3.33 −0.57

10 2012 4494 2.37 34.40% 15.20% 25.77 2.57 −0.75

All 49,202 2.76 40.50% 21.12% 16.52 4.63

* Average years from publication to the time of data collection in the first half of 2022.

Table 1 also shows how the average number of authors per article in library and
information science has gradually increased over the past decade, from an average of
2.37 authors per article in 2012 to an average of 3.15 authors per article in 2021. This 33%
increase in co-authorship in a decade is remarkable. The increase in co-authorship may
partially explain the 37% increase in research article production over the decade in the
Library and Information Science category, from just under 4500 articles in 2012 to more
than 6100 articles in 2021.

In the dataset, 40% of the articles are open access, and 21% of publications indicate
in the acknowledgments section that the authors have received some form of funding,
with a sustained increase in most of the years analyzed. In terms of citations, the increase
observed in Table 1 was to be expected, from 2.8 cites per article in the first year after
the publication to an average of 25.8 cites at the end of the decade. Significant marginal
increases are observed up to the seventh year after publication, highlighting the increase of
6.35 citations that occurs in the second year.

4.1. Journal Social Attention: Definition and Consistency of the Indicator

When aggregating the data at the journal level, I observed a large interannual vari-
ability in the average social attention per article when the time window was reduced to a
single year. That is, for each journal, the average social attention of the articles in a single
year differs significantly from that of the articles in the previous and subsequent years of
the series. This large variability in the average social attention of each journal over time
means that the one-year average is not a consistent measure of social attention for journals.
This weakness observed for social media mentions also occurs for other citation-based
indicators, such as the impact factor, with short time windows.

One reason for this high interannual variability is the low correlation between the
individual scores of articles and the average scores of journals when the time window in
which citations or mentions are collected is short. Thus, a small proportion of articles from
each journal receive a large proportion of scientific citations and social mentions. In order
to increase the consistency of a measure by partially reducing the interannual variability, it
is often chosen in bibliometrics to increase the size of the window for counting observations
(citations or mentions). In the case of the impact factor, the various databases thus provide
indicators for two, three, four, and even five years.
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In this study, I chose a three-year window as a compromise between the advantages
and disadvantages of considering large time windows. That is, four-year and five-year
windows require a long waiting period before social attention can be measured for a journal,
while a two-year window still produces a high interannual variability in the dataset.

Therefore, I propose the following definition for the social attention measure at the
journal level. The journal social attention in year y counts the social attention received in
years y–2, y–1, and y for research articles published in those years (y–2, y–1, and y) and
divides it by the number of research articles published in those years (y–2, y–1, and y).
For example, the journal social attention in 2021 counts the social attention received in
2019–2021 for research articles published in 2019–2021 and divides it by the number of
research articles published in 2019–2021.

The journal-level dataset is described in Table 2. This table also includes the measure of the
journal social attention. Due to space limitations, I only show the information corresponding
to the year 2020 for the production and impact indicators (the last year available at the time of
data collection) and the year 2021 for the journal social attention (time window 2019–2021). The
graphical description of the data is shown in Figures 1 and 2.

Table 2. Description of the dataset at the journal level in the subject category Library and Information
Science (JCR). Data sources: Web of Science and Dimensions.

Journal Num. Art. 2020 JIF 2020
JIF Percentile

2020
JIF Quartile 2020 5-Year JIF 2020

Journal Social
Attention 2021

1 ASLIB J INFORM
MANAG 54 1.903 44.12 Q3 2.343 1.83

2 CAN J INFORM LIB
SCI 5 0.000 0.59 Q4 0.420 0.78

3 COLL RES LIBR 52 2.381 52.35 Q2 2.204 5.55

4 DATA TECHNOL
APPL 51 1.667 39.41 Q3 1.667 0.37

5 ELECTRON LIBR 56 1.453 34.71 Q3 1.540 0.36

6 ETHICS INF
TECHNOL 64 4.449 74.71 Q2 3.925 10.70

7 EUR J INFORM
SYST 64 4.344 71.18 Q2 7.130 6.43

8 GOV INFORM Q 71 6.695 91.18 Q1 8.293 7.66

9 HEALTH INFO
LIBR J 45 2.154 47.65 Q3 2.187 6.25

10 INFORM
SOC-ESTUD 32 0.311 8.82 Q4 0.313 0.39

11 INFORM
MANAGE-AMSTER 91 7.555 94.71 Q1 9.183 2.48

12 INFORM
ORGAN-UK 15 6.300 90 Q1 5.866 6.24

13 INFORM DEV 74 2.049 46.47 Q3 2.205 0.99

14 INFORM PROCESS
MANAG 237 6.222 88.82 Q1 5.789 2.06

15 INFORM RES 75 0.780 20.59 Q4 1.197 1.42
16 INFORM SOC 25 4.571 77.06 Q1 3.936 6.94
17 INFORM SYST J 49 7.453 93.53 Q1 8.814 7.05
18 INFORM SYST RES 69 5.207 82.94 Q1 6.888 7.54

19
INFORM
TECHNOL
MANAG

15 1.533 38.24 Q3 2.627 0.19

20 INFORM
TECHNOL PEOPL 121 3.879 67.65 Q2 4.238 1.65

21 INFORM
TECHNOL LIBR 27 1.160 27.65 Q3 1.351 8.90

22 INFORM
TECHNOL DEV 66 4.250 70 Q2 4.221 6.06

23 INT J COMP-SUPP
COLL 18 5.108 80.59 Q1 4.966 4.09

24 INT J GEOGR INF
SCI 162 4.186 68.82 Q2 4.645 3.66

25 INT J INFORM
MANAGE 203 14.098 99.41 Q1 13.074 4.99
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Table 2. Cont.

Journal Num. Art. 2020 JIF 2020
JIF Percentile

2020
JIF Quartile 2020 5-Year JIF 2020

Journal Social
Attention 2021

26 INVESTIG
BIBLIOTECOL 39 0.475 13.53 Q4 0.535 0.27

27 J ACAD LIBR 104 1.533 38.24 Q3 2.023 5.03

28
J
COMPUT-MEDIAT
COMM

25 5.410 85.29 Q1 9.953 25.01

29 J DOC 98 1.819 40.59 Q3 1.988 3.43

30 J ENTERP INF
MANAG 128 5.396 84.12 Q1 5.839 0.26

31 J GLOB INF
MANAG 38 1.373 33.53 Q3 1.550 0.75

32 J GLOB INF TECH
MAN 14 3.519 66.47 Q2 2.631 0.94

33 J HEALTH
COMMUN 94 2.781 59.41 Q2 3.468 8.44

34 J INF SCI 120 3.282 65.29 Q2 2.904 2.38

35 J INF
TECHNOL-UK 21 5.824 86.47 Q1 9.439 2.28

36 J INFORMETR 77 5.107 79.41 Q1 5.421 7.12
37 J KNOWL MANAG 162 8.182 97.06 Q1 8.720 0.60
38 J LIBR INF SCI 123 1.992 45.29 Q3 2.009 2.47

39 J MANAGE
INFORM SYST 40 7.838 95.88 Q1 8.335 3.53

40 J ORGAN END
USER COM 23 4.349 72.35 Q2 2.808 0.08

41 J SCHOLARLY
PUBL 19 1.512 35.88 Q3 1.245 3.77

42 J STRATEGIC INF
SYST 16 11.022 98.24 Q1 11.832 1.37

43 J AM MED
INFORM ASSN 209 4.497 75.88 Q1 5.178 14.38

44 J ASSOC INF SCI
TECH 150 2.687 54.71 Q2 3.854 8.09

45 J ASSOC INF SYST 47 5.149 81.76 Q1 6.780 2.06

46 J AUST LIB INF
ASSOC 28 0.725 19.41 Q4 0.851 1.64

47 J MED LIBR ASSOC 60 3.180 61.76 Q2 3.874 4.57

48 KNOWL MAN RES
PRACT 106 2.744 58.24 Q2 3.027 1.24

49 KNOWL ORGAN 34 1.000 25.29 Q4 0.979 0.18
50 LEARN PUBL 53 2.506 53.53 Q2 2.659 20.19

51 LIBR INFORM SCI
RES 32 2.730 57.06 Q2 2.778 5.15

52 LIBR HI TECH 83 2.357 51.18 Q2 2.065 1.32
53 LIBR QUART 26 1.895 42.94 Q3 2.277 1.27

54 LIBR RESOUR
TECH SER 3 0.424 12.35 Q4 0.541 0.45

55 LIBR TRENDS 38 1.311 31.18 Q3 1.354 5.70
56 LIBRI 25 0.521 14.71 Q4 0.706 0.75

57 MALAYS J LIBR INF
SC 20 1.250 28.82 Q3 1.320 0.00

58 MIS QUART 58 7.198 92.35 Q1 12.803 0.84
59 MIS Q EXEC 17 4.371 73.53 Q2 7.563 6.12

60 ONLINE INFORM
REV 82 2.325 50 Q3 2.883 3.92

61 PORTAL-LIBR
ACAD 36 1.067 26.47 Q3 1.285 1.93

62 PROF INFORM 169 2.253 48.82 Q3 2.285 6.99

63 QUAL HEALTH
RES 192 3.277 64.12 Q2 5.038 7.03

64 REF USER SERV Q 27 0.650 17.06 Q4 0.581 0.22
65 REF SERV REV 38 0.831 22.94 Q4 1.221 1.74
66 RES EVALUAT 20 2.706 55.88 Q2 3.434 12.70
67 RESTAURATOR 13 0.296 7.65 Q4 0.427 0.11

68 REV ESP DOC
CIENT 29 1.276 30 Q3 1.259 2.71

69 SCIENTOMETRICS 454 3.238 62.94 Q2 3.702 7.97
70 SERIALS REV 36 0.324 10 Q4 0.425 1.53

71 SOC SCI COMPUT
REV 93 4.578 78.24 Q1 5.194 11.99

72 SOC SCI INFORM 28 0.714 18.24 Q4 0.966 4.48

73 TELECOMMUN
POLICY 84 3.036 60.59 Q2 3.500 9.72

74 TELEMAT INFORM 91 6.182 87.65 Q1 6.769 3.61
75 TRANSINFORMACAO 23 0.648 15.88 Q4 0.561 5.20
76 Z BIBL BIBL 19 0.125 1.76 Q4 0.071 0.31

Note. The shade of green corresponds to the magnitude of each number relative to the other values in its column.
As such, the larger the number, the deeper the green hue used to represent it.
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Figure 1. The 5-year Journal Impact Factor (2020 edition) and the Journal Social Attention (2021
edition) by JIF quartiles. The mean is represented by a cross. The differences between the groups are
all significant (p < 0.01), except between Q1 and Q2 for Social Attention.

 

Figure 2. Social attention (logarithmic scale) of articles published in 2019, as a function of the journal’s
5-year impact factor (2020 edition), in the Library and Information Science category.

A box-and-whisker plot by quartile for the 5-year journal impact factor (2020 edition)
and the journal social attention (2021 edition) is shown in Figure 1. The differences between
the groups are all significant for the journal social attention (p < 0.01), except between Q1
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and Q2. Note that the journal social attention decreases in groups Q2 to Q4 as the journals
reduce their impact factors. This trend is observed in both the mean and the median, and
even in the remaining quartiles of the distribution represented by the boxes and whiskers
in the figure. However, this is not the case when moving from Q1 to Q2.

As can also be seen in Figure 1, the distributions in the group of journals with a higher
impact factor (Q1) are highly skewed, especially with respect to social attention. Note that
the mean, represented by the cross, is much higher than the median, represented by the
central line in the box.

Figure 2 shows the enormous variability in social attention, regardless of the journal’s
impact factor. Note that in the group of medium-impact journals (Q2 and Q3), there are
articles that receive a lot of social attention.

4.2. Multiple Linear Regression Analysis

I would like to know if and how the social attention of articles can be predicted from
the social attention of journals and several bibliometric characteristics. The description of
the variables can be found in Table 3.

Table 3. Variables and description in the Multiple Linear Regression model.

Name Measure Variable Description

Article Social Attention Altmetric attention score for research
articles published in 2019

Natural number
N = {0, 1, 2, ...}

Journal Social Attention
Journal social attention 2021: average
altmetric attention score for research
articles published in 2019–2021

Positive real number
R+

0 = [0, +∞)

Num. Authors Number of authors for research
articles published in 2019 Positive natural number N+ = {1, 2, 3, ...}

OA Article Type of access to the research articles
published in 2019 Dichotomous {open access = 1, closed = 0}

Funded Article
Research funding declared in the
acknowledgments section for the
research articles published in 2019

Dichotomous {funded = 1, unfunded = 0}

Article Citations Times cited in Dimensions for
research articles published in 2019

Natural number
N = {0, 1, 2, ...}

Journal Impact Factor 5-year journal impact factor in the
2020 issue of JCR

Positive real number
R+

0 = [0, +∞)

The dependent variable is the article social attention for publications in the year 2019,
in short, “article social attention”. The independent variables are the journal social attention
(2021), the number of authors for publications in the year 2019, the type of access to these
publications {open access = 1, closed = 0}, the funding of the research {funded = 1, unfunded
= 0}, the article citations, and the journal impact factor (2020 edition).

I checked for missing values in the descriptive statistics of all variables (see Table 4 for
the mean and standard deviation). Note that I have N = 4880 independent observations in
the dataset. The distributions in the histograms are likely for all variables and there are no
missing values. I have also checked for curvilinear relationships or anything unusual in the
plot of the dependent variable against each independent variable.

Table 4. Means, SDs, and Pearson correlations between the dependent and all independent variables.

Variable Mean SD 1 2 3 4 5 6 7

1. Article Social Attention 5.31 22.42 0.22 ** 0.09 ** 0.10 ** 0.04 ** 0.10 ** 0.03 *
2. Journal Social Attention 5.08 4.29 0.20 ** 0.19 ** 0.20 ** 0.03 * 0.15 **
3. Num. Authors 2.88 2.10 0.07 ** 0.33 ** 0.11 ** 0.19 **
4. OA Article (1, Closed = 0) 0.43 0.50 0.04 ** 0.00 −0.11 **
5. Funded Article (1, Unfunded = 0) 0.24 0.42 0.11 ** 0.17 **
6. Article Citations 11.87 26.62 0.39 **
7. Journal Impact Factor 4.24 3.03

* p < 0.05. ** p < 0.01.
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Note that each independent variable has a significant linear relationship with the
article’s social attention (see Table 4). Therefore, the multiple linear regression model could
estimate the article’s social attention from all independent variables simultaneously. I
checked the correlations between the variables (Table 4). The absolute correlations are low
(none of the correlations exceeds 0.39), and multicollinearity problems are discarded for
the actual regression analysis.

In general, the observed correlations are low. The highest correlations are between
article citations and journal impact factor (0.39) and between the number of authors and
funding (0.33). All other correlations are below 0.22. The only negative correlation is
observed between the type of access and the impact factor.

The regression model according to the b-coefficients in Table 5 is as follows:

Article_Social_Attention_i = 0.74 · Journal_Social_Attention_i + 0.41 · Num_Authors_i
+ 1.75 · OA_Article_i + 1.55 · Funded_Article_i

+ 0.09 · Article_Citations_i − 0.78 · JIF_i
(1)

where Article_Social_Attention_i denotes the predicted social attention for article i,
i = 1, 2, ..., 4880.

Table 5. Regression coefficients predicting Article Social Attention. Standard multiple linear regres-
sion analysis.

Variable B (Coeff.) 95% CI β (Standardized Coeff.) t p (Sig.)

Constant 0 - 0 - -
Journal Social Attention 0.741 [0.595, 0.887] 0.207 9.956 0.000
Num. Authors 0.412 [0.215, 0.609] 0.051 4.093 0.000
OA Article (1, Closed = 0) 1.755 [1.040, 2.471] 0.048 4.811 0.000
Funded Article (1, Not = 0) 1.552 [0.358, 2.746] 0.022 2.548 0.011
Article Citation 0.090 [0.079, 0.101] 0.104 16.373 0.000
Journal Impact Factor −0.784 [−0.969, −0.600] −0.044 −8.336 0.000

Note. Adjusted R-square R2
adj = 0.197 (N = 4880, p = 10−4). CI = confidence interval for B.

R-squared is the proportion of the variance in the dependent variable accounted
for by the model. I have reported the adjusted R-squared in Table 5. In this model,
R2

adj = 0.197. This is considered acceptable by social science standards. Furthermore, since
the p-value found in the ANOVA is p = 10−3, I conclude that the entire regression model
has a non-zero correlation.

Note that each b-coefficient in Equation (1) indicates the average increase in social
attention associated with a one-unit increase in a predictor, all else equal. Thus, a 1-point
increase in social attention to the journal is associated with a 0.74 increase in social attention
to the article.

Similarly, an additional co-author increases the social attention of a study by an
average of 0.41 points. Furthermore, 1 additional citation increases the social attention of
an article by an average of 0.09 points, or, alternatively, every 10 citations increase the social
attention of a study by 0.9 points, all else being equal. Similarly, a 1-point increase in the
journal’s impact factor is associated with a 0.78 decrease in the social attention to the article.

For the dichotomous variables, a 1 unit increase in open access is associated with an
average 1.75 point increase in the social attention to the article. Note that open access is
coded in the dataset as 0 (closed access) and 1 (open access). Therefore, the only possible
1 unit increase for this variable is from closed (0) to open (1). Therefore, I can conclude that
the average social attention for open articles is 1.75 points higher than for closed articles
(all other things being equal). Similarly, the average social attention for funded articles is
1.55 points higher than for unfunded articles, all else being equal.

The statistical significance column (Sig. in Table 5) shows the 2-tailed p-value for each
b-coefficient. Note that all of the b-coefficients in the model are statistically significant
(p < 0.05), and most of them are highly statistically significant with a p-value of 10−3.
However, the b-coefficients do not indicate the relative strength of the predictors. This
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is because the independent variables have different scales. The standardized regression
coefficients or beta coefficients, denoted as β in Table 5, are obtained by standardizing all
the regression variables before calculating the coefficients and are, therefore, comparable
within and across regression models.

Thus, the 2 strongest predictors in the coefficients are the social attention of the journal
(β = 0.207) and the citations received by the article (β = 0.104). This means that the journal
is the factor that contributes the most to the social attention of the research, about twice
as much as the citations received. In addition, the number of authors in the research
(β = 0.051) contributes about half as much as citations and slightly more than open access
to the publication (β = 0.048). Journal impact factor (β = −0.044) contributes as much as
open access but in the opposite direction. Finally, research funding (β = 0.022) contributes
half as much as the impact factor.

Regarding the multiple regression assumptions, each observation corresponds to a
different article. Therefore, I can consider them independent observations. The regres-
sion residuals are approximately normally distributed in the histogram. I also checked
the assumptions of homoscedasticity and linearity by plotting the residuals against the
predicted values. This scatterplot shows no systematic pattern, so I can conclude that both
assumptions hold.

5. Discussion

Social attention to research is crucial for understanding the impact and dissemination
of scientific research beyond traditional citation-based metrics and has practical implica-
tions for academic publishing, funding decisions, and science communication.

First, it provides a measure of the impact of scientific articles beyond traditional
citation-based metrics, such as the number of times an article is shared, downloaded, or
discussed on social media platforms. This can help researchers, publishers, and funding
agencies better understand the impact and reach of their research. Second, social attention to
research can provide insights into how scientific information is disseminated and consumed
by different audiences, which can inform public engagement and science communication
strategies. Third, social attention research can highlight emerging trends and issues in
science and technology that can guide future research agendas and funding decisions.

The results suggest that public attention to research occurs mainly in the first year after
publication and to a lesser extent in the second year. However, a more detailed analysis of
the dataset shows that the largest increase in social attention is observed in the first months
after its publication.

Some considerations can be made about the negative signs observed in the interannual
marginal variation (decrease in the average social attention compared to the previous year).
This decrease could be due to several factors. First, the increasing use of social networks
and the growing number of platforms from which social attention is collected. Second, the
social attention of research is measured with regularly updated data on the social presence
on the Internet (from June 2022 in the dataset). Since some mentions in social media may
be ephemeral and disappear after a while (unlike citations in the databases that index
the documents), the negative signs in the marginal variation could also be due to this
circumstance. Finally, the observations (research articles) differ between years, so this result
is, therefore, plausible.

The average number of authors per article in library and information science has
gradually increased over the last decade, from an average of 2.37 authors per article in 2012
to an average of 3.15 authors in 2021. This 33% increase in co-authorship in a decade is
relevant in terms of social attention, as discussion on the web is often driven by the authors
of the research. More authors, therefore, mean more presence on social networks.

In the dataset, 40% of library and information science publications are open access. In
addition, 21% of the publications indicate in the acknowledgments section that the authors
have received some form of funding, with a sustained increase over the years. Note that
this percentage of funded articles in LIS is half the average for all research fields [12].

106



Axioms 2023, 12, 337

The social attention of journals decreases in quartiles Q2 to Q4 as journals reduce
their impact factors. However, there are no significant differences between the two highest
quartiles (Q1 and Q2). This means that the journals that are most cited by researchers are
not necessarily the ones that receive the most social attention. Note that this may be due
to the subject category analyzed. For example, in the Library and Information Science
category, there are also prestigious journals in the second quartile. This is the case, for
example, for the journal Scientometrics. Journals with low obsolescence are penalized by
the impact factor compared to other journals with higher obsolescence, which accumulate
most of their citations in the first years after publication [26].

I found low correlations between the variables. The highest correlations are between
citation count and journal impact factor (0.39) and between the number of authors and
funding (0.33). All other correlations are lower than 0.22. The only negative correlation
is observed between the type of access and journal impact factor. This is because, in the
library and information science category, open access publishing is not yet widespread
among the journals with the highest impact factors. Surprisingly, however, there is no
correlation between access type and citations. In other words, open-access articles do not
receive more citations than closed articles. The reason for this is the same as that mentioned
above. Open access in library and information science is not generalized in high-impact
journals, which are those with the greatest visibility of research [27].

I observed that a 1-point increase in the social attention of the journal is associated
with an average 0.74 increase in the social attention of the article, all else equal. Similarly,
an additional co-author contributes an average 0.41 increase in the social attention of the
research. Furthermore, every 10 citations increase the social attention of a paper by 0.9
points, all else being equal. I also concluded that the average social attention for open
articles is 1.75 points higher than for closed articles, all else being equal. Similarly, the
average social attention for funded articles is 1.55 points higher than for unfunded research.

The finding that a 1-point increase in the journal impact factor is associated with a 0.78
decrease in the social attention to the article suggests that there is a negative relationship
between the 2 metrics. One possible explanation for this finding is that the number of
citations, which is the basis of the journal impact factor, is an indicator of the influence
of research in the academic world. The academic impact of a publication is determined
by several factors, such as the reputation of the authors, the standing of the institutions
with which they are affiliated, and the perceived importance and quality of the research.
Therefore, journals with high impact factors tend to publish research that is more specialized
and may be of interest primarily to researchers in a particular field, resulting in fewer social
mentions.

However, social attention is influenced by a wider range of factors, including the topic
of the publication and the current trends and interests of the general public. For example,
controversial or fashionable topics tend to generate a lot of social attention, regardless of the
journal impact factor of the publication. Therefore, papers in high-impact factor journals
that do not address current social trends or controversial topics may not receive as much
social attention as papers in low-impact factor journals that do address such topics.

Another factor that may contribute to the negative correlation between the journal
impact factor and the social attention of a paper is the demographics of the authors who
are active on social media. Younger researchers tend to be more active on social media than
their more established counterparts, and they may be more likely to publish in low-impact
journals due to their less extensive research experience. This could also contribute to the
negative correlation between the two measures.

In summary, the negative association between the journal impact factor and the social
attention of a paper can be explained by the different factors that influence the two metrics.
While the journal impact factor is primarily influenced by academic factors such as the
reputation of the authors and their institutions, the social attention of a paper is influenced
by a wider range of factors, including the subject of the publication and the demographics
of the authors.

107



Axioms 2023, 12, 337

The standardized regression coefficients indicate that the social attention of the journal
and the citations received by the article are the two strongest predictors of the social
attention of the article. The analysis shows that the journal is the most influential factor,
contributing about twice as much as the citations received. The number of authors in the
research contributes about half as much as the citations and slightly more if the publication
is open access. The impact factor of the journal has a similar influence as open access but
in the opposite direction. Finally, research funding contributes about half as much as the
impact factor.

There are some points to note regarding hybrid indicators and the “altmetric attention
score” used in this research. A hybrid indicator can combine different sources to create a
single score [25]. However, hybrid indicators are not robust and, therefore, should not be
used to evaluate researchers, especially for hiring or internal promotions. In this study, the
indicator was used to evaluate the research process rather than the researchers themselves.

6. Conclusions

Understanding societal attention to research is important because it can help re-
searchers identify emerging or pressing societal issues, prioritize research questions, and
engage with stakeholders and the public. It can also inform efforts to communicate research
findings to a broader audience, promote evidence-based policy, and increase public trust in
science.

Although most of the social attention to research occurs in the first year, even in the first
few months, a robust measure with low variability over time is preferable for identifying
socially influential journals. This paper proposes a three-year average of social attention as
a measure of social influence for journals. I used a multiple linear regression analysis to
quantify the contribution of journals to the social attention of research in comparison to
other bibliometric indicators. Thus, the data source was Dimensions, and the unit of study
was the research article in disciplinary journals of Library and Information Science.

As a main result, the factors that best explain the social attention of the research are the
social attention of the journal and the number of citations. There are socially influential journals,
and their contribution to the social attention of the article multiplies by two the effect attributed
to the academic impact measured by the number of citations. Furthermore, the number of
authors and open access has a moderate effect on the social attention of research. Funding has a
small effect, while the impact factor of the journal has a negative effect.

It should be emphasized that low R-squared values may indicate that the predictions
of an article’s social attention are not very accurate. In addition, altmetric indicators have
the advantage of measuring different types of impact beyond scholarly citations, and they
have the potential to identify earlier evidence of impact, making them valuable for self-
assessment. Furthermore, they are useful for investigating scholarships, as in this study.
Nevertheless, it is important to use social attention with caution, as it can provide a limited
and biased perspective on all forms of social impact.

This study analyzed a specific area of research over a specific period of time. However,
in order to apply the findings to other areas, it is recommended that further studies be
conducted with more diverse data. In terms of future research directions, incorporating
author characteristics, such as research experience, h-index, affiliations, and social media
presence, into the model could provide insights into the social impact of their research and
its correlation with citations received. In addition, the inclusion of these and other variables
may improve the model’s R-squared.
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Abstract: In this paper, a novel method for the automatic classification of coronary stenosis based on a
feature selection strategy driven by a hybrid evolutionary algorithm is proposed. The main contribution is
the characterization of the coronary stenosis anomaly based on the automatic selection of an efficient feature
subset. The initial feature set consists of 49 features involving intensity, texture and morphology. Since the
feature selection search space was O(2n), being n = 49, it was treated as a high-dimensional combinatorial
problem. For this reason, different single and hybrid evolutionary algorithms were compared, where
the hybrid method based on the Boltzmann univariate marginal distribution algorithm (BUMDA) and
simulated annealing (SA) achieved the best performance using a training set of X-ray coronary angiograms.
Moreover, two different databases with 500 and 2700 stenosis images, respectively, were used for training
and testing of the proposed method. In the experimental results, the proposed method for feature selection
obtained a subset of 11 features, achieving a feature reduction rate of 77.5% and a classification accuracy
of 0.96 using the training set. In the testing step, the proposed method was compared with different
state-of-the-art classification methods in both databases, obtaining a classification accuracy and Jaccard
coefficient of 0.90 and 0.81 in the first one, and 0.92 and 0.85 in the second one, respectively. In addition,
based on the proposed method’s execution time for testing images (0.02 s per image), it can be highly
suitable for use as part of a clinical decision support system.

Keywords: Boltzmann distribution; coronary angiograms; feature selection; simulated annealing;
stenosis classification; support vector machine

1. Introduction

Coronary heart disease is the main cause of morbidity all over the world [1]. Con-
sequently, it is highly important for coronary stenosis to be detected and diagnosed by
cardiologists and addressed in computational science. Nowadays, X-ray coronary an-
giography is the main source of decision making in stenosis diagnosis. In order to detect
coronary stenosis, a specialist performs an exhaustive visual examination of the entire
angiogram, and based on their knowledge, the stenosis regions are labeled. In order to
illustrate the challenging and laborious task carried out by the specialist in terms of the
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visual examination of coronary angiograms, in Figure 1, a set of X-ray angiograms along
with manually detected stenosis regions is presented.

Figure 1. (First row): set of X-ray coronary angiograms and the corresponding stenosis regions
manually detected by cardiologist (second row).

The main disadvantages of working with X-ray coronary angiograms are the high noise
levels and low-contrast regions, which make automatic vessel identification, measurement
and classification tasks difficult. Moreover, for the automatic stenosis classification problem,
some approaches have been reported. The method proposed by Saad [2] detects the
presence of atherosclerosis in a coronary artery image using a vessel-width variation
measure. The measurements are computed from a previously segmented image containing
only vessel pixels and its corresponding skeleton in order to determine the vessel center
line, from which the orthogonal line length of a fixed-size window is computed, moving
through the image. Kishore and Jayanthi [3] applied a manually fixed-size window from
an enhanced image. The vessel pixels were measured, adding them to intensity values in
order to obtain a coronary stenosis grading measure. Other approaches make use of the
Hessian matrix properties to enhance or extract vessel trees at the first stage. For instance,
the works of Wan et al. [4], Sameh et al. [5], and Cervantes-Sanchez et al. [6] applied the
Hessian matrix properties in order to enhance vessel pixels in coronary angiograms. The
response image allows for the measurement and extraction of features related with vessel
shapes that are used for the automatic classification and grading of coronary stenosis.

The use of classification techniques and search metaheuristics are additional ap-
proaches that have been used to address vessel disease problems. Cervantes-Sanchez
et al. [7] proposed a Bayesian-based method using a 3D feature vector that was extracted
from the image histogram in order to classify stenosis cases. Taki et al. [8] achieved a com-
petitive result in the categorization of calcified and noncalcified coronary artery plaques
using a Bayesian-based classifier. The proposal of Welikala et al. [9] works with retinal
vessels, applying a genetic algorithm to reduce the number of needed features that perform
a correct classification of proliferative diabetic retinopathy cases. Sreng et al. [10], proposed
a hybrid simulated annealing method to select relevant features that are then used with
an ensemble bagging classifier in order to produce a suitable screening of the eye. The
method of Chen et al. [11] works with a 6D feature vector related with the morphology of
bifurcated vessels in order to detect coronary artery disease. A fuzzy criterion was used
by Giannoglou et al. [12] in order to select features in characterization of atherosclerotic
plaques, and Wosiak and Zakrzewska [13], proposed an automatic feature selection method
by integrating correlation and clustering strategies in cardiovascular disease diagnosis.

On the other hand, emergent evolution of deep learning techniques such as the convo-
lutional neural network (CNN) have made it possible for them to be applied to the coronary
artery disease problem [14]. CNN contains a set of layers (convolutional layers) focused on
the automatic segmentation of the image in order to keep only the data that allow the CNN to
achieve correct classification rates [15–17]. Antczak and Liberadzki [18], proposed a method
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that is able to generate synthetic coronary stenosis and nonstenosis patches in order to improve
the CNN training rates. The strategy proposed by Ovalle et al. [19] makes use of a transfer
learning [20–22] strategy in order to achieve correct training and classification rates with complex
CNN architectures. One of the main drawbacks of CNN is the need for large-instance databases
in order to achieve correct training rates. Data augmentation techniques [23–27] are commonly
used as a way to generate large amounts of instances that are used in the training and testing of
the CNN. In addition, it is difficult for a CNN to identify which features are really useful for a
correct classification and what they represent [28,29].

In the present paper, a novel method for the automatic classification of coronary steno-
sis based on feature selection and a hybrid evolutionary algorithm in X-ray angiograms is
presented. The proposed method uses the evolutionary computation technique for address-
ing the high-dimensional problem of selecting an efficient subset of features from a bank
of 49 features, where the problem is a computational complexity of O(2n). To select the
best evolutionary technique, different population-based strategies were compared in terms
of feature reduction and classification accuracy using a training set of coronary stenosis
images. From the comparative analysis, the Boltzmann univariate marginal distribution
algorithm (BUMDA) and simulated annealing (SA) were selected for further analysis. In
the experiments, two different databases were used. The first database was provided by the
Mexican Institute of Social Security (IMSS), and it contains 500 images. The second database
corresponds to Antczak [18], which is publicly available and contains 2700 patches. Finally, the
proposed method was compared with different state-of-the-art classification methods in terms
of classification accuracy and Jaccard coefficient, working with both databases in order to show
the classification robustness achieved by the subset of 11 features, which were obtained from
the feature selection step using the hybrid BUMDA-SA evolutionary technique.

The remaining of this paper is as follows. In Section 2, the background methodology is
described. Section 3 presents the proposed method and the hybrid approach that performs
the automatic feature selection task. In Section 4, the experiment details and results are
described, and finally, conclusions are given in Section 5.

2. Methods

In this section, the strategies and techniques related to the proposed method are
described in detail. Section 2.1 starts describing feature selection techniques from the
literature in order to extract distinct types of them, such as texture, intensity and mor-
phology. Consequently, in Section 2.2, the Boltzmann univariate marginal distribution
algorithm and the simulated annealing strategies are described, since they comprise the
hybrid evolutionary approach used in the automatic feature selection stage. Finally, in
Section 2.3, the support vector machine technique is described, because it is used as the
classifier in order to determine if a given instance, which is composed of a feature vector, is
classified as positive (stenosis case) or negative (nonstenosis case).

2.1. Feature Extraction

In digital image processing, feature extraction is an important task, because it allows
properties or interest objects of an image (global features) to be described, and it is also
possible to extract features from specific regions (local features) [30,31]. Different feature
types can be extracted from an image, as reported in [32–34]. Based on their type, features
can be classified as being related to texture, intensity or morphology.

2.1.1. Texture Features

Texture features have had high relevance in different cardiovascular problems [9,35–39].
The most widely used approach in texture feature extraction for grayscale images is the
gray-level co-occurrence matrix (GLCM) [40–43]. The GLCM measures the frequency
of variation between gray levels from a given point in the image. It is represented as a
matrix, whose rows and columns correspond to the intensity pixels of the entire image
or a region from it. The variation frequencies are computed based on a specific spatial
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relationship (offset) denoted by (Δx, Δy) between a pixel with intensity i and another pixel
with intensity j, as follows:

CΔx,Δy(i, j) =
n

∑
x=1

m

∑
y=1

{
1, if I(x, y) = i and I(x + Δx, y + Δy) = j
0, otherwise

, (1)

where CΔx,Δy(i, j) is the frequency at which two pixels with intensities i and j at an specific
offset (Δx, Δy) occur; n and m represent the height and width of the image, respectively.
I(x, y) and I(x + Δx, y + Δy) are the pixel values in image I.

In addition, the Radon transform is also used for texture analysis in medical image
processing and feature extraction [44–46]. The Radon transform is an alternative way
to represent an image. Instead of the original spatial domain of the image, the Radon
transform is the projection of the image intensity along with a radial line oriented at some
specific angle. It can be computed as follows:

R(ρ, θ) =
∫ ∞

−∞

∫ ∞

−∞
f (x, y)δ(ρ − x cos θ − y sin θ)dxdy, (2)

where R(ρ, θ) is the Radon transform of a function f (x, y) at an angle θ; δ(r) is the
Dirac delta function, which is zero, except when r = 0 and δ(ρ − x cos θ − y sin θ) in
the definition of the Radon transform forces the integration of f (x, y) along the line
ρ − x cos θ − y sin θ = 0.

2.1.2. Shape Features

Shape-based features allow measurable information to be extracted about different
aspects related to the shape of the arteries, such as the length of a segment, its tortuosity,
the number of bifurcations of a segment, the vessel width, etc. However, in order to obtain
correct data from shape-based features, a previous segmentation of the original image is
required to discriminate noninterest information such as noise and background. In the
present work, the Frangi method [47] was used in order to extract vessel information. The
Frangi method works with the Hessian matrix, which is the result of the second-order
derivative of a Gaussian kernel that is convolved with the original image. The Gaussian
kernel is represented as follows:

G(x, y) = −exp
(
− x2 + y2

2σ2

)
, ‖y‖ < L/2, (3)

where σ is the spread of the Gaussian profile and L is the length of the vessel segment.
The resultant Hessian matrix is expressed as follows:

H =

(
Hxx Hxy
Hyx Hyy

)
, (4)

where Hxx, Hxy, Hyx and Hyy are the different convolution responses of the original image
with each second-order partial derivative of the Gaussian kernel.

The segmentation function defined by Frangi for 2D vessel detection is as follows:

f (x) =

⎧⎪⎨⎪⎩
0 if λ2 > 0,

exp
(
− R2

b
2α2

)(
1 − exp

(
S2

2β2

))
elsewhere.

(5)

The α parameter is used with Rb to control the shape discrimination. The β parameter
is used by S2 for noise elimination. Rb and S2 are calculated as follows:

Rb =
|λ1|
|λ2| , (6)
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S2 =
√

λ2
1 + λ2

2, (7)

where λ1 and λ2 are the eigenvalues of Hessian matrix.
Since the filter response of the Frangi method can be represented as a grayscale

image, an automatic thresholding strategy has to be applied in order to classify vessel and
nonvessel pixels. In the Otsu method [48], the threshold value is computed automatically
based on the pixel intensities, from which a weighted sum of variance of the two classes is
performed. The threshold is computed as follows:

σ2
ω(t) = ω0(t)σ2

0 (t) + ω1(t)σ2
1 (t), (8)

where ω0 and ω1 weights are the probabilities of the two classes separated by a threshold t,
and σ2

0 and σ2
1 are the statistical variances of ω0 and ω1, respectively.

On the other hand, several vessel shape-based features are computed from the skeleton
of the arteries. In order to extract the vessel skeleton from a previously enhanced image,
the medial axis transform is widely used. It is commonly implemented using the Voronoi
method, expressed as follows:

Rk = {x ∈ X|d(x, Pk) ≤ d(x, Pj) for all j �= k}, (9)

where Rk is the Voronoi region associated with the site Pk (a tuple of nonempty subsets in
space X), which contains the set with all points in X whose distance to Pk is not greater
than their distance to the other sites Pj. j is any index different from k. d(x, Pk) is a closeness
measure from point x to point Pk. In this part, as a measure of closeness, the Euclidean
distance is the most commonly used norm, which is defined as follows:

D(p, q) =

√
n

∑
i=1

(pi − qi)2 (10)

where D(p, q) is the Euclidean distance between points p and q, i is the value of the points
in each corresponding dimension and n is the number of dimensions in which p and q
are represented.

2.2. Metaheuristics

Selecting features that are relevant for classification in a specific problem is a challenging
task. The total number of different feature combinations that can occur is denoted by 2n, where
n is the number of features involved in the studied problem. In this context, the use of search
metaheuristics and evolutionary strategies are convenient for addressing the problem.

2.2.1. Simulated Annealing

The simulated annealing (SA) algorithm is a stochastic optimization technique that
was inspired from the annealing procedure in metallurgy and ceramics. The goal is a
reduction in defects in solid materials by performing controlled heating and cooling steps.
In the annealing process, the material is exposed to high temperatures. When a determined
temperature is reached, the material is exposed to a controlled cooling process, keeping
an optimal equilibrium of their molecules at all times through its correct alignment. The
heating and cooling procedures are decisive in order to obtain the final structure; if the
initial temperature was not high enough or the cooling process was too slow or too fast,
the resultant material will present defects called metastable states. Kirkpatrick et al. [49]
adapted the procedure to the computational field. It is useful for combinatorial and
continuous problems where the search space is high-dimensional and difficult to explore
exhaustively. The algorithm starts with an initial random solution. In each iteration, the
parameters Tmin, Tmax and Tstep are used to generate a new solution by varying the old one
according to a probability that depends on the current temperature and the decreasing ΔE
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parameter, based on the objective function. The probability is computed by applying the
Boltzmann distribution as follows:

P(ΔE, T) =
f (s′)− f (s)

T
, (11)

where P(ΔE, T) is the probability based on the Boltzmann distribution; f (s′) is the response
of the objective function evaluating the current solution denoted by s′; f (s) is the value of
the objective function evaluated with the previous solution (denoted by s).

The simulated annealing pseudocode is described in Algorithm 1.

Algorithm 1: Simulated annealing pseudocode.
Input:

Tmax /* Max temperature value */
Tmin /* Min temperature value */
Tstep /* Temperature variation from Tmax to Tmin */
begin

s = s0 /* Generate a random solution */
Tcurrent = Tmax
while Tcurrent > Tmin do

/* Select a random element */
snew = selectRandom(s)
if P(E(s), E(snew), Tcurrent) ≥ generateRandom(0, 1) then

s = snew
end

Tcurrent = Tcurrent − Tstep

end

end

Output: The final state s

2.2.2. Boltzmann Univariate Marginal Distribution Algorithm

The Boltzmann univariate marginal distribution algorithm (BUMDA) [50] is an evolu-
tionary computation technique from the family of estimation of distribution algorithms
(EDAs) [51]. In EDAs, new populations are generated based on the probability distribu-
tion over the search space of the current generation [52]. BUMDA uses the Boltzmann
probability distribution, which makes use of the mean and variance as follows:

μ = ∑
j

W(Xj)xj, where W(Xj) =
g(Xj)

∑Xj
g(Xj)

, (12)

ν = ∑
j

W ′(Xj)(Xj − μ)2, where W ′(Xj) =
g(Xj)

∑Xj
g(Xj) + 1

, (13)

where μ y ν are the objective function mean and variance obtained from the population,
respectively. g(Xj) is the value of the objective function obtained by the individual jth,
which belongs to population X. Consequently, similar to UMDA [53], a fraction of the
best individuals are considered to generate the new population. However, in BUMDA,
the selection rate for the new population is computed according to a selection threshold θ,
as follows:

θt+1 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f (xnpop) if t = 1,
f (x npop

2
) if f (x npop

2
) >= θt,

f (xi) when f (xi) >= θt
∣∣∣∣npop

i= npop
2 +1

,
(14)

where npop is the population size.

115



Axioms 2023, 12, 462

Only those individuals whose objective function value is higher or equal than θt+1

will be considered for the Boltzmann distribution and the generation of the new population.
The BUMDA pseudocode is described in Algorithm 2.

Algorithm 2: BUMDA pseudocode
Input:

D /* Problem dimension */
npop /* Population size */
Ngen /* Number of generations */
begin

Initialize t = 0, Xt ∼ U(0, 1)
Evaluate Ft = f (Xt)
Select [Xbest, Xt] = sort Xt, according to an objective function.
while t < Ngen do

for i = 1 . . . D do
pi = ∑nset

j=1 xi,j

end

Set P = [p1, p2, . . . , pD]
Select individuals for new generation by applying Equation (14)
Generate new population using μ and ν, which were calculated previously:

Xt+1 = [Xt+1
1:(npop−1) = random_normalized (μ, ν), xbest]

Set t = t + 1
Evaluate Ft = f (Xt)
Select [Xbest, Xt] = sort Xt, according to an objective function.

end

end

Output: xbest /* The best solution achieved */

BUMDA presents several advantages with respect to another population-based meta-
heuristics. For instance, in BUMDA, only the population size and the max number of
generations are required, because the selection rate is computed automatically. In addition,
the use of the Boltzmann distribution helps to generate populations with widely dispersed
individuals, which decreases the risk of falling into a local-optima solution.

2.3. Support Vector Machines

Support vector machines (SVMs) are supervised learning strategies designed at first
as lineal separators for binary classification [54,55]. When the instances are not linearly
separable (classifiable) in their original representation space, the SVM projects the instances
from their original representation space to higher-dimensional orders, where the linear
classification can be made [56]. In order to perform the projections, the SVM makes use of
those instances lying in both sides of the separation line (2D), plane (3D) or hyperplane
(4D or higher). The hyperplane depends only on the support vectors and not on any other
observations. The projection of the training instances in a space χ to a higher-dimensional
feature space F is performed via a Mercer kernel operator. For given training data x1, . . . , xn,
that are vectors in some spaces χ ⊆ R

d; the support vectors can be considered as a set of
classifiers expressed as follows [57]:

f (x) =
( n

∑
i=1

αiK(xi, x)
)

. (15)

When K satisfies the Mercer condition [58], it can be expressed as follows:

K(u, v) = Φ(u) · Φ(v), (16)
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where Φ : χ → F and “·” denotes an inner product. With this assumption, f can be
rewritten as follows:

f (x) = w · Φ(x),

w =
n

∑
i=1

αiΦ(xi).
(17)

3. Proposed Method

The proposed method consists of the steps of feature extraction, automatic feature
selection, feature subset testing and performance evaluation. The first stage is focused
in the extraction of 49 features from the image database by considering texture, intensity
and morphology feature types. The extracted texture features were those proposed by
Haralik [59], and the morphological features were based on Welikala [9]. The bank of 49
features is described below.

1. The minimum pixel intensity present in the patch.
2. The maximum pixel intensity present in the patch.
3. The mean pixel intensity in the patch.
4. The standard deviation of the pixel intensities in the patch.
5–18. Features 5 to 18 are composed of the Haralik features: angular second moment

(energy), contrast, correlation, variance, inverse difference moment (homogene-
ity), sum average, sum variance, sum entropy, entropy, difference variance, dif-
ference entropy, information measure of correlation 1, information measure of
correlation 2, maximum correlation coefficient.

19–32. The Haralik features applied to the Radon transform response of the patch: angu-
lar second moment (energy), contrast, correlation, variance, inverse difference mo-
ment (homogeneity), sum average, sum variance, sum entropy, entropy, difference
variance, difference entropy, information measure of correlation 1, information
measure of correlation 2, maximum correlation coefficient.

33. The Radon ratio-X measure.
34. The Radon ratio-Y measure.
35. The mean of pixel intensities from the Radon transform response of the patch.
36. The standard deviation of the pixel intensities from the Radon transform response

of the patch.
37. The vessel pixel count in the patch.
38. The vessel segment count in the patch.
39. Vessel density. The rate of vessel pixels in the patch.
40. Tortuosity 1. The tortuosity of each segment is calculated using the true length

(measured with the chain code) divided by the Euclidean length. The mean
tortuosity is calculated from all the segments within the patch.

41. Sum of vessel lengths.
42. Number of bifurcation points. The number of bifurcation points within the patch

when vessel segments were extracted.
43. Gray-level coefficient of variation. The ratio of the standard deviation to the mean

of the gray level of all segment pixels within the patch.
44. Gradient mean. The mean gradient magnitude along all segment pixels within

the subwindow, calculated using the Sobel gradient operator applied on the
preprocessed image.

45. Gradient coefficient of variation. The ratio of the standard deviation to the mean
of the gradient of all segment pixels within the subwindow.

46. Mean vessel width. Skeletonization correlates to vessel center lines. The distance
from the segment pixel to the closest boundary point of the vessel using the vessel
map prior to skeletonization. This gives the half-width at that point, which is then
multiplied by 2 to achieve the full vessel width. The mean is calculated for all
segment pixels within the subwindow.
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47. The minimum standard deviation of the vessel length, based on the vessel seg-
ments present in the patch. The segments are obtained by the tortuosity points
along the vessel.

48. The maximum standard deviation of the vessel length, based on the vessel seg-
ments present in the patch. The segments are obtained by the tortuosity points
along the vessel.

49. The mean of the standard deviations of the vessel length, based on the vessel
segments present in the patch. The segments are obtained by the tortuosity points
along the vessel.

In Figure 2, the overall hybrid evolutionary proposed method steps are illustrated.

Feature Extraction

Texture, Intensity,
Morphology

Automatic Feature Selection
driven by

and SVM-based classifier
Hybrid BUMDA-SA

Apply Feature Subset
Performance EvaluationBank of 49 features

on test set

Figure 2. Overall steps of the proposed method based on feature selection to classify coronary stenosis.

In the second step, the automatic feature selection task is performed. It is driven by
the proposed hybrid evolutionary strategy involving the BUMDA and SA techniques. In
this stage, BUMDA is initialized and iterated until the maximum number of generations
is reached. In the third step, the selected feature subset is tested using testing cases, and
finally, the obtained classification results are measured based on the accuracy and Jaccard
coefficient metrics in order to evaluate their performance.

In Figure 3, the hybrid evolutionary strategy is described in detail. This stage of the
proposed method is focused on the automatic feature selection task. It starts with the
BUMDA initialization, requiring only the max number of generations and the population
size. With BUMDA being a population-based technique, it produces a set of solutions
on each iteration. Each solution indicates which features will be used and which will be
discarded. Consequently, for each solution, a particular SVM is trained using only the
feature subset expressed in the solution. On each BUMDA generation, different SVMs
are trained according to each feature vector, which is represented by each individual in
the BUMDA population. Based on the SVM training accuracy and the number of selected
features, the best individual in each generation is selected. In the next step, the previously
selected individual is improved by the SA strategy. Since SA is a single-solution technique,
it is useful to improve the best solution produced by the BUMDA. If the SA-obtained
result is higher than the best result obtained by BUMDA, its best individual is replaced
by the individual improved by the SA. When the max number of BUMDA generations is
reached, the individual with the highest fitness value over all generations is selected as
the best solution achieved. This solution contains the selected feature subset, which will
be directly applied on the test set of coronary stenosis images. In this stage, the use of a
hybrid evolutionary strategy based on the BUMDA and SA techniques is relevant, because
SA helps to further reduce the number of features represented in the best solution achieved
in each BUMDA generation, at the same time keeping the training accuracy rate, or even
improving it.

For the experiment, two different image databases were used. The first database was
provided by the Mexican Social Security Institute (IMSS) and approved by a local committee
under reference R-2019-1001-078. It contains 500 coronary image patches, with a proportion
of 50% − 50% for positive and negative stenosis cases. From this database, 400 instances
were used for the automatic feature selection stage and the remaining 100 instances were
used for testing after this stage ends. All patch sizes were 64× 64 pixels and were validated
by a cardiologist. Figure 4 illustrates sample patches of the IMSS database with their
respective vessel segmentation response and skeleton, according to the Frangi method,
from which the morphological-based feature extraction task was performed.
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Generate initial population

Sort population

BUMDA Initialization
Set population size
Set max number of generations

Evaluate population
For each individual, train SVM and
test it using the validation group

based on objective function

Improve Best Individual
Select Best Individual and

Improve it using SA strategy

Generate New Population
based on BUMDA strategy
  

Repeat
until

Max Number of Generations is Reached

Replace BUMDA Best Individual
with SA Improved Individual

  

Figure 3. Steps of the proposed hybrid evolutionary method focused in the automatic feature selection
task in order to determine the best tradeoff between number of features and classification rate.

(a)      (b)      (c)      (d)      (e)      (f)      (g)      (h)      (i)      (j)

(1)

(2)

(3)

Figure 4. Patches taken from the IMSS database. Row (1) contains the original image. Row (2)
contains the corresponding Frangi response, which is binarized, applying the Otsu method. Row (3)
contains the corresponding vessel skeleton. Columns (a–e) are positive stenosis samples. Columns
(f–j) are negative stenosis samples.

The second database was provided by Antczak [18], which is publicly available.
It contains 2700 instances, which are also balanced for positive and negative stenosis
cases. From this database, 2160 instances (80%) were used for training and the remaining
540 instances were used for testing. Figure 5 illustrates sample patches of the Antczak
database with their respective vessel segmentation response and skeleton, according with
the Frangi method.

(a)      (b)      (c)      (d)      (e)      (f)      (g)      (h)      (i)      (j)

(1)

(2)

(3)

Figure 5. Patches taken from the Antczak database. Row (1) contains the original image. Row (2)
contains the corresponding Frangi response, which is binarized with the Otsu method. Row (3)
contains the corresponding vessel skeleton. Columns (a–e) are positive stenosis samples. Columns
(f–j) are negative stenosis samples.
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In order to evaluate the performance of the proposed method, the accuracy metric (Acc)
and the Jaccard similarity coefficient (JC) were adopted. The accuracy metric considers
the fraction of correct classified cases as positive or negative by defining four necessary
measures: true-positive cases (TP), true-negative cases (TN), false-positive cases (TP) and
false-negative cases. The TP value is the fraction of positive cases classified correctly. The
TN value is the fraction of negative cases classified correctly. The FP cases is the fraction of
negative cases classified as positive. The FN value is the fraction of positive cases classified
as negative. Based on this, the accuracy is computed as follows:

Acc =
TP + TN

TP + TN + FP + FN
, (18)

The JC measures the similarity of two element sets. Applying this principle, it is
possible to measure the accuracy of a classifier using only positive instances, as follows:

JC =
TP

TP + FP + FN
. (19)

It is important to mention that only the IMSS database was used for the automatic
feature selection stage. Furthermore, with the Antczak database, only the feature subset
obtained by the proposed method was used in order to probe the method’s effectiveness.
Additionally, classic search techniques from the literature, such as the Tabú search (TS) [60]
and the iterated local search (ILS) [61], were also included in the experimentation. For the
hybrid approaches, the simulated annealing strategy was used in all experiments in order
to improve the best solution achieved for each particular technique.

4. Results and Discussion

In this section, the proposed method for feature selection and automatic classification is
evaluated with different state-of-the-art methods using two databases of X-ray angiograms.
All the experiments were performed using the Matlab software version 2018 on a computer
with an Intel core i7 processor with 8 GB of RAM.

Table 1 describes the parameter settings of the compared methods used in the auto-
matic feature selection stage, considering the same conditions for all of them in order to
avoid biased measurements.

The SA strategy was configured with Tmax = 1, Tmin = 0 and Tstep = 0.01. In order
to ensure the obtained results, the proposed method was performed with 30 independent
trials. For the SVM, 1000 max iterations were established using a cross-validation with
k = 10. The parameter values for all techniques described previously were set taking into
account the tradeoff between the classification accuracy and the execution time required to
achieve a solution.

Table 1. Main parameter settings of compared methods in the automatic feature selection stage.

Method
Population

Size
Max.

Generations
Selection Rate Trials

UMDA 30 500 0.70 30
GA 30 500 0.70 30
TS 30 500 – 30
ILS 30 500 – 30
BUMDA 30 500 Auto 1 30
Hybrid GA 30 500 0.70 30
Hybrid TS 30 500 – 30
Hybrid ILS 30 500 – 30
Proposed (BUMDA-SA) 30 500 Auto 1 30

1 The selection rate of BUMDA is computed automatically.
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In Table 2, a comparative analysis related to the best results obtained by different
strategies during the automatic feature selection stage is presented.

Table 2. Comparative analysis of 30 runs between different evolutionary and path-based metaheuris-
tics in terms of accuracy using the training set of the IMSS database. The SVM method was set as the
classifier in the experiments.

Feature Selection Method Number of Features
Accuracy Training

Max Mean Std. Dev.

None 49 0.90 0.90 0.00
UMDA 20 0.94 0.87 0.02

GA 19 0.96 0.88 0.03
TS 35 0.87 0.82 0.03
ILS 26 0.92 0.83 0.06
SA 27 0.91 0.87 0.02

BUMDA 19 0.95 0.89 0.04
Hybrid GA 13 0.96 0.88 0.06
Hybrid TS 29 0.93 0.84 0.06
Hybrid ILS 22 0.90 0.85 0.02
Proposed

(BUMDA-SA) 11 0.96 0.89 0.03

Based on the results described in Table 2, the SVM training efficiency was improved in
almost all cases when only a feature subset was used instead of the full set with 49 features.
This behavior is because of the difficulty in projecting a high amount of overlapped data to
dimensional orders higher than 49-D. Consequently, the proposed method achieved the
best result since only 11 of 49 features were selected. This means that 78% of the initial
feature set was discriminated, achieving a training rate efficiency of 0.96 at the same time
in terms of the accuracy metric. In addition, some of the compared methods presented
important variations on the best solution achieved according to the standard deviation
accuracy, which gives some evidence of possible local-optima falls in some of the trials.
In contrast, the standard deviation for the accuracy of the proposed method was lower,
and considering the tradeoff between all measured factors, such as number of selected
features, max training accuracy, mean training accuracy and standard deviation accuracy,
the proposed method achieved the highest score.

After the automatic feature selection process was performed, in the next stage, the best
feature subset, which was achieved by the hybrid BUMDA-SA method, was tested using
the test cases from the IMSS and the Antczak databases, separately. Table 3 contains the
corresponding confusion matrix, from which the accuracy and Jaccard coefficient metrics
are computed.

Table 3. Confusion matrix using 100 test cases from the IMSS database using the proposed method.

Real Class

Positive Negative Total

Predicted Class

Positive 44 4 48

Negative 6 46 52

Total 50 50 100

In Table 4, a comparative analysis between the proposed method and different state-
of-the-art methods is presented, using the test set of 100 images of the IMSS database. The
results of the proposed method are described based on the confusion matrix presented
in Table 3.
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Table 4. Comparison of stenosis classification performance between the proposed method and
different methods of the state of the art, using the test set of the IMSS database in terms of the
accuracy and Jaccard coefficient.

Method
Number of

Features
Reduction Rate Accuracy

Jaccard
Coefficient

GLNet [62] – – 0.85 0.78
UNet [63] – – 0.87 0.79

CNN-16C [18] – – 0.86 0.79
SVM 49 0.00 0.87 0.77

UMDA [61] 20 0.59 0.89 0.80
GA 20 0.61 0.87 0.72
TS 35 0.32 0.80 0.74
ILS 26 0.46 0.82 0.69
SA 27 0.44 0.84 0.72

BUMDA 19 0.61 0.87 0.80
Hybrid GA 13 0.73 0.85 0.72
Hybrid TS 29 0.41 0.78 0.62
Hybrid ILS 22 0.55 0.81 0.68
Proposed

(BUMDA-SA) 11 0.78 0.90 0.81

According to the data presented in Table 4, the proposed method achieved the highest
classification rate in terms of the accuracy and Jaccard coefficient metrics, whose values
were 0.90 and 0.81, respectively. By contrasting the accuracy in the training and testing
stages, there is evidence of variation rates corresponding to the compared strategies. In
Figure 6, the variation differences in accuracy in the training and testing stages for the
contrasted strategies are illustrated.

The values of the accuracy rates show how competitive the feature subset was at
classifying stenosis cases. It is remarkable how some feature subsets give evidence of
possible overfitting training, such as the Hybrid-TS, since the training accuracy was 0.93
against 0.78 when using testing cases. In contrast, the proposed method achieved a low
difference in performance in the training and testing phases compared with the Hybrid-TS
and the Hybrid-GA techniques, which was 0.06, indicating that the achieved subset with
11 features is highly suitable for the classification task.
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Figure 6. Variation rate computed as the difference in accuracy between training and testing phases
for the applied strategies.

122



Axioms 2023, 12, 462

In order to evaluate the subset of 11 features achieved by the proposed hybrid BUMDA-
SA method in the automatic feature selection stage, the Antczak database was used. In
Table 5, the confusion matrix obtained from the proposed method using the Antczak
database is presented.

Table 5. Confusion matrix of 700 testing cases, which corresponds to the Antczak database, using the
subset of 11 features obtained by the proposed method.

Real Class

Positive Negative Total

Predicted Class

Positive 246 18 264

Negative 25 251 276

Total 271 269 540

On the other hand, in Table 6, the results obtained by the proposed method and
different strategies in the testing stage using the Antczak database are presented.

Based on the results presented in Table 6, the highest accuracy and Jaccard coefficient
rates were achieved with the proposed method, whose values were 0.92 and 0.85 respec-
tively. This result is relevant to show that the feature subset found by the proposed hybrid
BUMDA-SA method is suitable. Consequently, it is important to mention that according
to the results presented in Tables 4 and 6, the GA and UMDA techniques achieved very
closed accuracy rates in contrast with the proposed method. However, the reduction rate,
which is related to the number of selected features, was overcome by the proposed method
when it was contrasted with the other methods. In addition, the proposed method also
achieved the highest Jaccard coefficient rate compared with the others. It is important to
mention these findings in order to show the importance of the use of a hybrid strategy in
this multiobjective problem, where is required to keep or improve a high accuracy rate in
the classification task, and at the same time, the use of a minimum number of features.

Table 6. Automatic classification testing rates achieved by the proposed method and different
strategies using the Antczak database in terms of accuracy and Jaccard coefficient.

Method
Number of

Features
Reduction Rate Accuracy

Jaccard
Coefficient

GLNet [62] – – 0.72 0.63
UNet [63] – – 0.76 0.72

CNN-16C [18] – – 0.86 0.74
SVM 49 0.00 0.69 0.46

UMDA 20 0.59 0.86 0.75
GA 19 0.61 0.85 0.73
TS 35 0.32 0.76 0.57
ILS 26 0.46 0.81 0.66
SA 27 0.44 0.82 0.68

BUMDA 19 0.61 0.88 0.79
Hybrid GA 13 0.73 0.85 0.74
Hybrid TS 29 0.41 0.78 0.64
Hybrid ILS 22 0.55 0.81 0.68
Proposed

(BUMDA-SA) 11 0.78 0.92 0.85

Finally, in Table 7, the set of 11 features obtained by the proposed method is de-
scribed, along with the frequency selection rate obtained from the statistical analysis of the
30 independent runs.
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Table 7. Frequency rate and description of the set of 11 features obtained from the proposed hybrid
BUMDA-SA method.

Feature Number Feature Name Feature Type Frequency Rate

1 Min Intensity 0.63
10 Sum Average Texture 0.47
11 Sum Variance Texture 0.43

42 Number of
Bifurcation Points Morphological 0.20

24 Radon Sum Average Texture-Radon 0.13

16 Information Measure
of Correlation 1 Texture 0.10

43
Gray Level

Coefficient of
Variation

Morphological 0.10

48 Max Stdev. of Vessel
Length Morphological 0.10

15 Difference Entropy Texture 0.07

29 Radon Difference
Entropy Texture-Radon 0.07

48
Radon Information

Measure of
Correlation 2

Texture-Radon 0.03

According to the results presented in Table 7, the Min, Sum Average and Sum Variance
features, which correspond to intensity and texture, have the highest frequency selection rates,
followed by the Bifurcation Points and Radon-Sum features, which corresponds to morphology
and Radon-based texture, respectively. This analysis is relevant since it allows us to remark on
the importance of performing the automatic feature selection process with a high number of
features involving different feature types such as texture, intensity and morphology.

5. Conclusions

In this paper, a novel method for the automatic classification of coronary stenosis
in X-ray angiograms was introduced. The method is based on feature selection using
a hybrid evolutionary algorithm and a support vector machine for classification. The
hybrid method was used to explore the high-dimensional search space O(2n) of a bank
of 49 features involving properties of intensity, texture, and morphology. To determine
the best evolutionary method, a comparative analysis in terms of feature reduction rate
and classification accuracy was performed using a training set of X-ray images. From the
analysis, the method using BUMDA and SA achieved the best performance, selecting a
subset of 11 features and achieving a feature reduction rate of 77.5%, and a classification
accuracy of 0.96. Moreover, two different databases of coronary stenosis were used; the first
one was provided by the Mexican Social Security Institute (IMSS), containing 500 images;
and the second database is publicly available, with 2700 patches. In the experimental results,
the proposed method, using the set of 11 selected features, was compared with different
state-of-the-art classification methods, achieving an accuracy and Jaccard coefficient of 0.90
and 0.81 in the first database and 0.92 and 0.85 in the second one, respectively. Finally, it
is important to point out that considering the execution time obtained by the proposed
method when testing images (0.02 s per image), the proposed method can be useful in
assisting cardiologists in clinical practice or as part of a computer-aided diagnostic system.
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Abstract: This study proposes a solution for the transmission of rotation motion between two shafts
with crossed directions. For constructive simplicity, the solutions including the planar pair were
preferred and, from the two variants, namely structurally symmetric, revolute–planar–revolute
(RPR), or asymmetric RRP, the last was selected. The resulting solution, RPRRR, is a non-Denavit–
Hartenberg (non-D–H) mechanism. The D–H methodology is laborious since the structure of the
equivalent mechanism is more complex than the actual one. For this reason, in the present paper, the
kinematic analysis of the mechanism uses geometrical conditions of existence of the planar pair. The
system is solved analytically and two main conclusions result: for a set of constructive data and a
stipulated position of the driving element, two different assembling positions exist and a rotation
motion occurs in the final revolute joint, but in the internal revolute pairs, the motion is oscillatory.
The correctness of the theoretical results was corroborated by a CATIA model. The mechanism was
also constructed and smooth running was noticed. Two main concerns were considered for the
design of the mechanism: avoiding mechanical interference between the elements and estimating the
stresses and deformations.

Keywords: shaft coupling; planar pair; revolute pair; D–H algorithm; CAD design; numerical simulation

MSC: 70B15; 70B10; 00A06; 65D17

1. Introduction

One of the key objectives of the Theory of Machines and Mechanisms is to propose
solutions for the transmission of motion between two elements—driving and driven—
belonging to a mechanical structure [1]. Regarding the motion of the driving element,
it should be as simple as possible [2,3], such as rotation or sliding for most of cases,
depending on the type of the actuating motor; but the motion of the final element can be
from simple to complex [4]. We must emphasize that the evolution of mathematics was at
least spectacular in the last century and notions which seemed to be pointless proved to be
applicable for everyday life. Can be reminded here the theory of distributions [5], fractional
derivative [6], matrix analysis [7], chaos theory [8], etc. To the above considerations, we
can add Gaudi’s observation [9] that in nature there are no straight lines, a remark that
highlights the nonlinear character of our world, evidenced by rather different topics: non-
linear vibrations [10], green energy [11], semiconductor materials [12], dynamics of non-
Newtonian fluids [13], music [14], sports [15], and so on. The same spectacular development
of analysis methods was achieved in the domain of the spatial mechanisms theory. We
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can mention the screw theory [16–18], the dual numbers theory [19], the quaternions
algebra [20], the dual quaternions method [21], and the tensor matrix method [22,23].

Two main directions are met in engineering applications: either the final element
belongs to a mechanism and therefore the kinematics will depend on the motion of the
driving element and on the constructive parameters of the mechanism, or the final element
appertains to a robotic structure wherein the binary elements present a simple shape [24–26]
(open kinematic chain) and the motion of the final element is ensured by the action of
multiple driving pairs from the structure of the robot [27]—with the well-known examples
of multiple-axes CNC machines [28,29] and medical devices and robots [30–36]. Contrasting
with the robotic kinematic chain, in the case of mechanisms, the task of obtaining an
imposed motion law of the final element is more difficult due to the fact that the driving
element performs a simple motion. Here, the project design engineer must choose a
certain structure for the intermediate coupling chain [37];moreover, they must perform
the dimensional optimization for the elements from the chosen structure [38–40], with
the aim of ensuring for the driven element the imposed law of motion at a specified
precision. When the transmission of rotation motion between two shafts with crossed
axes is desired [41,42], the direct coupling of the shafts represents the simplest structural
solution. A simple structural calculus reveals that a class 1 pair must be created between the
two shafts, materialized by a Hertzian point contact [43–45]. To this class of mechanisms
belong the cam mechanisms [46] and the gear mechanisms [47–51] (which are particular
cases of cam mechanisms). The coupling pair ensures five simple, possible motions:
sliding in the common tangent plane after two directions and rotations, two about two
axes from the tangent plane and one about an axis normal to this plane. The solution
is extremely simple from a structural point of view but, regarding functional aspects, it
has as main disadvantages: high contact stresses—which produce wear and energy losses
due to friction [52–54] and contact hysteresis [55]—and the complicated geometries of
the elements. A frequently utilized compromise in the kinematical analysis of spatial
mechanisms consists in replacing the class 1 pair with an equivalent kinematic chain,
constructed by elements joined with pairs of lower mobility, usually lower pairs (cylindrical,
spherical, or planar) [56–58]. The case in which the sphere–plane contact from a tripodic
mechanism [59–62] was replaced by a binary element that makes the initial elements a
planar pair and a spherical pair is presented in [63]. Another example is presented in [64],
where the swash plate mechanism was studied by two kinematic analysis methods. The first
manner considers the actual mechanism and applies the geometrical conditions of definition
for the sphere–plane pair. The second manner studies an equivalent mechanism of Denavit–
Hartenberg (D-H) type [65], obtained as a result of replacing the class 1 pair with a fictive
kinematical chain containing only binary elements joined by cylindrical pairs (rotation or
prismatic) in D–H condition. Next, the D–H algorithm is applied for the kinematic analysis
of the equivalent mechanism. The direct approach, based on the definition condition
of the class 1 pair, is simpler than the method of ‘’homogenous operators” proposed
by Denavit and Hartenberg [66], or other methods, equivalent to this, such as the dual
matrix method [67,68], the method of dual quaternions [69,70], the screw theory [71], or
other algorithms [72–75], which have the drawback of leading to cumbersome systems of
trigonometric equations, difficult or impossible to solve analytically. This aspect can be
overcome by using numerical methods; for example, Uicker et al. [76] present a matrix
iterative procedure, fast convergent, based on the D–H algorithm.

Section 2 presents the theoretical basis upon which the structure of the proposed
mechanism was chosen. For constructive simplicity, the solutions including the planar pair
were preferred and, from the two variants, namely structurally symmetric, revolute–planar–
revolute (RPR), or asymmetric RRP, the last was selected. The result is the mechanism for
the coupling of the two crossed shafts is the RPRRR solution which, due to the presence
of a planar pair that does not have a rotation axis with a well-stipulated direction, is a
non-Denavit–Hartenberg (non-D–H) mechanism. The kinematical analysis is performed
and the angular displacements from the revolute pairs and motions from the planar pair
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are found by analytical calculus. The next section, Section 3, presents both the models
of the studied mechanism in Mathcad and CATIA but also the prototype constructed in
the laboratory. The final section draws the main conclusions, from which the RPRRR
mechanism is evidenced by its constructive simplicity, low fabrication costs, and high
reliability due to the presence of lower pairs.

2. Materials and Methods

2.1. Structural Considerations

The transmission of rotation motion from a driving axis 1 to a driven axis n is a problem
often encountered in engineering applications. Generally, the motion of the driving element
is obtained from a motor with constant rotation velocity (combustion engine, electric motor,
etc.). From a geometric point of view, the transmission of motion from the axis 1 to the axis
n is characterized by the relative position between the input and output axes, expressed,
for the most general case of crossed axes, by the twisted angle α1n and the length of the
common normal a1n, as represented in Figure 1. The particular cases can be obtained from
this general schematic: for α1n = 0, the shafts are parallel and for a1n = 0, the shafts are
intersecting. Between the input shaft (1) and the output shaft (n), a kinematic chain can be
interposed in order to ensure the coupling. The characteristics of the intermediate coupling
chain will influence the transmission ratio.

Figure 1. Coupling scheme of two crossed shafts, (1) and (n); the driving shaft (1) has a rotational
speed ω1 and the driven shaft (n) has the output rotational speed ωn; a1n is the common normal and
α1n is the twisted angle bteweeen the input and output shafts.

The quality of the motion transmission is considered by the transmission ratio i1n
defined as

i1n =
ω1

ωn
. (1)

Dependent on the requirements imposed to the transmission ratio, the coupling be-
tween the driven and driving axis can be achieved directly or by means of an intermediate
kinematic chain. Considering economic and functional criteria, the structure of the inter-
mediate chain must contain a reduced number of elements—as less as possible—and the
kinematic pairs between the elements should have a high reliability. For a transmission
wherein a unique driving element exists, the mobility must be 1. In the general coupling
case, the mobility is found using the following relation:

Mf = (6 − f )(n − 1)− ∑n
k= f+1 (k − f )ck (2)

where n is the number of elements, including the immobile element, f is the family of
the mechanism—defined as the number of common constraints—and ck is the number of
kinematic pairs of the k class. Here, for the general case of a transmission of 0 family, for a
direct coupling, in the relation (2) the number of elements is n = 3 and it also requires the
presence of two revolute pair of class 5, for joining each of the two shafts to the ground.
The relation (2) is applied for this case:

130



Axioms 2023, 12, 707

∑5
k=1 kck = 1 (3)

The unique solution of Equation (3) is k = 1 and, from here, the conclusion is that, for
a general case, the coupling between two shafts must be accomplished by means of a class
1 pair. When a middle element is interposed between the two shafts, is results in n = 4 and
the conclusion is as follows:

∑5
k=1 kck = 7. (4)

The 7 degrees of freedom can be placed in pairs of any class; therefore, the number
of structural solutions increases. Akbil [61] presents the solution of tripod coupling with
curve–curve-type contacts. The same structural solution is applied in [59] where point–
surface-type contact is used for a tripod coupling. Evidently, by increasing to 2 the number
of elements of the intermediate chain, the number of structural solutions will increase
significantly, according to the following relation:

∑5
k=1 kck = 13 (5)

But knowing that the coupling kinematic chain contains 2 elements, it results that only
three pairs will exist in the structure of the coupling kinematic chain. More than this, the
relation (5) shows that the pairs of class c1 or c2 cannot be present in the structure of the
coupling kinematic chain. This can be proved by examples; for instance, when accepting
a class 2 pair, c2 = 1, the sum of classes of the other two pairs would be 11; therefore,
the relation (5) cannot be satisfied because the maximum value of the class of a pair is 5.
Therefore, the remaining possible structural solutions are

c3 = 1, c4 = 0, c5 = 2; (6)

c3 = 0, c4 = 2, c5 = 1 (7)

The present work considers the first structural solution, relation (6), for which the
kinematic chain contains a planar pair and two revolute pairs. This selected structural
solution RPRRR is shown in Figure 2, using standard convention [77]. A particular feature
to be mentioned about this mechanism is the parallelism of the axes of the revolute pairs,
formed between the element 2 and the neighboring elements.

Figure 2. The coupling solution, RPRRR: kinematical diagram with graphical symbols.

2.2. Kinematic Analysis of the Proposed Structural Solution
2.2.1. Principle of the Denavit–Hartenberg Methodology

Denavit and Hartenberg [65,66] proposed a solution for the kinematic analysis of
spatial kinematic chains, based on the transformation of the coordinates of a point when a
reference system is changed into another. In a general case, the coordinate transformation of
a point from a Cartesian reference system into another coordinate system is described by a
3 × 3 type matrix, R12, that specifies the rotation of the axes of the new system with respect
to the old ones and by a 3 × 1 type displacement vector, d12, that stipulates the position of
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the new origin O2 with respect to the initial origin O1. The drawback of the method resides
in the non-homogenous relations resulting from combining the transformations, when a
third coordinate system is interposed between the initial and final frame:⎡⎣x1

y1
z1

⎤⎦ = d12 + R12

⎡⎣x2
y2
z2

⎤⎦. (8)

Or, concentrated
x2 = d12 + R12x2 (9)

The direct transformation from the frame 3 to system 1 and then, by means of the
system 2, is written as

x1 = d13 + R13x3 = d12 + R12x2 = d12 + R12(d23 + R23x3) = d13 + R12d23 + R12R23x3. (10)

By identification, it results that

d13 = d12 + R12d23; R13 = R12R23. (11)

The relation (11) confirms the non-homogeneous character of the relation of com-
position of displacements. As emphasized above, the concepts introduced in abstract
mathematics proved to be applicable in modern engineering problems; in the case of spatial
kinematics, Denavit and Hartenberg regarded the displacement from a coordinate system to
another as a gliding in the plane x4 = 1 from the quadri-dimensional space (x1, x2, x3, x4),
with gliding performed along a tri-dimensional sub-space in which the motion of the
mechanism is completed. The transformation (relation 8) is now re-written as⎡⎢⎢⎣

x1
y1
z1
1

⎤⎥⎥⎦ =

[
R12 d12

0 1

]⎡⎢⎢⎣
x2
y2
z2
1

⎤⎥⎥⎦. (12)

Or, in concentrated manner:
X1 = T12X2. (13)

The relations (4) can now be written as

X1 = T13X3 = T12(T23X3) = (T12T23)X3. (14)

From here,
T13 = T12T23 (15)

Relation (15) attests to the fact that the artifice proposed by Denavit and Hartenberg,
that is, the matrices describing the transformation of coordinates from a frame to another,
is described using a matrix product respecting the succession in the order of transition
from a frame to another and so the methodology was named the method of “homogenous
operators”. The restriction imposed by the Denavit–Hartenberg (D–H) method consists
in accepting the hypothesis that, in the structure of the kinematic chain, only cylindrical
pairs C exist, with their particular forms of revolution R and translation T. The hypothesis
permits that, by conforming the selection of coordinate frames attached to the elements
of the mechanism, the relative position of two coordinate systems should be described
by four parameters instead of six parameters required in the general case. In fact, each
of the coordinate systems has the Oz axis directed along the axis of the pair and the Ox
axis along the common normal of two consecutive axes. The transition from a frame to the
next one is made by a roto-translation of parameters θ and s with respect to the current Oz
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axis followed by a roto-translation of parameters α and a with respect to the Ox axis of the
succeeding frame. The two displacements are described by the operators:

Z(θ, s) =

⎡⎢⎢⎣
cosθ −sinθ 0 0
sinθ cosθ 0 0

0 0 1 s
0 0 0 1

⎤⎥⎥⎦ (16)

and

X(α, a) =

⎡⎢⎢⎣
1 0 0 a
0 cosα −sinα 0
0 sinα cosα 0
0 0 0 1

⎤⎥⎥⎦. (17)

The coordinates are transformed from frame 2 into frame 1 with the following relation:⎡⎢⎢⎣
x1
y1
z1
1

⎤⎥⎥⎦ = Z(θ1, s1)X(α12, a12)

⎡⎢⎢⎣
x2
y2
z2
1

⎤⎥⎥⎦. (18)

or concentrated as
X1 = Z(θ1, s1)X(α12, a12)X2. (19)

Relation (18) was written according to the notation of axes by Yang [70]. Explicitly,
the Ox axes and the corresponding parameters α and a are denoted using two indices,
corresponding to the two Oz axes intersected by the current axis as common normal.
Moreover, Yang proposes that, for cylindrical pairs, the displacements about the Oz axis,
(θ, s), also have two indices in order to specify the constant displacement. Thus, the matrix
Z(θ1, s1) will represent the roto-translation motion from the cylindrical pair with as axis
the line z1 while Z(θ1, s11) will represent the rotation from the revolute pair and Z(θ11, s1)
will represent the sliding from the prismatic pair.

Another advantage of the Denavit–Hartenberg methodology resides in the manner in
which the inverse matrices of Z(θ, s) and X(α, a) are calculated, specifically by the plain
change in the signs of the arguments. For instance, relation (18) can be written as

X2 = (Z(θ1, s1)X(α12, a12))
−1X1 = X(−α12,−a12)Z(−θ1, s1)X1. (20)

Apparently restrictive, due to the hypothesis requiring only cylindrical pairs in the
structure of the kinematic chain (the D–H mechanism condition), the methodology can be
applied to any kinematic chain after all the pairs, other than the cylindrical ones, which
were structurally equivalated by successions of cylindrical pairs.

For the mechanism with the structural scheme presented in Figure 2, which is a non-
D–H mechanism due to the incidence of the planar pair P, the method becomes appropriate
after the planar pair P is equivalated by two prismatic pairs on different directions and
a revolute pair with the normal direction for both of these directions. Thus, a kinematic
chain consisting of 7 elements and 7 kinematic pairs of class 5 is obtained. The drawback of
this equivalation is the fact that the matrix closure equations have a large number of factors
(in the present case, this equation contains 7 factors of 7a type, so a product of 14 matrices)
that lead to systems of cumbersome trigonometrical equations. These systems can rarely
be solved analytically, only for particular situations, and in most of cases, they require
numerical procedures for solving. Furthermore, the system of equations has multiple
solutions, corresponding to all possible assembling positions of the kinematic chain, and a
methodology for selecting the suitable assembling solutions is necessary. According to the
mentioned problems, for the mechanism equivalent to the mechanism seen in Figure 2, a
trigonometric system of six equations with six unknowns will be obtained, whose analytical
solving is expected to be difficult or rather impossible.
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2.2.2. Kinematic Analysis of the Proposed Mechanism

In order to avoid the issues related to these cumbersome systems of equations resulting
from equivalations, the approach of the actual mechanism and the direct application of the
conditions of definition of the planar pair are proposed. The planar pair can be realized
in several modes. In the present case, the planar pair between elements 3 and 4 will exist
when three non-colinear points from element 3 will also appertain to a plane attached to
element 4. In Figure 3, the planar pair is made between the plane (x3y3) and the plane
(x4z4) from element 4. The normal to the plane parallel to the axes y3 and y4 is denoted n4
and the equation of the plane is

n4 · (r − rO) = 0 (21)

where r is the position vector of a current point from the plane (x3z3) and r0 is the position
vector of a reference point from the same plane. A point from the plane x3y3 belongs to the
plane of Equation (8) if its coordinates verify Equation (8). For this purpose, the coordinates
of a point belonging to element 3 are first brought in system 4, and after that, relation (8) is
applied. The preferential selection of the orientation of the axes of the coordinate systems
from Figure 3 simplifies the conditions of existence of the planar pair.

Figure 3. Kinematic and constructive parameters of the coupling mechanism.

From Figure 3, it can be observed that a point from the plane x3z3 will belong to the
plane x4z4 if, after the coordinate transformation, the following condition is satisfied:

y4 = 0. (22)

It is noticed that, instead of a system of six equations, a system of three equations is
obtained, from imposing the condition that Equation (21) (or Equation (22)) is satisfied by
three distinct points. In order to obtain the transformation relation, the matrix describing
the displacement of frame 3 is necessary. This cannot be obtained directly; a succession of
D–H transformations must be applied in the following order: 4 → 1 → 2 → 3 . Specifically,

T43 = Z(θ4, s4)X(α41,a41)Z(θ1, s1)X(α12, a12)Z(θ2, s2)X(α23, a23)Z(θ3, s3). (23)
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2.2.3. Finding the Motions from the Revolute Pairs

Concerning the rotation motions from the pairs, the rotation from the driving pair θ1 is
known, while θ2, θ3, and θ4 are unknown. Except for the angles (θk, k = 1, 4), all the other
parameters from Equation (23) are constant, and some of them are zero:

s2 = s3 = s4 = 0; a12 = 0; α01 = −π

2
, α12 =

π

2
, α23 = 0. (24)

The form of the equations of the system representing the condition of the planar pair
can be simplified by choosing the three points in particular positions: the origin of the
system 3 : M1(0, 0, 0); a point form the axis Ox3 : M2(x3, 0, 0); and a point from the axis Oz3:
M3(0, 0, z3). The relation of coordinate transformation of a point is applied for transition
from system 3 to system 4: ⎡⎢⎢⎣

x4
y4
z4
1

⎤⎥⎥⎦ = T43

⎡⎢⎢⎣
x3
y3
z3
1

⎤⎥⎥⎦ (25)

and for the points M1, M2, and M3, the ordinate y4 in frame 4 must be zero; thus, the
following system of equations is obtained, using Mathcad software [78]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

a23cosθ1cosθ2sinθ4 + a23cosα41sinθ1cosθ2cosθ4 − a23sinα41sinθ2cosθ4 − s1sinα41cosθ4 + a41sinθ4 = 0
x3cosθ1cosθ2cosθ3cosθ4 + a23cosθ1cosθ2sinθ4 + x3cosα41sinθ1cosθ2cosθ3cosθ4 . . .
+a23sinθ1cosα41cosθ2cosθ4 − x3sinα41sinθ2cosθ3cosθ4 − a23cosθ4sinα41sinθ2 . . .
−x3cosθ1sinθ2sinθ3sinθ4 − x3cosα41sinθ1sinθ2sinθ3cosθ4 − x3sinα41cosθ2sinθ3cosθ4 . . . .
−s1sinα41cosθ4 + a41sinθ4 = 0
a23cosθ1cosθ2sinθ4 + a23cosα41sinθ1cosθ2cosθ4 − a23sinα41sinθ2cosθ4..
+z3sinθ1sinθ4 − z3cosα41cosθ1cosθ4 − s1sinα41cosθ4 + a41sinθ4 = 0.

(26)

System (26) takes a simpler form if the first equation is subtracted from the last
two equations:⎧⎪⎪⎨⎪⎪⎩

a23cosθ1cosθ2sinθ4 + a23cosα41sinθ1cosθ2cosθ4 − a23sinα41sinθ2cosθ4 − s1sinα41cosθ4 + a41sinθ4 = 0
cosθ1cosθ2cosθ3sinθ4 + cosα41sinθ1cosθ2cosθ3cosθ4 − sinα41sinθ2cosθ3cosθ4 . . .
−cosθ1sinθ2sinθ3sinθ4 − cosα41sinθ1sinθ2sinθ3cosθ4 − sinα41cosθ2sinθ3cosθ4 = 0
sinθ1sinθ4 − cosα41cosθ1cosθ4 = 0.

(27)

The Equation (27) now have the following significance: the first equation imposes
that the origin O3 of the frame x3y3z3 is positioned in the plane y4 = 0 while the last two
equations impose that the vectors M1M2 and M1M3 are parallel to the plane x4z4. The
system (27) can be solved analytically:

θ4 = atan
cosα41cosθ1

sinθ1
+ kπ, k ∈ Z. (28)

From a physical perspective, relation (28) does not have multiple solutions because the
term kπ does not alter the orientation of the plane of symmetry of the driven element but,
at most, reverses the orientation of the normal n4. Relation (28) can be re-written as follows:

tanθ4 =
cosa41

tanθ1
(29)

and it is identical to the relation between the position parameters of the driven and driving
elements of the Cardan transmission [1]. Relation (29) highlights the fact that the trans-
mission ratio of the mechanism depends only on the constructive parameter α41, and the
remaining constructive parameters of the mechanism must not satisfy special precision
conditions. With a known θ4 angle, from the first equation of the system (27), the angle θ2
can be obtained, since the coefficients A(θ1), B(θ1), C(θ1) are now known; thus,

135



Axioms 2023, 12, 707

θ2 = 2atan
B(θ1)±

√
B(θ1)2 + A(θ1)2 − C(θ1)2

A(θ1)− C(θ1)
+ kπ, k ∈ Z (30)

where
A(θ1) = a23[cosα41sinθ1cosθ4+sinθ4 cosθ1];

B(θ1) = −a23sinα41cosθ4;
C(θ1) = a41sinθ4−s1sinα41cosθ4.

(31)

Equation (30) shows that, this time, from a physical point of view, for a stipulated
position of the θ1 angle of the driving element, there are two different assembling solutions
for element 2.

The second Equation (27) makes it possible to find the rotation angle θ3 with the
following relation:

θ3(θ1) = atan[P(θ1)/Q(θ1)] + kπ (32)

where
P(θ1) = cosθ1cosθ2sinθ4+cosα41sinθ1cosθ2cosθ4−sinα41sinθ2cosθ4;
Q(θ1) = cosθ1sinθ2sinθ4+cosα41sinθ1sinθ2cosθ4+sinα41cosθ2cosθ4.

(33)

Relation (33) shows that, similar to element 3, a unique assembly solution exists. As
a conclusion, for a given position of the driving element, only two different assembling
positions of the mechanism exist, presented in Figure 4, with the remark that the plane faces
of part 3 from the two variants must be coplanar. The mechanism was modelled in CATIA.

Figure 4. The two alternatives of mechanism assembly.

The variations in the angles θ4, θ2, and θ3 as functions of the position angle of the
driving element are presented in Figure 5, and it is noticed that the plot of the θ4 angle
presents jumps which are not actual, caused by the multiform character of the function
atan(x) from relation (28). In these jump-points, as seen in Figure 5b,c, the mechanism
passes from an assembling position to another, which is in fact impossible. To overcome
this aspect, the θ4 angle is redefined to eliminate the discontinuities. Ensuring a continuous
variation of the θ4 angle is reflected to the variation of the other two angles θ2 and θ3, which
will also not present discontinuities any more, as seen in Figure 6.

θ4 =
∫ θ1

0

dθ4(θ1)

dθ1
dθ1 (34)
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Figure 5. The angles from the revolute pairs of the mechanism: (a) variation in angle θ4, relation (28);
(b) variation in angle θ21 and θ22 corresponding to the two asssembly options; (c) variation in angle
θ31 and θ32 corresponding to the two asssembly options.
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Figure 6. The rotation angles from the joints of the mechanism: (a) plot of angle θ4, relation (34);
(b) variation in θ2 angle for the two assembly options, θ21 and θ22; (c) variation in the θ3 angle for the
two assembly options, θ31 and θ32.
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Interesting consequences result from the analysis of the angular velocity variations,
represented by the curves in Figures 7 and 8. In Figure 7 is presented the variation in

the angular velocity of the driven element
.
θ4.
θ1

obtained by the derivative of relation (29)

with respect to time, both analytically and by modelling the mechanism in a specialised
software. The two plots are similar and this fact confirms the correctness of relation (32).
Additionally, the transmission ratio of the mechanism is the same as the one of a Cardan
coupling having the same angle between axes, with the mention that the present coupling
can transmit motion between crossed axes.

(a) (b)

Figure 7. Variation in the transmission ratio: (a) analytical result; (b) numerical simulation.
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Figure 8. The angular velocities from the intermediate revolute pairs: (a) variation in ω2 (θ21 and
θ22 assembling options); (b) variation in ω3 (θ31 and θ32 assembling options).

Regarding the motions from the other two revolute joints, when the two assembling
solutions of the transmission are considered, the motions from pair 3 are identical but of
opposite sign, but the motions from pair R2 are completely different. This fact allows for
selecting, from the two positions, the assembly variant for which the motion from pair R2
leads to minimal dynamic effects, this choice not affecting the quality of transmission.

The magnitude of the rotational speed of the driving element is not relevant because
the study of the mechanism was performed only through a kinematics point of view. The
variations in all positional parameters from the kinematic pairs are proportional to this
input driving rotational speed.

2.2.4. Finding the Motion from the Planar Pair

The planar pair is a c3 joint (Class 3), so between the two elements forming the joint,
there are 6 − ck = 3 degrees of freedom, which permit for two translations in the plane of
the pair and a rotation performed around an axis normal to the plane of the planar pair. The
motion from the planar pair is fully characterized if the motion of a point from an element
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with respect to the other element and the variation in the angle between two straight lines
from the contact plane, each line belonging to an element of the pair, are known. All these
parameters should be stipulated as functions of the angle θ1 of the driving element and of
the constructive parameters of the mechanism. A point of coordinates M(x3, 0, z3) from
element 3 is considered, which describes in the coordinate system 4 a trajectory defined by
the parametric equations: ⎡⎢⎢⎣

x4
0
z4
1

⎤⎥⎥⎦ = T43

⎡⎢⎢⎣
x3
0
z3
1

⎤⎥⎥⎦ (35)

Relation (35) is developed; therefore, the parametric equations of the trajectory of a
point from the plane x3z3 in the plane x4z4 are obtained:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

x4(θ1, x3, z3) = x3[cosθ1cosθ2cosθ3cosθ4 − cosα41sinθ1cosθ2cosθ3sinθ4 + sinα41sinθ2cosθ3sinθ4...
+cosα41sinθ1sinθ2sinθ3sinθ4 − cosθ1sinθ2sinθ3cosθ4 + sinθ3sinθ4sinα41cosθ2]...
+z3[sinθ1cosθ4 + cosα41cosθ1sinθ4] + s1sinα41sinθ4 + a41cosθ4...
+a23[sinα41sinθ2sinθ4 + cosθ1cosθ2cosθ4 − cosα41sinθ1cosθ2sinθ4]
z4(θ1, x3, z3) = x3[sinα41sinθ1cosθ2cosθ3 + cosα41sinθ2cosθ3 − sinθ3sinα41sinθ1sinθ2 + sinθ3cosα41cosθ2]...
−z3sinα41cosθ1 + a23[sinα41sinθ1cosθ2 + cosα41sinθ2] + s1cosα41.

(36)

In Figure 9, the trajectory of the origin of the system O3x3y3z3 in the plane x4z4
attached to element 4 is plotted, as in the particular case x3 = 0; z3 = 0 in relation (36).
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Figure 9. The trajectory of the origin of the system O3x3y3z3.

To find the rotation motion from the pair, it is sufficient to specify the variation in
time of the angle between two straight lines belonging to the planes that form the planar
pair. Aiming at this, the angle made by the versors i3 and i4 is found, considering that
versor i3 is defined by two points from the quadro-dimensional space by

[
1 0 0 1

]T

and
[
0 0 0 1

]T and the projections of versor i3 on the axes of the coordinate system 4
are given by the following relation:⎡⎢⎢⎣

i3 · i4
i3 · j4
i3 · k4

0

⎤⎥⎥⎦ = T43

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣

1
0
0
1

⎤⎥⎥⎦−

⎡⎢⎢⎣
0
0
0
1

⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭. (37)

After the calculus is made, it results that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

i3 · i4 = cosθ34(θ1) = cosθ1cosθ2cosθ3cosθ4 − cosα41sinθ1cosθ2cosθ3sinθ4 . . .
+sinα41sinθ2cosθ3sinθ4 . . .
−cosθ1sinθ2sinθ3cosθ4 + cosα41sinθ1sinθ2sinθ3sinθ4 + sinα41cosθ2sinθ3sinθ4
i3 · j4 = 0
i3 · k4 = sinθ34(θ1) = sinα41sinθ1cosθ2cosθ3 + cosα41sinθ2cosθ3 . . .
−sinα41sinθ1sinθ2sinθ3 + cosα41cosθ2sinθ3.

(38)
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Relation (38) allow for finding the rotation angle θ34(θ1) from the higher pair. It should
be mentioned that, since the motion of the mechanism is periodic, with the angular period
2π, an inverse trigonometrical function of two arguments is recommended to be used. With
a known angle of rotation, the angular velocity is obtained with the following relation:

ω43 = ω1
d

dθ1

[
atan(sinα43)

cosα43)

]
. (39)

One must emphasize that, while the angular velocities ω34 and ω43 are identical but
of opposite sign, it results from the definition of the two angles θ34 and θ43 that the relative
motions of the origins O3 and O4 in the contact plane of the planar pair differ. To sustain
this, based on relation (35), one can write the relation of transformation of the coordinates
of a point from the plane x4z4 to the plane x3z3:⎡⎢⎢⎣

x3
0
z3
1

⎤⎥⎥⎦ = T−1
43

⎡⎢⎢⎣
x4
0
z4
1

⎤⎥⎥⎦ (40)

where the calculus of the homogenous operator T−1
43 is made simply, applying relation (35);

which results in⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x3(θ1, x4, z4) = x4[cosθ1cosθ2cosθ3cosθ4 − cosθ1sinθ2sinθ3cosθ4 − cosα41sinθ1cosθ2cosθ3sinθ4...
+cosθ41sinθ1sinθ2sinθ3sinθ4 + sinα41sinθ2cosθ3sinθ4 + sinα41cosθ2sinθ3sinθ4]...
+z4[sinα41sinθ1cosθ2cosθ3 + cosα41sinθ2cosθ3 − sinα41sinθ1sinθ2sinθ3 + cosα41cosθ2sinθ3]...
−s1[cosθ3sinθ2 + sinθ3cosθ2]− a23cosθ3
z3(θ1, x4, z4) = x4[cosθ4sinθ1 + cosα41cosθ1sinθ4]− z4sinα41cosθ1 − a41sinθ1.

(41)

Two main conclusions can be drawn:

• The angular velocity ω4 has a constant sign and presents a periodic variation, which
attests to the fact that, in the final pair, the motion is rotatory (Figure 7).

• In the other internal pairs of the mechanism, the angular velocities ω2, ω3 (Figure 8a,b),
and ω34 (Figure 10b) present periodic changes in sign in a bounded domain, showing
that, in the inner revolute pairs and in the planar pair, oscillatory motions happen.

(a) (b)
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Figure 10. The variation in the rotation motion from the planar pair: (a) rotation angle; (b) angu-
lar velocity.

In the obtained relations (41), the particular case x4 = 0, z4 = 0 gives the trajectory
of the origin O4 in the plane x3z3, which is represented in Figure 11a. The simulation
software was applied to obtain the same curve, presented in Figure 11b, and an excellent
concordance between the two curves is remarked.
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(a) (b)

Figure 11. The trajectory of the origin O4 of the coordinate frame fixed to the final element with
respect to the plane x3z3: (a) analytical curve; (b) simulation curve.

The quantitative comparison between the two trajectories can be made when Cartesian
coordinate wireframes, spaced at 10 mm, are attached to each plot.

3. Results and Discussions

A laboratory device was designed and constructed for the study of the RPRRR trans-
mission and for future dynamic studies. The design was accomplished using the CATIA
Dassault software. The designed constructive solution and the laboratory device are
presented in Figure 12.

(a)

(b)

Figure 12. The designed RPRRR transmission: (a) CAD model: ground 0, driving element 1, interme-
diate elements 2 and 3, driven element 4; (b) laboratory device: output shaft 4a, part with channel 4b,
assembly screw 4c.

From the designing point of view, there are two important aspects:
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Avoiding the mechanical interference between the elements of the mechanism. The risk
that the edge Δ3 of element 3 touches the bottom of the rectangular channel from element 4
is shown in Figure 13. It is required for the bottom of the channel to be placed outside
the envelope of segment Δ3. Concerning the interference of element 4 upon element 3, it
cannot happen due to the constructive shape of element 3 that has a constant thickness;
therefore, segment Δ4 attached to element 4 never interferes with any of the points of
element 3. But there is the possibility that segment Δ4 interferes with the plane surface Σ2
of element 2. To avoid this interference, it is necessary that segment Δ4 and the straight line
Δ23 (resulting from the intersection of the surfaces Σ3 and Σ2) do not intersect. This straight
line is mobile in space. To avoid the interference between element 4 and element 2, the
envelope of segment Δ4 must always be placed on the left side of segment Δ23, represented
in Figure 13. From the presented considerations, it results that, for an accurate design of the
mechanism, the envelopes of the segments Δ3 and Δ4 described with respect to element 4
and 3, respectively, must be found. These can be obtained by applying relations (36) and
(40), because the parameters x3, z3, x4, and z4, respectively, must be chosen in a manner
that the points of coordinates (x3, y3) and (x4, y4) are placed on the segments Δ3 and Δ4
respectively. The illustration of the procedure is shown in Figures 14 and 15.

In Figure 14a is presented the envelope of segment Δ3 obtained with relation (36)
and the envelope of segment Δ4 based on relation (39) is shown in Figure 15a. The same
envelopes were obtained by CAD simulation using the DMU-Kinematics CATIA module.
In Figures 14b and 15b were also represented the elements 4 and 3, respectively, which can
take part in the interference phenomenon. From these plots, it results that the mechanism
is correctly designed from the point of view of avoiding interference.

Another occurring problem consists in limiting the stresses and strains from the
elements of the mechanisms. Next, the elements forming the planar pair are under special
attention. From Figure 12, it can be seen that, for technological reasons, element 4 was made
from two parts: the shaft 4a and the prismatic part 4b, assembled by two screws. These
screws also have a safety character, as torque limiters. The coupling should not transmit a
torsion moment greater than Mtmax; the diameter d of the screws was chosen as they are
the first parts to break, protecting the parts with higher production costs.

Mtmax = τf n
πdint

2

4
D
2

(42)

where τf is the admissible shear stress of the material of the screws, n is the number
of screws (here n = 2), dint is the inner diameter of the thread, and D is the diameter
needed for mounting the screws. Relation (25) is used for dimensioning the diameter of the
assembling screws.

Figure 13. Possible mechanical interferences in the proposed mechanism.
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Figure 14. The envelope of the position of a segment of element 3 in the contact plane of the planar
pair: (a) Mathcad result; (b) CAD simulation.

(a) (b)

Figure 15. The envelope of the position of a segment of element 4 in the contact plane of the planar
pair: (a) Mathcad result; (b) CAD simulation.
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The assembly of the parts creating the planar pair is considered next. The finite
element module from CATIA software was used to find the stresses and the displacements
from the two parts when a moment of torsion is transmitted. As support schematics, part
3 was considered clamped on cylindrical surfaces Σ3 that create the revolute pairs and
the torque is applied by means of the cylindrical surface Σ4b that assembles the parts 4a
and 4b. To exemplify the design, it was considered that element 4b is loaded by a torque
Mt = 100 Nm. The calculus was made for the linear elastic domain and the value of the
torque was arbitrarily chosen. For another stipulated value of the torque, the stresses and
deformations will result by simply applying the proportionality principle. In Figure 16a are
presented the loading scheme and the main dimensions of the two parts. The optimized
mesh of the two parts, made using the CATIA FEA module, is presented in Figure 16b. It
must be mentioned that the software performs the analysis considering the materials in the
linear elastic domain. This restriction has the advantage of proportionality between the
loads and stresses, on one side, and stresses and deformations on the other side. Therefore,
if in a real situation a stress or deformation exceeds the admissible value from the elastic
domain, by simply diminishing the load, the stress/deformation can be adjusted to a
desired value.

Figure 16. The elements of the planar pair: (a) main dimensions and loading scheme; (b) FEA mesh
obtained in CATIA.

The von Mises equivalent stress distribution from the assembly of the planar pair is
presented in Figure 17 and it can be observed that the maximum stress obtained 8.3 · 108 N

mm2

exceeds the yield stress of the steel, σYsteel = 2.5 · 108 N
mm2 . Therefore, the two parts must

be re-designed. For this purpose, the equivalent von Mises stresses from each part are
represented separately, as seen in Figure 18. It is remarked that part 3 does not suffer
plastic deformations because the yield stress is not reached and the part to be re-designed
is element 4b. A similar methodology is applied for deformations. The total deformations
of the assembly of the pair are presented in Figure 19, which highlights the total maximum
deformation, and in Figure 20 are presented the deformations from each part.
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Figure 17. Von Mises stresses in the assembly of the planar pair loaded by Mtmax.

(a) (b)

Figure 18. Von Mises stresses in the parts of the planar pair: (a) part 4b; (b) part 3.

Figure 19. Total deformations in the assembly of planar pair.

(a) (b)

Figure 20. Total deformations in the parts of planar pair (a) total deformations of part 4b; (b) total
deformations of part 3.
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4. Conclusions

The present work proposes a solution for the transmission of rotation motion between
two shafts with crossed directions. The proposed coupling cannot be replaced by a Cardan
coupling since the Cardan transmission is a spherical linkage which can be used only for
shafts with intersecting axes. The RPRRR mechanism is suited for the most general case,
when the axes of the shafts are crossed (non-intersecting).

Analyzing, by structural considerations, the possibility of transmitting motion between
two crossed axes via a kinematic chain consisting of two elements and three kinematic
pairs, the conclusion that multiple structural solutions exist is reached.

The condition of high reliability implies dropping the higher pairs, where point or
linear contact exists between the elements of the pair. Therefore, the possible remaining
structural solutions are either a kinematic chain with two class 4 pairs and a class 5 pair,
or a kinematic chain with two class 5 pairs and a class 3 pair (with variants in planar
and spherical pairs). For constructive simplicity, the solutions including the planar pair
were chosen and, from the two variants, namely structurally symmetric, revolute–planar–
revolute (RPR), or asymmetric RRP, the last was chosen. Consequently, the coupling
mechanism of the two crossed axes is the RPRRR mechanism which, due to the presence
of a planar pair that does not have a rotation axis with a well-stipulated direction, is a
non-D–H mechanism.

The Denavit–Hartenberg mechanisms (D–H) have in their structure only cylindrical
pairs (with particular variants of revolute, translation or helicoidal) and the kinematic
analysis is performed using a well-established methodology which, based on the matrix
equation of closure of kinematic chain, makes it possible to find the kinematic parameters
characterizing all the kinematic pairs. The methodology is applicable to the non-D–H mech-
anism, requiring that all non-cylindrical pairs are replaced by kinematic chains containing
only cylindrical joints.

The methodology is laborious since the structure of the equivalent mechanism is more
complex than the actual one. For this reason, in the present paper, the kinematic analysis of
the mechanism uses geometrical conditions to create the planar pair. It results in a system
of three scalar equations that makes it possible to find the motions from the revolute pairs
of the mechanism based on known driving motion.

Two main conclusions are drawn after solving the system: for a set of constructive
data and a stipulated position of the driving element, two different assembling positions
exist and a rotation motion exists in the final revolute joint but, in the internal revolute
pairs, the motion is oscillatory. The motion from the planar pair is fully described by the
position of a point belonging to an element of the pair with respect to the other element
and by the angle between two straight lines appertaining to each of the elements. To solve
this problem, the relation of coordinate transformation of a point, when the coordinate
frames are changed, under the form of homogenous operators, is proposed by Denavit
and Hartenberg.

In order to validate the theoretical results, the mechanism was designed and animated
using CAD simulation software. The concordance between the analytical and the numerical
results provided by the software confirms the correctness of the analytical expressions. The
presented coupling mechanism can be used as a general solution for two crossed shafts,
with the mention that high torques are envisaged. For instance, equipment working in hard
conditions (mining, agriculture, civil engineering, etc.).

The mechanism was also constructed and a noiseless, smooth running was noticed;
dynamic aspects and constructive optimization are aimed for further studies.

Two main concerns were considered for the design of the mechanism: avoiding
mechanical interference between the elements of the planar pair and estimating the stresses
and deformations occurring in the parts of the pair. The first problem was solved using
the transformation relations of the coordinates of a point when the system of coordinates
is changed. Thus, the envelopes of different edges of an element with respect to another
were found. The problem of stresses and deformations estimation was solved using a finite
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element analysis software. The stresses and deformations from the elements of the planar
pair were found for a moment of torsion of stipulated maximum value that should be
transmitted by the pair.

The proposed coupling solution, the RPRRR mechanism, presents as main advantages
the constructive simplicity, which is reflected in manufacturing low costs and high reliability
due to the presence of lower pairs in the structure.

The main objectives of future research are the optimization of constructive parameters
of the mechanism in order to obtain a minimum variation in the transmission ratio and
finding the theoretical and experimental efficiency of the transmission.
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Abstract: The university course timetable problem (UCTP) is known to be NP-hard, with solution
complexity growing exponentially with the problem size. This paper introduces an algorithm that
effectively tackles UCTPs by employing a combination of exploration and exploitation strategies. The
algorithm comprises two main components. Firstly, it utilizes a genetic algorithm (GA) to explore
the search space and discover a solution within the global optimum region. Secondly, it enhances
the solution by exploiting the region using an iterated local search (ILS) algorithm. The algorithm
is tested on two common variants of UCTP: the post-enrollment-based course timetable problem
(PE-CTP) and the curriculum-based course timetable problem (CB-CTP). The computational results
demonstrate that the proposed algorithm yields competitive outcomes when compared empirically
against other existing algorithms. Furthermore, a t-test comparison with state-of-the-art algorithms is
conducted. The experimental findings also highlight that the hybrid approach effectively overcomes
the limitation of local optima, which is encountered when solely employing GA in conjunction with
local search.

Keywords: timetabling; metaheuristics; genetic algorithm; iterated local search; local search;
perturbation

MSC: 68W50; 90C59

1. Introduction

Timetabling is an important and challenging area of research with diverse applications
in education, enterprises, sports, transportation, human resources planning, and logis-
tics. According to [1], timetabling refers to the allocation of given resources, subject to
constraints, to objects placed in space–time, aiming to maximize the number of satisfied
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desirable objectives. These high-dimensional, multi-objective combinatorial optimization
problems have received significant attention from the scientific community because manu-
ally generating timetables is laborious and time-consuming, often resulting in ineffective
and costly schedules. Therefore, the development of automated timetabling systems is
crucial to reducing errors, accelerating the creation process, and maximizing desirable
objectives. Among the various forms of timetabling problems, the educational timetabling
problem stands out as one of the most extensively studied. Finding a universal and effective
solution for this problem is challenging due to its complexity, varying constraints, and
evolving requirements.

The university course timetabling problem (UCTP) is a multidimensional assignment
problem that involves assigning students and teachers to events (or courses), which are
then allocated to appropriate timeslots and rooms. The UCTP can be categorized into two
categories: post-enrollment-based course timetabling problems (PE-CTPs) and curriculum-
based course timetabling problems (CB-CTPs). PE-CTP, sometimes referred to as “event
timetabling”, focuses on assigning events to timeslots and resources (rooms and students)
to avoid conflicts between events, timeslots, and rooms. The timetable is constructed
after student enrollment to ensure all students can attend the events they are enrolled in.
On the other hand, CB-CTP was first introduced in the Second International Timetabling
Competition (ITC2007) [2] and is a weekly assignment problem that involves scheduling a
specific number of lectures for various university courses within a given number of time
periods and a set of rooms. Each day is divided into a fixed number of timeslots, and a
period refers to a combination of a day and a timeslot. The total number of scheduling
periods per week is determined by multiplying the number of days per week by the number
of timeslots per day. Each course must be scheduled at different periods. Additionally, a
set of curricula consists of groups of courses with shared students, and conflicts between
courses are resolved based on the curricula rather than student enrollment data.

The main difference between these two variants of the UCTP is that in the PE-CTP,
all objectives and constraints are based on the student’s enrollment in various course
events, whereas in the CB-CTP, all objectives and constraints are associated with the
curriculum conception, which is a set of courses that form a complete assignment for a
group of students. An illustration of a student’s preference in the PE-CTP can be seen
in the statement, “A student should have multiple events in a day.” Similarly, for the
CB-CTP, a teacher’s preference can be exemplified by the statement, “A teacher prefers to
have no more than two consecutive lectures.” These timetabling problems involve two
types of constraints: hard and soft. Hard constraints are those that must be satisfied under
any circumstances. A timetable is considered feasible if it successfully satisfies all hard
constraints. On the other hand, soft constraints are more flexible and can be violated if
necessary, but it is desirable to minimize these violations due to associated penalty costs.
The lower the total value of the penalty cost, the higher the quality of the timetable. Thus,
the main objective is to create a high-quality schedule with minimal penalties for violations
of soft constraints.

Educational timetabling has been studied for over 60 years, beginning with Gotlieb [3].
Over the years, many solution approaches have been proposed by researchers. Carter
et al. [4] provided an overview of the primary solution approaches for the UCTP and
roughly divided them into four categories: constraint-based, sequential, clustered, and
metaheuristic methods. In recent years, metaheuristic algorithms have been success-
fully applied for both variants of the UCTP and are classified into local area-based and
population-based approaches. Local area-based algorithms, also called single-point algo-
rithms, focus more on exploitation than exploration [5]. These algorithms work iteratively
on a single solution and may not thoroughly explore the entire solution space. Examples
of local area-based algorithms include tabu search (TS), iterated local search (ILS), very
large neighborhood search (VLNS), and simulated annealing (SA). On the other hand,
population-based algorithms, also known as multiple-point algorithms, are good at explo-
ration rather than exploitation [6]. These algorithms maintain multiple solutions within
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a population and employ a selection process to update the solutions. They extensively
search the entire solution space to find a globally optimal solution and are sometimes
referred to as global area-based algorithms. Consequently, these algorithms do not focus
solely on individuals with good fitness within a population but instead explore the entire
solution space to identify potential solutions. However, premature convergence is the main
disadvantage of such types of algorithms. Commonly utilized population-based algorithms
for timetabling problems include the genetic algorithm (GA), artificial bee colony (ABC),
particle swarm optimization (PSO), and ant colony optimization (ACO).

Driven by these discoveries and acknowledging that exploration, carried out through
population-based algorithms, and exploitation, executed via local area-based algorithms,
are two significant attributes of an optimization algorithm, which complement each other
and necessitate fine-tuning between them, we propose a hybrid metaheuristic algorithm
named GAILS, for solving PE-CTP and CB-CTP. The algorithm iteratively explores the
search space, finds the global optimum region using GA, and then employs ILS to obtain the
global optimum solution by exploiting this region. The GA generally fails to reach a global
optimum because it repeatedly explores various sub-parts of the search space, leading to a
long execution time. Additionally, the GA incorporates a local search (LS) which tends to
become trapped in a local optimum quickly. Therefore, when dealing with a large search
space, the GA might either fail to converge to a global optimum solution or require a
significant amount of time due to the possibility of getting trapped in a local optimum. At
this juncture, ILS is used to escape from the local optimum by applying perturbations to
the current solution. This allows one to maintain a proper balance between the merits of
these algorithms. Consequently, GA emphasizes exploration and diversification, while ILS
concentrates on the exploitation and intensification of the search space. Various crossover
and mutation operators, as well as neighborhood and perturbation moves, are utilized by
the algorithm to generate new solutions.

The superiority of GAILS can be attributed to its hybridization of two complementary
approaches. It initiates the search by using GA with an LS approach to explore the search
space and identify the global optimum region, which is prone to becoming trapped in a
local optimum. To overcome this challenge, ILS is employed, introducing perturbations to
the current solution and facilitating escape from local optima. Furthermore, we conducted
experimental investigations with varying time limits to demonstrate GAILS’ capability to
evade local optima. The results affirm the effectiveness of our proposal, as the solution
quality improves with increased time. Additionally, we evaluate the algorithm’s perfor-
mance on benchmark problem instances of differing complexity, employing the fitness
function value as a metric and comparing it with other algorithms using a t-test.

The structure of this paper is as follows: In Section 1, an introduction is provided.
Section 2 contains a brief literature review of the related work on PE-CTP and CB-CTP. The
PE-CTP and CB-CTP, along with their mathematical formulation, are explained in Section 3.
Section 4 covers the description of the GAILS algorithm. Implementation and testing of
GAILS on different benchmark problem instances with varying complexity are performed
in Section 5. Finally, conclusions are summarized in Section 6.

2. Related Work

In different subsections of this section, the earlier research on the two UCTP versions,
PE-CTP and CB-CTP, is discussed in detail.

2.1. Related Work on PE-CTP

The history of the educational scheduling problem can be traced back over six decades,
starting with [3]. Over the years, numerous researchers have proposed different solution
approaches and tested them on real-world problem instances. Despite significant progress
in this field, researchers have faced difficulties when comparing their algorithms with
existing state-of-the-art solutions due to differing problem formulations and instances
used by each researcher. To address this issue, the International Metaheuristic Network
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organized the First International Timetabling Competition (ITC2002) in 2002. The objective
was to simulate a realistic scenario where students have priorities when selecting events,
and the timetable is constructed based on these preferences. Since then, these artificially
generated enrollment-based course timetable problem instances have become the standard
in the research community. Various researchers have utilized these instances to demonstrate
the effectiveness of their novel techniques.

Socha et al. [7] utilized the same data generator to produce eleven instances of
PE-CTP. They proposed the MAX-MIN ant system, which incorporates a local search
routine optimized by creating an appropriate construction graph. The pheromone value
determined the allocation of events to timeslots within specified bounds. The authors
concluded that the MAX-MIN ant system outperformed random restart local search when
applied to a set of typical problem instances. Rossi et al. [8] conducted a fair comparison of
five different metaheuristic algorithms for solving the PE-CTP by using a common solution
representation and standard neighborhood structure. Their empirical investigation revealed
that each metaheuristic has distinct capabilities in satisfying hard and soft constraints, and
an approach suitable for hard constraints may not be appropriate for optimizing soft
constraints. Ref. [9] introduced a TS hyper-heuristic where heuristics compete to be
selected by the hyper-heuristic.

Burke et al. [10] introduced an investigation into a simple, generic hyper-heuristic
method for solving the PE-UCTP. They employed a set of widely used constructive heuris-
tics, specifically graph coloring heuristics. The main characteristic of their method is to
utilize a TS approach to alter the permutations of six graph coloring heuristics before creat-
ing a timetable. The outcomes of the approach improved further when a higher number
of low-level heuristics were applied. In [11], an adaptive randomized descent algorithm
(ARDA), which employs an adaptive criterion to escape from local optimal solutions, is
described. Ref. [12] proposed a basic harmony search algorithm (BHSA) that takes advan-
tage of the benefits of population-based algorithms by identifying the promising region in
the search space using memory consideration and randomness. The proposed approach
also used the benefits of local area-based algorithms by fine-tuning the search space region.
They also introduced two modifications to the BHSA and proposed a modified harmony
search algorithm (MHSA). The first modification involved considering memory, while the
second modification aimed to enhance the functionality of the pitch adjustment operators
by replacing the acceptance rule from a ‘random walk’ to a ‘first improvement’ and ‘side
walk’ approach.

The approach by Cambazard et al. [13] for PE-CTP utilized constraint programming
techniques and LS. They demonstrated the advantages of applying a list-coloring relaxation
to the problem. They achieved the best constraint programming approach through various
investigations and maintained the original problem decomposition. Additionally, they
introduced lower bounds to estimate the costs related to the soft constraints in the problem.
Motivated by the perception of a gravitational emulation local search algorithm, ref. [14]
proposed a new population-based local search (PB-LS) heuristic for their solution. The
authors integrated a multi-neighborhood particle collision algorithm and an adaptive ran-
domized descent algorithm into their proposed approach, aiming to address the constraints
of population-based algorithms. Ref. [15] proposed an integer linear programming-based
heuristic to solve a real-world PE-CTP arising in an institution in Buenos Aires, Argentina.
The algorithm produced high-quality results and provided generalizations to other related
problems in the literature. Ref. [16] proposed a two-stage approach for solving the PE-CTP.
The first phase focused on obtaining a feasible solution by satisfying all the hard constraints.
In the second phase, they aimed to improve the solution quality by minimizing violations of
soft constraints. To execute this two-phased approach, they employed an enhanced version
of the SA with a reheating algorithm called simulated annealing with improved reheat-
ing and learning (SAIRL). Additionally, they introduced a reinforcement learning-based
approach to establish an effective neighborhood structure for search operations.
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Over the years, many hybrid approaches by hybridizing a local area-based algorithm
within a population-based algorithm have gained much interest [17]. Such hybridization
aims to achieve an equilibrium between exploration and exploitation of the search space
to achieve the benefits of population-based and local area-based approaches. Ref. [18]
proposed GA with a repair function and local search for solving PE-CTP. They presented
a new repair function capable of transforming an unfeasible timetable into a feasible one.
The local search algorithm was employed before the next generation to enhance timetable
quality. A hybrid evolutionary algorithm employing hybridization between a memetic
algorithm and a randomized iterative improvement local search was given by [19]. They
reduced the exploration ability of the search space by excluding the crossover operator
from the memetic algorithm. Ref. [20] suggested a guided search genetic algorithm (GSGA)
consisting of a guided search strategy and a local search technique for their solution. The
guided search strategy introduced offspring into the population based on a data structure
that stores information extracted from previous competent individuals. Subsequently,
the LS technique is employed to enhance the overall quality of individual outcomes.
Ref. [21] further proposed an extended guided search genetic algorithm (EGSGA) by
introducing a new local search strategy in addition to the original local search strategy used
in GSGA.

Ref. [22] proposed a hybrid metaheuristic algorithm that combines an electromagnetic-
like mechanism and the great deluge algorithm for solving both variants of UCTP. The
electromagnetic-like mechanism is a population-based stochastic global optimization ap-
proach that simulates the attraction, physics, and repulsion of sample points in moving
toward optimality. The great deluge algorithm is a local search strategy that allows the
worst solutions to be accepted by an upper boundary. The dynamic force estimated from
the attraction–repulsion mechanism is used as a declining rate to update the search proce-
dure. Ref. [23] presented a hybrid metaheuristic approach that combines the great deluge
and tabu search. They proposed their solution approach for both PE-CTP and CB-CTP.
The algorithm is divided into two parts, construction and improvement, and four different
neighborhood moves are employed. Ref. [24] proposed a new hybrid algorithm that
combines GA with local search and uses events based on groupings of students. Ref. [25]
proposed a solution for the PE-CTP that is motivated by particle swarm optimization and
implemented in the basic artificial bee colony algorithm. The algorithm was hybridized
with the great deluge algorithm to enhance local exploitation capabilities and improve
global exploration quality. This approach achieved equilibrium by using a combination of
these techniques. Ref. [26] developed a new hybrid method that combines genetic-based
discrete particle swarm optimization with local search and tabu search approaches for
solving the PE-CTP.

A hybrid approach based on the improved parallel GA and LS (IPGALS) is proposed
to solve the PE-CTP by [27]. The GA is enhanced by incorporating LS. IPGALS adopts a
timetable representation, guaranteeing the preservation of hard constraints. The proposed
approach is run parallel to enhance the GA searching process due to various problem
constraints. The algorithm was tested on benchmark PE-CTP problem instances, and the
results were compared to other methods previously used to solve PE-CTP, and it was
found to be very effective. Ref. [28] proposed a review paper regarding the most recent
scientific approaches applied to the UCTP. The study demonstrates different methodologies
researchers use to solve the problem based on when they were created and what data
they used. The paper also discusses the challenges and opportunities while solving the
UCTP. They have found that metaheuristic approaches are widely favored, with hybrid and
hyper-heuristic approaches subsequently employed to achieve effective outcomes. They
also observed that the most advanced techniques found in the scientific literature are not
always used in the real world, probably because they are not adaptable enough.
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2.2. Related Work on CB-CTP

After successfully organizing ITC2002, the research community in the field of
timetabling organized the Second International Timetabling Competition (ITC2007) in
2007 [2]. During this event, they introduced three tracks for educational timetabling prob-
lems, with the third track focusing on curriculum-based course timetabling applied to
Italian universities. For this track, several datasets were derived from real-world exam-
ples provided by the University of Udine. These datasets primarily emphasized lecturers’
preferences rather than students’, as is the case in PE-CTP.

By nature, CB-CTP is a highly constrained and complicated combinatorial optimization
problem extensively studied by a large number of researchers [22,29–33]. They classified
them first, along with their mathematical formulations, and then proposed several solutions
approaches. In general, there is no known efficient deterministic polynomial-time algo-
rithm for their solution, and they are solved by a variety of exact and heuristic approaches.
Ref. [4] discussed their main solution approaches and roughly divided them into four
categories: constraint-based, sequential, clustered, and generalized search (metaheuris-
tics) methods. In constraint-based approaches [29,34], these problems are represented
as constraint satisfaction problems (CSPs) and solved using CSP-solving approaches.
Ref. [29] proposed to formulate the timetabling instance of CB-CTP as CSP instances
and applied a general-purpose CSP solver to find solutions. The solver effectively handled
weighted constraints using a hybrid algorithm combining tabu search and ILS. Ref. [35]
introduced a constraint-based solver approach for CB-CTP that included multiple local
search approaches working in three stages.

Ref. [31] proposed a two-stage integer linear programming (ILP) model for the solu-
tion of CB-CTP. The approach involves decomposing the problem into two stages, each
represented by a distinct ILP model. In the first stage, the objective is to assign lectures to
time periods, whereas the assignment of lectures to rooms is performed in the second stage
by considering room stability. In the first stage, the assignment is performed without con-
sidering rooms, minimum working days, curriculum compactness, or minimizing penalties
for room capacity. The representation of CB-CTPs as graphs is demonstrated in [36], where
vertices and connections correspond to the lectures of courses and the constraints between
them. Subsequently, graph coloring algorithms are employed to solve these CB-CTPs.
Although this kind of approach (sequential heuristics) has demonstrated greater efficiency
in small-sized problem instances, it seems ineffective in large-sized problem instances.
Ref. [37] have proposed a satisfiability (SAT) model to solve a real-world CB-CTP at a
Mexican university. Ref. [38] proposed a harmony search algorithm for the solution of CB-
CTP. In the execution of their algorithm, the process of improvisation consists of memory
consideration, random consideration, and pitch adjustment. A high-level object-oriented
model called QuikFix has been proposed by [39] for the solution of CB-CTP. A repair-
based heuristic is used in their approach, and certain structural constraints and significant
neighborhood moves are applied in the problem domain’s search space.

Other extensively explored areas, such as the adaptive approaches, metaheuristics,
multi-criteria, and case-based reasoning discussed by [40], are also used to solve these
problems. In recent years, metaheuristic approaches and hybrid approaches have been
extensively used to solve CB-CTP. These metaheuristic approaches are motivated by na-
ture and apply nature-like processes to obtain optimal or near-optimal solutions. These
approaches are generally categorized as local area-based (ILS, TS, SA, and VLNS) and
population-based (GA, ACO, ABC, and PSO) algorithms. According to [41], an ABC al-
gorithm has four phases: initialization, the employed bee phase, the onlooker bee phase,
and the scout bee phase. Ref. [42] proposed a new swarm intelligence algorithm based on
ABC to solve the CB-CTP. Their algorithm works in two phases. The first phase is used
to obtain a feasible solution by satisfying all the hard constraints. In contrast, the second
phase is used to satisfy as many soft constraints as possible without violating any hard con-
straints. Ref. [32] proposed an adaptive tabu search (ATS) algorithm for their solution by
the hybridization of TS and ILS. The algorithm uses two neighborhood structures, namely
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SimpleSwap and KampeSwap, and a standard tabu list to prevent the cycling of previously
visited solutions for both moves.

Ref. [30] proposed a two-phase approach for resolving the CB-CTP problem in their
publication. The first phase involved utilizing a robust single-stage simulated annealing
method for problem-solving, while in the second phase, an extensive and statistically
sound methodology was designed and applied for the parameter tuning process. This
resulted in a methodology that models the relationship between search method parameters
and instance features, allowing for the parameters of unseen instances to be set through a
simple inspection. In [43], the CB-CTP was modeled as a bi-criteria optimization problem
with two objectives: a penalty function and a robustness metric. The problem was resolved
using a hybrid multi-objective genetic algorithm that integrates hill climbing and simulated
annealing algorithms with the standard GA approach to produce an accurate approximation
of the Pareto-optimal front. Ref. [33] explored the use of generational construction hyper-
heuristics for automating the process of low-level construction heuristic generation for CB-
CTP. Two hyper-heuristics, an arithmetic hyper-heuristic for evolving arithmetic heuristics
and a genetic algorithm hyper-heuristic made up of ten problem attributes for generating
hierarchical heuristics, were implemented and applied to solve CB-CTP.

Ref. [44] presented an answer set programming-based approach, termed a teaspoon,
for solving the CB-CTP. In this approach, the system first reads a CB-CTP instance of a
standard input format and converts it into a set of answer set programming facts. These
facts are then combined with the first-order encoding for CB-CTP solving, which any off-the-
shelf ASP system can subsequently solve. Ref. [45] proposed a novel competition-guided
multi-neighborhood local search (CMLS) algorithm for solving the CB-CTP. The proposed
algorithm consists of three main contributions. First, it combines different neighborhoods
uniquely by selecting only one at each iteration. This helps find a balance between finding
many options and being efficient with time. Second, the algorithm uses two rules to
determine the likelihood of selecting a neighborhood. Lastly, CMLS has a restart strategy
where two different local search procedures are used and the best result is used as the
starting point for the next search. An extensive and systematic review of the utilization
of metaheuristic approaches used for UCTPs has been proposed by [46]. They thoroughly
review, summarize, and categorize these approaches while introducing a classification for
hybrid metaheuristic methods. Additionally, their study critically analyzes these methods’
advantages and limitations, highlighting the challenges, gaps, and potential areas for
future research.

3. Problem Formulation

This section outlines the two variants of UCTPs, namely, the PE-CTP and the CB-
CTP, and presents their mathematical formulations. The UCTP is a multi-dimensional
assignment problem where students and teachers are assigned to events (or courses), which
are then allocated to appropriate timeslots and rooms. In the subsequent subsections, we
delve into the PE-CTP and CB-CTP individually.

3.1. Post-Enrollment Based Course Timetabling Problem

This section provides an explanation of the PE-CTP, along with its mathematical
formulation. The PE-CTP is characterized as a multi-dimensional assignment problem
wherein students select events, such as lectures, tutorials, and laboratories. These events
must be allocated to a certain number of timeslots (9 per day for 5 days) and rooms, with
the goal of minimizing constraint violation. Each student selects multiple events, and
each room has a specific capacity and various features. The resolution to this problem
entails assigning the events to suitable timeslots and rooms that fulfill the specified hard
constraints, as described below.

1. Each student can attend only one event at any given timeslot.
2. Each event must be assigned to a room with enough seating capacity and all the

necessary features.
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3. Each room can host only one event at a time.

When only hard constraints are present, the goal is to find a feasible solution. In addition,
the following soft constraints are considered, the violation of which leads to a certain
penalty for the PE-CTP solution.

1. Scheduling an event at the last timeslot of the day should be avoided.
2. A student should not have more than two events in consecutive timeslots daily.
3. Having only one event a day is not recommended for a student.

Next, the mathematical formulation of the PE-CTP can be described. The PE-CTP
involves a set E consisting of n events assigned to 45 timeslots (with 9 timeslots per day for
5 days). There is also a set R of m rooms with fixed seating capacity where these events
occur. In addition, a set S includes p students who can choose any event from E, and a set F
contains q room features required for events in selected rooms. The following notations are
used in the formulation of the problem.

• The set of events, denoted as E = {e1, e2, . . . , en}, consists of n events.
• The set of rooms, denoted as R = {r1, r2, . . . , rm}, contains m rooms.
• The set of timeslots, denoted as T = {t1, t2, . . . , t45}, includes 45 timeslots.
• The set of students, denoted as S = {s1, s2, . . . , sp}, comprises p students.
• The set of rooming features, denoted as F = { f1, f2, . . . , fq}, represents q

rooming features.
• ri.capacity represents the capacity of room ri.
• A matrix RF = [r fij]m×q, called a room-feature matrix and represents the feature

possessed by the room. Here, r fij = 1, if room ri is having feature f j; otherwise, the
value is zero.

• The decision variable xijkl represents student si attending the event ej in the timeslot
tk and in the room rl . It is defined for i ranging from 1 to p, j ranging from 1 to n, k
ranging from 1 to 45, and l ranging from 1 to m.

xijkl =

{
1 if the combination mentioned above is valid,
0 otherwise.

• The decision variable yijk represents an event ei that takes place in the room rj with
feature fk. It is defined for 1 ≤ i ≤ n, 1 ≤ j ≤ m, and 1 ≤ k ≤ q.

yijk =

{
1 if the combination mentioned above is valid,
0 otherwise.

• The decision variable zij represents an event ei that takes place in timeslot tj and
defined for 1 ≤ i ≤ n, and 1 ≤ j ≤ 45.

zij =

{
1 if the combination mentioned above is valid,
0 otherwise.

Now, the mathematical formulation of hard constraints can be described as follows:

1. Each student can attend only one event at any given timeslot.

n

∑
j=1

m

∑
l=1

xijkl ≤ 1, 1 ≤ i ≤ p; 1 ≤ k ≤ 45.

2. Each event must be assigned to a room with enough seating capacity and all the
necessary features.
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p

∑
i=1

xijkl ≤ rl .capacity, 1 ≤ j ≤ n; 1 ≤ k ≤ 45; 1 ≤ l ≤ m; and

yijk ≤ r fjk, 1 ≤ i ≤ n; 1 ≤ j ≤ m; 1 ≤ k ≤ q.

3. Each room can host only one event at a time.

n

∑
j=1

xijkl ≤ 1, 1 ≤ i ≤ p; 1 ≤ k ≤ 45; 1 ≤ l ≤ m.

Similarly, the soft constraints can be formulated mathematically as follows:

1. Scheduling an event at the last timeslot of the day should be avoided.

n

∑
i=1

zij = 0, j = 9, 18, . . . , 45.

2. A student should not have more than two events in consecutive timeslots daily.

n

∑
j=1

m

∑
l=1

a+2

∑
k=a

xijkl ≤ 2, 1 ≤ i ≤ p;

a = 1, 2, . . . , 7, 10, 11, . . . , 16, . . . , 37, 38, . . . , 43.

3. Having only one event a day is not recommended for a student.

n

∑
j=1

m

∑
l=1

d+8

∑
k=d

xijkl > 1, 1 ≤ i ≤ p; d = 1, 10, 19, 28, 37.

The objective is to achieve an optimal solution for the PE-CTP by satisfying all the
hard constraints and reducing the overall penalty cost of the soft constraint violations.
Therefore, the objective function f (I) for an individual solution I can be defined as

min f (I) = γ× hcv(I) + scv(I),

where hcv(I) and scv(I) represent the counts of hard and soft constraint violations in
solution I, and γ is a constant greater than the maximum potential violation of the soft
constraints. To simplify the process, a direct solution representation is used, which in-
volves an integer-valued ordered list of size |E|, denoted as a[i], where 1 ≤ a[i] ≤ 45 and
1 ≤ i ≤ |E|. Each element a[i] represents the timeslot for event ei. The assignment of rooms
is generated using a matching algorithm where a set of events appearing in a timeslot and a
pre-processed list of rooms based on their sizes and features are used. A bipartite matching
algorithm is employed to obtain a maximum cardinality matching between these two sets,
which is determined by using a deterministic network flow algorithm as provided by [47].
The remaining unplaced events are assigned to the room with the fewest events, in order,
until all events are assigned. Following these procedures, a similar integer-valued ordered
list of size |E|, say b[i], where 1 ≤ b[i] ≤ m and 1 ≤ i ≤ |E| is obtained for the event-room
assignments. Here, m denotes the total number of rooms. In the case of a tie, the first room
is selected. This process leads to a complete assignment of all the events to suitable rooms
and timeslots.

3.2. Curriculum-Based Course Timetabling Problem

This subsection presents a description of the CB-CTP and its corresponding mathe-
matical formulation. The CB-CTP refers to a weekly assignment problem that involves the
allocation of lectures for multiple courses within a given number of periods and a set of
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rooms. The day is split into a fixed number of timeslots, and each period is identified as
a combination of a day and a timeslot. The total number of scheduling periods per week
is determined by multiplying the number of days per week by the number of timeslots
per day. It is necessary to schedule each course at different periods, and a set of curricula
comprises a group of courses with shared students. In case of conflicts between courses,
the curricula are used to resolve the issue instead of relying on student enrollment data. A
feasible timetable is one in which all lectures are scheduled within a period and a room
while satisfying the following hard constraints.

1. All lectures of a course must take place in distinct rooms and periods.
2. Two lectures cannot occur in the same room during the same period.
3. All lectures for courses taught by the same teacher or within the same curriculum

must be scheduled during different time periods. This means that there should not be
any overlap of students or teachers during any given period.

4. No lectures for the course can be assigned to a period if the teacher of the course is
unavailable for that period.

Also, a penalty is imposed on the timetable for each violation of any of the following
soft constraints:

1. The lecture room’s capacity should not be exceeded by the number of students attend-
ing the course.

2. All lectures in a course should be scheduled in the same room. If this is not possible,
the number of occupied rooms should be as low as possible.

3. The lectures of a course should be spread over the given minimum number of days.
4. A curriculum incurs a violation when a lecture is not adjacent to any other lecture of

the same curriculum within the same day. This requirement ensures that the student’s
schedule is as compact as possible.

The aim is to minimize the violation of soft constraints. The problem involves assigning
TNL lectures from a set C of n courses to w = u × v periods. Here, v and u represent the
number of timeslots per day and the number of days per week, respectively. Additionally,
the problem involves a set R of m rooms with different capacities. Each course ci ∈ C
comprises n�i lectures, each scheduled at a different period and assigned to a different
room. The problem also includes a set Π of x curricula, where each curriculum is a group
of courses with common students. The following notations are used to establish the
mathematical formulation of CB-CTP.

• Π = {π1, π2, . . . , πx} is a set of x curricula.
• C = {c1, c2, . . . , cn} is a set of n courses.
• D = {d1, d2, . . . , du} is a set of u days in a week.
• T = {t1, t2, . . . , tv} is a set of v timeslots in a day.
• P = {p1, p2, . . . , pw} is a set of w periods, where w = u × v.
• R = {r1, r2, . . . , rm} is a set of m rooms.
• L = {�1, �2, . . . , �TNL} is a set of TNL lectures.
• n�i is the total number of lectures for course ci. Taking n�0 = 0, a lecture �k corresponds

to a course ci for k satisfying
i−1

∑
j=0

n�j < k ≤
i

∑
j=1

n�j, 1 ≤ i ≤ n. Also,
n

∑
i=1

n�i = TNL.

• nsi is the total number of students taking course ci.
• mindi is the minimum number of days for course ci.
• ri.capacity represents the capacity of room ri.
• Xijkl is a decision variable representing that lecture �i of course cj takes place in room

rk at period pl and defined for 1 ≤ i ≤ n�j, 1 ≤ j ≤ n, 1 ≤ k ≤ m, and 1 ≤ l ≤ w, as

Xijkl =

{
1 if the combination mentioned above is valid,
0 otherwise.
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• Yijk is a decision variable representing that lecture �i of course cj takes place at period
pk and defined for 1 ≤ i ≤ n�j, 1 ≤ j ≤ n, and 1 ≤ k ≤ w, as

Yijk =

{
1 if the combination mentioned above is valid,
0 otherwise.

• Zijk is a decision variable representing that course ci takes place in room rj at period
pk and defined for 1 ≤ i ≤ n, 1 ≤ j ≤ m, and 1 ≤ k ≤ w, as

Zijk =

{
1 if the combination mentioned above is valid,
0 otherwise.

• ηij is a decision variable representing that course ci takes place in room rj and defined
for 1 ≤ i ≤ n, and 1 ≤ j ≤ m, as

ηij =

{
1 if the combination mentioned above is valid,
0 otherwise.

• unaij is a decision variable representing that course ci is unavailable at period pj and
defined for 1 ≤ i ≤ n, and 1 ≤ j ≤ w, as

unaij =

{
1 if the combination mentioned above is valid,
0 otherwise.

• ξij is a decision variable representing that course ci belongs to curriculum πj and
defined for 1 ≤ i ≤ n, and 1 ≤ j ≤ x, as

ξij =

{
1 if the combination mentioned above is valid,
0 otherwise.

• μij is a decision variable representing that course ci takes place at period pj and defined
for 1 ≤ i ≤ n, and 1 ≤ j ≤ w, as

μij =

{
1 if the combination mentioned above is valid,
0 otherwise.

• ρij is a decision variable representing that course ci takes place in day dj and defined
for 1 ≤ i ≤ n, and 1 ≤ j ≤ u, as

ρij =

{
1 if the combination mentioned above is valid,
0 otherwise.

• τij is a decision variable representing that course of curriculum πi takes place at period
pj and defined for 1 ≤ i ≤ x, and 1 ≤ j ≤ w, as

τij =

{
1 if the combination mentioned above is valid,
0 otherwise.

Now, the mathematical formulation of hard constraints can be described as follows:

1. All lectures of a course must take place in distinct rooms and periods.
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n�j

∑
i=1

Yijk ≤ 1, 1 ≤ j ≤ n; 1 ≤ k ≤ w;

n�j

∑
i=1

w

∑
k=1

Yijk = n�j, 1 ≤ j ≤ n.

2. Two lectures cannot occur in the same room during the same period.

n

∑
j=1

n�j

∑
i=1

Xijkl ≤ 1, 1 ≤ k ≤ m; 1 ≤ l ≤ w.

3. All lectures for courses taught by the same teacher or within the same curriculum
must be scheduled during different time periods. This means that there should not be
any overlap of students or teachers during any given period.

n

∑
j=1

n�j

∑
i=1

m

∑
k=1

(Xijkl × ξjy) ≤ 1, 1 ≤ l ≤ w; 1 ≤ y ≤ x.

4. No lectures for the course can be assigned to a period if the teacher of the course is
unavailable for that period.

n�j

∑
i=1

Yijk ≤ 1 − unajk, 1 ≤ j ≤ n; 1 ≤ k ≤ w.

Similarly, the soft constraints can be formulated mathematically as follows:

1. The lecture room’s capacity should not be exceeded by the number of students attend-
ing the course.

ηij × nsj ≤ rj.capacity, 1 ≤ i ≤ n; 1 ≤ j ≤ m.

2. All lectures in a course should be scheduled in the same room. If this is not possible,
the number of occupied rooms should be as low as possible.

w

∑
k=1

Zijk − w × ηij ≤ 0, 1 ≤ i ≤ n; 1 ≤ j ≤ m.

3. The lectures of a course should be spread over the given minimum number of days.

v

∑
j=1
μij − ρik ≥ 0, 1 ≤ i ≤ n; 1 ≤ k ≤ u; and

u

∑
j=1
ρij ≥ mindi − Hi, 1 ≤ i ≤ n.

Here, Hi will take the value 0 if and only if course ci takes more than (mindi − 1)
number of days.

4. A curriculum incurs a violation when a lecture is not adjacent to any other lecture of
the same curriculum within the same day. This requirement ensures that the student’s
schedule is as compact as possible.

n

∑
i=1

(μij × ξik)− τkj = 0, 1 ≤ j ≤ w; 1 ≤ k ≤ x; and

−τi(j−1) + τij − τi(j+1) − Iij ≤ 0, 1 ≤ i ≤ x; 1 ≤ j ≤ w.
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Here, τi(j−1) is removed for j = 1, w
u + 1, 2 × w

u + 1, . . . , (u − 1)× w
u + 1, and τi(j+1) is

removed for j = w
u , 2 × w

u , . . . , u × w
u . Also, Iij will take the value 1 if πi has an isolated

lecture at period pj.

Similar to the PE-CTP, the goal is to attain an optimal solution for the CB-CTP by
satisfying all the hard constraints and minimizing the penalty cost of the soft constraint
violations. Hence, the objective function f (I) for an individual solution I can be defined
as follows:

min f (I) = γ× hcv(I) + scv(I),

where the symbols retain their usual meanings. Here also, a direct solution represen-
tation is selected. A solution involves an integer-valued ordered list of size TNL, say
a[i] (1 ≤ a[i] ≤ |P| and 1 ≤ i ≤ TNL). Here, list a[i] corresponds to the assigned periods.
Taking n�0 = 0, the k consecutive entries of a[i], satisfying ∑i−1

j=0 n�j < k ≤ ∑i
j=1 n�j are

corresponding to the periods for all the n�i number of lectures of course ci. Once the assign-
ments of all the lectures for all the courses to periods are completed, the room assignments
are made by using a bipartite matching algorithm. A set of courses appears in a period and
a set of rooms based on their sizes. Now, a bipartite matching algorithm is used to obtain
a maximum cardinality matching between these two sets using a deterministic network
flow algorithm as given by [47]. This solves our CB-CTP by assigning all courses to the
appropriate rooms and periods.

4. Proposed Hybrid Metaheuristic Approach

This section develops the proposed exploration and exploitation-based metaheuristic
algorithm that combines GA and ILS to find an optimal solution for the UCTP.

The study conducted by Golberg [48] observed that although GAs can identify po-
tential regions for global optima in the search space, they face significant challenges when
dealing with highly constrained problems. Moreover, it has been noted [49,50] that hybridiz-
ing GA with other optimization techniques can yield even better solutions. Incorporating
these findings, we propose an approach for finding optimal solutions for PE-CTP and CB-
CTP. Our algorithm aims to reduce the exponential time complexity of GA by combining
it with the ILS algorithm, thereby increasing the likelihood of convergence to an optimal
solution in the search space. The ILS algorithm refines the GA search and improves the
chances of convergence to an optimal solution through successive iterations in various
sub-parts of the search space. It is important to note that while GA may generate individu-
als representing both good and bad search spaces, the ILS algorithm ensures fairness by
exploring different sub-parts of the search space.

Let us briefly recall the basic concepts of GA to explain the technical details of our
algorithm. This stochastic algorithm is based on the principle of survival of the fittest and
is used to iteratively map a population of solutions, known as chromosomes with fitness
values, into a new population of solutions known as offspring. It requires the problem-
specific encoding of a solution, where genes on chromosomes are characterized by variables.
Therefore, it works with a randomly generated population of solutions in the search space
and consists of three primary processes: selection, reproduction, and replacement.

In the selection process, more duplications of candidate solutions with higher fitness
function values are made to enforce the survival-of-the-fittest mechanism. The reproduction
stage uses crossover and mutation operators for the selected parents. In the crossover,
segments of two solutions in the population are combined to obtain new and possibly
improved solutions. In contrast, a solution is modified locally in a random order in the
mutation process. Finally, the original parental population is replaced by a population
of offspring solutions generated through the selection and reproduction processes. This
replacement includes keeping the best solutions and removing the worst ones. The selection
phase ensures better utilization of healthier offspring, while the reproduction phase ensures
adequate exploration of the search space. Natural selection ensures the propagation of
better fitness function values on chromosomes in future generations. The algorithmic
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layout of GAILS can be found in Algorithm 1. The complete working procedure of GAILS
is shown in the flow chart in Figure 1.

Remark 1. The algorithms and descriptions provided are designed based on PE-CTP. However, in
the case of CB-CTP, the event ei ∈ E and timeslot tk ∈ T are replaced with lecture �i ∈ L and period
pk ∈ P, respectively, along with their respective parameters.

Algorithm 1 The proposed hybrid metaheuristic approach−GAILS
Require: A problem instance I
Ensure: an optimal solution ybest for I
1: begin
2: for (i ← 1 to max) do � randomly generated initial population of size max
3: yi ← randomly generated starting solution;
4: yi ← solution obtained by applying LS; � LS given in Algorithms 3 and 4
5: compute fitness function value of yi ;
6: end for
7: organize the population of solutions in ascending order based on their fitness function values;
8: ybest ← y1; � y1 denotes the finest solution within the population
9: repeat

10: use tournament selection to select two parents from population;
11: y ← offspring solution obtained by applying crossover with α rate and mutation with β rate;
12: if ( f (y) < f (ybest)) then � f (y) is the fitness function value of y
13: y ← solution generated after applying ILS to y; � ILS given in Algorithm 2
14: end if
15: ymax ← y; � the worst solution ymax is replaced by y in the population of sorted solutions
16: create and sort the population of solutions in ascending order of their fitness function values;
17: ybest ← y1;
18: until (termination criteria not satisfied);
19: end

Since all the variables in both PE-CTP and CB-CTP problems are binary, there is
no need for special methods for the solution encoding. Chromosomes in the proposed
algorithm are vectors of Boolean values of all decision variables. For the PE-CTP prob-
lem: yi = (x1,1,1,1, . . . , xp,n,45,m, y1,1,1, . . . , yn,m,q, z1,1, . . . , zn,45). For the CB-CTP problem:
yi = (X1,1,1,1, . . . , Xn�n ,n,m,w, Y1,1,1, . . . , Yn,�n ,w, Z1,1,1, . . . , Zn,m,w, η1,1, . . . , ηn,m, unai,j, . . . ,
unan,w, ξ1,1, . . . , ξn,x, μ1,1, . . . , μn,w, ρ1,1, . . . , ρn,u).

By utilizing a uniform distribution, our proposed algorithm produces a population
of random solutions with a size of max, where each event is assigned a timeslot. As the
quality of the initial solutions impacts the final solutions, good initial solutions produce
better results in less computation time [51,52]. We applied the LS to each initial population
to create a population of good-quality initial solutions. The problem-specified heuristic
information from the LS is then used by a steady-state evolution process in which only
one pair of parent individuals is chosen for reproduction in each generation. The LS
assigns events to timeslots and then uses the matching algorithm to allocate rooms to each
event–timeslot pair using three neighborhood operators. Following that, the population of
solutions is arranged in ascending order according to their fitness function values, where
y1 represents the best solution. Some individuals with the best fitness function values are
randomly selected as parents from the current population. The fitness function f (I) for an
individual solution I is given by

f (I) = γ× hcv(I) + scv(I),

where hcv(I), scv(I), and γ are the counts of violations of hard and soft constraints on I,
and a constant greater than the maximum possible violation of soft constraints, respectively.
A child solution is generated using a uniform crossover operator with α probability and a
mutation operator with β probability over the selected parents. Two individual solutions
are chosen from the current population as the parents, using tournament selection with
a suitable tournament size to create a child solution using a crossover operator. In our
case, for each event, we select the parent with the smaller penalty value and assign their
corresponding timeslot and room to the event of the child solution. Finally, a mutation
operator is applied to the child solution obtained from the crossover operator.
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The mutation operator is defined as a random move in the neighborhood of LS, which
is extended with four-cycle permutations of the timeslots corresponding to four different
events to complete the neighborhood of LS. Thus, the entire neighborhood consists of four
categories of neighborhood moves. In a type 1 move, a random event from a timeslot is
selected and moved to another timeslot. A type 2 move involves swapping two randomly
chosen events between two different timeslots. A type 3 move selects two timeslots
randomly and swaps all the events between them. Lastly, in a type 4 move, three randomly
selected events from three different timeslots are permuted in one of the two possible ways.

Figure 1. Flow chart of GAILS.

A new solution y is obtained by applying the crossover and mutation operators on the
selected parents using tournament selection. If f (y) is less than f (ybest), the ILS algorithm
described in Section 4.1 is applied to y. Here, ybest and f (ybest) correspond to the best
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solution in the population and the fitness function of the best solution, respectively. Next,
the worst solution ymax is replaced by the new solution y. The population of solutions
is then sorted in increasing order of their fitness function values so that y1 will be the
best solution. This procedure is repeated until a termination criterion is met. Termination
criteria may include a time limit, a number of iterations, or achieving an optimal solution
with a zero fitness function value. The next subsection discusses the ILS and LS algorithms
utilized in the GAILS.

4.1. Iterated Local Search Algorithm

This subsection describes, in brief, the ILS algorithm applied to solve the UCTP. The
main disadvantage of LS is that it can become trapped in locally optimal solutions, which
are considerably worse than the global optimal solution. It improves the LS algorithm by
providing new starting solutions obtained from the current solution using perturbations
rather than considering a random restart. Hence, ILS escapes from the local optimal
solution by using perturbations. Every single execution of a perturbation in it creates a new
solution. The strength of the perturbation is defined as the number of solution components
that are modified. It is crucial that the LS algorithm cannot undo the perturbation, or else
the solution will fall back into the just-visited local optimal solution. To apply ILS, four
components are specified. The first component, “GenerateInitialSolution”, modifies y in
GAILS to generate the initial solution y0, which is further improved to a new solution
y by applying LS. The second component, “Perturbation”, enhances the quality of the
current solution y by taking it to some intermediate solution y′. The third component,
“LocalSearch”, takes solution y′ and gives an enhanced solution y′′. Finally, the fourth
component, “AcceptanceCriteria”, selects the solution for the next perturbation, with the
acceptance criteria requiring the cost to decrease.

The article ref. [53] proposed that executing a random move within a higher-order
neighborhood is more effective for achieving excellent performance in perturbation than
moves performed in the LS algorithm. The perturbations should be compatible with the LS
algorithm and consider the problem’s properties for better results. If the perturbation is
too strong, the ILS algorithm may function similarly to a random restart. Conversely, if the
perturbation is too small, the LS algorithm will likely return to the previously visited local
optimal solution, limiting the diversification of the search space. The solution returned
by the AcceptanceCriteria employs this perturbation. The ILS algorithm is described in
Algorithm 2.

Algorithm 2 Iterated local search algorithm−ILS

Require: A solution y0 from the population
Ensure: An enhanced solution y

1: begin
2: y0 ← GenerateInitialSolution();
3: y ← apply LS with y0;
4: while (termination criteria not met) do
5: y′ ← Perturbation(y, History);
6: y′′ ← apply LocalSearch with y′;
7: y ← AcceptanceCriteria(y, y′′, History);
8: end while
9: end

The ILS method is utilized by starting with the randomly generated initial solution y0
of PE-CTP. The LS algorithm is applied to y0 with the help of some designed neighborhoods
to obtain an enhanced solution y. The new solution y is then subjected to perturbation
to obtain a further improved solution y′. The perturbation employs the search history,
referred to as History, to mine the previously discovered local optima, which are used to
generate better starting points for LS. After that, LS is applied once more to y′ to obtain
a further improved solution y′′. If the solution y′′ satisfies the acceptance criteria based
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on the specified History, it replaces y′. The ILS method is repeated until the predefined
termination criteria used in GAILS are met. In our study, we utilize the following four
types of perturbation moves:

Per1: Selecting a different timeslot to a randomly chosen event.

Per2: Swapping timeslots for two randomly chosen events.

Per3: Selecting two timeslots randomly and swapping all their events.

Per4: Selecting three events randomly and permuting them into three distinct timeslots in
one of the two possible ways that differ from the existing one.

The random choices mentioned above were selected from a uniform distribution. To
determine the strength of the perturbation, each individual random move is performed r
times, where r ∈ {1, 5, 10, 20, 40, 50, 100}. We have considered three different methods to
accept solutions in the AcceptanceCriteria. The initial method, Random_Walk, consistently
accepts the new solution y′′ that LS returns. The second method, Accept_if_Better, only
accepts a new solution y′′ if it is an improvement over the current solution y. The third
method is Simulated_Annealing, which accepts y′′ if it is superior to the current solution;
otherwise, it is accepted with a probability determined by g(y). Here, g(y) represents
the total count of hcv or scv, depending on whether solutions y and y′′ are feasible. Two
methods used for calculating this probability are

M1: Prob1(y, y′′) = e−
(g(y)−g(y′′))

T

M2: Prob2(y, y′′) = e
− (g(y)−g(y′′))

T.g(ybest)

Here, T and ybest represent a temperature parameter and the optimal solution obtained
so far. Throughout the execution, the value of T remains constant. Generally, the temper-
ature decreases over time in the SA algorithm to facilitate convergence towards a local
minimum. However, when the ILS algorithm incorporates SA, the temperature is main-
tained at a constant level. The reason is that the ILS algorithm employs a distinct strategy to
overcome local minima. Instead of reducing the temperature, the ILS algorithm introduces
perturbations to alter the solution randomly. This allows the algorithm to explore new
regions of the search space and potentially escape from local minima. Further, the value of
T are selected from {0.01, 0.1, 1} and {0.05, 0.025, 0.01} for M1 and M2, respectively.

4.2. Local Search Algorithm

The classical method of local search is often used to find optimal solutions for many
combinatorial optimization problems through two phases. The first phase is called the
construction phase, which establishes feasibility. The second phase, the improvement phase,
optimizes soft constraints without violating the feasibility of the search space. During the
construction phase, the algorithm commences with an empty timetable and systematically
builds up a schedule by gradually including one event at a time. Typically, the initial
timetable is of poor quality with numerous constraint violations. The improvement phase
then gradually enhances the timetable’s quality by modifying certain events to achieve a
better timetable. The selection of good neighborhoods is a critical aspect of LS.

To solve PE-CTP, the construction and improvement phases of LS are applied to each
individual solution. During the construction phase, all possible neighborhood moves are
attempted for each event from the list of events associated with hcv and ignoring all scv
until a termination criterion is reached. Termination criteria can be an improvement in
the solution or the exhaustion of the pre-specified number of iterations. For simplicity, a
portion of the given solution is customized to form a new neighboring solution. In this
work, we used a neighborhood consisting of three smaller neighborhoods, N1, N2, and N3,
defined as follows:

N1: An operator that randomly chooses a single event and moves this event to a different
timeslot that produces the lowest penalty.
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N2: An operator that swaps the timeslots of two randomly selected events.

N3: An operator that randomly selects two timeslots and swaps all their events.

The neighborhood operator N2 is applied only when N1 fails, and N3 is applied only
when both N1 and N2 fail. In this context, the term “penalty” refers to the number of
violations of hard and soft constraints. The resulting disturbance in room allocation is
resolved by applying the bipartite graph matching algorithm to the affected timeslots after
each neighborhood move, using its delta-evaluated measure. Delta-evaluation refers to the
computation of the hcv of events that move within a solution to obtain the fitness function
value dispute between the related event’s pre- and post-move. If there are no new moves
in the neighborhood or the current event has no hcv, the construction phase proceeds to
the next event. If there is any remaining hcv after applying all neighborhood moves to all
events, the construction phase ceases to function without discovering a viable solution to the
problem. Once a feasible solution is achieved, the improvement phase begins. It operates
similarly to the construction phase but focuses on satisfying soft constraints instead of hard
constraints. The goal is to minimize the scv by applying all neighborhood moves to each
event in sequential order without violating hard constraints. In summary, the construction
phase provides a feasible solution, while the improvement phase aims to optimize the
solution by satisfying as many soft constraints as possible. Algorithms 3 and 4 illustrate
the general framework of the LS algorithm in its construction and improvement phases.

Algorithm 3 Construction phase of the local search algorithm
Require: A solution I from the population
Ensure: Either a feasible solution I or the nonexistence of a viable solution
1: begin
2: construct a randomly ordered circular list (e1, e2, . . . , en) consisting of n events;
3: i ← 0; � i is the event counter
4: select event ei after i ← i + 1; � move to the next event
5: if (all neighborhood moves applied to all the events) then
6: if (∃ any hcv in I) then
7: END LOCAL SEARCH;
8: else
9: output a feasible solution I and END the construction phase;

10: end if
11: end if
12: if ((feasible ei )

∨
(no untried move left for ei)) then

13: goto 4;
14: end if
15: CheckSolution(ei , I); � all neighborhood moves applied and return the solution I
16: if (reduced number of hcv in I) then
17: make the move;
18: goto 3;
19: else
20: goto 12;
21: end if
22: end

Algorithm 4 Improvement phase of the local search algorithm
Require: Solution I from Algorithm 3
Ensure: An optimal solution I
1: begin
2: use the circular randomly ordered list (e1, e2, . . . , en) of n events generated in Algorithm 3;
3: i ← 0; � i is the event counter
4: select event ei after i ← i + 1; � move to the next event
5: if (all neighborhood moves applied to all the events) then
6: END LOCAL SEARCH with an optimal solution I;
7: end if
8: if ((ei NOT involved in any scv)

∨
(no untried move left for ei)) then

9: goto 4;
10: end if
11: CheckSolution(ei , I); � all neighborhood moves applied and return the solution I
12: if (number of scv reduced in I without making I infeasible) then
13: make the move;
14: goto 3;
15: else
16: goto 8;
17: end if
18: end
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Procedure CheckSolution(ei, I)
ei and I are arguments. Returns I after neighborhood moves
Require: T: the set of 45 timeslots; R: the set of m rooms;

1: begin
2: apply N1 to solution I;
3: if (N1 successful) then
4: generate solution I;
5: else if (N1 to I not successful)

∧
(N2 to I successful) then

6: apply N2 to I and generate solution I;
7: else
8: apply N3 to I and generate solution I;
9: end if

10: for (k ← 1 to 45) do
11: if timeslot tk is effected by either of the move N1, N2, or N3 then
12: use the matching algorithm for events held in tk to allocate rooms ;
13: end if
14: end for
15: delta-evaluate the result of the move;
16: return I;
17: end

5. Computational Results

In this section, we perform an experimental investigation to assess the performance of
our proposed approach, GAILS, compared to several existing algorithms commonly used
for solving the UCTP. The fitness function is employed as the measure of performance in
all cases. We implemented all algorithms in GNU C++ version 4.5.2 and executed them on
a PC with a processing speed of 3.10 GHz and 2 GB of RAM. We conducted experiments
using two distinct sets of benchmark problem instances. The first set consists of 11 PE-CTP
instances sourced from Socha’s benchmark dataset [7]. The second set includes 21 CB-CTP
instances from the third track of ITC2007 (UD2). In the following subsections, we address
these different problem instances separately.

5.1. Experiments on Socha’s Benchmark Dataset

In this subsection, the GAILS algorithm is tested over the 11 problem instances pro-
posed by [7]. The given problem instances comprise a range of 100–400 events. These
events must be organized within a timetable that covers 9 timeslots per day for 5 days.
Ensuring that the scheduling satisfies both room capacity and room feature constraints is
crucial. These instances are divided into five small instances, five medium instances, and
one large instance. The parameter values and the detailed description of these problem
instances have been presented in Tables 1 and 2.

Table 1. Parameter values for the problem instances of [7].

Class Small Medium Large

Number of events 100 400 400
Number of rooms 5 10 10

Number of students 80 200 400
Number of features 5 5 10

Approximate features per room 3 3 5
Percentage feature use 70 80 90

Maximum events per student 20 20 20
Maximum students per event 20 50 100
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Table 2. Description of the problem instances of [7].

Instance n m q p Max S/E Max E/S Avg. F/R Avg. F/E

small01 100 5 5 80 15 15 2.8 1.88
small02 100 5 5 80 13 17 3.0 2.02
small03 100 5 5 80 20 13 3.0 2.21
small04 100 5 5 80 12 12 4.4 2.92
small05 100 5 5 80 17 19 3.8 2.80

medium01 400 10 5 200 11 20 2.9 2.355
medium02 400 10 5 200 11 20 3.0 2.33
medium03 400 10 5 200 12 20 3.2 2.525
medium04 400 10 5 200 11 20 3.1 2.493
medium05 400 10 5 200 20 20 3.2 2.535

large 400 10 10 400 30 20 4.8 4.37
S/E: students per event; E/S: events per student; F/R: features per room; F/E: features per event.

The GAILS algorithm is primarily executed on these problem instances, and the best
combination of parameters is identified. The population size (δ), tournament size (ω),
crossover probability (α), and mutation probability (β) are selected as 10, 5, 0.8, and 0.5,
respectively. The different parameters are selected for the ILS depending on the size of the
problem instance. For small problem instances, Per1 with r = 1 and M2 with T = 0.025 are
used. For medium and large problem instances, Per1 with r = 5 and M1 with T = 0.1 are
used. The value of γ in the fitness function is set to 106, which indicates that any solution I
with f (I) ≥ 106 is infeasible.

To evaluate performance, all small problem instances are run independently for
100 trials, with a specific time-bound in each trial. The lowest fitness function value
among them is used as the optimal solution’s performance measure. For medium and large
problem instances, the trials are fixed at 50 and 20, respectively. The maximum number of
iterations in LS is set to 200, 10,000, and 100,000, respectively. Initially, the time limit for all
small problem instances is fixed at 2 s.

In Table 3, the results obtained for small problem instances are presented, showcasing
the fitness function values of the best solution ( fmin), the worst solution ( fmax), and the time
taken to achieve the best solution (Time). Notably, in each independent trial, the GAILS
algorithm consistently produces the best solution with a fitness value of zero for all small
problem instances. The graph in Figure 2 illustrates the relationship between the fitness
function values and the time GAILS takes for these small problem instances. It is worth
noting that the optimal solution is consistently achieved in a mere 0.2 s.

Table 3. Performance of small problem instances.

Instance fmin fmax Time

small01 0 0 0.052
small02 0 0 0.016
small03 0 0 0.008
small04 0 0 0.152
small05 0 0 0.020

One of the goals of GAILS is to prevent local optima by incorporating perturba-
tion within ILS. To support our claim, we executed medium problem instances under
four different time limits: 900, 1200, 1500, and 12,000 s. This was chosen to examine how
time duration affects the solution quality. In Tables 4–7, we present the minimum ( fmin),
maximum ( fmax), and average ( favg) fitness function values for all trials, along with the
standard deviation (ς) and the corresponding time duration. The results demonstrate a
significant improvement in fitness function values as the time limit increases. Figure 3
illustrates the best fitness function value attained by GAILS across all medium-sized prob-
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lem instances for the four time periods. Each instance underwent independent testing for
20 trials, with a time limit of 12,000 s.

Figure 2. fmin versus time for small problem instances.

Table 4. Performance of medium problem instances with a time limit of 900 s.

Instance fmin fmax favg ς Time

medium01 92 112 102.23 5.538 818.14
medium02 82 120 99.13 9.958 803.51
medium03 122 159 139.77 12.42 857.35
medium04 73 106 90.37 9.397 641.20
medium05 89 128 109.90 12.14 871.69

Table 5. Performance of medium problem instances with a time limit of 1200 s.

Instance fmin fmax favg ς Time

medium01 85 111 98.43 7.234 1097.41
medium02 78 118 98.73 10.65 1041.31
medium03 112 159 136.87 16.37 1198.55
medium04 69 107 85.97 9.995 1142.16
medium05 77 124 106.23 12.54 1152.59

Table 6. Performance of medium problem instances with a time limit of 1500 s.

Instance fmin fmax favg ς Time

medium01 78 111 96.50 8.784 1482.74
medium02 75 109 91.27 10.02 1433.71
medium03 102 159 124.17 17.82 1452.59
medium04 60 104 81.97 11.70 1443.61
medium05 70 128 103.70 13.30 1478.37

Table 7. Performance of medium problem instances with a time limit of 12,000 s.

Instance fmin fmax favg ς Time

medium01 35 52 42.05 5.395 11,755.91
medium02 31 60 40.85 8.362 9893.19
medium03 56 83 68.25 9.453 11,638.80
medium04 35 57 44.05 7.052 11,809.90
medium05 43 66 52.30 8.417 11,498.91
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Figure 3. fmin versus time for medium problem instances with different time ranges.

Similarly, the large problem instance is executed over three different time limits, taken
as 9000, 12,000, and 15,000 s, and fmin, fmax, favg, ς, and time are obtained. These outcomes
are presented in Tables 8–10. The best fitness function value versus time obtained by GAILS
for the large problem instance over these different time limits is depicted by the graphs in
Figure 4.

Table 8. Performance of large problem instance with a time limit of 9000 s.

Instance fmin fmax favg ς Time (in Seconds)

large 585 708 635.35 40.24 8392.23

Table 9. Performance of large problem instance with a time limit of 12,000 s.

Instance fmin fmax favg ς Time (in Seconds)

large 580 702 614.95 36.27 11,839.19

Table 10. Performance of large problem instance with a time limit of 15,000 s.

Instance fmin fmax favg ς Time (in Seconds)

large 572 702 612.6 38.50 14,133.13
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Figure 4. fmin versus time for large problem instance with different time ranges.

Figures 5 and 6 depict boxplots that summarize the outcomes obtained from the
medium and large problem instances across various time limits during all the independent
trials. The boxplots represent the interquartile range, which is the span between the 25%
and 75% quantiles of the data. A bar represents a median, while outliers are indicated using
a plus sign.

Figure 5. Boxplots of results obtained for medium-sized problems with various time limits.
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Figure 6. Boxplots of results obtained for large problem instances with various time limits.

5.1.1. Comparative Experiments

In this section, we initially compare the performance of GAILS with ILS, GALS,
and NHA [24], as well as the existing algorithms GSGA [20], EGSGA [21], BHSA and
MHSA [12]. To ensure a fair comparison, we maintain the same relevant parameters for
GALS and ILS as those used in GAILS. For small-sized problem instances, we independently
run all algorithms for 100, 50, 50, and 50 trials for GAILS, GALS, ILS, and NHA, respectively.
For medium and large-sized problem instances, we independently run GALS and ILS for
50 trials each, while for NHA, this number is limited to 20. Similarly, for GAILS, the figure
is 50 for medium-sized problems and 20 for large ones. We restrict the time limit to 2, 900,
and 9000 s for small, medium, and large problem instances, respectively, for all algorithms.

We present the comparison of GAILS with GALS, ILS, and NHA through the graphs
in Figure 7. The x-axis represents time in seconds, while the y-axis represents the best
fitness function value. We give the results obtained by all eight algorithms for all problem
instances in terms of fmin, fmax, favg, and ς in Table 11. The term x% Inf. represents the
percentage of infeasible solutions over all runs. The comparison results of Figure 7 and
Table 11 show that GAILS is more effective than other algorithms, producing lower favg
and ς on most problem instances. In fact, in some cases, the fmax obtained by GAILS is
better than the fmin obtained by other algorithms. These results indicate that GAILS is
more reliable than the other algorithms.
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Figure 7. Comparison between GAILS, GALS, ILS, and NHA.
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Table 11. Comparison of different algorithms on PE-CTP instances.

Instance GAILS GALS ILS NHA GSGA EGSGA BHSA MHSA

small01 fmin 0 0 0 0 0 0 3 0
fmax 0 15 17 0 9 4 8 4
favg 0 8 7.14 0 2.11 1.71 5 2.5
ς 0 3.207 3.807 0 3.33 2.42 1.632 1.178

small02 fmin 0 4 2 0 0 0 4 0
fmax 0 21 20 0 16 11 9 4
favg 0 11.78 10.32 0 2.32 2.01 6.3 2.5
ς 0 4.117 3.857 0 5.59 3.71 1.494 1.269

small03 fmin 0 2 0 0 0 0 2 0
fmax 0 17 21 0 11 2 5 2
favg 0 8.98 8.76 0 2.2 1.8 3.7 0.8
ς 0 3.583 4.547 0 3.21 1.53 1.059 0.788

small04 fmin 0 1 0 0 0 0 3 0
fmax 0 14 19 0 11 5 5 3
favg 0 7.48 7.58 0 1.84 0.63 3.4 1.2
ς 0 2.808 4.366 0 2.20 1.89 0.843 0.918

small05 fmin 0 0 0 0 0 0 1 0
fmax 0 12 14 0 5 3 4 0
favg 0 5.5 4.12 0 0.51 0.55 2.8 0
ς 0 2.393 2.981 0 1.86 0.82 1.032 0

mediam01 fmin 92 112 110 106 240 139 296 168
fmax 112 150 145 147 260 202 318 200
favg 102.23 133.7 120.9 131.45 247 142 307.3 179.7
ς 5.538 11.26 11.51 13.3 9.02 6.384 8.602 10.3

mediam02 fmin 82 116 108 107 162 92 236 160
fmax 120 182 140 140 209 134 256 188
favg 99.13 138.3 121.3 126.7 172.4 112 245.1 178.67
ς 9.958 19.43 10.3 9.647 14.49 10.96 6.573 9.772

mediam03 fmin 122 172 156 132 242 122 255 176
fmax 159 244 200 185 290 160 286 196
favg 139.77 201.5 176.28 151 247 128.4 274.3 182.8
ς 12.42 20.16 11.5 17.55 6.021 4.832 11.29 7.699

mediam04 fmin 73 80 74 72 158 98 231 144
fmax 106 147 120 121 212 112 265 161
favg 90.37 116.78 98.4 92.8 162.7 100.2 244.7 153.4
ς 9.397 18.98 13.79 16.65 17.01 5.451 10.37 7.471

mediam05 fmin 89 91 98 107 124 116 207 71
fmax 128 187 166 140 200 151 222 92
favg 109.9 153.38 139.6 124.8 128.5 121.3 214.7 80.2
ς 12.14 24.45 23.04 11.26 23.67 13.29 4.945 8.521

large fmin 585 1133 739 505 801 615 100% Inf. 417
fmax 708 1255 1052 655 921 670 − 530
favg 635.35 1189.2 869.15 555 858.2 648.5 − 476.6
ς 40.24 47.39 99.85 37.54 40.35 19.11 − 37.32

A t-test statistical analysis was performed to compare different algorithms, and the
results are presented in Table 12. The comparison was conducted with (n1 + n2 − 2) degrees
of freedom at a significance level of 0.05, where n1 and n2 are the sample sizes of the first
and second samples, respectively. The t-test results are indicated by symbols such as “s+”,
“s−”, “+”, “−”, or “∼” to demonstrate whether the first algorithm is significantly better,
significantly worse, insignificantly better, insignificantly worse, or statistically equivalent
to the second algorithm, respectively. “Inf.” signifies that either or both of the compared
algorithms failed to provide a feasible solution for the given problem instance.

The table indicates that GAILS outperforms GALS, ILS, GSGA, and BHSA significantly
in all problem instances, and it also performs better than most other algorithms in the
majority of cases. This suggests that using only local area- or population-based algorithms
is not ideal for solving PE-CTP. Instead, the hybridization of local area-based algorithms
with suitable population-based algorithms can significantly improve solution quality.
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Table 12. The t-test comparison of different algorithms on PE-CTP instances.

Algorithms s01 s02 s03 s04 s05 m01 m02 m03 m04 m05 l

GAILS vs. GALS s+ s+ s+ s+ s+ s+ s+ s+ s+ s+ s+
GAILS vs. ILS s+ s+ s+ s+ s+ s+ s+ s+ s+ s+ s+

GAILS vs. NHA ∼ ∼ ∼ ∼ ∼ s+ s+ s+ + s+ s−
GAILS vs. GSGA s+ s+ s+ s+ s+ s+ s+ s+ s+ s+ s+

GAILS vs. EGSGA s+ s+ s+ s+ s+ s+ s+ s− s+ s+ +

GAILS vs. BHSA s+ s+ s+ s+ s+ s+ s+ s+ s+ s+ Inf.
GAILS vs. MHSA s+ s+ s+ s+ ∼ s+ s+ s+ s+ s− s−

Note: Here, s, m and l denotes small, medium, and large respectively.

5.1.2. Comparison with Existing Algorithms

In this segment, we compared the experimental results of the proposed GAILS algo-
rithm with some other existing algorithms and displayed them in Table 13. The running
time limits for each independent trial of the small, medium, and large problem instances are
taken as 2, 12,000, and 15,000 s, respectively. The description of the compared algorithms
under which these outcomes were reported is as follows:

GAILS The proposed exploration and exploitation-based metaheuristic approach by com-
bining GA with ILS.

B1 The results of a population-based LS heuristic embedded within an LS proposed
by [14] were reported from 20 independent trials. Each trial lasted for 120–600 s
for small problem instances, while for medium and large problem instances, the
duration was 36,000–46,800 s.

B2 The tabu-search hyper-heuristic proposed by [9] involves heuristics competing to
be selected by the hyper-heuristic. The results were reported from five independent
trials with different iterations: 12,000, 1200, and 5400 for small, medium, and large
problem instances, respectively.

B3 Ref. [54] proposed a tabu-based MA, and the results were reported from five
independent trials, each with 100,000 iterations per trial. Each trial lasted less than
60 s for small problem instances, while for medium and large problem instances,
the duration was 14,400–28,800 s.

B4 Ref. [11] proposed an adaptive randomized descent algorithm called a new
heuristic search. The results were reported from 11 independent trials, each with
200,000 iterations. Each trial lasted for 180–600 s for small problem instances, while
for medium and large problem instances, the duration was 14,400–32,400 s.

B5 Ref. [55] proposed a randomized iterative improvement algorithm with a com-
posite neighborhood structure. The results were reported from five independent
trials with 200,000 iterations per trial. Each trial lasted for a maximum of 50 s for
small problem instances, while for medium problem instances, the duration was
28,800 s.

B6 Ref. [22] proposed a hybrid metaheuristic approach that combines an electromagnetic-
like mechanism with the great deluge algorithm. The results were reported from
five independent trials with 200,000 iterations per trial. For small, medium, and
large problem instances, the duration was 90, 7200, and 21,600 s, respectively.

B7 Ref. [56] proposed an extended great deluge algorithm, and the results were
reported from ten independent trials, with each trial having 200,000 iterations. For
small problems, the best solutions were achieved in 15–60 s.

B8 Ref. [57] proposed a modified great deluge algorithm that uses a non-linear decay
of water level. The results were reported from ten independent trials, each with a
different duration depending on the problem instance size: 3600, 4700, and 6700 s
for small, medium, and large problem instances, respectively.

B9 Ref. [58] proposed a non-linear great deluge hyper-heuristic approach that uses
a learning mechanism and a non-linear great deluge acceptance criterion. The
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results were reported from ten independent trials, each with 500,000 iterations per
trial. For small, medium, and large problem instances, the duration was less than
2500, 10,800, and 18,000 s, respectively.

B10 Ref. [12] proposed a modified harmony search algorithm, and the reported results
were based on ten independent trials, each with 100,000 iterations.

B11 Ref. [59] proposed a simulation of fish swarm intelligence adapting the biological
behavior of fish. The results were reported based on 11 independent trials, with
500,000 iterations per trial.

B12 Ref. [60] proposed a hybridization between the multi-neighborhood particle col-
lision algorithm and adaptive randomized descent algorithm acceptance crite-
ria. The results were reported from 20 independent trials, each consisting of
200,000 iterations.

B13 Ref. [61] proposed the hybridization of the hill-climbing optimizer within the ABC
algorithm. The reported results’ running time range was measured between 360
and 25,200 s.

B14 Ref. [62] proposed hybridizing the great deluge and ABC algorithms. The findings
were derived from 30 independent trials, each taking 900–7200 s for the primary
ABC and 3600–14,400 s for the proposed algorithm, depending on the problem
instance size.

B15 Ref. [63] proposed a memetic computing technique called the hybrid harmony
search algorithm. The reported results did not have a running time limitation;
however, the minimum time reported to achieve the solutions was 21,600 s.

B16 Ref. [64] hybridized a non-dominated sorting GA (NSGA-II) with two LS tech-
niques and a TS heuristic. They added an additional LS technique to the existing
LS of NSGA-II for further performance enhancement. The outcomes were reported
based on 50 independent trials of small and medium problem instances, with
a running time of 100 and 1000 s, respectively. Additionally, the large problem
instance was reported after 20 runs with a time-bound of 10,000 s.

B17 Ref. [27] proposed a hybrid approach based on the improved parallel genetic
algorithm and local search (IPGALS) to solve the PE-CTP. In their approach, the
LS is used to strengthen the GA. The result is reported after ten independent
executions. They also categorized their parameters into three groups based on the
number of events: less than 200, between 200 and 400, and more than 400.

Here, we would like to emphasize that the algorithms referred to earlier, along with
the circumstances in which their results were documented, have been widely employed in
the literature to evaluate the efficacy of the proposed algorithm. While this method may
not be entirely equitable, as the conditions for each algorithm could vary, the reported
results may give us a general idea of the proposed algorithm’s effectiveness.

Table 13. Comparison results on PE-CTP instances.

Instance GAILS B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 B14 B15 B16 B17
small01 0 0 1 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0
small02 0 0 2 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0
small03 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0
small04 0 0 1 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0
small05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

medium01 35 41 146 55 82 242 96 80 140 71 168 45 64 73 52 99 127 84
medium02 31 39 173 70 78 161 96 105 130 82 160 40 65 79 45 73 122 99
medium03 56 60 267 102 136 265 135 139 189 137 176 61 91 132 96 130 172 142
medium04 35 39 169 32 73 181 79 88 112 55 144 35 66 69 52 105 110 84
medium05 43 55 303 61 103 151 87 88 141 106 71 49 89 61 56 53 160 112

large 572 463 1166 653 680 100% Inf. 683 730 876 777 417 407 576 462 461 385 904 516

Table 13 shows that GAILS provides the best fitness function values for problem
instances medium01, medium02, medium03, and medium05. For the medium04 problem
instance, GAILS delivers the second-best fitness function value. Moreover, we have noticed
that the solution quality continues to improve as the time restriction extends, a unique
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characteristic not found in other approaches. This result demonstrates that GAILS can
effectively avoid local optima.

5.2. Experiments on ITC2007’s Benchmark Dataset of CB-CTP

The proposed approach is tested on the 21 CB-CTP instances as presented and defined
in the third track of ITC2007 (UD2). These problem instances are described in Table 14.
In order to obtain experimental results for this subsection, each problem instance is run
independently for 20 trials by fixing a specific time-bound for each trial. The least fitness
function value among them is selected as an optimal solution. The time limit for each
independent trial is restricted to 600 s.

Table 14. Description of CB-CTP instances.

Instance n TNL m v u x MiLDC MaLDC

comp01 30 160 6 6 5 14 2 5
comp02 82 283 16 5 5 70 2 4
comp03 72 251 16 5 5 68 2 4
comp04 79 286 18 5 5 57 2 4
comp05 54 152 9 6 6 139 2 4
comp06 108 361 18 5 5 70 2 4
comp07 131 434 20 5 5 77 2 4
comp08 86 324 18 5 5 61 2 4
comp09 76 279 18 5 5 75 2 4
comp10 115 370 18 5 5 67 2 4
comp11 30 162 5 9 5 13 2 6
comp12 88 218 11 6 6 150 2 4
comp13 82 308 19 5 5 66 2 3
comp14 85 275 17 5 5 60 2 4
comp15 72 251 16 5 5 68 2 4
comp16 108 366 20 5 5 71 2 4
comp17 99 339 17 5 5 70 2 4
comp18 47 138 9 6 6 52 2 3
comp19 74 277 16 5 5 66 2 4
comp20 121 390 19 5 5 78 2 4
comp21 94 327 18 5 5 78 2 4

MiLDC: Minimum lectures/day/curricula; MaLDC: Maximum lectures/day/curricula.

To find the best combination of parameters for GAILS, we first run trials on all possible
combinations of parameters, limiting each trial to 100 s. The values of parameters α and β
are selected from {0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0} whereas the value of δ and ω is chosen from
{5, 10, 20, 50}. Similarly, the type of Perturbation and AcceptanceCriterion are selected
from the possibilities given in Section 4.1. The best resulting configuration of parameters
selected are: α = 0.8, β = 0.5, δ = 10,ω = 5, Perturbation = Per1 with r = 5 and
AcceptanceCriterion = M1 with T = 0.1. The maximum number of iterations in the LS
is also fixed at 200,000. The results obtained for all the 21 CB-CTP instances out of these
20 independent trials are displayed in Table 15 in terms of fmin, fmax, favg, ς, and Time.
Also, the fitness function values versus time taken by GAILS for eight randomly selected
problem instances are depicted by the graphs in Figure 8. The x-axis, in this case, represents
time (in seconds), and the y-axis represents the best fitness value.
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Table 15. Results obtained for CB-CTP instances.

Instance fmin fmax favg ς Time (in Seconds)

comp01 5 5 5 0 18.34
comp02 24 55 36.4 11.70 257.62
comp03 72 91 79.8 6.579 436.95
comp04 35 50 43 5.395 373.42
comp05 303 321 314 6.236 440.36
comp06 44 59 50.4 5.254 264.33
comp07 7 26 14.5 6.932 324.46
comp08 39 50 43.4 3.718 450.95
comp09 100 116 107.8 5.073 207.11
comp10 6 24 14.3 6.273 335.82
comp11 0 0 0 0 7.76
comp12 349 367 356.3 6.395 260.39
comp13 65 78 71.5 4.428 392.9
comp14 52 62 56.3 3.529 302.52
comp15 72 94 82.8 7.451 463.62
comp16 31 42 36.7 3.831 293.94
comp17 75 86 79.3 4.001 351.08
comp18 79 94 86.3 5.165 418.52
comp19 62 76 68.3 4.715 302.66
comp20 25 41 30.3 5.187 412.42
comp21 83 107 94.4 8.303 219.11
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Figure 8. Best fitness function value versus time for CB-CTP instances.

The fitness function values obtained for all 21 instances from all 20 independent trials
are summarized by the boxplot in Figure 9.
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Figure 9. Boxplots of results obtained for CB-CTP instances.

5.2.1. Comparative Experiments

In this segment, we compare the performance of GAILS with the performance of the
five finalist algorithms in the third track of ITC2007. These algorithms C1, C2, C3, C4,
and C5 were proposed by [29,32,35,39,65], respectively. For all the 21 CB-CTP instances,
each of these five algorithms was run independently for ten trials. A ranking was then
calculated based on these 50 outcomes for each problem instance. Finally, a ranking was
established according to the ranks realized on these 21 CB-CTP instances. Rank-wise, these
five finalists were C1, C2, C3, C4, and C5. The detailed results of their outcomes in terms of
fmin, fmax, favg, and ς are given in Table 16.

Table 16. Comparison of different algorithms on CB-CTP instances.

Instance
C1 C2 C3 C4 C5

fmin fmax favg ς fmin fmax favg ς fmin fmax favg ς fmin fmax favg ς fmin fmax favg ς

comp01 5 5 5 0 5 5 5 0 5 6 5.1 0.316 5 9 6.7 1.059 10 68 27 19.66
comp02 51 70 61.3 6.783 55 74 61.2 5.329 50 76 65.6 7.905 111 168 142.7 21.25 111 146 131.1 11.05
comp03 84 103 94.8 5.922 71 101 84.5 8.086 82 95 89.1 4.932 128 188 160.3 18.18 119 167 138.4 14.64
comp04 37 48 42.8 3.490 43 53 46.9 3.315 35 44 39.2 2.530 72 91 82 6.992 72 110 90.2 10.97
comp05 330 379 343.5 14.62 309 346 326 14.23 312 353 334.5 13.54 410 691 525.4 89.45 426 2000 811.5 628.80
comp06 48 65 56.8 5.350 53 80 69.4 8.656 69 84 74.1 4.408 100 129 110.8 8.377 130 181 149.3 17.20
comp07 20 45 33.9 7.172 28 49 41.5 6.671 42 56 49.8 4.467 57 89 76.6 10.15 110 191 153.4 22.53
comp08 41 55 46.5 4.353 49 58 52.6 2.989 40 50 46 2.828 77 90 81.7 4.448 83 116 96.5 9.733
comp09 109 117 113.1 2.767 105 127 116.5 6.900 110 121 113.3 3.234 150 178 164.1 9.769 139 157 148.9 6.967
comp10 16 27 21.3 4.423 21 48 34.8 9.343 27 49 36.9 6.454 71 96 81.3 7.818 85 122 101.3 12.693
comp11 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0.3 0.675 3 8 5.7 1.337
comp12 333 367 351.6 10.352 343 380 360.1 12.441 351 378 361.6 8.527 442 544 485.1 32.78 408 487 445.3 29.42
comp13 66 81 73.9 4.533 73 87 79.2 4.541 68 82 76.1 4.202 98 125 110.4 9.204 113 145 122.9 10.556
comp14 59 69 61.8 2.936 57 77 65.9 6.226 59 68 62.3 3.433 90 108 99 5.077 84 127 105.9 12.71
comp15 84 103 94.8 5.922 71 101 84.5 8.086 82 95 89.1 4.932 128 188 160.3 18.18 119 167 138 14.79
comp16 34 49 41.2 4.826 39 57 49.1 5.567 40 60 50.2 6.477 81 103 92.6 6.620 84 127 107.3 11.98
comp17 83 92 86.6 2.547 91 111 100.7 6.848 102 115 107.3 4.423 124 161 143.4 13.56 152 178 166.6 9.454
comp18 83 102 91.7 5.539 69 93 80.7 6.255 68 80 73.3 3.773 116 145 129.4 9.312 110 142 126.8 11.033
comp19 62 74 68.8 3.676 65 77 69.5 4.353 75 85 79.6 3.373 107 184 132.8 23.612 111 148 125.4 12.633
comp20 27 44 34.3 4.855 47 72 60.9 8.171 61 71 65 3.590 88 109 97.5 6.399 144 201 179.3 17.06
comp21 103 121 108 6.683 106 137 124.7 8.693 123 150 138.1 8.80 174 210 185.3 12.81 169 202 185.8 12.02

In order to compare different algorithms statistically, their t-test comparison was
performed, and the obtained results are presented in Table 17. This statistical comparison
was implemented by using n1 + n2 − 2 degree of freedom at 0.05 level of significance,

181



Axioms 2023, 12, 720

where n1 and n2 are the sample sizes of the first and second samples, respectively. The
t-test comparison of the two algorithms is also demonstrated as “s+”, “s−”, “+”, “−”, or
“∼”. The table clearly shows that GAILS outperforms the other algorithms in the majority
of the problem instances.

Table 17. The t-test comparison of different algorithms on CB-CTP instances.

Instance GAILS vs. C1 GAILS vs. C2 GAILS vs. C3 GAILS vs. C4 GAILS vs. C5

comp01 ∼ ∼ + s+ s+
comp02 s+ s+ s+ s+ s+
comp03 s+ + s+ s+ s+
comp04 ∼ s+ s− s+ s+
comp05 s+ s+ s+ s+ s+
comp06 s+ s+ s+ s+ s+
comp07 s+ s+ s+ s+ s+
comp08 + s+ + s+ s+
comp09 s+ s+ s+ s+ s+
comp10 s+ s+ s+ s+ s+
comp11 ∼ ∼ ∼ + s+
comp12 ∼ + + s+ s+
comp13 + s+ s+ s+ s+
comp14 s+ s+ s+ s+ s+
comp15 s+ + s+ s+ s+
comp16 s+ s+ s+ s+ s+
comp17 s+ s+ s+ s+ s+
comp18 s+ s− s− s+ s+
comp19 + + s+ s+ s+
comp20 + s+ s+ s+ s+
comp21 s+ s+ s+ s+ s+

It is simple to arrive at the conclusion that an algorithm that relies solely on exploration
or exploitation cannot be the best option for solving CB-CTP. Therefore, a suitable choice
that can significantly enhance the solution quality of CB-CTP is the hybridization of an
exploration-based algorithm (GA) with an appropriate exploitation-based algorithm (ILS).

5.2.2. Comparison with Existing Algorithms

GAILS is now being compared to the 20 existing state-of-the-art algorithms tested
on CB-CTP instances. These algorithms are listed in Table 18. The comparison of these
algorithms with GAILS is demonstrated in Table 19. Entries in this table signify a feasible
solution’s measured best fitness function value. Here, the entry “−” denotes an untried
instance in the experiment.

Table 18. Keys of the algorithms used for comparison.

No. Key Algorithm Reference

1 GAILS GA with ILS Proposed method
2 D1 Electromagnetic-like mechanism and great deluge algorithm [22]
3 D2 Constraint-based solver [35]
4 D3 Hybrid adaptive TS algorithm [32]
5 D4 TS algorithm with relaxed stopping condition [32]
6 D5 Combination of great deluge and TS algorithms [23]
7 D6 Dynamic TS algorithm [66]
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Table 18. Cont.

No. Key Algorithm Reference

8 D7 Integer programming approach [67]
9 D8 General purpose constraint satisfaction problem solver [29]
10 D9 Memetic TS algorithm using random neighborhood [68]
11 D10 Memetic TS algorithm using general neighborhood [68]
12 D11 Repair based LS algorithm [39]
13 D12 Heuristic local search based on the principles of threshold accepting [65]
14 D13 Hybrid LS algorithm [69]
15 D14 ABC algorithm [41]
16 D15 New swarm intelligence algorithm based on the ABC algorithm [42]
17 D16 Harmony search algorithm [38]
18 D17 Two mixed-integer programming techniques with flow formulation [70]
19 D18 Adaptive large neighborhood search [71]
20 D19 Localized island model GA with dual dynamic migration policy [72]
21 D20 A competition-guided multi-neighborhood local search algorithm [45]

Table 19. Comparison results on CB-CTP instances.

Instance GAILS D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19 D20

comp01 5 5 5 5 5 5 5 13 5 5 5 9 5 5 23 5 322 5 5 5 5
comp02 24 39 43 34 56 39 75 43 50 30 27 103 108 41 190 86 732 8 33 382 39
comp03 72 76 72 70 79 73 93 76 82 70 73 101 115 66 171 101 665 38 71 82 70
comp04 35 35 35 38 38 36 45 38 35 35 39 55 67 35 132 57 577 35 35 38 36
comp05 303 315 298 298 316 309 326 314 312 300 312 370 408 301 1483 377 1297 186 292 5 303
comp06 44 50 41 47 55 43 62 41 69 42 30 112 94 43 237 87 879 16 39 0 42
comp07 7 12 14 19 26 17 38 19 42 8 10 97 56 18 259 61 930 6 12 0 13
comp08 39 37 39 43 42 40 50 43 40 37 37 72 75 39 154 60 645 37 39 0 39
comp09 100 104 103 99 104 104 119 102 110 100 100 132 153 96 190 127 685 74 100 0 100
comp10 6 10 9 16 19 12 27 14 27 7 5 74 66 15 210 51 816 4 11 0 13
comp11 0 0 0 0 0 0 0 0 0 0 0 1 0 0 18 0 179 0 0 0 0
comp12 349 337 331 320 342 334 358 405 351 323 330 393 430 320 583 397 1398 142 310 242 332
comp13 65 61 66 65 72 67 77 68 68 59 62 97 101 64 156 90 694 59 60 0 65
comp14 52 53 53 52 57 54 59 54 59 55 53 87 88 53 165 77 702 44 52 0 53
comp15 72 73 84 69 79 88 87 − 82 70 73 119 128 66 193 92 665 38 67 0 71
comp16 31 32 34 38 46 52 47 − 40 18 18 84 81 28 215 83 827 13 29 32 31
comp17 75 72 83 80 88 88 86 − 102 65 61 152 124 71 206 110 830 44 63 81 69
comp18 79 77 83 67 75 84 71 − 68 72 79 110 116 69 122 97 510 36 65 0 74
comp19 62 60 62 59 64 71 74 − 75 58 57 111 107 60 205 82 608 56 61 75 62
comp20 25 22 27 35 32 34 54 − 61 11 4 144 88 29 263 77 950 0 21 46 28
comp21 83 95 103 105 107 98 117 − 123 86 90 169 174 89 233 74 835 57 92 0 94

Table 19 demonstrates that GAILS can deliver competitive results with current state-of-
the-art algorithms. From the obtained results, it can be observed that the appropriate com-
bination of a population-based algorithm emphasizing exploration and a local area-based
algorithm emphasizing exploitation can help to reduce the values of the fitness function
and produce good results for the CB-CTP in comparison to other existing algorithms.

6. Conclusions

An exploration-and-exploitation-based hybrid approach is proposed by combining
GA with ILS to solve the PE-CTP and CB-CTP. This hybrid approach is influential yet
straightforward and manages to produce several improved results. The algorithm uses ILS,
which utilizes various kinds of moves for neighborhood and perturbation. Furthermore, it
enables the refinement of the entire population generated by GA. The algorithm is tested
over 11 benchmark PE-CTP instances and 21 benchmark CB-CTP instances in two separate
experiments. In the first experiment, all the PE-CTP instances are run, each with different
execution times, and the least fitness function value is used as their performance measure. A
comparison with existing approaches has been carried out to demonstrate its effectiveness
over other approaches. Statistically, t-test comparisons also displayed the dominance of
GAILS. In this experiment, it is also observed that the solution quality improves a lot
for the extended time limit, establishing that by using the perturbation operator, GAILS
is capable of avoiding the local optimal. In the second experiment, the performance of
GAILS is measured by running each problem instance for twenty trials, and each trial lasts
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for 600 s. Its performance is also compared with several other existing algorithms. The
computational results show that the proposed algorithm can produce competitive results
when compared with existing state-of-the-art algorithms.

Among the timetabling (scheduling) problems, the UCTP is one of the most complex
problems, with many decision variables and various soft and hard constraints. Problems
with formally simpler problem statements such as the industrial capacity planning [73,74]
are sometimes large-scale, and the standard approach of reducing the problem to an integer
linear programming problem leads to a huge increase in the number of variables, so in
practice, it is necessary to apply various combinations of heuristic algorithms, including
evolutionary algorithms, greedy search algorithms, and local search.

Our proposed algorithm gives encouraging results on several instances of rather
complex problems of two types. Therefore, further research can be aimed at applying this
approach to other scheduling problems; for example, to the problem of capacity utilization
planning. The limits of applicability of the proposed approach can be explored and, possibly,
extended to other complex optimization problems with Boolean variables for which local
search methods are known to be effective.
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