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Abstract: The quadratic polynomial differential systems in a plane are the easiest nonlinear differ-
ential systems. They have been studied intensively due to their nonlinearity and the large number
of applications. These systems can be classified into ten classes. Here, we provide all topologically
different phase portraits in the Poincaré disc of two of these classes.
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1. Introduction and Statement of the Main Results

A quadratic polynomial differential system (or simply, a quadratic system) is a differential
system of the following form:

x=Pxy), y=Qxy), )

where P and Q are real polynomials in variables x and y and the maximum degree of the
polynomials P and Q is two.

At the beginning of the 20th century, the study of quadratic systems began. In [1],
Coppel noted how Biichel [2], in 1904, published the first work on quadratic systems. Two
short surveys on quadratic systems were published, i.e., by Coppel [1] in 1966 and by
Chicone and Tian [3] in 1982.

In recent decades, quadratic systems were intensively studied and many good results
were obtained, see references [4-6]. In the second reference, one can find many applications
for quadratic systems. Although quadratic systems have been studied in more than one
thousand papers, we do not have a complete understanding of these systems.

In [7], the authors prove that any quadratic system is affine-equivalent, scaling the
time variable, if necessary, to a quadratic system of the form

x=P(x,y), ¥ = Q(x,y) = d+ ax + by + €x* + mxy + ny?,

where ¥ = P(x,y) is one of the following ten:

M x=1+xy, (VI) x=1+2x2
a x=uxy, (VI) 1 = x?,
(M) x=y+x2, (VI x=x,

) =y, IxX) x=1,

V) x=-1+2% (X) x=0.

Roughly speaking, the Poincaré disc is the disc centered at the origin of R? and the
radius, where the interior of this disc is identified with the whole plane R? and its boundary
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circle S! is identified with the infinity of the plane, R?. This is due to the fact that in the
plane, we can go to infinity in as many directions as points on the circle S!. For more
details on the Poincaré compactification, see Section 2.2; for the definition of topologically
equivalent phase portraits in the Poincaré disc, see Section 2.3.

We note that quadratic system X has straight lines with constant x = coordinates
formed by orbits, and the conic Q(x,y) = 0 is filled with equilibrium points, so the
phase portraits are trivial. On the other hand, quadratic systems IX does not contain any
equilibrium points, thus making this quadratic system a subclass of the so-called chordal
quadratic system. The phase portraits of these systems in the Poincaré disc have been
completely studied in [7]. Thus, the aim of this paper is to classify the different topological
phase portraits in the Poincaré disc of the classes of quadratic systems VII and VIIJ, i.e.,
of systems

x=x%  y=d+ax+by+ x>+ mxy+ny?, )
and
x=x,  y=d+ax+by+x*+mxy+ny, ®)

respectively.
Our main result is as follows:

Theorem 1. The following two statements hold:

(a) The family of quadratic systems VII has 27 topologically different phase portraits in the
Poincaré disc.

(b)  The family of quadratic systems VIII has 25 topologically different phase portraits in the
Poincaré disc.

Statements (a) and (b) of Theorem 1 are proved in Sections 3 and 4, respectively.

The paper is organized as follows. In Section 2, we present the basic results of
equilibrium points and the Poincaré compactification. In Sections 3 and 4, we first study
the local phase portraits of the finite equilibrium points, and then explore the local phase
portraits of the infinite equilibrium points. Finally, we analyze the phase portraits of
quadratic systems (2) and (3) in the Poincaré disc, respectively.

2. Preliminary Definitions

The study of the phase portraits of quadratic systems always begins with the study of
the finite and infinite equilibria of the local phase portraits, followed by the study of their
separatrix connections and limit cycles.

In this section, we introduce the basic notations and definitions that we use for the
analysis of the finite and infinite equilibrium points of the local phase portraits.

2.1. Equilibrium Points

A point g € R? is said to be an equilibrium point of a polynomial differential system (1)
if P(q) = Q(gq) = 0. If the real parts of these eigenvalues (of the linear part of system (1))
are non-zero, the equilibrium point, g, is considered a hyperbolic equilibrium point and its
possible phase portraits are well known; for instance, see Theorem 2.15 of [8]. If only one
of the eigenvalues of the linear part of system (1) at equilibrium point g is zero, then g is
considered a semi-hyperbolic equilibrium point, whose possible local phase portraits are also
well known; see, among others, Theorem 2.19 of [8]. When both eigenvalues of the linear
part of system (1) at equilibrium point g are zero, but the linear part is not identically null,
then g is a nilpotent equilibrium point, and again, its local phase portraits are known; see,
for instance, Theorem 3.5 of [8]. Finally, if the linear part of system (1) at equilibrium point
q is entirely zero, then q is degenerate or q is linearly zero. The local phase portraits of such
equilibrium points can be studied using the change of variables called blow-ups; see, for
instance, [9].
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2.2. Poincaré Compactification

Let X = (P, Q) be the vector field defined by the polynomial differential system (1).
Roughly speaking, the Poincaré compactification consists of creating a vector field p(X) in
a 2-dimensional sphere, S?, such that its phase portraits (in the open northern and southern
hemispheres) is a copy of the phase portrait of the vector field X, and the equator of the
sphere plays the role of the infinity of the phase portrait of X; for details, see [10], or
Section 5 of [8]. In this way, we can study the orbits of the vector field X, which go to or
come from infinity.

Let S? = {x = (x1,x2,x3) € R3: x2 + x3 + x = 1} be the Poincaré sphere. We denote
by T S? the tangent plane to S? at a point x € S?. We consider the vector field X defined on
the plane T(O,O,l)Sz. Then the central projection f : T(O,O,l)S2 — S? defines two copies of X
in S?, one in the northern hemisphere and the other in the southern hemisphere. Obviously
the equator S' = {y € S? : y3 = 0} represents the infinity of R?. The projection of the closed
northern hemisphere of S? on x3 = 0 under (x1, X2, x3) — (x1,x2) is called the Poincaré
disc, and it is denoted by D2. As $? is a differentiable manifold, we define six local charts,
U ={xeS*:x;>0},and V; = {x € S?: x; < 0} for i = 1,2,3; with the corresponding
diffeomorphisms, F; : U; — R? and G; : V; — R? for i = 1,2,3 which are the inverses of the
central projections from the tangent planes at points (1,0,0), (—1,0,0), (0,1,0), (0,—1,0),
(0,0,1) and (0,0, —1), respectively.

We denote by (u,v) the value of F;(x) or G;(x) for any i = 1,2,3, so a few simple
calculations (for p(X)) lead to the following formulae in the corresponding local charts (see

Section 5 of [8]):
vd< <1,u> (1’u)’ o <1’u>) in Uy,
v v v v v v

(r(at) sa(22) wo(2) s
(P(u,v),Q(w,0)) inUs,

where d is the degree of the polynomial differential system (1). The formulae for V; are
similar to the formulae for U; with a multiplicative factor of (—1)4~1. In the coordinates for
i = 1,2, points (u,v) of the infinity st satisfy v = 0.

2.3. Phase Portraits on the Poincaré Disc

The separatrix of p(X) denotes all the orbits of the circle at infinity, the equilibrium
points, the limit cycles, and the orbits that lie in the boundary of hyperbolic sectors, i.e., the
two separatrices of a hyperbolic sector.

Neumann, [11], showed that the set of all separatrices S(p(X)) of the vector field,
p(X), was closed.

When there is an orientation preserving or reversing homeomorphism, which maps
the trajectories of p(X) into the trajectories of p(Y), we can say that the two differential
systems defined by p(X) and p(Y) in the Poincaré disc are topologically equivalent.

The canonical regions of p(X) are the openly connected components of D? \ S(p(X)).
The set formed by the union of S(p(X)) plus one orbit chosen from each canonical region
is called a separatrix configuration of p(X). When there is an orientation preserving or
reversing homeomorphism, which maps the trajectories of S(p(X)) into the trajectories
of S(p(Y)), we can say that the two separatrix configurations, S(p(X)) and S(p(Y)), are
topologically equivalent.

The next result is mainly due to work by Markus [12], Neumann [11], and Peixoto [13].

Theorem 2. Phase portraits in the Poincaré disc of two compactified polynomial differential systems
(p(X) and p())) with (finitely) many separatrices are topologically equivalent if and only if their
separatrix configurations S(p(X')) and S(p())) are topologically equivalent.
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3. Proof of Statement (a) of Theorem 1
3.1. Finite Equilibrium Points

We will determine the local phase portrait at the finite equilibrium points of the
quadratic system (2).
Assume that nn # 0. If b*> — 4dn > 0, then the finite equilibrium points of system (2)

are as follows:
) (0 —bi\/b2—4dn>
+ = _— ,

! 2n

The eigenvalues of the Jacobian matrix of system (2) at p+ are 0 and ++v/b? — 4dn. Thus,
from Theorem 2.19 of [8], we have that p and p_ are semi-hyperbolic saddle-nodes.

If b2 — 4dn < 0, there are no finite equilibrium points.

If > —4dn = 0, thend = b*>/(4n) and p, = p— = p = (0, —b/(2n)). The Jacobian
matrix of the differential system at p is

( 0 0)
bm .
Q*E 0

If a — bm/(2n) # 0, then this equilibrium point is nilpotent, and from Theorem 3.5 of [8],
this equilibrium point is a saddle-node.

If a = bm/(2n), the linear part of the differential system at the equilibrium point p is
identically zero, and the differential system becomes a homogeneous quadratic differential
system. Using the results by Date in [14], who classified the phase portraits of all the
homogeneous quadratic systems, we can see that the phase portraits of system (3) when
(m —1)% — 4fn > 0 are given in Figure 1, according to the sign of n, If (m — 1)? — 4fn = 0,
then the phase portraits of system (3) are given in Figure 2, determined by the sign of
n. Finally, if (m — 1)? — 4¢n < 0, the phase portraits of system (3) are given in Figure 3,
determined by the sign of n.

n=0 n<o

Figure 1. (m — 1)> — 4fn > 0.

n>0 n<o0

Figure 2. (m —1)2 — 4fn = 0.
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mn>0 Mn<0

Figure 3. (m — 1) —4/n < 0.

We assume that n = 0. In this case, if b # 0, there exists a unique equilibrium point,
namely g = (0, —d/b), and the eigenvalues of the Jacobian matrix at ¢ are 0 and b. If
b # 0, then g is a semi-hyperbolic saddle-node (by Theorem 2.19 of [8]). If b = 0 and
d # 0, the differential system has no finite equilibria. If b = d = 0, then the system has
a straight line filled with equilibria; we do not consider this kind of differential system
because this case can be reduced to a linear differential system, involving the rescaling of
the independent variable.

In summary, we proved the following proposition.

Proposition 1. Assume that n # 0.

(a) Ifb> —4dn > 0, the differential system (2) has two finite equilibria p-. that are semi-hyperbolic
saddle-nodes.
(b) Ifb* —4dn < O, the differential system (2) has no finite equilibria.
(c) b*—4dn=0.
(c.1) Ifa—bm/(2n) # O, the differential system (2) has one finite equilibrium point p that is
a nilpotent saddle-node.
(c.2) a—bm/(2n) = 0.
(c.2.1) If (m —1)? — 4¢n > 0, the phase portrait of the differential system (2) is topolog-
ically equivalent to the ones in Figure 1, determined by the sign of n.
(c.2.2) If (m — 1) — 4fn = 0, the phase portrait of the differential system (2) is topolog-
ically equivalent to the ones in Figure 2 determined by the sign of n.
(c.2.3) If (m —1)? — 4n < 0, the phase portrait of the differential system (2) is topolog-
ically equivalent to the ones in Figure 3, determined by the sign of n.

Assume that n = 0.

(d) Ifb # O, the differential system (2) has one finite equilibria q, which is a semi-hyperbolic
saddle-node.

(e) Ifb =0, then the differential system (2) has no finite equilibria if d # 0, and one straight line
is filled with equilibria if d = 0.

3.2. The Infinite Equilibrium Points in Chart Uy
System (2) in the local U; chart can be expressed as follows:

=0 —u+ mu+ nu? + av + buv + dv?, 0= —0. 4)

Assume n # 0 the infinite equilibrium points are

— _ 2 _
b, _ (o,l mt /(L= m)? —4fn’)
2n

The eigenvalues of the Jacobian matrix at P4 are S+ = (—1, +/(1—m)% — 4£n>. If they
are real, then (1 —m)? — 4¢n > 0 and P, are hyperbolic saddles and P_ is a hyperbolic
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stable node. If (1 — m)? —4¢n = 0,then P, = P_ = P = (0,(1 — m)/(2n)). In this case,
the Jacobian matrix can be expressed as follows:

(0 a+7b(1_m)

2n
0 -1

and the eigenvalues are —1 and 0, which means that the unique equilibrium point in chart
U is semi-hyperbolic, and from Theorem 2.19 of [8], is a semi-hyperbolic saddle-node.

Assume that n = 0. Then, the unique infinite equilibrium point in the local U chart
isP = (—¢/(m—1),0), and the eigenvalues of the Jacobian matrix of system (4) at P are
—land m — 1. If m # 1, from Theorem 2.15 of [8], P is a hyperbolic saddle if m > 1 and a
hyperbolic node if m < 1.If m = 1, there are no equilibrium points in Uj.

3.3. The Infinite Equilibrium Point at the Origin of Chart U,

Studying the infinite equilibrium points in the local U; chart, we also studied the
infinite equilibrium points in the local V; chart. Thus, we must see whether the origins of
the local U and V;, charts are infinite equilibrium points or not.

System (2) in the local U, chart can be expressed as follows:

= —u(n+ (m—1)u+bv+u?+auv +dv*) = P(u,v), )
0 = —v(n+ mu +bv + (u? + auv + dv?®) = Q(u,v),

so the origin of U, is an infinite equilibrium point. The eigenvalues of the Jacobian matrix
of system (5) at the origin are —n with a multiplicity of two. Therefore, the origin is a
hyperbolic stable node if n > 0, and an unstable node if n < 0.

If n = 0, then the Jacobian matrix of the system at the origin of the local U, chart is
the zero matrix, and we need to make blow-ups in order to study its local phase portrait.
Before conducting a vertical blow-up, we need to be sure that u = 0 is not a characteristic
direction. If u = 0 is a characteristic direction, then u would be a factor of the polynomial
IT = 9P, (u,v) —uQz(u,v), where P,(u,v) and Qz(u,v) represent the terms of degree two
in P(u,v) and Q(u,v). In our case, IT = u?v. Thus, u = 0 is a characteristic direction and,
consequently, before conducting a vertical blow-up, we must perform a twist so # = 0 no
longer acts as a characteristic direction. This is conducted through the change of variables
(u,v) — (u1,v1), where u; = u + v, v1 = v. By conducting this change of variables, the
differential system (5) can be expressed as follows:

iy = (L—m)uf — (b+2—m)ugoy + v — bus — (a — 20)udvy + (a —d — )ugv3
vp = —muyvy + (m — b)o? — (udvy + (20 — a)uy03 + (a —d — €03, (6)

Since u#; = 0 is not a characteristic direction, we can conduct a vertical blow-up. This
vertical blow-up is given by the change of variables (u1,v1) — (up,v2), where uy = ug,
vy = v1/u1. Then, system (6) becomes

tip = u3(m— 14 lug + (b—m~+2)vy + (a — 20)uzvy — 0> — (a — d — £)upv3),
Uy = —upv(—1+1vp)2%.

Now, conducting the rescaling of the time with factor u,, we obtain the system
tip = up(m — 14 lug + (b — m+2)vp + (a — 20)ugvy — v* — (a — d — £)up03),
vy = —va(—1+0p)%

The equilibrium points of the previous system on 1, = 0 are (0,0) and (0, 1) (this is
double). The eigenvalues of the Jacobian matrix at (0,0) are —1 and 1 — m. Thus, the point
(0,0) is a hyperbolic stable node if m > 1, a hyperbolic saddle if m < 1, and for m = 1,
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a semi-hyperbolic saddle-node, according to Theorem 2.19 in [8]. The eigenvalues of the
Jacobian matrix at (0,1) are 0 and —b. Thus, the local phase portrait of the origin of the
local U chart is shown in Figure 4A whenn = 0,b > 0, and m > 1.

A

N :z -
i (M

A

D

A B C D

Figure 4. The sequences of blow-ups for obtaining the local phase portrait at the origin of the local
U, chart whenn =0,b > 0,and m > 1.

Starting from Figure 4A, we obtain the local phase portrait at the axis 1, = 0 of system
(10); see Figure 4B. Going back through the vertical blow, taking into account the value
of 111 |,;—0 = 3, we obtain the local phase portrait at the origin of system (5) in Figure 4C.
Finally, undoing the twist, we obtain the local phase portrait at the origin of the local U,
chart, which is shown in Figures 4D and 5A.

Working in a similar way to the preceding case, conducting the convenient blow-ups
and using Theorems 2.15 and 2.19 of [8], we obtain all the local phase portraits at the origin
of the local U, chart in Figure 5. All the local phase portraits are the following

n=0,b> 0and m > 1in Figure 5A;
n=0,b <0and m > 1in Figure 5B;
n=0,b>0and m < 1in Figure 5C;
n=0,b <0and m < 1in Figure 5D;
n=0,b>0m=1and]! # 0 in Figure 5E;
n=0,b>0m=1and [ =0, then v = 0 is a straight line of the equilibrium points;
n=0,b<0,m=1and! # 0in Figure 5F;
n=0,b<0,m=1and! =0, then v = 0is a straight line of the equilibrium points;
n=0,b=0,d>0and m > 1in Figure 5G;
n=0,b=0,d <0and m > 1in Figure 5H;
0,b=0,d > 0and m < 1in Figure 5I;
n=0,b=0,d <0and m < 1in Figure 5J;
n=0,b=0,d>0and m = 1in Figure 5K;
n=0,b=0,d <0and m = 1in Figure 5L;
n=0,b=0andd = 0, then u = 0 is a straight line of the equilibrium points.

3.4. The Global Phase Portraits

The preceding results of the finite and infinite equilibrium points allow us to obtain
the global phase portraits quite easily, taking into account that the straight line x = 0
is invariant.

First, we consider the case satisfying the following conditions: n > 0, b*> — 4dn > 0,
and (1 —m)? > 4¢n. We can see that if n > 0, then there is a stable hyperbolic node at
the origin of chart Up. Since b* — 4dn > 0, there exist two real finite equilibrium points,
p+ and p_, which are semi-hyperbolic saddle-nodes. Finitely, (1 — m)? > 4¢n implies the
existence of two infinite equilibrium points in chart U; (P; is a hyperbolic saddle and P_
a hyperbolic node). The local phase portraits at all these equilibrium points are shown
in Figure 6. The tools for studying the phase portraits were employed for all possible
configurations that appear in Figure 7.
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n > 0,b*—4dn > 0and (1 —m)? > 4¢n in Figures 7(1-4), but the phase portrait in
Figure 7(2) appears by continuity between the phase portraits in Figure 7(1-3);

n>0,b* —4dn > 0and (1 — m)? < 4¢n from Figure 7(5);

n>0,b*> —4dn > 0and (1 — m)? = 4¢n in Figure 7(6-8);

n>0,b%—4dn < 0, and (1- m)2 > 4/n in Figure 7(9);

n>0,b*> —4dn < 0,and (1 —m)? < 4¢n in Figure 7(10);

n>0,b*—4dn <0, (1 — m)? = 4¢n in Figure 7(11);

n>0,b*>—4dn =0,and (1 —m)? > 4(n from Figure 7(12,13);

n>0,b*—4dn = 0,and (1 — m)? < 4¢n in Figure 7(14,15);

n>0,b*—4dn =0, (1 — m)? = 4¢n in Figure 7(16-20).

i
*

O
.
/ﬁ

A

\\P |

E F G H

| J K L

Figure 6. The local phase portraits at the finite and infinite equilibrium points for n > 0, b — 4dn > 0
and (1 —m)? > 44n.

Phase portraits with n < 0 are symmetric with respect to the origins of the coordinates
of the preceding eight cases.
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S=21,r=6 §=20,r=5 $=21,r=6 $=21,r=6

® (6
$=1,r=4 §=17,r=6 §=17,r=6 $=16,r=5

(C)] (10) @)

S=14,r=3 S=4,r=1 S=10,r=3 S=19,r=6

(14) @

S=18,r=5 S=6,r=2 $=8,r=3 S=13,r=4
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S
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“ (18) (19) (20)

S=14,r=5 S=12,r=3 S=13,r=4 S$=13,r=4

7

<7

(22) (23)

-
&
o

S=14,r=5 S$=12,r=3 $=9,r=4 §$=10,r=3

(26)

=
=
>

8§=9,r=2 S=5r=2 8=5r=2

Figure 7. All the distinct topological phase portraits of quadratic system VIL Here, s (respectively, r) de-
notes the number of separatrices of a phase portrait in the Poincaré disc (respectively, canonical regions).
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Now, we study the phase portraits when n = 0.

n=0,b>0and m > 1in Figure 7(21);
n=0,b> 0and m < 1in Figure 7(22);
n=0,b > 0and m = 1 in Figure 7(23);
The cases with b < 0 are symmetric with respect to the origins of the coordinates of
the preceding three cases.

n=0,b=0,d>0,and m > 1 in Figure 7(24); The cases with d < 0 are symmetric with
respect to the origins of coordinates of all the preceding cases.

n=20b=0,d>0and m < 1in Figure 7(25); The cases with d < 0 are symmetric with
respect to the origins of coordinates of all the preceding cases.

n=0,b=0,d > 0and m = 1in Figure 7(26);

n=0,b=0,d <0and m = 1in Figure 7(27).

Of course, from Table 1, the phase portraits with different numbers of separatrices
and canonical regions are topologically distinct. Now, we shall see that the phase por-
traits with the same number of separatrices and canonical regions in Table 1 are also
topologically different.

Table 1. Here, p.p. denotes the phase portrait in the Poincaré disc, s denotes the number of sepa-
ratrices of the phase portrait, and r denotes the number of canonical regions of the phase portrait.

4

1

10

13

4
16,19, 20

5 6 8 9 9 10 11 12

2 2 3 4 2 3 4 3
26,27 14 15 23 25 11,24 5 18,22

14 14 16 17 18 19 20 21

3 5 5 6 5 6 5 6

9 17,21 8 6,7 13 12 2 1,3,4

Phase portraits 26 and 27 of Figure 7 are topologically different because phase portrait
27 has two elliptic sectors and phase portrait 26 has no elliptic sectors.

Phase portraits 11 and 24 of Figure 7 are topologically different because phase portrait
24 has two elliptic sectors and phase portrait 11 has no elliptic sectors.

Phase portraits 18 and 22 of Figure 7 are topologically different because phase portrait
18 has orbits starting at the origin of the local U chart and ending at the origin of the local
Uj chart, and these kinds of orbits do not exist in phase portrait 22.

Phase portraits 16, 19, and 20 of Figure 7 are topologically different. First, phase
portrait 16 has orbits starting at the origin of the local U, chart and ending at the origin
of the local Uj chart, and these kinds of orbits do not exist in phase portraits 19 and 20.
Phase portrait 19 has a separatrix starting at the origin of the local Uy chart and ending at
an infinite equilibrium point in the local V; chart; this kind of separatrix does not exist in
phase portrait 20.

Phase portraits 17 and 21 of Figure 7 are topologically different because phase portrait
21 has two elliptic sectors and phase portrait 17 has no elliptic sectors.

Phase portraits 1, 3, and 4 of Figure 7 are topologically different because the unstable
separatrix of the lower equilibrium point on the straight line x = 0 contained in x > 0 has
different ending infinite equilibrium points in the three phase portraits.

4. Proof of Statement (b) Theorem 1
4.1. Finite Equilibrium Points

We are going to analyze the equilibrium points of the quadratic system (3).
Assume that n # 0. The finite equilibrium points of system (3) are

—b+ V2 — 4dn
pr =0 — .

! 2n

10
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If b2 — 4dn > 0, the eigenvalues of the Jacobian matrix of system (3) at p+ are 1 and
++v/b% — 4dn. Thus, from Theorem 2.15 of [8], p is a hyperbolic unstable node and p— is a
hyperbolic saddle. If b> — 4dn = 0, then p+ = p_ = p = (0, —b/(2n)). The eigenvalues of
the Jacobian matrix of system (3) at p are 1, 0; therefore, by Theorem 2.19 of [8], p is a semi-
hyperbolic saddle-node. Of course, if b*> — 4dn < 0, there are no finite equilibrium points.

We assume that n = 0. In this case, if b # 0, there exists a unique equilibrium point,
namely p = (0, —d/b), and the eigenvalues of the Jacobian matrix at p are 1 and b. If b > 0,
then p is a hyperbolic unstable node. If b < 0, then p is a hyperbolic saddle. If b = 0, there
are no finite equilibrium points.

4.2. The Infinite Equilibrium Points in Chart U
System (3) in the local U; chart can be expressed as follows:

i =L0+mu+av+nu®+ (b—Vuo+dv?, 0= —02 @)
Assuming n # 0, the infinite equilibrium points are

—m £ m? —4in
PL= {0, o ,

if m?> —4fn > 0. If m?> — 4fn = 0, then Py = P_ = P = (0, —m/(2n)). The eigenvalues of
the Jacobian matrix at Py are 0 and +v/m? — 4¢n). By Theorem 2.19 of [8], we obtain that
Py are semi-hyperbolic saddle-nodes. The Jacobian matrix at P is

2an — bm +m

0 -
2n .
(0 0 )

If 2an + (1 — b)m # 0, then P is a nilpotent equilibrium point, and by Theorem 3.5 of [8], is
a saddle-node. If 2an + (1 — b)m = 0, then P is degenerate. If we translate the equilibrium
point P to the origin, it becomes a homogeneous quadratic system; the phase portraits have
been classified by Date in [14]. It follows that if b> — 4dn > 0, we obtain that the local phase
portrait at P on the Poincaré sphere is formed by two hyperbolic sectors separated by two
parabolic ones, and infinity separates the two hyperbolic sectors, which have one separatrix
at infinity. If b?> — 4dn < 0, then the local phase portrait at P is a node, unstable if n < 0,
and stable if n > 0.

Assume that n = 0. Then the unique infinite equilibrium point in the local U; chart is
P = (—1/m,0), and the eigenvalues of the Jacobian matrix of system (7) at P are 0 and m. If
m # 0, from Theorem 2.19 of [8], P is a semi-hyperbolic saddle-node. If m = 0, there are no
infinite equilibrium points in the local U chart.

4.3. The Infinite Equilibrium Point at the Origin of Chart U,

Studying the infinite equilibrium points in the local U; chart, we have also studied the
infinite equilibrium points in the local V; chart. Thus, we must see whether the origins of
the local Uy and V; charts are infinite equilibrium points or not.

System (3) in the local U chart can be expressed as follows:

i =—u(n+mu+ (b—1)v+ lu*+auv + dv?) = P(u,v),

®)
0 = —v(n + mu + bo + (u? + auv + dv?) = Q(u,v),

so the origin of Uy is an infinite equilibrium point. The eigenvalues of the Jacobian matrix
of the system at the origin are —n with a multiplicity of two. Therefore, the origin is a
hyperbolic node, stable if n > 0, and unstable if n < 0.

If n = 0, then the Jacobian matrix of the system at the origin is the zero matrix,
and we need to make blow-ups in order to study the local phase portrait at the origin

11
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of U,. Before conducting a vertical blow-up, we need to be sure that 1 = 0 is not a
characteristic direction. If # = 0 is a characteristic direction then u is a factor of the
polynomial IT = vP,(u,v) — uQy(u,v), where P>(u,v) and Q»(u,v) are the terms of the
lowest degrees of P(u,v) and Q(u,v); in our case, IT = uv?. Thus, u = 0 is characteristic
direction; consequently, before conducting a vertical blow-up, we must conduct a twist
so that u = 0 no longer acts as a characteristic direction. We accomplish this through the
change of variables (u,v) — (u1,v1), where u; = u + v, v1 = v. By making this change of
variables, the differential system (8) can be expressed as follows:

iy = —mu — 0} 4+ (1= b+ m)ugo; + (a —d — O)uy0? — lu + (20 — a)uioy
v = —vy (muy + (b — m)oy + lu? + (a — 20)ugvy + (d —a + £)v3), ©)

The characteristic directions of this system are given by the polynomial IT = (17 — v7)03, so
11 = 0is not a characteristic direction, and we can conduct a vertical blow-up. This vertical
blow-up is given by the change of variables (11, v1) — (up,v2), where up = ug, vy = v1/uj.
Then, system (9) becomes

iy = u3(—m—Lluy+ (1 —b+m)vy + (20 — a)uzvy — 03 + (a — d — £)upv3),

(10)
Up = up(—1+ 712)0%.
Now, conducting the rescaling of the time with factor 1, we obtain the system
tip =up(—m—Llug+ (1 —b+m)vy + (20 — a)upyvy — v% +(a—d- K)uzvz), an

vy = (—1+ v2)03.

The equilibrium points of system (11) on u, = 0 are (0,0), which is double, and
(0,1). The eigenvalues of the Jacobian matrix at (0,0) are 0 and —m. Thus, (0,0) is a
semi-hyperbolic equilibrium point; by applying Theorem 2.19 of [8] to it, it is a saddle-node.
The eigenvalues of the Jacobian matrix at (0,1) are 1 and —b. Thus, this equilibrium point
is hyperbolic, a saddle if b > 0, and an unstable node if b < 0; see Figure 8A, whenn = 0,
m < 0,and b < 0.

v i v
I S — > - > % > } — >
n ; RN v u u

A B C D

Figure 8. The sequences of blow-ups for obtaining the local phase portrait at the origin of the local
U, chartwhenn =0,b < 0,and m < 0.

From Figure 8A, we can see that the local phase portrait at the axis 1, = 0 of system
(10) is given in Figure 8B. Now, going back through the vertical blow-up and taking into
account the value of 1 |,,—o = —v%, we obtain the local phase portrait at the origin of
system (8) in Figure 8C. Finally, ending the twist, we obtain the local phase portrait at the
origin of the local U; chart, which is shown in Figures 8D and 9A.

12
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Figure 9. The distinct topological local phase portraits at the origin of the local U, chart.

Working in a similar fashionton = 0, b < 0,and m < 0, i.e., performing the convenient
blow-ups and using Theorems 2.15 and 2.19 of [8], we obtain all the local phase portraits at
the origin of the local U, chart in Figure 9 for the following cases:

n=0,m < 0and b > 0in Figure 9B;
n=0,m<0,b=0,and d < 0 in Figure 9C;
n=0m<0,b=0andd > 0, in Figure 9D;
n=0,m > 0and b < 0in Figure 9E;

n=0,m > 0and b > 0in Figure 9F;
n=0,m>0,b=0andd < 0in Figure 9G;
n=0,m>0,b=0andd > 0in Figure 9H;
n=0m=0,{<0andb < 0in Figure 9L;
n=0m=0,¢{<0and0 < b < ¢+ 2in Figure 9J;
n=0m=0,¢{<0andb > ¢+ 2in Figure 9K;
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n=0m=0,{<0,b=0andd < 0in Figure 9L;
n=0m=0,{<0,b=0andd > 0in Figure 9M;
n=0,m=0,¢>0,b < 0and in Figure 9N;
n=0m=0,{>0and 0 < b < ¢+ 2 in Figure 90;
n=0,m=0,¢>0andb > ¢+ 2 in Figure 9P;
n=0m=0,¢>0,b=0andd < 0in Figure 9Q;
n=0m=0,{>0,b=0andd > 0in Figure 9R.

4.4. The Global Phase Portraits

The preceding results for the finite and infinite equilibrium points allowed us to obtain
the global phase portraits quite easily, taking into account that the straight line x = 0
is invariant.

First, we consider the case satisfying the following conditions: n > 0, b> — 4dn > 0, and
m? > 4¢n. We have seen that n > 0 denotes a stable hyperbolic node at the origin of chart
U,, b? — 4dn > 0 indicates the existence of two real finite equilibrium points (p-, which is
a hyperbolic unstable node, and p_, which is a hyperbolic saddle), and m? > 4¢n implies
two infinite equilibrium points in chart U; (P; and P_, which are nilpotent saddle-nodes).
The local phase portraits at all these equilibrium points are shown in Figure 10.

P

Figure 10. The local phase portraits at the finite and infinite equilibrium points for n > 0, b2 —4dn > 0,
and m? > 4¢n.

With the help of Mathematica, we proved that in order for the conditions n > 0,
b* —4dn > 0, and m? > 4/n to hold, the parameters of the differential system (3) must
satisfy one of the following conditions:
(i) <0,d<0,f{<0andn>0;
(i) b<0,d<0,>0,n>0andm < —2v1n;
(i) b<0,d<0,£>0,n>0and m > —2v/{n;
(iv) b<0,d>0,f<0and0 < n < b?/(4d);
(v) b<0,d>0,£>0,0<n<b?/(4d) and m < —2\/In;
(vi) b<0,d>0,£>0,0<n<b?/(4d) and m > —2/In;
(vi) b=0,d <0,£ <0and n > 0;
(vii)b =0,d < 0,¢>0,n > 0and m < —2v/{n;
(ix) b=0,d<0,£>0,n>0)andm > —2v1n;
(x) £>0,d<0,f{<0andn>0;
(xi) b>0,d<0,0>0,n>0andm < —2v{n;
(xii) b>0,d <0,£>0,n>0and m > —2v{n;
(xiii)b > 0,d >0,£ < 0and 0 < n < b*/(4d);
(xiv)b > 0,d >0,£>0,0 <n < b>/(4d) and m < —2/In;
(xv) b>0,d>0,£>0,0<n<b>/(4d) and m > —2+/In.
We proved that in cases (i), (ii), (iv), and (vii), and from (ix) to (xv), we could obtain
phase portrait (1) of Figure 11; in cases (iii), (vi), and (viii) we obtain phase portrait (2) of
Figure 11; finally, in case (v), we obtain the phase portrait that is symmetric to phase portrait

14
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(2), with respect to the straight line x = 0. For instance, phase portrait (1) of Figure 11
is obtained when the parameters of system (3) ared =a =0,b = -1, ¢{ = -1, m = =3,
and n = 1; phase portrait (2) of Figure 11 is obtained when the parameters ared = a = 0,
b= —1,{=1,m = 3,and n = 1. Phase portrait (3) of Figure 11 exists by continuity, from
phase portrait (1) to phase portrait (2).

We recall that the separatrices of a polynomial’s differential system in the Poincaré
disc are all orbits at infinity, the finite equilibria, and the two orbits at the boundary of a
hyperbolic sector. Also, the limit cycles are separatrices but quadratic system VIII has no
limit cycles. In a phase portrait of the Poincaré disc, if we remove all separatrices, the open
components that remain are called the canonical regions of the phase portrait. For more
details on the separatrices and canonical regions, see [11,12].

The tools used for studying the phase portraits of system (3) for n > 0, b*> — 4dn > 0
and m? > 4/n are used in the following cases, leading to the following results:

n>0,b%—4dn > 0,and m? < 4¢n in Figure 11(4);

n>0,b*—4dn > 0, m? = 4fn, and 2an + (1 — b)m > 0 in Figure 11(5);

n>0,b%—4dn > 0, m? = 4¢n, and 2an + (1 —b)m < 0, in this case, the phase portrait is
symmetric with respect to the straight line x = 0 of the phase portrait of the previous case;
n>0,b*> —4dn > 0, m* = 4¢n, and 2an + (1 — b)m = 0 in Figure 11(6);

n>0,b%—4dn < 0,and m? > 4/n in Figure 11(7);

n > 0,b* —4dn < 0,and m? < 4¢n in Figure 11(8);

n>0,b>—4dn <0, m*> = 4fn,and 2an + (1 — b)m > 0in Figure 11(9);

n>0,b%—4dn < 0, m® = 4¢n, and 2an + (1 —b)m < 0; this case is a symmetric phase
portrait with respect to the straight line x = 0 of the previous phase phase portrait;
n>0,b%—4dn <0, m? = 4¢n, and 2an + (1 — b)m = 0in Figure 11(10,11);
n>0,b%—4dn =0, and m? > 4¢n from Figure 11(12-14);

n>0,b%—4dn =0, and m? < 4¢n in Figure 11(15);

n>0b*—4dn =0, m? = 4fn, and 2an + (1 — b)m > 0 in Figure 11(16,17);

n > 0,b*>—4dn = 0, m?> = 4¢n, and 2an + (1 — b)m = 0 in Figure 11(18); The cases with
n < 0 are symmetric with respect to the straight line y = 0 in all preceding cases;
n=0,m>0,b> 0in Figure 11(19);

n=0,m>0,b < 0in Figure 11(20);

n=0,m>0,b=0,and d > 0in Figure 11(21);

n=0m>0,b=0,and d < 0; this case has a symmetric phase portrait with respect to
y = 0 in the previous case; Phase portraits of cases n = 0 and m < 0 are symmetric with
respect to the straight line

x = 0 of the phase portraits of cases n = 0 and m > 0;

n=0m=0,b>2+1,and ¢ > 0 in Figure 11(22);

n=0m=0,b>2+1 and ¢ < 0; this case has a symmetric phase portrait with respect to
the y = 0 axis;

n=0,m=0,0<b<2+/ and ¢ # 0in Figure 11(23);

n=0,m=0,b<0,and ¢ > 0in Figure 11(24);

n=0,m=0,b<0,and ¢ < 0; the phase portrait of this case is symmetric with respect to
the straight line y = 0 in the previous phase portrait;

n=0m=0,b=0,¢>0,and d < 0in Figure 11(25);

n=0m=0,b=0,¢<0,and d > 0; the phase portrait of this case is symmetric with
respect to the straight line y = 0 in the previous phase portrait;
n=0m=0,b=0,¢>0,and d > 0; this case has the same phase portrait as Figure 11(8);
n=0,m=0,b=0,¢<0, and d < 0; this case has the symmetric phase portrait with
respect to the straight line y = 0 in the phase portrait of Figure 11(8).

15



Axioms 2023, 12, 756

§=20,r=5 §=20,r=5 §=19,r=4 §=10,r=3
@ @ 7 (8)
§=15,r=4 S$=16,r=5 S=14,r=3 S=4,r=1

©) @J) @) %ﬁz)
S=9,r=2 S$=10,r=3 S=8,r=1 S$=18,r=5
&@z i{ %(14) Z @(15) % (e

§$=18,r=5 S=17,r=4 8§=8,r=3 §=13,r=4

@)

S=12,r=3 $=12,r=3 S=13,r=4 S§$=14,r=5

(20)

SBESY
O
Sl

1)

S=11,r=4 §=7,r=2 §=6,r=1 S=9,r=4

@

S=5r=2

Figure 11. All distinct topological phase portraits of quadratic system VIII. Here, s (respectively, r) de-
notes the number of separatrices of a phase portrait in the Poincaré disc (respectively, canonical regions).
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Of course, from Table 2, the phase portraits with different numbers of separatrices and
canonical regions are topologically distinct. Now, we shall see that the phase portraits with
the same numbers of separatrices and canonical regions in Table 2 are topologically different.

Table 2. Here, p.p. denotes the phase portrait in the Poincaré disc, s denotes the number of sepa-
ratrices of the phase portrait, and r denotes the number of canonical regions of the phase portrait.

s 4 5 6 7 8 8 9 9 10 11
r 1 2 1 2 1 3 2 4 3 4
P-p- 8 25 23 22 11 15 9 24 4,10 21
s 12 13 14 14 15 16 17 18 19 20
r 3 4 3 5 4 5 4 5 4 5
P-p- 17,18 16,19 7 20 5 6 14 12,13 3 1,2

Phase portraits 4 and 10 of Figure 11 are topologically different because phase portrait
4 has two finite equilibrium points and phase portrait 10 has no finite equilibrium points.

Phase portraits 17 and 18 (respectively, 16 and 19) of Figure 11 are topologically
different because phase portrait 17 (respectively, 16) has two orbits going toward the origin
of chart Uy, and such orbits do not exist in phase portrait 18 (respectively, 19).

Phase portrait 14 of Figure 11 has three pairs of infinite equilibrium points, while phase
portraits 16 and 19 only have two pairs of infinite equilibrium points, so phase portrait 14
is different from phase portraits 16 and 19.

We note that phase portrait 13 in Figure 11 has three pairs of infinite equilibrium
points, while phase portrait 20 only has two pairs, so these two phase portraits are topolog-
ically distinct.
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Abstract: The current paper considers discrete stochastic inertial neural networks (SINNs) with
reaction diffusions. Firstly, we give the difference form of SINNs with reaction diffusions. Secondly,
stochastic synchronization and passivity-based control frames of discrete time and space SINNs
are newly formulated. Thirdly, by designing a boundary controller and constructing a Lyapunov-
Krasovskii functional, we address decision theorems for stochastic synchronization and passivity-
based control for the aforementioned discrete SINNs. Finally, to illustrate our main results, a

numerical illustration is provided.

Keywords: coupled networks; passivity-based control; stochastic synchronization; discrete spatial
diffusion

MSC: 34D06, 68T07

1. Introduction

Neural networks (NNs) can be considered as complicated nonlinear models coupled
with numerous internal nodes, and they are capable of offering an effective approach to
solving many difficult tasks in the fields of engineering. Due to their huge potential in
real-world applications, they have become a significant research topic over the last few
decades and have garnered increasing interest in many areas of technology (please refer to
refs. [1-7]). On the other hand, it is necessary to address practical problems by studying the
dynamic properties of non-linear neural networks not only in the over-damped case but
also under weakly damped conditions [8]. Hence, inertial neural networks (INNs), which
can act as second-order differential systems, have been extensively studied. Additionally,
numerous publications have addressed synchronization problems, including finite-time
synchronization [9], nonfragile Hy, synchronization [10], event-triggered impulsive syn-
chronization [11], fuzzy synchronization [12], Mittag-Leffler synchronization [13], and
others.

Passivity, as a specific form of dissipativity, constitutes a fundamental characteristic of
physical problems. A system is considered passive when dissipative elements are present
in the modeled system, and the accumulated energies remain lower than the external
input over a certain time span. Consequently, passivity ensures internal stability of the
systems. Due to its widespread applicability in mechanical and electrical systems, the
concept of passivity has garnered increasing attention, leading to extensive studies on
the passivity of nonlinear systems. In the literature [14], Zhou et al. discussed passivity-
based boundary control for stochastic delay reaction-diffusion systems with boundary
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input-output. Padmaja and Balasubramaniam [15] analyzed passivity-based stability in
fractional-order delayed gene regulatory networks. By leveraging Lyapunov-Krasovskii
functionals, novel linear matrix inequality conditions were developed to guarantee certain
levels of passivity performance in the networks. For further details on this topic, please
consult the references [16-18].

Widely, NNs were implemented through IC in engineering applications; spatial diffu-
sions invariably occur when electronic motion takes place in an inhomogeneous electro-
magnetic domain. Therefore, it is important to consider NNs that incorporate the impact
of spatial diffusions. In recent years, greater attention has been devoted to NNs with
spatial diffusions; please refer to papers [19-24]. Stochastic neural networks have received
substantial attention in our everyday reality. Typically, actions of random networks are
heavily time- and space-dependent. As a result, reaction diffusion must be taken into
account. Relevant research topics are discussed in references [14,19,20,22,25,26], etc. While
there have been reports on space-time discrete models [27-29] to date, the problems of
synchronization and passivity-based control for discrete-time SINNs involving diffusions
have not been explored.

It is well known that discrete systems,(DSs) can be utilized to simulate a wide range
of phenomena, including biological dynamics and artificial NNs, among others. In many
scenarios, it has been demonstrated that DSs outperform continuous systems. As a re-
sult, the theory of DSs holds significant importance; please refer to references [30-38].
Reports [35-38] have explored various types of discrete INNs. However, they have not
focused on the effects of other variables, such as spatial variables. Addressing this gap,
the present paper investigates the issues of stochastic synchronization and passivity-based
control for time and space discrete SINNs by designing a novel boundary controller.

Our main contributions include the following:

(1) Establishment of a discrete space and time SINNs model, which complements the
continuous cases in literature [22-24] and the discrete-time cases in literature [35-38].

(2) Unlike prior works in the literature [22-24], a controller is formulated at the boundary
to achieve synchronization and passivity-based control of discrete space and time
SINNS.

In what follows, Section 2 establishes the discrete space and time SINNs based on
prior works in the literature [27,29]. Section 3 discusses synchronization and passivity-
based control of the discrete SINNSs. In Section 4, in order to illustrate our main results, a
numerical illustration is provided. Finally, the conclusions and perspectives are described
in Section 5.

2. Problem Formulation
2.1. SINNs in Discrete Form

Now, our primary focus is dedicated to the time and space discrete SINNSs, as noted
below

(I_efDO )(I_eflh)

2, 1]
Az D.

ik+1

= (e P e —2D)Azl) +
[ —In,,lt

1] S R AW [
+Af(zp) +a ) byl (1_61;1) +Eg(z;Jwig + A+
j=1
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where (,k) € (0,0)z x Zyp and ¢ € Z, (here, Z is the set of integral numbers,
Zy = {0,1,2,...} and Z; := Zy\ {0}), z; = (zi1,...,2in)T € R" is the state of node
[ [

L a2l L (] [ [l _ .
;i=1,2,...,N; A Ziti1=Ziko 22i,k+1 +zp Azl.,k =Zii1— Zik fork € Zy;

T A AR
Ahzi,- = h2

7

frand h of less than 1 denote the space and time steps’ length in order; C = diag{cy,c2,...,¢n}
and D = diag{dj,d, ..., d,} are constant positive definite matrices, D, = D — I, I denotes
n-order identity matrix; M € R"*" with |[M| # 0, A, E and A are the connection weight
n-order matrices; & > 0 is the coupling strength, I' € R"*" is the inner coupling matrix, and
B = (bij)nxn is the outer coupling configuration matrix satisfying b;; > 0 (i # j) and b; =
— Z}il/#i bij; f(-) and g(-) are n dimensional activation functions; ; = (71, - - i)t €
R" is the external input of the node i, | € R" is the external input; wy , . .., w, x, which are
scalar mutually independent random variables on complete probability space (Q), F, P),
are Fi := o{(wiq,...,WNg) 1 9 =0,1,..., k}-adaptive, independent of F_; and satisfy

]ij,k =0, Ew]%k =1, E(wi,kw]',k) =0 (l 75 ]), E(w]‘,kw]',k/) =0 (k 75 k/)

fork,k' € Zy,i,j=1,2,...,N. Hereby, E represents the expectation operator with respect
to probability space (), F,P). The INNs Equation (1) possesses the following controlled
boundary conditions

A;—lZM = O, Ahzl[i

: = 0; 2
ikl ,=o Mli=0-1 Piks @

where A;,zl[f,]( = %(zl['kﬂ] — zl[]]() and p; ;. denotes the control input, k € Zy, i = 1,2,...,N.
Further, the initial condition of the INNs Equation (1) is given by

53 = 4’5,3/ AZ% = (P%r Vi€ [0,0]z, 3)

()

where ¢ and (P<'>

i,0

Let 2L = z;(h,kh) for (1,k) € [0,£]z x Zp. So discrete space and time NN
Equation (1) provides a full discretization scheme for the following stochastic INNs with re-
action diffusions

are Fp-adaptive and F-adaptive, respectively, i =1,2,...,N.

0%z;(x,t) 0z;(x,t) 9z;(x, t)
e = DT M — Cal ) + Af(ailx 1))
N 0z;(x, t) H dB; (¢
+a;bl,-r< B0 b)) + B et ) T + AriCan) +1, @
]:

where (x,t) € (0,L) x [0, +00) with L = ¢h, B; is a one-dimensional Brownian motion on
some complete probability space,i = 1,2,...,N.

Recently, continuous-time INNs Equation (4) with reaction diffusions has been studied
by a few authors (see refs. [21-24]) and the corresponding discrete networks have been
discussed in reports [27,29]. The different approach of INNs Equation (1) is similar to those
in refs. [27,29].
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Hereon, INNs Equation (1) can be regarded as slaver networks and the isolated node
w € R” satisfies the master networks below

—-D, _ (I—eiDOh)(I—e*Ih)
Azwl[flrl (e Delt 4 =T _ ZI)AW][;] + o
{MAHW][C _ Cw,[(l] + Af(w,[(l]) + Eg(w,[(l])wi,k +71, 5)
Ahwz[f] = Ahw;[f] =0, Y(,k) € (0,0)z x Zy.
=0 =0

The initial condition of INNs Equation (5) is described as
wil =i, awl) =, vie 0,4z, (6)

where (,bé') and 4~>(<)'> are Fp-adaptive and Fq-adaptive, respectively.
Let u; = z; — w, then the error networks of INNs Equations (1) and (5) are described by

_ B , I— e*Doh I— €71h .
Nl = (P g e~ aryaul] 4+ = Madul ) cull
1] Ih 1]
- Wik € k - 7
+Af( H +(x2bl]1“<]+ll_e”l]> dg( H)wlkﬁ-/\’)/l[;(]/ ()
Ahul[f;( —o =0, Ahul[/;( —r1 = Piks V(l,k) c (O,E)Z X Zg,

where f(u;) := f(z;) — f(w) and g(u;) := g(z;) — g(w), i = 1,2,...,N. With the help
of Equations (3) and (6), the initial condition for INNs in Equation (7) can be derived, as
depicted by
ul) = ¢l) — ¢y, auly =gl — ¢y, wielolzi=12...,N. ®)
To study INNs Equation (1) effectively, let

ufp oy =e M re(l—e v, YLk € (0,07 %Z, ©)

where € > 0 is a controlling parameter, which can be adjusted freely,i = 1,2,..., N. Then,
the first equation in INNs Equation (7) is changed into

_ I — e~ Doh
- Dohv,[flﬁT M+ ol
CR— ol 1]
+A€f( + o Zl bz]rV] kT ‘—'Sg( )wi,k + AE'Yi,k ’ (10)
j

V(,k) € (0,0)zxZ,Ce=e Y (D-C—1I),Me=¢ M, A = ¢ 1A, B =718, A, = e 1A,
i=1,2,...,N.
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The vector forms of INNs Equations (9) and (10) are written as

egkﬂ = (e_lh)@@egk +e(l- e_Ih)®ez[)l,]k'
_ [ — e Doh M -1
o = el + [LZ7] el
° ®
r I_efDoh C.T I—€7D°h A
+ ( D. )Ce e%kjL |:(Do ) S} F(egk)
i Do DA Y (11
H{(I—e i )F] el +[<I—e °)As} A
D ., ok D
o B (o)
[(I— e Pm)E,] ) 1] )
i A L 22
L - w,
4 _ 4 _
Aheul,k =0 - Or Aheul/k =1 = Pk,

where
eu:(ull"'/uN)T/ eU:(Vl,...,VN)T

Fey) == (f(w),.... f(un))', Glew) == (§(w),...,§(un))’,
w = diag(wy,..., wn)T, 7= (1.7 p=(o1,....0n)7,

Iy denotes the N-order identity matrix. Hereby, (A)g := Iy ® A and (A)gp := B® A.
In accordance with Equations (8) and (9), the initial condition of INNs Equation (11) is
expressed by

e =y, el = [(I—e ™) g +e v oy, (12)

where ¢ € [0,fz,i = 1,2,...,N, 1[16'> = ((p% — qbé‘),...,goZ(\ﬁO — 47(<)'>)T and
1/3(§‘> = (gﬁ% — 438'>, ey 9’3&]),0 — 43é'>)T. Throughout this article, supposing that

/-1 2 /-1 2 /-1 2 /-1 . 2
Z]E‘ (pfg < oo, ZEH¢(§‘> < 0o, ZE‘ gbf‘g <o, Y IEH%‘) < o0
=1 =1 =1 =1
fori=1,2,...,N. Based on Equation (12), we have
(-1 2 (-1 2
Ssel] <o TEjei] <o =
1=1 =1

The current discussion will establish a boundary controller to synchronize and passivity-
based control the master INNs Equations (5) and slave INNs (1), which will be demon-
strated in Section 3.

Hereon, we need the following assumption for activation functions.

(F) Lyand Ly are n-order matrices ensuring
() = FOITIf () = fW)] < (x =) Lp(x — ),

[g(x) —gW)]"[g(x) —g(y)] < (x —y) Lg(x —y), Vx,yeR"

2.2. Some Important Inequalities
Lemma 1 ([39]). Let X,Y € R™. Then XTY + YTX < aXTX + 1YTY for any a > 0.
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Lemma 2 ([40]). If X : [0,¢]z — R™, P € R™*™ one has

-1 [
Y XIPA*X,_1 = X[PAX,_1| — Y AX]PAX,.
=1 1 =1

Lemma 3 ([41,42]). If X : [0,¢]z — R™, P € R™*"™, P > 0, and Xy = 0, one has
4 (-1 4
v Y XIPX, < Y AXTPAX, <, Y X'PX,,
=0 =0 =0

_ T
where yp = 4 cos? 2£+1 and vy = 4sin® 200+T)

Lemma 4 ([41,43]). If X : [1,¢]z — R™, P € R™*™, P >0, one has

4 (-1
K Y XIPX, < Y AXTPAX, + (X1 + X,)TP(X1 + Xp),
=1 =1

/-1 {
Y AXTPAX, + [X1 + (—1)'X/] "P[X1 + (~1)'X,] < (4 &) Y X[ PX..
=1 =1

Using Lemma 3, we get
(=2 T V
Y azelllpagell < F1 ZA el pasell, vk e zy, (14)
=0

where P is defined as in Lemma 3.

3. Stochastic Synchronization and Passivity-Based Control

The slave INNs Equation (1) is said to be stochastically synchronized with the master
INNs Equation (5) if the error vector networks Equation (11) achieves globally asymptoti-
cally stability in mean square, i.e.,

im 3 B[l =0 = pim Tl
| k—oo /5 k
3.1. Stochastic Synchronization
Define
(-1
=-) ®®e1[ﬂk, Vk € Zy, (15)
1=1

Doh

where ©® € R"*" Set D := I’go

Theorem 1. Assuming that (F) is valid, and e > 0 is given in advance, D and M. are nonsingular.
The slaver INNs Equation (1) stochastically synchronizes with the master INNs Equation (5); in
other words, model Equation (11) is globally mean-squared asymptotically stable if it has positive
constants A f,/\g and n-order matrices P > 0, Q > 0, H > 0, K > 0 such that

24



Axioms 2023, 12, 820

On Op O O O O
¥ Op Opn Oy O 0O

where

1
011 = —%sym(CSK)@) + [e*”’Pe*”1 — P} R + {CEDQDCg} . + )\f(Lf)@J + /\g(Lg)®,

O = e[e—fhp(l - e—fh)] + [e—DthDCS}; +zx[CEDQDF]®B, O3 = —%(CEK)@@,

®

O15 = [CSDQDAg} 0= [e*DthDAg} e {ASTDQDF} ;B,

O = —Qp + ¢ [(I —e Mp(1 - 67”1)} . + asym {e*D"hQDF} .

+2 [e—Dthe—Doh] 2l [FTDQDF} )

®pTp

[MTDQDME} + @H@),

4
O3 = —Ho, O = —sym [CSDQDME]® n P;f 1
Os5 = —Afls + 2[AZDQDAE] o O = —Agls + [EZDQDES} ~

O14 = O16 = O23 = Op4 = 026 = O34 = O35 = O3 = Oys = Qg6 = 056 = 0. Here
sym(A) = A+ AT. The controller gain

-1
0= [DQDMS} K.

Proof. Let us define a Lyapunov-Krasovskii function, which is described by
Vi = Vig+ Vo,

where

-1
Vi = Z eg]kT L]k/ Vap =), ez[f,]kT(IN ® Q)eg}k, Vk € Zy.
1=1

In the line with the first segment of the error networks Equation (11), we can derive
T
E[aViy] = E Z Q1 (Iv ® Pleyy ) — Vi
" WU [~ Ihp,—Ih (1 i WT[,~In I (1
—E Z e, {e* Pe~ " — P} Seukt B Y’ sym{eu’k [e* P(I—e )} ®ev,k}
1= =1

L2 Z emr[ e yp(1 — e*”f)] ®e£f,]k/ Vk € Z. (16)
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According to the second equation of networks Equation (11), we get

-1
T
EVara] =E ) ez[)l,]k-&-l(IN ® Q)ez[j,]kﬂ
=1

¢

/-1 1
=F 21 ez[;/]kT {e*DOthfD"h} ®e7[;l,]k +E 21 sym{eg,]kT {e*DOhQDME} ®A%eg;u}
1= 1=

Z/ll,k uZ,k

-1
+E) sym{ez[i]kT {e—DthDCg} ®egk}
=1

Uz

-1
+EY sym{ez[i]kT {e*DOhQDAg} ®F(e£ﬂk)}
=1

Uy
feirovonr] )

Us k

=1
+aE Z sym
=1

-1
2 (=T [ rT 2 [1—1]
+E Zl Agey T MIDQDM,] ey
1=

Uk
& = i
+EY sym{Ageu’,k (MIDODC,| ®eul,k}
=1

Uz k

(-1
+E) sym{A%eg’;HT {MSTDQDAS} ®F(e£ﬂk) }
=1

Us
= 1T
+aE ) sym{A%eL’; ] [MSTDQDT} Beg]k}
=1 ’ ®b

Uo

T 0
+EY e} [c.PODC] ek
=1

Uik

(-1
+EY sym{egﬂg [CSDQDAS} ®F(e£ﬂk)}
=1

Upx

/!

=1
[T (4
+aE ; sym { e, {CEDQDF] ®Bev,k}

Uk

-1
+EY F(el)) [ATDQDAL] F(e})

Uy g
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(-1
T(al! T (4
+aE ) sym{F (e,x) [AS DQDF} ®Bev,k}

=1

Uk

-1
+a®E Y el [T7DQDT| el

=1

®@pTp

Uys k

+E 2 GT(ell) {ETDQDES] i

ZLYI%

Uk

where k € Z.

(17)

According to Lemmas 1-3 and boundary conditions in Equation (11), we calculate

U i

IN

Eéieg]k{ Dol 5p- Dh]
=1

IA

-1
EY eg]kT {e’Df’th’D“’h]
=1

e[k+EZA2 b 1]T[MTDQDM] el !

=1

by ”;l 1]EZA eny [M! DQDMS] Apell,

Uy = E Z Alel (x;, 1) {METDQDMF,] A%eg]k

IN

Uz = ,Esym{ x [CEDQDME] Aheg’;l]}

B 1IEZA eng [M! DQDMS] Apell,
1=

1 =1

7 N el ol
= h]Esym{ [c.pQDM,] pk} ~E Y Apeyysym|CDQDM:| _dpe,
=1

(-1

Uy <E Y AZel 1JT[MTDQDM4 el 1w ZFT (el {ATDQDAg]Q@F(eEﬂk)

1=1

IN

&
2
A

<a El; el [rTDQDr}

IN

1
Uer = E Y GT(
1=1

27

(-1
WEY el [ITDQDr| e
=1 @pTp

eny) |2 DQDE| ®G.(e[‘]k)

1=1

%]E Z Mnelly [MIDQDM,] @Aheg}k +E Z F'(ell)[ATDQDA,| ®F(e£ﬂk),
=1 . =1

) e[k—HEZAZ Lur (MIDQDM| Azelt !

W B N a T[T U
o+ HTE 21 Mneyy M DQDM€]®AheU,,{,
=

Vk € Z.

! -1
“EY sym{AheEﬂkT [c.peDM.] e

(18)

(19)
)

(20)

(21)

(22)

(23)
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With the help of (F), we have

(-1
ZFT(eL‘ (el < Ze (Ly)oell, ZGT Glel,) < ; el (Lg)wel,  (24)
and by using éu = e%]. - eg!. and Lemma 4, it gets
4 2 (—
0T h ‘ 177 ‘ 1
el < 1 el ael o el - ) e ol
2l 0PI o] (5 Al
= Ki@ Z Ahél k HgApé T [ Z Ahéu k] Heg [ Z Aheuk]
1= =1 1=
<@[ZA elTH el vkez (25)
= Ky 1€y HOBRE, kr 0-

Considering Equation (20), we have

IT

1
Ok = hsym{ [ik CDQDME} pk}

15 [T [
< ~ gsym{e g {CSDQDJ\/Ie@}@eu,k}
18 AT 0
= __ E sym{ Ik [CEDQDME®} ®eu’k}

=1

ent |C:DQDM.O] ®e[ﬂk}, (26)

forall k € Z.
Taking into account Equations (16)-(26), we obtain

/-1
E[AVy] = E[AVy] +E[AV,] <EY. &0, vkez, 27)
=1

T
where 51[;] = (el[ﬂk, eg}k, égk, Aheg}k,F(eg}k),G(eE}k)) forkeZy,1=1,2,...,¢.
Based on Equation (27), we get

el ﬂ VkezZ (28)
Z),k 7 0-

= 2
E[AVi] < Amax(O ): [ el
=1
With the help of Equation (13), we get

2] < oo (29)

u,0

SR
EV, < max {Amax(P®),AmaX(Q®)}E§ H e

Noting that Amax(0Q) < 0 owing to the assumption @ < 0 in Theorem 1, we can use
Equations (28) and (29) to arrive at

e+ 2]t

2
‘ ] > EVy —EVp > —EV,,

- 2”21 e
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which is equal to

K—-10-1 2 2 EV.
(1] ‘ [1] ’ _ 0
k:Z;l ,; [EHeu,k‘ +Elle,; } < FW ) < o0
Koo ) [ |12 1 |2
Lox yy [EHeu/k‘ +E|el)| } <oo.  (30)
k=1 :1=1
Then,
-1 2 -1 2
. be a4 [
fim e =0 = fim Y ey

which implies that model Equation (11) achieves global mean-squared asymptotic stability.
This completes the proof. [

From Lemma 4, the following inequality is valid:

-1 -1
_ 4— 1y py_ . R
ﬂ;; EY Anellf [MST DQDMS} ®Ahe£ﬂk <% ¢ V;;zl EY el [MgT DQDM, ®e£ﬂk,
1=1 =1

where k € Z. Further,

/-1
EAV] <EY. &0, vk ez, (31)
=1

here O = (@ij)]ﬁi,jgﬁ is defined as O defined in Theorem 1, except that

~ 4(1-B8)(4—« _
Oss = —He + ( ﬁ)(h4 e 1[M£TDQDMS]®’

~ 4y, n2e
Ou = —sym [CSDQDMS} ot ”7‘; zlﬁ [ME DQDME} Lt He

So, we have the following:

Corollary 1. Assuming that (F) is valid, we pre-give values of ¢ > 0 and B € [0,1]. Additionally,
we assume that D and M, are nonsingular, and we define © as indicated in Theorem 1. Under
these conditions, the slave INNs Equation (1) stochastically synchronize with the master INNs
Equation (5), meaning that the model Equation (11) achieves global mean-squared asymptotic
stability. This holds true if the model has positive constants Ag, Ag, and positive definite n-order
matrices P, Q, H, and K such that the O matrix defined in Equation (31) is negative definite.

Remark 1. Reports [22,24] addressed the issues of synchronization for inertial neural networks
with reaction-diffusion terms. However, the networks in reports [22,24] were involved in the
Dirichlet boundary condition and the controller is embedded in the model of the networks. In this
article, the controller does not exist in the model of the networks, but it is designed in the boundary.

3.2. Passivity-Based Control

The error vector networks described by Equation (11) with respect to a supply rate
can be represented as

/-1
@(Y,y) = Z y.[l]Ty.M for some ) € RN, (32)
=1
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This system is stochastically passive if there exists a nonnegative mapping 6 that satisfies

Sy — 1/—
E Z Z [I]T’Ykl > 9 52) — 9(51) Vs1 < 82,581,852 € Zyp.

kS]l

Theorem 2. Let Hypothesis (F) be satisfied, € > 0 be given, and D, M. be nonsingular. Addition-
ally, let the controller gain © be as provided in Theorem 1. The error networks Equation (11) are

stochastically passive if there exist positive constants A g, Ay and n-order positive definite matrices
P,Q, H, K, Ry, Ry, N3 such that

On Onp O Ou O 0O O
¥ Opn O Onu O Oy Oy
* ¥ Oz O 03 03 Oz

0 .= * * * Opu O Oy Oy <0,
* * * * 055 056 057
* * * * x O Og7
* * * * * x Oy

where

Oy = Oy + % [MZ DQDMS] Oy =—(R)e+ [CEDQDAS} »

Oy = ~(Ro)o + [ P'QDA]_+a[I"DQDA]_, Ox = [ATDQDA

Or = =2(Rs)e +2[AIDQDA.| , On = Oy = 07 =0,
and the other unmentioned block matrices Ol-]- in O are equal to (O)i]- inQfori,j=1,2,...,6.
Proof. Define the Lyapunov-Krasovskii function V for the error vector networks Equa-

tion (11), following the approach described in Section 3.1. Additionally, introduce an output
vector Y € RN" to the error vector networks Equation (11) using the expression

V= (In®R)e,+ (In®@R2)ey + (In @ R3)7.

Similar to the argument in Equation (17), we get

0 + T~ Do 0
E[Vau] = Zulk—i—EZSym{e k [e Pe QIDAE} ®'Yk }
i=1 2

U7k

/-1
+E Z sym{A%egkl] [MEDQDAE} 'yl[{l] }
=1

Uig i
& Alis 1
+EY sym{eu/k C.DQDA,| o }
=1
Ungk
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/-1
+E Z sym{FT(eEﬂk) [AEDQDAE} ®’71[<l] }
=1

Unok
/-1
+aE Y sym{e[v‘],f r"DQDA.| ry,[ﬂ}
1=1 ’ @BT
Unik
(-1
+EY AT [AETDQDAe] W, vk e zp. (33)

=1

Unk

Meanwhile, similar to the estimates in inequalities Equations (18)—-(23), we obtain from
Equation (33) the following:

=1 =1 ‘
< V;l 1 E Z A [l]T {MTDQDME} Ahe[l]k +E Zl ’)/k {AEDQDAE} ®7][(l]/ (34)
Vk € Z.

By employing Equations (16)—(26) and (33) and (34), we can compute

E[AV,] — 2E 2 YT < R Z nToyld, vk ez, (35)

T
where 17[] = {ei[:]k, L]k/ AL]k,AheL]k,F( (] ) G(egk),'y,[ﬂ forke Zy,1=1,2,...,¢.

In accordance with Equation (35), we get

/-1
2E Y YT > Blay,

=1
which is equal to

sp—1/¢-1
2K Z Zy 4T [l] >]E%2 —EVsl, Vs < $p,81,82 € Zy.
k=s1 1=1

Accordingly, INNs Equation (11) is stochastic passive. This completes the proof. [

So, we have the following:

Corollary 2. Assuming that (F) is satisfied, ¢ > 0 and p € [0, 1] are pre-given, D and M, are
nonsingular, and the controller gain © is provided in Theorem 1, the error network Equation (11) is
stochastically passive if there exist positive constants A, Ay, and n-order positive definite matrices
P, Q, H, K, Ry, Ry, and R3 such that O < 0. Here, O = (@ij)l <i,j < 7isdefined as O in
Theorem 2 except for the following modifications:

~ 5(1—=6)(4 —xp)up—_
Oss — —He + ( ﬁ)(h4 e 1[MSTDQDMS]®,

~ 51 n2e
Ou = —sym [CSDQDMS} ot "; 21/3 [MZ DQDMS} + o He.
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According to Theorems 1 and 2, a realizable algorithm for stochastic synchronization
or passivity of INNs Equations (1) and (5) is designed as Algorithm 1, and its O-chart is
described in Figure 1.

Algorithm 1 Stochastic synchronization or passivity of INNs Equations (1) and (5)

(1) Initialize the values of the coefficient matrices in INNs Equations (1) and (5)

(2) Compute LMIs in Theorems 1 or 2. When they are unviable, modify the values of
coefficient matrices in INNs Equation (1); otherwise, switch to next step.

(3) Receive the values of matrices P, Q, K, etc. Calculate the controller gain

-1
@:{DQDM4 K.

(4) Write iterative program based on INNs Equations (1) and (5) and plot the response
trajectories.

unviable

Initialize the values of
the coefficient
matrices in INNs (1)

Compute LMIs in
Theorem 1 or 2

Calculate the
controller gain ©

Write iterative
program based on
INNs (1) and (5)

Figure 1. O-chart of Algorithm 1.

Remark 2. Papers [44,45] investigated the passivity of inertial neural networks without reaction-
diffusion terms. This paper considers the effects of the reaction diffusions, which complements the
works in the literature [44,45].

4. Numerical Example
In view of INNs Equation (1), we take « = 0.1, ] = (10, 12)T,

20 2 0 11 2 -1
p-so[2 0], c=u2 O], moa[! 1], acar]2 7]

-2 2 2 01 . 2 0
B_aq },r_am[03],a_am[01}
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Taking e = 0.1, h = 0.01, 1 = 0.2, £ = 25, f(x) = (f1(x), fo(x))T = 0.1(sinxy, |x2|)T =
(g1(x),82(x))T = g(x) forany x = (x1,x2)T € R?. From Theorem 1, we can determine that
Ay = 32693, Ay = 32686,

[ 12059 —0.0142 s [ 25836 —0.0082 ,
P= [ 00142 1.6238 ] x10% Q= [ -0.0082  1.5422 ] x10%

[ 6.9393 3.4242 ]

0.0197 0.0049
3.4242 5.5926 ’

0.0049 0.0042

In addition,
o — 0.0164 0.0026
~ | 00026 0.0022 |

By Theorem 1, INNs Equations (1) and (5) realize stochastic synchronization, see Figures 2-5.

[e]
30-—-
2k

space variable ¢ time variable k

Figure 2. Stochastic synchronization to INNs Equations (1) and (5).

3
space variable ¢ time variable k

Figure 3. Stochastic synchronization to INNs Equations (1) and (5).
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space variable ¢ time variable k

Figure 4. Stochastic synchronization to INNs Equations (1) and (5).

2
3

5
space variable ¢ time variable k

Figure 5. Stochastic synchronization to INNs Equations (1) and (5).

Furthermore, taking A = 0.1[ (1) (3) ], 'ygl,]k = (10 + sin(s + k),8 + cos(t + k)T,
'yg,]k = (10 + sin(2¢ + k),8 + cos(2t + k))T, Vk € Zy, + = 1,2,...,£. The output vector

Y € R* for the network is defined as in Equation (32) with the following matrices:

. —0. . . 16177 —0.1
§)?1:{1839618 0.2256 },%2:[3769862 0.1127 },\%3:[ 6 0 ]

—0.2256 173.1908 0.1127  167.3857 -01 1721

By Theorem 2, we have )\f = 1825.8, Ay = 1825.7,

b 80412 71.1 Q= 13742 8.6
| 711 88713 |’ o 86 6353 |’

o [ 04183 0.1974 ] 3 [ 0.0011 0.0005 ]

0.1974 0.2709 0.0005 0.0011

Now, the controller gain of the boundary controller is given by

o= 0.0147 —0.0058
| 0.0059 0.0142
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According to Theorem 2, INNs Equations (1) and (5) achieve stochastic passivity, as in
Figures 6-11.

- [

2
30 2

space variable ¢ time variable k

Figure 6. Trajectory of state variable wy to INNs Equation (5).

\

space variable ¢ time variable k

Figure 7. Trajectory of state variable w; to INNs Equation (5).

40 _———-—-—)—'—'___'_-—;-t—-_-—\

20 [¢]
L1k
-30
0 g5
1. T2 s g 2 S : ’ ’
space variable ¢ time variable k

Figure 8. Trajectory of state variable zq; to INNs Equation (1).
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2
3

space variable ¢ time variable k

Figure 9. Trajectory of state variable z1, to INNs Equation (1).

70 —/\

P

1 8 10
2 4 6

. 3
0 . .
space variable ¢ 4 time variable k

Figure 10. Trajectory of state variable z»; to INNs Equation (1).

8

space variable ¢ time variable k

Figure 11. Trajectory of state variable z; to INNs Equation (1).
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Remark 3. In the previous work in article [38], the authors discussed passivity of non-autonomous
discrete-time inertial neural networks, overlooking discrete spatial diffusions. By contrast, the
present literature addresses it, as can be seen in Figures 6-11.

5. Conclusions and Future Works

For the first time, this discussion focuses on investigating discrete SINNs with the
influence of spatial diffusions.

Firstly, we present the time and space difference model of SINNs with reaction diffu-
sions using the time and space difference approaches, respectively.

Secondly, with the aid of a controller designed at the boundary, we address the issues
of both stochastic synchronization and passivity-based control, employing the Lyapunov-
Krasovskii function method.

As anticipated, we provide decision theorems for the aforementioned research topics
concerning discrete SINNSs. It is important to note that the method employed in this article
predominantly considers homogeneous networks described by INNs Equations (1) and (5),
making the study of heterogeneous networks challenging (see ref. [46]).

Moving forward, several aspects merit consideration in future work:

*  Fractional dynamics has become a research hotspot in recent years, which could be
discussed in the SINNS of this article.

e This paper only considers 1-dimensional space variables, which could be extended to
higher dimensions.

e  Exploration of alternative control techniques, such as impulsive controls and adaptive
controls, holds promise for further investigation.
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Abstract: China bears a heavy burden due to tuberculosis (TB) with hundreds of thousands of people
falling ill with the disease every year. Therefore, it is necessary to understand the effectiveness of
current control measures in China. In this paper, we first present a TB model that incorporates both
vaccination and treatment. Additionally, the model considers TB transmission characteristics such
as relapse and variable latency. We then define the basic reproduction number R of the proposed
model and indicate that the disease-free equilibrium state is globally asymptotically stable if Ry < 1,
and the endemic equilibrium state is globally asymptotically stable if Ry > 1. We then apply the Grey
Wolf Optimizer algorithm to obtain the parameters and initial values of the model by combining TB
data collected in China from 2007 to 2020. Through the partial rank correlation coefficient method,
we identify the parameters that are most sensitive to Ry. Based on the analysis results of the model,
we propose some suggestions for TB control measures in the conclusion section.

Keywords: tuberculosis; age structure; global stability; sensitivity analysis

MSC: 35B35; 35B40

1. Introduction

Tuberculosis (TB) is a formidable infectious disease that kills millions of people every
year. China has the third-highest TB burden worldwide, and in 2021, there were an esti-
mated 780,000 new TB cases and 32,000 TB-related deaths. In 2014 and 2015, all member
states of the World Health Organization (WHO) committed to ending the TB epidemic and
adopted the WHO End TB Strategy. However, the reduction in the TB incidence rate (new
cases per 100,000 population per year) from 2015 to 2021 only reached halfway towards the
first milestone of the End TB Strategy, with a decrease of only 10%. The WHO believes that
the main reason for this was the COVID-19 pandemic. The WHO's report on TB in 2022
pointed out that the COVID-19 pandemic has had a damaging impact on the prevention
and control of TB. The WHO estimates that approximately 10.6 million people worldwide
fell ill with TB in 2021, representing an increase of 4.5% from 10.1 million in 2020. Therefore,
gaining a more comprehensive understanding of effective ways to control the TB epidemic
is crucial for achieving the End TB Strategy [1].

The theoretical analysis and simulation of TB models that are in accordance with the
transmission mechanism of TB provide a means to identify how to control the TB epidemic
[2-9]. Therefore, we need to understand the transmission mechanism of TB and the main
control measures that are currently in place. TB is caused by a bacillus called Mycobacterium
tuberculosis (MTB). People can transmit the bacillus through the air. It is estimated that
approximately one-fourth of the global population is infected with MTB, but only 5-10% of
them will develop TB disease and potentially spread MTB to others. As a result, individuals
infected with MTB can be categorized into two groups: those with a latent TB infection
(who cannot spread MTB to others) and those with TB disease [10]. Some people who
have a latent TB infection will clear the infection and recover. Recovered patients may
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develop TB disease due to endogenous reactivation (or relapse) [11]. Currently, the main
ways to reduce the global burden of TB are vaccination against TB and treatment for TB
disease [12—-14]. The Bacille Calmette-Guérin (BCG) vaccine is the only licensed vaccine
for preventing TB disease, and more than 100 million newborn babies receive it annually.
Martinez et al. [13] found that BCG vaccination at birth is effective for preventing TB
in young children but is ineffective in adolescents and adults, and the effectiveness of
BCG vaccination against TB was shown to be 59% among tuberculin-skin-test-negative
infants vaccinated at birth. Setiabudiawan et al. [14] suggested that the efficacy of BCG in
preventing TB disease decreases over time. These findings suggest that the vaccine is not
always effective against TB. Both latent TB infection and TB disease are treatable [15,16].
Kerantzas et al. [15] pointed out that “directly observed treatment, short-course”, or DOTS,
has been shown in some regions to be able to cure as many as 98% of drug-susceptible
cases. Preventive treatment for TB can reduce the risk of latent TB infection progressing to
TB disease. The WHO recommends TB preventive treatment for people infected with MTB
who have a weak immune system. Without treatment, the death rate from TB disease is
about 50%, but with currently recommended treatments, the success rate is at least 85%.
Isoniazid and rifampicin are the two most effective first-line drugs. Resistance to both drugs
is defined as multidrug-resistant TB (MDR-TB). Both MDR-TB and rifampicin-resistant TB
(RR-TB) require treatment with second-line drugs. Treatment success rates for MDR/RR-TB
are typically in the range of 50-75% [1]. The reasons why MDR/RR-TB continues to emerge
and spread are the mismanagement of TB treatment and person-to-person transmission. It
is necessary to test for drug resistance to ensure that the most effective treatment regimen
can be selected as early as possible [17]. The factors mentioned above that impact the
spread of TB will form the basis of our modeling.

Many TB models have been developed to better understand the control and trans-
mission of TB. Li et al. [18] proposed a TB model that considers vaccination, treatment,
relapse, and the variable latent period. Through a theoretical analysis and computer simu-
lations, they suggested that education, treatment, and enhanced efficacy could reduce the
TB incidence rate in the United States. Since the latent period of TB ranges from weeks to
several years, many authors [19-21] have suggested the use of an age-structured equation
to characterize the latent compartment in TB models. This approach can effectively capture
the heterogeneity of the latent period. The incidence rate is a crucial indicator of the speed
at which an infectious disease spreads. Mathematically, the commonly used incidence rates
are bilinear and standard [22-24], but other nonlinear incidence rates have been proposed
to describe the transmission of infectious diseases [25-28]. Sigdel et al. [26] proposed the
nonlinear incidence rate f(I)S, where f(I) represents the positive, increasing, and concave
down nonlinear forces of infection. Many studies have demonstrated that models with
a nonlinear force of infection exhibit complicated dynamics [25-28].

Through an analysis of the above two paragraphs, in this paper, we investigate the
impacts of vaccine failure and treatment on the dynamics of a TB model that includes an
age-structured latent period, endogenous relapse, and a nonlinear force of infection. The
vaccine failure here includes the fact that it may not provide protection after vaccination,
and even if protection is provided, it may not be long-lasting. The treatment here includes
TB preventive treatment and TB disease treatment. Our goal is to use a theoretical analysis
and numerical simulation to identify measures for controlling the spread of TB and to
provide guidance to public health authorities on how to effectively allocate limited resources
to mitigate the spread of TB. The rest of the paper is organized in the following manner:
In the next section, we propose a TB model and discuss the fundamental properties of its
solution. In Sections 3 and 4, we study, respectively, the existence and global stability of
steady states. In Section 5, we present numerical simulations and a sensitivity analysis
to identify the significant parameters related to the basic reproductive number. A brief
conclusion is provided in the last section.
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2. The TB Model and Its Fundamental Properties
2.1. The TB Model

At time t, the population is divided into five distinct subclasses: the susceptible
subclass (S(t)), the vaccinated subclass (V (t)), the latent subclass (e(t, 4)), the infectious
subclass (I(t)), and the recovered subclass (R(t)). In e(t, a), a represents the latent age of
the exposed individuals. e(t, a) represents the density of the latent class at time ¢ with latent
age a. Then, the total number of latent individuals at time ¢ is fo e(t,a)da. Figure 1 below
illustrates the inter-relationships among these subclasses.

[oe]

uSI f() [

(pr + (L =) nR

Figure 1. Flowchart of the transmission of TB.

Based on the flowchart shown in Figure 1, we construct the following model for TB
transmission:

——= =pA—-f()S—uS+wV,

—5 = A=p)A—pf(DV = (p+w)V,

de(t, a )+ e(t[;@ = —(u+6(a) +o(a)e(ta),

ot ) O
<) / e(t,a)da+aR — (u; + 7)1,

+oo
d I—I—/ Je(t,a)da — (u+ )R,

e(t,0) = fF(I)(S+pV),
(O 11) O(ﬂ), S(O) = 50, V(O) = 09, I(O) = i(), R(O) =T,

where ¢(a) € L}r (0,4+00) and sy, vg, i, 7o € R4.. We list the parameters used in model (1)
in Table 1.

In order to facilitate the theoretical analysis of the model, certain assumptions and
notations are presented:

(1) 0,17, 0, 41,0, A > 0; i

(2) 6(a),o(a) € LL(0,4c0). Their essential upper bounds are 6 > 0 and & > 0,
respectively;

(3) f(I) is a twice differentiable function that satisfies (i) f(0) =0, f(I) > 0 for I > 0;
(ii) f'(I) >0, f"(I) <0 forI>0.
Fora > 0, we let

a Foo hee
k@) = e RO, i = [ s(ak(ada, = [ olaka)da,
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2 =RZ% x L (0,+00) x R%, and its norm is

—+o00
| vaxavaxs) L= X Jxil+ [ x| ds.
i=1245 0

Table 1. The parameters” meanings in the model (1).

Notations Definitions

A the rate of recruitment of susceptible individuals

U the constant natural death rate of individuals in every compartment
1-pg the coverage rate of the BCG vaccine

w the rate of vaccine-induced protection wanes

P the reduction coefficient of the contagion rate

the rate distribution of latent individuals entering the infectious subclass
the rate distribution of latent individuals entering the recovered subclass
the rate of treatment

the death rate of the infectious individuals

the proportion of effective treatment

the relapse rate

>,

—_
IS

~—

S

IS
~—

R T

2.2. Well-Posedness

By applying a similar analysis to that presented in Section 2.2 of [2], we can show that
the system (1) has a unique non-negative solution, which leads to the proposition below.

Proposition 1. For xo € 2, the system (1) has a unique continuous semi-flow ¥ (¢, xo) : Ry x

X — 2, and ¥(0,x9) = xo. Moreover, the set Y that follows is positively invariant under
system (1):

Y = {x = (S(t), V(t),e(t,a), [(t),R(t)) € 2 : | x

A
%‘Si 7
y}

where xg is the initial value of the semi-flow ¥ (t, xo), and Y represents a set such that if the initial
value is xo € Y, then ¥ (t,x9) € Y for t > 0.

Proposition 2. (1) For system (1), the semi-flow ¥ (t, -) is point dissipative, and Y can attract all
points in the set Z’;

(2) If C C Z is bounded, then ¥ (t, C) is also bounded;
(3) For xo € Z with || xo || o<1, S(t), V(¢),] e(t,-) ||L1+, I(t), R(t), < max{r, %}

Proof. || ¥(t,x0) |l#= S(t) + V(t) + I(t) + R(t) + f0+°°e(t,a)da, the time derivative of
|| ¥(t x0) || 2 satisfies the following differential inequality:

d
T 1¥(Ex0) < A—p || @t x0) [|2 -

It follows from the comparison principle that

AN A
¥t x0) [l < — —e (= [l %0 [l2), 2
H H
namely,
A
¥t x0) llors maxd =5 [ %0 7} ®)

From inequality (2), we can conclude that both the first and second conclusions of
Proposition 2 hold, while inequality (3) implies that its third conclusion holds. [J
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2.3. Asymptotic Smoothness

By integrating the third equation of system (1) along the characteristic line t — a =
const., we can derive

k(a)
e(t,a) = { eO(a_t)k(a—t)' 0st<a 4
e(t—a,0)k(a), 0<a<t

The following lemmas [29] are utilized to demonstrate the asymptotic smoothness of
the semi-flow {¥ (¢, -) }+>0.

Lemma 1. Forany bounded closed set 78 C 2 that satisfies ¥ (t, ) C 98, when the following two
conditions hold, the semi-flow ¥ (t, x) = Ky (t,x) + Ka(t,x) : Ry x 2" — 2 is asymptotically
smooth.

(1)  lim diamKy(t, ) =0;
t—+co
(2)  for some ty > 0, Ky (t, #) has compact closure for each t > t 5.
For the space L (0, +o0), boundedness alone is insufficient to guarantee precom-

pactness. Therefore, we need to employ the following lemma in order to deduce its
precompactness.

Lemma 2. If a bounded set o/ C L} (0, +o0) satisfies the following four conditions, then < is the
compact closure.

(1) sup fo g(s) | ds < +oo;

ged
2 li ds = 0 uni lyi o
(2) Glm 1,7 | g(s) | ds = 0 uniformly in g €

(3) hm f |g s+0)—g(s) | ds = 0 uniformlyin g € o;

(4) QhrglJr fo | g(s) | ds = O uniformly in g € <.

According to the two lemmas mentioned above, we can deduce the following theorem:
Theorem 1. The continuous semi-flow {¥ (¢, ) }1>0 generated by model (1) is asymptotically smooth.
Proof. Define the following two semi-flows:

Ki(t,x) = (S(8), V(£),e(t,-), I(£), R(t)),  Ka(t, x) = (0,0, ¢e(t,-),0,0),

where

k() 0<t<a 0<t<a,

de(t, ) :{ ot Dia—gy 05t e(t,a) :{ S'(t_a,O)k(a), 0<a<t

0, 0<a<t,

7

for x = (5(0),V(0),e9(a),1(0),R(0)) € 2, we can state ¥ (t,x) = Kq(t,x) + Ky (¢, x).
Let # C % be bounded; that is, a positive number ¢ > % exists, such that || x [ < ¢
for each x € 4. Then, we have

Kt L = [ en(0 = )i 2 de
= /+oo u+t)du

_ / ™ o) f”“<u+5< o))l 4,

<e M| «x Hggﬁ ce M,
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Thus, tliIE diam Ky (t, ) = 0. Next, we show that K (¢, %) has compact closure for
—r+00

eacht > 0.

It follows from Proposition 2 that S(t), V(t), I(t),andR(t) remain in the compact set
[0, c] for each t > 0. In the following part, we try to prove that é(t, 2) remains in a precom-
pact subset of L}F (0, +00) which is not dependent on x. It follows from

~ 0, 0<t<a,
< = -
0<efta) { e(t—a,0)k(a), 0<a<t,

and system (1) that
0 <&(t,a) < f/(0)(1 + p)cZe .

Therefore, conditions (1), (2), and (4) of Lemma 2 hold. Our next task is to demonstrate

+00
li é(t,a+0) —e(t,a) | da = 0.
gm | e(ta+6)—e(ta) | da

[ ata+ ) ~te.0) | da
_/te f“+9—€fﬂ\da+/ &(t,a) | da
- ./ot " et~ a—0,0)k(a +6) —e(t — 0,0)k(a) Ida+/ti9 | e(t —a,0)k(a) | da
</Ot6|e(f—ﬂ—9/0) | k(a+0) —k(a) | + | e(t —a—06,0) —e(t —a,0) || k(a) | da
+£/(0)(1+p)c%6,
where
[ et —a—0,0) | Kat0) k@) | da
<FO+p)P([  Hapda -
= O +p)P([  kapda -
= f(0)(1 +P)CZ(/OGk(a)da — /t_ k(s)ds)
< f0)(1+p)c.

It should be noted that

dS() |< piA+ F(0)+ (u+w)e,

|0 1< 1 pA+ @+ e+ of (0

1D < Gttt e

then
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|e(t—a—06,0)—e(t—a,o0) |
<[ S(t—a—0)f(I(t—a—6)) — S(t—a)f(I(t—a) |
o | V(E—a—6)f(I(t—a—6)) = V(t—a)f(I(t—a))
=(IS(t—a—=0)[| f(I(t—a—0)) = f(I(t —a)) | + | fUI(t—a)) [| S(t—a—0) = S(t—a) |)

+o(|V(t—a—0) || f(I(t—a—0))— f(I(t —a)) |
+ | fUI(t=a)[|V(t—a—0)—V(t—a)])
< f'(0)Z6,
where
E=(1+p)c(6+pur+a+7)c+c(prA+ f(0) + (u+ w)e)
+pf (0)e((1 = p1)A + (w + )+ pf' (0)c?).
Then,

/tie le(t—a—0,0) —e(t—a,0) || k(a) | da gf/(o)gg/**ee_mds PNACEN
’ 0
Hence,

/O+°° | e(t,a+0) —eé(t,a)|da < (2f’(0)(1 +p)cz + 192y

which means that condition (3) of Lemma 2 holds. Then, we can conclude that é(t,a)
satisfies all conditions of Lemma 2. As a result, we know that Kj (¢, %) has compact
closure for all t > 0. It follows from Lemma 1 that the continuous semi-flow {¥ (¢, -) };>0 is
asymptotically smooth. O

By utilizing Proposition 2.2, Theorem 1, and Theorem 2.6 from [30], we can derive the
following theorem.

Theorem 2. A global attractor B exists in 2~ for the continuous semi-flow {¥ (¢, -) }+>0, which
can attract any bounded set in 2.

3. Existence of Equilibrium States

The dynamic system characterized by (1) has a disease-free equilibrium state Ey =
(S0, Vo, 0L1(0’+00),0,0), where V) = “;%)A,so = % + “]TVO Define the mathematical
expression for the basic reproduction number by

g = 112+ f1(0)(So +pVo) (S (i + ) + How)
=
(ur +7) (4 + @)

. )

o measures the expected number of secondary infectious individuals that a pri-
mary infectious individual may infect during the entire infection period in a completely
susceptible population. Ref. [22] provides a detailed derivation of %.
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The endemic equilibrium state (S*, V*,e*(a), I*, R*) of system (1) satisfies the follow-
ing equations:
p1A =S f(I*) — uS* + wV* =0,
(I =p)A=pVf(I") = (4 +@)V* =0,
de*(a *
) (o) + o@)e a),
e*(0) = (8" +pVH)A(I),
e*(0) — uI* —yI" +aR* =0,
mI* +e*(0) 4 — (4 +a)R* = 0.
By performing a simple calculation, we can determine that I[* is the root of the follow-
ing equation:

(6)

e+ (7 (x) + o9 () (A (0 + ) + Hoa)

x) = 1,where ¢(x) = X ,x > 0.
80 80 (1 +7) (4 +a)
In this equation, ¥ (x) = %, S (x) = %‘)‘f;x). Clearly, we have XIE{)L g(x) =
Zo. From the properties of f(x), we know that 1_1}_{1 f(x) = const. or 1_1)rJrr1 f(x) = +oo.
X 0 X 9]
. _ . o ’)/}70( . _ .
If xgrfoof(x) = const., we have JCngrrloog(x) = GG If xgrfoof(x) = 400, It is not
. i . . _ e . _ N
difficult to find that xLlToo g(x) = TEEDI R Thus, xgrfoo g(x) = TG < 1. Now,
we demonstrate that ¢’(x) is negative. We have
/ (A (u+a) + H5a) f'(x)x — f(x) f(x) d(F(x) + 07 (x))
= y /y 7
() = LR E ) LT () () + L6 Lor),

where

d(7(x) +p7(x))
dx

= _pad )+ fH)) tw) | prlpt ot pf(x) ol =py)y
(+w+pf())2p+f(x) (et f(20)*(p+w+pf(x))

Based on the properties of f(x), we can infer that g’(x) is negative when x is greater
than 0. Hence, g(x) = 1 has only a positive and real root if Zy > 1; namely, if Zy > 1,
system (1) has only a endemic equilibrium state: E* = (S*,V*,e*(a), I*, R*). For system (1),
we arrive at the following result.

Theorem 3. The disease-free equilibrium state E is always feasible in system (1), while the endemic
equilibrium state E* is also feasible if 7y > 1.

4. Uniform Persistence and Global Stability
4.1. Uniform Persistence

In this section of the paper, we analyze the uniform persistence of the system (1). Let
us define

+o00 +o0
['= {(x1,x2,x3,%4,%5) € 2|31, € Ry : /0 5(a+t1)x3(a)da+/0 o(a+ty)x3(a)da

+x4 + x5 > 0},
and oT = 2"\ T'. We know that 2" =T UdI.

Theorem 4. For the semi-flow ¥ (t,-), both T and 0T are positively invariant sets. Moreover, in
set oI, the equilibrium state Eg is globally asymptotically stable.
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Proof. Let ¥(0, xo) € I IfI(0) > 0 or R(0) > 0, based on system (1), it is easy to verify that
I(t) > 1(0)e~ ("Dt > 0 or R(t) > R(0)e lackut > 0. Then, T is a positively invariant set
of the semi-flow ¥(¢,-). If I(0 ) = 0 and R(0) = 0, without a loss of generality, we assume

that 3+ € Ry, such that fo (a+t1)e(0,a)da > 0. Then, Vt € [0,t1],s =t —t >0,
such that
S o(a+s)e(t,a)da > f 6(a+s)e(t,a)da
= [/ Co(a+t+s)e(t,a+t)da )
= Jo 6(a+h)e(0,a) 5 da
> o~ (ptoto)t fo 5(a+t1)e(0,a)da > 0.

If 3t € (0,t1], such that I(t;) > 0, then I(t) > 0 for Vt > t,. Otherwise, according

to (7), we have
dl(t) _ [t
> .
T _/O d(a)e(ty,a)da >0

Then, I(t) > 0 for Vt > t;. This means that ¥(¢,I') C I for all + > 0. That is to say, I' is
a positively invariant set of the semi-flow ¥ (¢, ).
Let ¥(0,x9) € oI'. We construct the following model

ae(atga) n aeétL;a) = —(u+6(a) +o(a)e(t,a),
T = [™ s(apett,ayda-+ ak — (o + (),

N (8)
d%gﬂ _ (/O+ o(a)e(t,a)da+ynl(t) — (4 +a)R(t),

e(0,a) = eo(a), 1(0) =0, R(0) = 0.

A
Since S(t), V(t) < C, where C = max{|| x¢ || 2, ?}, it is easy to verify that

I(t) < I(t), R(t) <T(t), |l e(t,s) I <l e(t,s) I, ©)
where 96(t 98(t
‘3(8;”) 4 e;{;@ = —(u+6(a)+6(a))e(t,a),
% _ /0“”5( )o(t, a)da + aR — (v + up)I(8),
A . A X (10)
dlzigt) = /0+ o(a)é(t,a)da+ynl(t) — (u + a)R(t),

N

(£,0) =Cf(H(1+p),
é(0,a) = ep(a), 1(0) =0, R(0) =0.

Similar to the formulation (4), we derive

k(a)
é(t,a):{ @O _p 0st<a (11)
é(t—a,0)k(a), 0<a<t.

By substituting Equation (11) into the second and third equations of (10), we can obtain
the following equations
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% - Ot 5(a)é(t —a,0)k(a)da + Gy (t) + aR — (v + ur)1(#),
d%t) = ml(t) + /t o(a)e(t —a,0)k(a)da + Go(t) — (pu +a)R(t) .
I(0) =0, R(0) =

Gi(t) = /t+oo d(a)eg(a — t)k(l;(i)t)da, Go(t) = /foo o(a)eg(a — t)k(l;(i)t)da

+oo +oo
Gl(t)g/t 5(a)eo(a7t)da:/0 5(a + t)eo(a)da,

“+o0

Gt < [ ™ o(a)eo(a — t)da = [ ota+ Deofayde.

Based on ¥ (0, xg) € 9T, we know G (t), Ga(t) = 0 for t > 0. Then, the system (12) can
be rewritten in the following equations:

d;@ _ /Ot S(a)k(a)C(1+p)f(I(t —a))da + aR — (v + up)I(t),
d%ﬂ — l(t) + /0 r(@)k(@)C(1+ ) F(T(t — a))da — (u+ )R(D),

—~

(0) =0, R(0) =0.

It is easy to conclude that system (12) has a unique solution: [(t) = 0, R(t) = 0 for
t > 0. Depending on (10) and (11), we know that é(¢,s) = 0 for 0 < s < t. Thus,

1 6(a+u)é(t,a) | = l/t~+°° 5(a + u)eg(a —t) k(’;@t) da <[| 8(t + 1 +s)eo(s) [l =0,

| o(a+u)é(t,a) ||L1+: /t+°° o(a+u)e(a— t)k(’;(i)t)da <||o(t+u+s)ey(s) |\L1+: 0.

According to (9), we can conclude that
I(t) =0, R(t) =0,|| 6(a+t)e(t,a) ||L1+: 0,|| o(a+tr)e(t, a) ||L1+: 0, forall t,ty,tp > 0.

Thus, I is a positively invariant set of the semi-flow ¥ (¢, -).
In the set dI', system (1) reduces to the following system:

d%(tt) =p A —uS(t) +wV,
(13)

T — (1= p)A (V)

. . . o (17‘[)1)/\ . _ A
We can easily find that t£r+noo V(t) = 4y and tgrfoo(S(t) +V(t)) = 4 Hence,
lim S(t) = % — U=PUA 1 other words, in the set T, the equilibrium state E is globally

t—>-+oo ptw
asymptotically stable. [

Theorem 5. The semi-flow {¥(t,-)}i>0 is uniformly persistent with respect to (I, oT') when
Ho > 1. Apart from this, there is a global attractor By C T for {¥(t,-) }+>0.
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Proof. Theorem 4 proves the global stability of E for the set dI'. According to Theorem 4.2
in [31], we only need to verify
ws(Eo) NTr=09o,

where w;(Ep) = {x € 27| tll)l’_’l_’l ¥ (t,x) = Eo}. Assume that thereis a xg = (s, vo, eo(a), io, o)

€ I'Nws(Ep). Then the sequence {x, } C T exists, such that
1
¥t xn) = Eo ll2< 2 0.
Let us define ¥ (t, x,,) = (Su(t), Vi(t),en(t,-), In(t), Ru(t)). Then,

1 1 1 1
— — <
50 < Sn(t) < So +—-, W < Vn(t) <Vw+-, 0 In(t) <

=

and ¥(t,x,) C T, forall t > 0.

Similar to the analysis that I is a positively invariant set in Theorem 4, we know that
to > 0 exists, such that I(t) > 0 or R(t) > 0 for all t > t;. We may as well let tp = 0 and
I,(0) > 0. If n is sufficiently large, we can assume that Sy > %, Vo > % and
et fHSY = 5) + (VO = 5 (A + ) + Haa)

n

(1 +7)(n+a)

M(n) >1, (14)

when R > 1. From the properties of f(x), we know that f() > f'(1)[if [ < 1. Next, we
build the following system:

aé(at;a) I aé(ai;”) = —(u+6(a) +o(a))é(ta),

% _ /0+°° 5(a)é(t, a)da + aR — (y + u) (1),

d%ﬂ - /Oﬂo o(a)é(t,a)da +ynl(t) — (u+a)R(t), "
&(t,0) = (Sg — %) +o(Vo - %))f’(%)ff

A A

é(O,a) = en(o,ll), I(O) = 1,(0), R(0) = Rx(0).

Similar to the analysis presented in Section 2.2, we can conclude that a unique non-
negative solution exists for system (15). It follows from the comparison principle that

L,(t) > I(t), Ru(t) > R(t),en(t,s) > é(t,s),fort > 0. (16)

Similar to the formulation (4), we can obtain

k(a)
é(ta) = { @O 0st<e (17)
é(t—a,0)k(a), 0<a<t

We substitute (17) into the second and third equations of (15) and obtain the following
inequations:

N

)I(t = a)da — (u1+7)1(t) +aR(t),

S

= > /Oté(a)k(a)((so - %) +o(Vo - %))f’(

1)+ 0(V— ) (1~ a)da — (u-+ )R(1), o

0— —
n

— > nl(t) + /OtU(ﬂ)k(a)((S
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If [(t) and R(t) are bounded, we take the Laplace transform of both sides of (18) and
obtain the following inequations:

{ —1(0) + AL[T](A) > L{m] (M) LI(A) = (7 + ur) LIT(A) + «L[R](A), (19)
— R(0) + AL[R](A) > vy L[T](A) + Lua] (M) LIT(A) — (4 + &) L[R](A),
where
£ = [ e Mina LIRIA) = [ T e MR (1)t
L)) = [ S@k(@)f'()((So— ) +p(Vo— 1)) M,
Llus) () = [~ o@k@)f ()((So = 1) +p(Vo = 1)) Mda
From inequations (19), we can derive
A+p+a)A+pr+7), ey +allup](A) + Lln](M)A+p+a), .o
w 1 A+u+a)(A+p+7) I (20)
> R(0) + Wf(o) > 0.

By applying the Dominated Convergence Theorem, we know that £[u;](A) — L[u;](0),
(i=1,2)as A — 0, since

A+pra)A+pty)y  ayy+allu() + L)) +p+a)

x Atuta)A+u+7) I o

_ (V—F‘X)(VI_F'Y) (1—M(I’l)) <0,

which means that a positive number ¢ exists, such that

Atpra)Atpty),  ayytallp]d)+ Ln]()A+p+a)
o (A+p+a)(A+pr+7)

| <0,

for each A € [0,¢). It follows from (20) that L[I](A) < 0 for each A € (0,¢). But, there is
a contradiction with the non-negative of I(#)(t > 0). Thatis to say, [(#) and R(t) cannot both
be bounded. It can be inferred from the inequalities I, (t) > [(t) and R, (t) > R(t) that both
I,(t) and R, (t) cannot be bounded. This contradicts Proposition 2. Thus, ws(Eg) NI = @
holds. By using Theorem 4.2 [31], it is easy to show that the semi-flow {'¥(t,-)};>0 of
system (1) is uniformly persistent. By using Theorem 3.7 [30], we know that there is a global
attractor By C T for {¥(t,-) }+>0. O

4.2. Global Stability

Theorem 6. The disease-free equilibrium state Ey is locally asymptotically stable (unstable) for
Iy < 1 (fOT’%O > 1).

Proof. At Ey, the linearized system of system (1) can be expressed as the following equations:
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dz(tt) = —f"(0)Soi(t) — us(t) + wo(t),

) _ _o(t) — £ O)pYai(t) — po(t),

aﬁ(att/a) aeéz a) _ —(u+6(a) +o(a))e(t,a), o1
dld@ - /;Oo(s(a)e(t'”)d“ — (1 +7)i(t) +ar(t),

dr(t) ‘

Fraie yni(t) + /0+oo o(a)e(t,a)da — (u+ a)r(t),
e(t,0) = f(0)Soi(t) + f'(0)pVoi(t),

where s(f) = S(t) — So, v =V (t) — Vo, e(t,a) =e(t,a), i(t) = I(t), andr(t) = R(t).

Let

—+o0

~ 400 . N a
ky ()\) — / uc(a)e_ Jo ()\+]4+U(s)+o(s))dsda’ kz(}\) _ / (5(a)€_ Jo (A+y+0(s)+(5(s))dsda.

JO J0

In system (21), we set s(t) = S%M, v(t) = VOeM, e(t,a) = e®(a)e, i(t) = 1M, and
r(t) = R%* and derive the following equations:

AS0 = —(0)SoI° — uS® + wV?,
AV = —wV0 — £1(0)pVoI° — uv°,
a) = —(A+u+6@a)+c(a)e(a),

A+l = | ™ 5(a)(a)da + aR”, (22)
A+pu+a)R =nl° + /O+oo o(a)e(a)da,
e®(0) = £/(0)SoI° + £'(0)pVpI°.

By solving the system (22), we have

g0 _ WV = FO)SI® o _ —pf (OO po _ vI®+e%(0)ka(A)
At ’ Adutw’ Adp+a 7
ayn
&(0) = AEHY X o
ki(A) + o)

Atp+u

By combining the above expressions with the last equation of system (22), we obtain
the following equation:

(At g 7)o
F£(0)(So+pVo)I® = - * TR 1o
aky (A)
ki(A) + Atpta

This indicates that the characteristic equation of system (21) can be expressed in the
following form at the equilibrium state E:

_ f(0)(pVo + So)[(A + pt + a)k1 (A) + aka(A)] + vy

W CETE T~
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It is easy to find F'(A) < 0, F(0) = %y and /\lim F(A) = 0. Hence, when %y > 1,
—+00

a positive real root exists for the equation F(A) = 1, indicating that the equilibrium state E
is unstable. For Zy < 1, if Ag = ag + iby is a root of F(A) = 1 with a9 > 0. However,

| F(ag +1ibg) |< %y < 1.

As a consequence, for Z < 1, all eigenvalues of F(A) = 1 have negative real parts,
indicating that E is locally asymptotically stable. [J

Theorem 7. For system (1), if Ry < 1, the disease-free equilibrium state Ey is globally asymptoti-
cally stable.

Proof. Let us define hi(x) = x — Inx — 1. It is easy to conclude that /i(x) achieves a global
minimum at x = 1 and /(1) = 0. Thus, h(x) > 0 for all x > 0 and x # 1. By following the
same reasoning as Lemma 4.2 [32], we can verify that any solution to system (1) on B is
satisfied, such that S(t), V(t) > 0 for any t € R. Next, we define the Lyapunov function
W = Wi+ Wy + W3 + Wy + Ws on B. It follows from the compactness of B that W is
bounded on BB, where

7

o S ® Vv o
Wy = (U + ——265)Soh(=—), Wo = (U1 + ——06)Voh(—=), Wa=1, W5 =
1= ( 1+y+tx 2)So (So) b= ( 1+y+1x 2)Vo (Vo) 4 5= e

400

W3 = /:00 H(a)e(t,a)da, H(a) = /a (6(u) + T

O'(M) )e— f:(y-&-&(s)ﬂr(s))dsdw
Now, we calculate the derivatives of Wy, Wy, W3, Wy, and Ws along the solutions of

1 \%
(1). Since p = p1A— + w—o, we have
So So

v — « NGO _ V_5 _ SV
W= (U + " a2 (=P 55, fF)(S = So) + wV( +1)),
Since (1 — p1)A = (y + w)Vp, we have

IRTAY
Wo = (ot + ) (ko) R o v - )

Further, we have

Wy = — [y H(@) (4 +5(a) + 0(a) e(t,0) + oo )da
—  H(0)e(t,0) — °°(5(a)+yj_“0(a))e(t,a)da

= A+ fxz)(smvw) — I ) + @)t ayda,
Wy = f Je(t,a)da — (v + u;)l + aR,
s = u+a(°+°° o(@)e(t,a)da+ 1 = (u+w)R).

Thus, we can obtain

dW o o
— = (4 +——25)(S 1%, I — I+ ——anl
T ( 1+y+ 2)(So +p O)Sf( )5 éﬂﬂrvﬁ/) +y+a777
0 0
(%+V7%)WV0(—S*O—TVO—7+3)
_ (§=50)% | (V-Wp)?
(95/1+y+a«1/2)(f’1/\ 55, th— )-
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Notice that _3 SV VO +3<0,f(I) < f/(0)I. Thus, we have
So SVq
AW « (§—50)* | (V-VW)?
— < —1) — _r '
T (v +unI(Ro—1) (lfl-i-y a%)(plz\ 55, +u )

dW
As a consequence, if Ry < 1, then ar < 0 holds. Let T be the largest invariant subset

of {dd—vﬂ(l) = 0}. The equality holds only if S(t) = S°, 1 =0,V = V0. In T, S(t) = S°, 1 =0,
and V = VO for all t € R. Then, we have e(t,a) = 0. By combining this with system (1), it

follows that R(f) = 0 for all t € R. Hence, T = {Ep}. It follows from the LaSalle invariance
principle [33] and Theorem 6 that Ej is globally asymptotically stable. [

When Ry > 1, the system (1) has a global attractor By C I'. Let x € By. Then, a total
trajectory {¥(t, x) };cg exists in By. By following the same reasoning as that presented in
Section 3.2 in [32], the system (1) reduces to the following total trajectory system:

ﬂ(t) =p1A—=Sf(I) — uS+wVv,

d‘;igt) =(1—=p)A—pVf(I) = (p+w)V,

e(t,a) = k(a)(S(t —a)f(I(t —a)) + pV(t —a) f(I(t - a))),

) (23)
d;i(:):/(: 8(a)e(t,a)da + &R — (v + ) I(t),
dlzi _ +/ Ye(t,a)da — (u + a«)R(t),

(5(0), V(O)/ e(0,a), 1(0)/ R(0)) € Bo.

To prove that E* is globally stable, it is mandatory to prove that S(¢), V (t), e(t,a), I(t),
R(t) > 0.

Lemma 3. All solutions to systems (1) or (23) on By satisfy the following inequalities:

e <S(t), V(t), I(t), R(t) < M, f(e)(1+p)ek(a) <e(t,a) < f(M)(1+ p)Mk(a),

forallt € R, a € Ry, where € and M are positive constants.

Proof. Let ¥(t,x) = (S(¢), V(t),e(t,a),I(t),R(t)) C Bo.

Now, we are going to prove that S(t) > 0 for all t € R. We assume that S(ty) = 0 for
dS(to)
dt
some 779 > 0. This is a contradiction to By C I'. Hence, S(t) > 0 for all t € R. Similarly, we

can also derive V() > 0 for any t € R.

Next, we are going to prove that I(t) > 0, R(t) > 0 for any t+ € R. We assume
that I(#p) = 0 and R(typ) = O for some ¢y € R. From (23) it is easy to derive that I(t) =
0, R(t) = 0 when ¢ < . Furthermore, we have fo e(t,a)da = 0 for all t < ty. This
is a contradiction to ¥(t,x) C By. Further, we assume that I(ty) = 0, R(¢ty) > O for

some tg € R. Clearly, > p1A > 0. We can know from here that S(typ — 79) < 0 for

dI(t
some tg € R. It follows from (23) that ;t 0) > aR(ty) > 0. From here, we know that

I(tp — 11) < 0 for some #7 > 0. This is a contradiction to By C I'. Similarly, the assumption
that I(tg) > 0, R(tp) = 0 for some ty € R is not true. Hence, I(t) > 0, R(t) > 0 for any
t € R. Furthermore, it follows from (23) that e(t,a) > 0 for any (t,4) € (R, R;). Then, it
follows from the compactness of By that the conclusions of Lemma 3 hold. O
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Theorem 8. For systems (1) or (23) in T, if Ro > 1, the equilibrium state E* is globally asymptot-
ically stable.

Proof. Let us define the Lyapunov function G(t) = G; + Go + G3 + G4 + G5 on By. It
follows from Lemma 3 that G(t) is bounded, where

Gi = (i + S HSH(Z), Go = (i + S )V h(),
G = [ H@e @ o, 64— PhL), 65— S RH)

and

: o(u))e” Ja (n+d(s)+o(s))ds g,

+o00
h(x) =x—Inx—1, H(a)z/a (5(u)+y+a

Along with any solution to By, we take the derivative versus time of G. Since p1A =
uS* + f(I*)S* — wV*, we have

S*

Gim (i ts) (= SIS = )+ @V = V) 4 ()8 = F(1S)]
— (i S () - <5’S*(>>+wv*<h<vv*>—h(ﬁXHh(?»
et 0 S SFD
s L) ) -

Since (1 — p1)A = uV* + pf (I*)V* + wV*, we have

*

Go= (i + i) (1= )=+ @)V = V) = p(F(DV = F(I)V")]

| <

= A+ A @)V () —h()
oV AV ~ ) = H )
Further, we have
Cs= [y H(a)(1- :(t(iz) )%da = — ;" H(a)e" (a)aaah(;ﬁf(f)) )da
= 1O O - 600 + o@)e @n
— HOS)S (50 b )
- I 00 + o a)e @
OpF)V (M7 =k g HERT0)
Since v + u; = L ( 0+°° d(a)e*(a)da+ aR*), we have
- A S
= [ sme @0~ h() ~ h( e(i(‘;))’ e+ 2R (h( ) — h( )~ h(E)).
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Since y +a = %( o o(a)e(a)da + yyI*), we have
C= e (a)(if(';)) - egt(?)ﬁ +1)da
= e @B~ h) ~
1 () = i) = h( o)
Thus, we can obtain
C= —(+ S AN — i+ s ()
~A AV
(U + ARV () — () (o )V pf(TOV R )
~HO)S" (I i) =~ HO)pV £ i)
Iy e @ — R B ) - S 5 olae (T
SR + O ) O <)

From Proposition A.1 in [26], we know that ( ]{ ((II*))) - h(Ii*) < 0. Then, ‘fiict; <0

holds. It follows from the analysis of Theorem 5.6 [27] that By = {E*}. Therefore, the
global asymptotic stability of E* is derived. O

5. Parameter Estimation and Sensitivity Analysis
5.1. Parameter Estimation

In this section, we estimate the parameters of system (1) using annual tuberculosis
patient data from China collected between 2007 and 2020. After being infected with TB,
some individuals may exhibit symptoms of the disease within a few weeks due to their
lack of immunity to the bacillus. As time passes, their immune system gradually fights off
the bacillus, reducing the likelihood of displaying symptoms and increasing the chances of
recovery [34,35]. In the numerical simulation, we use years as the unit with a few weeks
being negligible in terms of the time length. Consequently, we establish two monotonic
functions to represent §(a) and o (a), respectively.

5(a) = 61e7%%, o(a) = oq(1 — e~ 2%).

We also assume that eg(a) = e(0)pue . Since f(I) in (1) is monotonically increasing
and concave down, we choose the following function to represent f(I):

Bl
£ = 1p= -EL), where > o

Next, we set the values or intervals of all parameters and initial values:

(1) Based on the National Bureau of the Statistics of China (NBSC) data [36], the
average newborn population in China was 16,289,670 persons per year during this period
with an average life expectancy was 76.34 years old. Thus, we take A = 16,289,670 and
u = 1/76.34. The World Health Organization estimates that approximately one-quarter
of the world’s population has been infected with TB and about 85 % of people who
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develop TB disease can be successfully treated with a 6-month drug regimen. Thus, we
take S(0) = 0.75 * 1,314,480,000 persons, f0+°° e(0,a)da = 0.25 * 1,314,480,000 persons,
n = 0.85. Trollfors et al. [12] suggested that the BCG vaccine exhibits a significant effect
on latent tuberculosis infection (LTBI) with an efficacy rate of 59%. Thus, we take p =
0.41. Guo etal. [2] suggested that the death rate due to TB is 0.0056 per year. Thus,
1 = 1+ 0.0056 per year. The initial infectious population is I(0) = 5011912 persons, and
the initial recovered population is R(0) = 7493719 persons. Xue et al. [37] suggested that
1 — p; = 0.99 in China.

(2) In [2], The authors adopted the bilinear incidence rate fSI and estimated the
coefficient value to be f = 1.15 x 10710. Thus, we take the range of B as [1 x 10711,1 x
10719]. In order to ensure the non-negativity of f(I), we take the range of 1 as [1 x
10712,1 x 10~ !1]. Assuming m; is on the same order of magnitude as I(0), we take the
range of my as [1,000,000, 2,000,000].

(3) As found by Martinez et al. [13], BCG vaccination at birth only provides significant
protection against TB for children under 5 years of age and has little effect on adolescents
and adults. In [38], Huang et al. found that the BCG is effective against LTBI for adults of
at least 18 years of age (adulthood) when given at birth. We assume that w € [1/20,1/5].

(4) There is no evidence to show the range of the parameters 1, d, 01, and 0. We
assume that the range of these parameters is [1 x 107, 1].

(5) TB treatment generally needs to take 4 to 9 months [10]. But, multidrug-resistant
TB treatment takes much longer. Thus, we take the range of y as [0.2, 2]. In [37], the authors
suggested that the range of the relapse rate « is [0.005, 0.025].

(6) Based on the newborn population per year and the protection period of the vaccine,
we assume that the range is V(0) = [1 x 10%,2 x 108].

The data on annual tuberculosis patients (Table 2) were obtained from the Chinese
Center for Disease Control and Prevention [39].

Table 2. The data of TB cases in China (persons).

Year 2007 2008 2009 2010 2011 2012 2013
Cases 1,163,959 1,169,540 1,076,938 991,350 953,275 951,508 904,434
Year 2014 2015 2016 2017 2018 2019 2020

Cases 889,381 864,015 836,236 835,193 823,342 775,764 670,538

Next, we simulate the following parameters and the initial conditions of system (1)
O = (81,62, 01,0,w, B, f1,m1,,7, V(0)).

We represent the number of new tuberculosis patients in the tth year as P(t,®), which
can be expressed as follows:

P(t,0) = X(t) — X(t - 1),

where X(t) denotes the cumulative number of patients with TB disease by the tth year. We
can derive the expression for X(t) as:

dX(t)

it /omﬂa)e(t,a)da +aR(t).

Next, we utilize P(t, ®) to simulate China’s annual tuberculosis patient data. We use
MATLAB 2018b software to estimate . Using the Grey Wolf Optimizer (GWO) algorithm,
we can estimate the unknown parameters and initial values for model (1), as shown in
Table 3. The results of the simulation are presented in Figure 2.
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Figure 2. The comparison between the simulation results of the GWO algorithm and the actual data.

Table 3. Unknown parameters and initial values estimated by the GWO algorithm.

Parameters Value Source Parameters Value Source
5 0.01518682 Fitting B1 2.8311140 x 10712 Fitting
Oy 0.047465098 Fitting my 1,805,707 Fitting
1 0.086799875 Fitting o 0.010890517 Fitting
o3 0.000960051 Fitting 0% 0.200034765 Fitting
w 0.090614519 Fitting V(0) 129,832,691 Fitting
B 4.887090 x 10~11

5.2. Sensitivity Analysis

The output of the model (1) is determined by its initial values and parameters. The
GWO algorithm is used to estimate some parameters and initial values, which may introduce
uncertainty into their selection. Therefore, we need to conduct an uncertainty analysis (UA)
in order to determine the reliability of parameter estimates. To ensure the reliability of the
estimates through the GWO, we employ the Markov Chain Monte Carlo (MCMC) method
with the Delayed Rejection and Adaptive Metropolis (DRAM) algorithm [40]. We estimate the
convergence of the Markov chain by using Geweke’s Z-scores [41]. The expectations, standard
deviations, and confidence intervals of the parameters and initial values are listed in Table 4.

Table 4. The parameters and initial values of the model (1).

Parameters Mean Std 95% CI Gewekes Z-Score
5 0.015224 0.0017461 [0.01521682, 0.015232125] 0.99492
5 0.047357 0.0054654 [0.047333118, 0.047381024] 0.9904
oy 0.08693 0.010083 [0.0868855, 0.086973908] 0.98351
o 0.00095903 0.00011069 [0.000958544, 0.000959514] 0.99975
w 0.090725 0.010535 [0.090678698, 0.09077104] 0.99583
B 4.8889 x 1011 5.6062 x 1012 [4.88647 x 10~11,4.891385 x 10~11] 0.99636
B1 2.824 x 10712 32717 x 10713 [2.82254 x 10712,2.825412 x 10~ 1?] 0.98896
my 1,801,600 209,190 [1,800,674, 1,802,508] 0.99182
w 0.010882 0.0012476 [0.010876, 0.010887] 0.98807
v 0.19972 0.023108 [0.1996197, 0.199822] 0.9752

V(0) 13,038,000 1.5 x 107 [130,309,596, 130,441,079] 0.99426
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In this paper, a sensitivity analysis (SA) is used to identify the parameter that has the
greatest impact on R. We use the partial rank correlation coefficient (PRCC) to analyze
the sensitivity, which is based on Latin hypercube sampling (LHS). For the parameters
presented in Table 4, we let m, V(0) take the expected value, and we assume that other
parameters follow normal distributions with the expectations and standard deviations
shown in Table 4. Because the parameters are sampled normally, we can observe that the
distribution of R is also normal in Figure 3. Figure 3 shows that the average of Ry < 1. It
follows from Theorem 7 that the model 1 is globally asymptotically stable to the disease-free
equilibrium state, which suggests that TB transmission will eventually disappear. However,
this does not mean that China will achieve the End TB Strategy of the WHO (reducing the
incidence of TB by 90 % by 2035 compared to 2015) [1,2]. Thus, China should find the most
effective measures to achieve the goal of the WHO. Figure 4 shows the values of PRCC for
Ro. It follows from the values of PRCC that §(a), B, «, and v have significant influences
on Rg.
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Figure 4. The PRCC values.
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6. Discussion and Conclusions

The rate 6(a) at which latent individuals enter the infectious class has a significant
influence on Ry. But, we think it is difficult to implement control measures on the param-
eter in China’s public health at present. The parameter a represents the relapse rate. If
the relapse rate « is reduced, we can see a significant reduction in R, which will lead to
a significant reduction in the number of new cases. Therefore, gaining a better understand-
ing of the causes and risk factors associated with TB relapse is crucial for controlling the
spread of TB in China. The TB transmission coefficient § has a significant impact on R. To
decrease f3, effort is needed to prevent susceptible populations from becoming TB latent
populations. This includes paying attention to personal protection, accepting TB treatment
and prevention education, avoiding unhealthy living habits, and more. The treatment
rate -y exerts a significant influence on R. To increase 7, efforts are needed to expand the
coverage of TB treatment and improve treatment success rates for patients with TB disease.
Therefore, implementing these measures could effectively reduce the TB incidence rate
in China. However, we also found that the waning rate w of vaccine-induced protection
has no significant effect on Ry. We suggest that this does not necessarily mean that the
BCG vaccine has no effect on preventing and controlling TB. The possible reason for this
is that we assumed a fixed efficacy rate for the vaccine in the simulation. If the vaccine’s
effectiveness were improved, it would be possible to significantly reduce the number of
new TB cases. Therefore, the development of novel vaccines is also a focal point for the
goal of TB control.

In this paper, we present an age-structured mathematical model for TB infection based
on the characteristics of TB transmission in order to gain a better understanding of the
spread of TB in China. The aim of our research was to propose control strategies to mitigate
the risk of TB spread. We defined the basic reproduction number Ry and demonstrated
that it is the key determinant of the global dynamics in our proposed model. Based on
annual data on TB in China collected from 2007 to 2020, we estimated the model parameters
and calculated the PRCC between these parameters and the basic reproduction number
Ro. From the PRCC values, we can see that 5(a), B, &, and 7y have the most important
influences on Ry. In light of the actual controllability, we proposed some measures to
control the spread of TB in China. There are still some deficiencies in our study. Firstly,
we did not take into account the time lag caused by treatment in our modeling, which
may pose great difficulties for the dynamic analysis of the model. Secondly, we did not
consider drug resistance, as the treatment success rate for patients with drug resistance is
significantly lower. Thirdly, the distributions of §(a) and ¢ (a) are based on our hypothesis
and will be studied further when relevant data become publicly available.
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Abstract: We show the existence of complex dynamics for a seasonally perturbed version of the
Goodwin growth cycle model, both in its original formulation and for a modified formulation,
encompassing nonlinear expressions of the real wage bargaining function and of the investment
function. The need to deal with a modified formulation of the Goodwin model is connected with
the economically sensible position of orbits, which have to lie in the unit square, in contrast to
what occurs in the model’s original formulation. In proving the existence of chaos, we follow the
seminal idea by Goodwin of studying forced models in economics. Namely, the original and the
modified formulations of Goodwin model are described by Hamiltonian systems, characterized by
the presence of a nonisochronous center, and the seasonal variation of the parameter, representing
the ratio between capital and output, which is common to both frameworks, is empirically grounded.
Hence, exploiting the periodic dependence on time of that model parameter we enter the framework
of Linked Twist Maps. The topological results valid in this context allow us to prove that the Poincaré
map, associated with the considered systems, is chaotic, focusing on sets that lie in the unit square,
and also when dealing with the original version of the Goodwin model. Accordingly, the trademark
features of chaos follow, such as sensitive dependence on initial conditions and positive topological
entropy.

Keywords: Goodwin growth cycle model; nonisochronous center; parameter seasonal perturbation;
linked twist maps; chaotic dynamics

MSC: 34C28; 91B55

1. Introduction

In the last years of his research activity, Goodwin in [1] studied, by means of numerical
experiments, what can be obtained by the superimposition of exogenous cycles to cycles
endogenously generated by a model, focusing, in particular, on the one by Rossler [2],
and concluding that, “At this point it becomes appropriate to consider the relevance, if any, that
these forced models have to economics. The answer is not difficult to find: the economy consists of
a very large number of separate and distinct parts, with the result that these parts are subject to
continual exogenous forces. To begin with there are the individual national economies increasingly
acted on by the movements of the world economy. Then within the economy there are various
markets with dynamics particular to them. There is the annual solar cycle with its influence on
various markets, for example the agricultural, the touristic, the fuel, and any number of others” ([1],
pp- 121-123).

Taking inspiration from such considerations, we investigate the effect produced on the
dynamics of both the original version and a modified formulation of his celebrated growth
cycle model (see [3,4]) (The interested reader can find in [5] a survey on the vast literature
about the Goodwin model, concerning possible extensions or modifications of the original
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setting, in [3,4]), by the exogenous periodic variation in one of the model parameters, the
seasonal oscillation of which is empirically grounded.

We recall that the Goodwin model represents, in Goodwin’s own words, a “starkly
schematized”, yet incisive, manner, the relationships between capitalists and workers.
The need to deal with a modified formulation of the growth cycle model comes from
the fact that the original formulation, proposed in [3,4], is not coherent. Indeed, despite the
linearity of the real wage bargaining function and of the investment function, the original
Goodwin model consists of two nonlinear differential equations of the Lotka—Volterra
type, the variables of which are wage share in national income and proportion of labor
force employed, which, by definition, cannot exceed unit. On the other hand, orbits of the
Goodwin model can lie everywhere in the first quadrant, possibly outside the unit square
(Goodwin was aware of this fact and, indeed, in ([3], p. 57), he wrote “Both u [wage share
in national income] and v [employment proportion] must be positive and v must, by definition,
be less than unity; u normally will be also but may, exceptionally, be greater than unity (wages and
consumption greater than total product by virtue of losses and disinvestment)”). Some contribu-
tions, such as those by Desali et al. [6] and Harvie et al. [7], were devoted to fixing such an
issue in an economically sensible manner. Nonetheless, as shown by Madotto et al. in [8],
those works do not solve the problem with the orbit position, since the assumptions made
in those two papers are not sufficient to guarantee that orbits lie inside the unit square.
Hence, keeping the settings in [6,7] as a starting point, but taking into consideration the
results obtained in [8], we deal here with a different reformulation of the Goodwin growth
cycle model, which, in its outcomes, is consistent with the meanings of the variables and,
in particular, with their admissible ranges. In more detail, in our revisitation of the model,
in regard to the real wage bargaining function, we opt for the nonlinear formulation of
the Phillips curve proposed by Phillips in [9], and considered, for example, in [6]. For the
investment function, we deal with a similar nonlinear formulation, used in the simulative
analysis performed in [8], and satisfying the conditions found in that work, so as to ensure
that orbits lie in the feasible region. We stress that a nonlinear investment function is also
grounded from an economic viewpoint, since, according to [10], followed by [11], it is
suitable to encompass the description of a more flexible savings behavior with respect
to its linear counterpart. Moreover, the nonlinear version of the Phillips curve [9] was
initially considered by Goodwin, too, who then linearized that expression in its well-known
model so as to obtain an approximation for it, “in the interest of lucidity and ease of analysis”
([3], p- 55) (see also [6], p. 2666). Still, the economic interpretation requires the real wage
bargaining function to be increasing in the proportion of labor force employed, while the
investment function has to be decreasing in wage share in the national income.

Since the modified formulation of the Goodwin model that we are going to analyze
fulfills the conditions in [8], we know that, like the original framework in [3,4], it is still
a Hamiltonian system, characterized by the presence of a global, nonisochronous center.
Hence, in order to analytically show the dynamic consequences produced on its periodic
orbits by the exogenous periodic variation in one of the model parameters, we use the
Linked Twist Maps (LTMs, hereinafter) method, recently employed, for instance, in [12] to
show the existence of complex dynamics in two evolutionary game theoretical contexts.
In particular, we assume that the chosen parameter alternates in a periodic fashion between
two different values, e.g., due to a seasonal effect, and this allows us to prove the existence
of chaotic dynamics. In order to make our choice empirically grounded, we focus on
the parameter that describes the ratio between capital and output, since, keeping the
capital level constant, production is no doubt influenced by phenomena that are periodic
in nature. We can, for instance, take into consideration the oscillatory behavior during
the solar year of the energy price in electricity markets in consequence of the varying
demand over the months, as investigated, for example, in [13,14], or the different supply
in the agricultural commodity markets in various seasons. We stress, however, that the
same assumption about a periodic variation between two different values made on any
other model parameter would produce analogous results in terms of generated dynamics,
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since all parameters influence the center position (We remark that this is a sufficient, albeit
not necessary, condition in order to apply the LIMs method whenever we deal with a
nonisochronous center, as long as the switching times between the regimes described by
the two different parameter values are large enough. As shown, for example, in [12,15],
the LTMs technique can be used even when, in consequence of the periodic perturbation of
one of the model parameters, the center position does not vary, but the shape of the orbits
is modified in a suitable manner).

In order to explain the LTMs technique we need to recall, on the one hand, the original
setting of linked twist maps, as studied, for instance, in [16-18], with the corresponding
assumptions of smoothness, preservation of Lebesgue measure and monotonicity of the
angular speed with respect to the radial coordinate, and, on the other hand, the Stretching
Along the Paths (henceforth, SAP) method, developed in the planar case in [19,20] and
extended to higher dimensional frameworks in [21]. The SAP method is a topological
technique that allows the existence of fixed points, periodic points and chaotic dynamics
for continuous maps that expand the arcs along one direction and that are defined on
sets homeomorphic to the unit cube in Euclidean spaces. The context of LTMs represents
a geometrical framework in which it is possible to employ the SAP method in view of
proving, as done, for example, in [22,23], the presence of the trademark features of chaos,
such as sensitive dependence on initial conditions and positive topological entropy. In more
detail, by a Linked Twist Map we mean the composition of two twist maps, each acting on
an annulus, with the two annuli linked together, i.e., crossing in the two-dimensional case
along two (or more) planar sets homeomorphic to the unit square, that we call generalized
rectangles. Since our approach is purely topological, different from that in [16-18], we just
need a twist condition on the boundary of the two linked annuli, similar to what is required
in the Poincaré-Birkhoff fixed point theorem.

As explained above, in the present paper, we are going to apply the LTMs method to
the original and to the modified formulations of the Goodwin model, that, according to
the findings in [8], are Hamiltonian systems with nonisochronous centers, the position of
the center varying when the value of one of the model parameters changes. In particular,
in both frameworks we act on the ratio between capital and output, since it is sensible
to assume that it alternates, due to a seasonal effect, in a periodic fashion between two
different levels, one of which may be seen as a perturbation of the other. In this manner,
starting either from the original or the modified formulation of the Goodwin model, we
obtain two conservative systems, the unperturbed and the perturbed ones, and for each
system we can consider an annulus made of energy level lines. Under suitable conditions,
the orbits the two annuli are linked together, crossing in two disjoint generalized rectangles.
In our settings, the LTMs technique consists of finding two such linked annuli, having
intersections containing chaotic sets. Their existence is established by applying the SAP
method to the Poincaré map obtained as composition of the Poincaré maps associated with
the unperturbed system and the perturbed one. This leads us to work with discrete-time
dynamical systems. Like what has happened in other contexts in which the LTMs method
was used (see e.g., [12,23]), our results about the existence of complex dynamics are robust
with respect to small changes, in L! norm, in the coefficients of the considered settings.

We stress that the nonisochronicity of the center plays a crucial role in applying the
SAP method, because it implies that the Poincaré maps produce a twist effect on the linked
annuli, since the orbits composing them are run with a different speed. In this manner,
the generalized rectangles, where the annuli meet, are increasingly deformed with the
passing of time. Hence, if the regimes governed by the unperturbed system and by the
perturbed one are sufficiently long-lasting, the Poincaré maps transform the generalized
rectangles into spiral-like sets, that intersect the same generalized rectangles many times,
so that the stretching property required by the SAP method, in order to guarantee the
existence of chaotic sets inside the generalized rectangles, is fulfilled.

Regarding the nonisochronicity of the center in the settings that we analyze in this
manuscript, for the original formulation proposed in [3,4], we rely on the classical results
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in [24,25] about the monotonicity of the period of orbits for the Lotka—Volterra predator—
prey model with respect to the energy level, since the Goodwin growth cycle model is a
special case of that more general framework. For the modified formulation of the Goodwin
model that we take into account we instead make reference to the findings obtained
in [8] about the period of small and large cycles for a wide class of Hamiltonian systems
encompassing the one here considered. More precisely, although an exhaustive analysis
of the period of the orbits does not seem to be easy to perform, as discussed in [8], due to
the presence of singularities in the model, Madotto et al. proved, on the one hand, that the
approximation of the period length of small cycles by means of the period of the linearized
system is valid near the equilibrium point and, on the other hand, that the period length
of large cycles, approaching the boundary of the feasible set, i.e., the unit square in our
context, is arbitrarily high. In view of illustrating, by means of a concrete example, our
main result about the existence of complex dynamics for the modified formulation of the
Goodwin model, we numerically checked that the periods of the orbits coinciding with
the inner and the outer boundaries of the linked annuli, considered in our example, did
not coincide, finding, in particular, that the period of the orbits increased with the energy
level, in analogy with the classical results in [24,25] for the original formulation of the
Goodwin model. This is in agreement with the simulative experiments performed in [8] for
the same setting that we investigate. Indeed, using a different notation, the framework that
we study has been essentially proposed in (Section 5.3 in [8]) to illustrate the difficulties
which arise when trying to prove that the period map connected with the general class of
Hamiltonian systems analyzed in that paper is increasing, even if the detailed numerical
simulations performed in [8] suggest that the period monotonicity holds true for the system
that we consider.

Hence, our contribution is strongly based, on the one hand, on the results contained
in [8] about the period of cycles of a suitable class of Hamiltonian systems. On the other
hand, our work belongs to the research strand which, starting from [22,23], shows how to
use the LTMs method to prove the existence of complex dynamics in various continuous-
time settings (see e.g., [26-28]). In more detail, the paper that is closest to ours is [23], where
the LTMs method was applied to investigate the dynamical effects produced by a periodic
harvesting in the predator—prey model. Namely, the original formulation of the Goodwin
growth cycle model is a special case of the Lotka—Volterra predator-prey model. However,
our analysis does not coincide with that performed in [23], since, led by the economic
argument about the ratio between capital and output explained above, we perturb in a
periodic fashion a different parameter with respect to [23], and this produces a dissimilar
effect on the center position. Moreover, orbits were run counterclockwise in [23], while
they are run clockwise in the present framework, and this aspect also affects the proof of
our result about LTMs, in which we need to count the laps completed by suitable paths
around the centers.

In addition to the fact that the LTMs method has not been applied to the Goodwin model
yet, two further reasons led us to deal with its original formulation in our investigation.

The first one is to provide robustness to the results that we obtain for the model
modified formulation, which, indeed, in their general conclusions do not depend on the
particular expression of the equations involved, as long as we enter the class of Hamiltonian
systems considered in [8]. Only the kind of geometrical configuration for orbits in the
phase plane, and, thus, the way to use the LTMs method, could vary according to the
formulation of the model equations and on the basis of how they depend on the parameter
that is periodically perturbed. We remark that different nonlinear expressions for the
real wage bargaining function, and for the investment function, could be sensible, as well.
Nonetheless, we chose two formulations that, in addition to having already been considered
in the existing literature, satisfy the conditions found in [8], ensuring that the center is
nonisochronous and that orbits lie in the feasible region, i.e., the unit square, since the state
variables, being wage share in national income and proportion of labor force employed,
can neither be negative, nor exceed unity.
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The second reason for considering the Goodwin original formulation of the growth
cycle model lies in the possibility of showing how to use the LTMs method to prove the
existence of chaotic sets lying inside the unit square, despite the previously mentioned
issue with the orbit position in the original Goodwin setting. Namely, the chaotic sets
are contained in the detected pair of linked annuli, that jointly constitute an invariant
set under the action of the Poincaré map obtained as composition of the Poincaré maps
associated with the unperturbed system and the perturbed one, since each annulus, being
made of periodic orbits, is invariant under the action of the Poincaré map describing the
corresponding regime. Choosing linked together annuli contained in the unit square solves
the problem. As our illustrative examples show, this can be done even when dealing
with parameter configurations analogous to those considered in [6,7]. We stress that the
issue with the orbit position did not occur in [23], since the variables in the original Lotka—
Volterra model, describing the size of prey and predator populations, are not confined to
lying in the unit square.

The remainder of the paper is organized as follows. In Section 2, we recall the original
formulation of the Goodwin growth cycle model and we explain how to apply the LTMs
method in such a context, highlighting the differences with [23]. In Section 3, we introduce
the modified formulation of the Goodwin model, for which we check the existence of chaotic
dynamics by means of the LTMs technique. In Section 4, we recall the definitions and the
results connected with the LTMs method used in the preceding sections. In Section 5, we
conclude. Appendix A contains the mathematical proof of our results, as well as some
related comments.

2. The LTMs Method for the Goodwin Model Original Formulation

Following Goodwin’s seminal idea in [1], of studying forced models in economics,
we apply the Linked Twist Maps (henceforth, LTMs) method, the main features of which
are described in Section 4, to his celebrated growth cycle model, in order to show the
effects produced on its dynamics by the exogenous periodic variation in one of the model
parameters, the seasonal oscillation of which is empirically grounded.

We start by briefly recalling the model’s original formulation proposed in [34].

Denoting by u(t) € [0,1] the wage share in national income and by v(t) € [0,1] the
employment proportion, the Goodwin model reads as

' = u(=(a+x)+po)

v/:v<f(oc+ﬁ)+1%“) @
where all parameters are positive and, in particular, « is the exogenous labor productivity
growth rate, f8 is the exogenous labor force growth rate, o is the capital-output ratio, while
x and p characterize the real wage growth rate, which is of the form — ) + pv., We stress
that, rather than yx, the symbol 7 is generally used in the Goodwin model. However, we
preferred to save <y to denote paths (see e.g., Definition 2) in agreement with the existing
literature on the SAP method. The first equation in (1) derives from Goodwin’s linearized
version of the Phillips curve [9] in real wages (see the first equation in (9) for its nonlinear
formulation). We refer the interested reader to [6] for the derivation of the second equation,
based on the assumptions that capitalists reinvest all profits and workers consume all
wages, and to [6,7] for further details on the model.

Although state variables, due to their meanings, can neither be negative nor exceed
unity, the latter condition is not guaranteed by (1). Namely, those equations describe a
conservative system with closed orbits lying everywhere in the first quadrant of R? and

surrounding the center
P = (l—a(zx+,3),a—;x).
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We stress that P lies in the unit square when

o<

. 2

atp  Mta<e )

The origin O = (0,0) is an equilibrium, being a saddle. As it is immediate to check,
System (1) is a special case of the Lotka—Volterra predator—prey model (see e.g., [29])

"—x(a—b
{x, (o~ by) o
Yy =y(—c+dx)

where u(t) corresponds to y(t) and v(t) corresponds to x(t), even if x(t) and y(t) are not
confined to lie in [0, 1], since they are non-negative variables describing the size of the prey
and of the predator populations, respectively. In particular, as in [23], we focused only
on x(t) > 0 and y(t) > 0, being therein interested in dynamic outcomes characterized
by the coexistence between prey and predator. In what follows we confine our analysis
to positive values of u(t) and v(t). Specifically, System (3) describes the twofold, at one
time beneficial and detrimental, nature of the interactions between predators and preys.
Similarly, the Goodwin model schematically represents the involved relationship between
capitalists and workers, with the wage share in national income being the predator variable
and the employment proportion being the prey.

Both (1) and (3) describe Hamiltonian systems. In the former case, orbit equations are
given by

E(u,v) = g — <(17 —a— ,B) log(u) + pv — (a + x) log(v) = ¢,

for some ¢ > {,, where {j is the minimum energy level attained by E(u, v) on the open unit
square (0,1)?,i.e., £y = E(P). Notice that, under (2), the minimum level attained by E(u, v)
on (0,1)? coincides with the minimum level attained on (0, +00)?, since we assume that
P € (0,1)2. Moreover, the period of the orbits of System (1) increases with the energy level,
due to the possibility of relying on the classical results in [24,25] on the monotonicity of
the period of the orbits for the Lotka—Volterra predator-prey model in (3). On the other
hand, contrary to what happens with System (3), orbits for System (1) are run clockwise,
as the analysis of the phase portrait shows. This is due to the fact that, as observed above,
comparing Systems (1) and (3), u(t) corresponds to y(t) and v(t) corresponds to x(t).

While Goodwin investigated, by means of numerical experiments in [1], the dynamic
outcomes that can be obtained by superimposing exogenous cycles to cycles endogenously
generated by a model, we analytically show the effect produced on the periodic orbits of
System (1) by the exogenous periodic variation in one of the model parameters. In view of
making our choice empirically grounded, we focus on o, i.e., the capital-output ratio, since,
keeping the capital level constant, production is certainly influenced by phenomena that
are periodic in nature. We can, for example, consider the oscillatory behavior during the
solar year of the energy price in electricity markets in consequence of the varying demand
over the months, or the different supply in the agricultural commodity markets in the
various seasons. To fix ideas, we concentrate on the second phenomenon, since it is clear
that north of the equator, for instance, in Europe and in the United States, supply in the
agricultural commodity markets is larger from April to October than during the remaining
part of the year. Hence, for the capital-output ratio o we can assume a periodic alternation
between a higher value, that we call ol ), referring to fall and winter, and a lower value,
which may be seen as a perturbation of the former, that we call ¢(!!), referring to spring
and summer (In regard to seasonal variations in demand and energy price in electricity
markets, according to [14], which refers to [13], “Cycles and seasonality have for a long time
been observed in electricity markets. There are hourly, daily, weekly, and seasonal fluctuations in
prices and demand”. See also [30] for a seasonal electricity demand and pricing analysis). We
stress, however, that a similar assumption about a periodic variation made on any other
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model parameter would produce analogous results in terms of generated dynamics, since
all parameters affect, in some way, the center position.

Supposing then that the capital-output ratio alternates between o1, for t € [0, T(D),
and ¢ for t € [T(I),TU) + T(”)), with ¢) > ¢ and that the same alternation
between the two regimes recurs with T-periodicity, where T = T(D) 4+ TU), we can assume
that we are dealing with a system with periodic coefficients of the form

{ ' =u(—(a(t) + x(t) + p(t)v) "
I — o — 1-u
o = o~ (a(t) + B(1) + L¥)
where
(D for t € [0,TW)
o or §
k(t) =k, fork € {a, B, x,p}, and o(t) = { oD for t € [TD, T) 5)
with
(1) (D « =
O<o\ <o <¢x+ﬁ' a+x<p 6)
as a consequence of (2). The function ¢ (t) is supposed to be extended to the whole real line
by T-periodicity.

When the capital-output ratio takes value a(i), and, thus, we are in the regime
having dynamics governed by the system that we call (i), the center coincides with

pl) = (1 — o) (v +B), ”‘?‘), for i € {I,II}. Notice that, passing from P to PUD  the
ordinate of the center does not change, while its abscissa rises. In regard to orbits, they are
closed for both Systems (I) and (II), surrounding P(!) and PUD), respectively, and they are

run clockwise. In the former case, orbits have equation

E(I)(u,v) = % - (031) . ,B) log(u) 4+ pv — (a + x) log(v) = ¢, (7)

for some ¢ > K((JI), while, in the latter case, orbits have equation

E(H)(u,v) = ﬁ — (0-(111) —x— /3) log(u) 4+ pv — (a« + x) log(v) = h, (8)

(I1) (I)

forsome h > hy "/, where £;* and h(()H) are the minimum energy levels attained by E(D (1, )
and EU!D (1,v) on (0,1)?, respectively, i.e., K(()I) = EW(PMD) and hén) = g (pUD),

The sets T (¢) = {(u,0) € (0,4c0)? : ED(u,v) = ¢}, for £ > ﬁ(()l), are simple
closed curves surrounding PU!), while T') (i) = {(u,v) € (0, +c0)? : E!D(u,v) = h}, for
h > h(()H), are simple closed curves surrounding PU!). We call an annulus around P\D System
(I) any set CU) (£1,0,) = {(u,v) € (0,+00)? : ¢1 < ED(u,v) < £} with E(()I) <l <ty
having an inner boundary coinciding with T()(¢1), and an outer boundary coinciding
with T (¢,). Similarly, we call an annulus around PUD System (IT) any set C\'D (hy,hy) =
{(u,0) € (0,+00)2: hy < EUD(u,0) < hp} with h(()H) < hy < hy, having an inner boundary
coinciding with T/ (11) and an outer boundary coinciding with T(/) (71,). In particular,
we are interested in annuli for Systems (I) and (II) contained in (0, 1)?, due to the meaning
of variables u and v. This configuration is achieved by choosing annuli whose outer (and
consequently, inner) boundary set lies sufficiently close to the corresponding center, i.e., for
low enough values of the energy levels ¢, > 6(()1) and hy > h(()H) (see, e.g., Figure 1).

In view of providing conditions of the energy levels that ensure that two annuli are

linked together, thus, crossing in two disjoint generalized rectangles (see Section 4 for the
corresponding definition), let us consider the straight line  joining P (D and PUD, having
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equation v = (« + x)/p, the ordering inherited from the horizontal axis, so that, given the
points R = (ug,v*) and S = (ug,v*) belonging to r, and hence with v* = (a + x)/p, it
holds that R <1 S (resp. R < S) if and only if ug < ug (resp. ur < ug). We are now in a
position to introduce the following:

Definition 1. Given the annulus C\D (¢4, ¢) around PV and the annulus CD (hy, hy) around
PUD  we say that they are linked together if

I

P ap" <« P < P <ap

where, for j € {1,2}, P]“_) and P].(,Q denote the intersection points between T'(1) (¢;) and the straight

line r, with P].(Q < P 4 P].(Q, and, similarly, Pj(If) and P].(If) denote the intersection points

between T (h;) and r, with P](If) < pUD) 4 p],(jrl)‘

v 2
- v CO(0y, 1)
091 A
0.9 09
PO b wnl POPEY PRI po pun P R D AP
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Figure 1. In (A) we draw in green some energy level lines associated with System (I), surrounding
P, and in gray some energy level lines associated with System (1), surrounding P!, together
with the corresponding phase portrait. In (B), we illustrate Definition 1, showing how to obtain two
linked together annuli by suitably choosing two level lines for each system. In particular, we call
Cc(£1,05), D (hy,hy) the two linked annuli, and A (colored in dark green), 3 (colored in light
green) the two disjoint generalized rectangles obtained as the intersection between the two annuli.

We stress that, for ¢; > Eél) and h; > h(()H), j € {1,2}, the boundary sets I'() (¢;) and

rn) (hj) intersect the straight line r in exactly two points, because {(u,v) € (0, +00)? :
E(I)(u,v) <} and {(u,v) € (0, +0)?: E(H)(u,v) < h}, coinciding with the lower contour

sets of the convex functions E() in (7) and E1D) in (8), are star-shaped for all £ > 6(()[) and

for every h > h(()H), respectively. We refer the reader to Figure 1B for a graphical illustration
of Definition 1.

We recall that a geometrical configuration analogous to that depicted in Figure 1B,
except for the need for orbits to lie in the unit square, was found in [28] (cf. Figure 2
therein), where the LTMs method was applied to a periodically forced asymmetric second
order ODE. However, in that case, the abscissa of the center decreased passing from the
unperturbed regime to the perturbed one and the centers of the systems corresponding to
the two regimes were located on the horizontal axis. Although both dissimilarities would
not require the introduction of relevant differences in the statement and proof of the main
result in [28] (cf. Theorem 1.2 therein), in adapting them to our framework, we provide
a slightly more general (In (Theorem 1.2 in [28]) the special case of Proposition 1 with
m) =m >2and m) =1 considered) version of (Theorem 1.2 in [28]) in Proposition 1,
together with a complete proof (contained in the Appendix A) for the reader’s convenience.

To achieve such an aim, in addition to exploiting the tools recalled in Section 4 and,
in particular, the stretching relation in (16), we need to introduce the Poincaré map ¥
of System (4), which associates with any initial condition (19, vg) belonging to (0, +c0)?
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the position at time T of the solution ¢( -, (19,v9)) = (u( -, (10,v0)),v( -, (4o, vp))) to (4)
starting at time t = 0 from (ug, vg). In symbols, ¥ : (0, +00)?> — (0, +0)?, (ug,vg)
6(T, (up,vp)). The paper’s solutions are meant to be considered in the Carathéodory sense,
being absolutely continuous and satisfying the corresponding system for almost every
t € R. We recall that a classical method to show the existence of periodic solutions for
systems of first order ODEs with periodic coefficients is based on the search of the periodic
points for the associated Poincaré map, under the assumption of uniqueness of the solutions
for the Cauchy problems (cf. [31]). Notice that ¥ is a homeomorphism on (0, +c0)? and that
it may be decomposed as ¥ = ¥(I)) o ¥(I), where ¥(!) is the Poincaré map associated with
System (I) for t € [0, T!)] and ¥/ is the Poincaré map associated with System (II) for
t € [0, TUD]. Moreover, since every annulus C!) (¢1, ;) around P() is invariant under the
action of the map y(), being composed of the invariant orbits r (0), for £ € [¢1, 03], and,
similarly, since every annulus C!) (I, h,) around P(!!) is invariant under the action of the
map ¥, it holds that every pair of linked together annuli is invariant under the action

of the composite map ¥. In Proposition 1 we denote t(!)(¢), for all £ > E(()I), the period of

T (¢), i.e., the time needed by the solution ¢(!)( -, (9, v9)) to System (I), starting from any
(ug,v9) € T (£), to complete one turn around P()) moving along ') (¢), and by (/1) (1),
forallh > h(()H), the period of T!) (1), i.e., the time needed by the solution ¢! ( -, (ug, vg))
to System (I1), starting from any (ug,v9) € T/ (h), to complete one turn around PU!)
moving along U0 (1), Orbits surrounding either P or PUD are run clockwise and () ( - )
and T(ID( . ) are monotonically increasing with the energy levels, since both features are
fulfilled for System (1), as remarked above. Hence, for any annulus ¢ (¢1,£,) around pd)
it holds that T()(¢1) < ) (£,), as well as for each annulus C') (hy, hy) around PUD it
holds that T (h1) < D (hy).
Our result in regard to System (4) reads as follows:

Proposition 1. For any choice of the positive parameters w, B, x, p, V), o) satisfying (6),
given the annulus CD (¢1, £5) around PU), for some 6(()1) < Uy < by, and the annulus C1) (hy, hy)

around PU), for some h(()H) < hy < hy, assume that they are linked together, calling A and B
the connected components ofC(I) (1, 62)N ¢ (hy, hy). Then, for every mD > 1and mUID > 1
with m = mWmID > 2 there exist two positive constants () =+ (m(D, (1) (£1), 7 (£,))
and 1D = U0 (50 (D) (1), 7D (hy)) such that if T® > tO), for i € {1, 11}, the Poincaré
map ¥ = YU o W) of System (4) induces chaotic dynamics on m symbols in A and in B, and
all the properties listed in Theorem 1 are fulfilled for Y.

According to Proposition 1, whenever we have two linked together annuli related
to Systems (I) and (II), if the switching times between the regimes described by those
two systems are large enough, then the Poincaré map ¥ = ¥!!) o ¥(D) induces chaotic
dynamics on m > 2 symbols in the sets in which the two annuli intersect. As is clear
from the proof of Proposition 1 (see the Appendix A), chaotic behavior is generated by
the twist effect produced on the linked annuli by the different speeds with which their
inner and outer boundary sets are run. Namely, after a long enough time, this twist effect
suffices to make the image through ¥(!) and ¥(!!) of the paths joining the inner and the
outer boundary sets of the annuli spiral inside them and cross many times the intersection
sets A and B between the linked annuli. In this manner, ¥ satisfies the stretching relation
described in Theorem 1 and, thus, all properties listed therein hold true for the composite
Poincaré map.

We further notice that, under the assumptions in (6), which ensure that the centers
of Systems (I) and (II) belong to the open unit square, when applying Proposition 1
to linked annuli, having inner and outer boundary sets lying sufficiently close to the

centers, i.e., for low enough values of the energy levels ¢, > ¢; > é(()l) and hy, > h; >

h(()H), the chaotic invariant sets contained in A and in B lie in the open unit square, too.
The same is true not only for the chaotic sets, but for a whole pair of linked annuli when the
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outer boundary sets T'1) (¢,) and TU'!) (1;) are contained in (0,1)2. Figure 1A shows this
happening, where the parameter values are « = 0.03, = 0.01, x =0.63, p = 0.7, ¢ = 3.
We stress that such parameter configuration is analogous to that considered in ([7], p. 77).
The parameters in Figure 1A are similar to the those in ([6], p. 2668), where the authors
set & = 0.001, B = 0.001, x = 095, p = 1, ¢ = 3. In the works mentioned, the symbol
v was used instead of x. « = 0.02, § = 0.01, x = 0.6, p = 0.7, o) = 3, o) = 2.5, so
that PU) = (0.910,0.886) and PU!) = (0.925,0.886). In particular, as shown in Figure 1B,
we obtain two linked together annuli C(V)(¢1,¢,) and C")(hy,h,), contained in (0,1)2
and crossing in the two disjoint generalized rectangles denoted by A and B, e.g., for
01 = 1.0274, 0, = 1.0276, hy = 1.0943, hy = 1.0946.

Indeed, despite the previously recalled issue (see (2) and the lines above it) with the
orbit position for the original formulation of the Goodwin model in (1), every annulus
around P for System (i), with i € {I,II}, being made of periodic orbits, is invariant
under the action of the Poincaré map ¥(?). Consequently, each pair of linked annuli jointly
constitutes an invariant set under the action of the composite Poincaré map ¥ = Y1 o (),
so that, even for System (1), the LTMs method allows the detection of complex dynamics
that are consistent from an economic viewpoint.

Nonetheless, in Section 3 we introduce and analyze a modified formulation of the
Goodwin growth cycle model (cf. (9)), whose orbits are all contained in the unit square,
since the necessary and sufficient conditions found in [8] are fulfilled.

Before turning to that new framework, we stress that, like (Theorem 1.2 in [28]),
Proposition 1 is also robust with respect to small changes, in L! norm, in the coefficients of
System (4). Namely, from the proof of Proposition 1 it follows that, if T!) and TU!) satisfy
the conditions described in its statement, then, recalling System (4) and the definition of
its coefficients in (5), there exists a positive constant ¢, such that the same conclusions of
Proposition 1 hold true for the system

= u(=@() +x(1) +
o = o= (u(t) + B(t) +

(t)o)
)

with &, B, %, §, & : R — R being T-periodic functions with T = T!) + T(D, as long as

—_

S

T
/ |k(t) — k| dt <&, fork € {a, B, X0},
JO

and

o(t) — ] dt <e.

(1
/OT](“T(t)—a(t)Mt:/OT ](“f(t)fam]dtJr/T(TI)

Due to the similar arguments that are needed in its proof, Proposition 2, i.e., the main
result that we present in Section 3 about the Goodwin model modified formulation, is also
robust with respect to small changes in the coefficients of System (13), in L' norm.

We conclude the present section by recalling that, in [23], the LTMs method was
applied to the Lotka—Volterra System (3) under the assumption of a periodic harvesting, that
perturbed the center position, causing an alternation for it between two points. However,
since in [23] it was supposed that not only prey, but also predators decrease in number
during the harvesting season, then both coordinates of the center change in that framework.
Furthermore, orbits of System (3) are run counter-clockwise, rather than clockwise, like
happens with the orbits of System (1), and, thus, the definition of the rotation number used
in [23] does not coincide with that employed in the proof of Proposition 1 (cf. (A3) and (A4)).
Those two differences between [23] and the above described context pushed us to provide
a specific, complete presentation in the here analyzed setting of the LTMs method, and
in its application to (1) in Proposition 1. Indeed, as recently shown in [12], the way in
which the LTMs method can be used depends on the meaning attached to the variables
and parameters of the considered model. Moreover, the detailed presentation of the LTMs
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method provided above is useful in view of Section 3, too, where it suffices for us to focus
on the main steps, highlighting the dissimilarities with what we have already explained.

3. The Goodwin Model Modified Formulation

Rather than dealing with the linear expressions for the real wage bargaining function
and for the investment function seen in Section 2, we now consider a modified formulation
of such a setting, motivated by the issue with the orbit position in the original Goodwin
model [3].

In regard to the real wage bargaining function, the most natural choice is given by the
Phillips nonlinear specification in [9], even for real, rather than money, wages (cf. the first
equation in System (9)). This was indeed what Goodwin initially assumed, before lineariz-
ing the Phillips curve so as to obtain the first equation in (1) as an approximation (see [3],
p- 55). We recall that the nonlinear formulation of the Phillips curve in [9] was considered by,
for example, by Desai et al., in [6], in their attempt to guarantee that the orbits of the growth
cycle model lay inside the unit square. On the other hand, as shown by Madotto et al.
in [8], the attempt by Desai et al. in [6] was not successful in fixing the problem with the
orbit position because of their choice of the investment function (cf. Equation (10) in [6],
page 2667), that describes a framework in which capitalists, depending on profitability, do
not necessarily invest all profits. We stress that in [8] it is proven that even the modified
version of the Goodwin model proposed by Harvie et al. in [7], does not ensure that orbits
lie inside the unit square. In order to avoid similar issues, for the investment function
we considered a nonlinear formulation (see the second equation in System (9)) satisfying
the conditions found in [8], and that are recalled below, so as to guarantee that orbits
lay in the feasible region. In more detail, for the investment function we dealt with the
formulation used in the simulative analysis performed in (Section 5.3 in [8]). We underline
that a nonlinear investment function is grounded also from an economic viewpoint, since,
according to [10], followed by [11], it is suitable to describe more flexible savings behavior.
Still, the economic interpretation requires the real wage bargaining function to increase in
proportion to the labor force employed, while the investment function has decrease in the
wage share in national income.

Since the modified formulation of the Goodwin model in (9), that we analyze sat-
isfies the conditions in [8], we know that, like the original framework in [3,4], it is still
a Hamiltonian system characterized by the presence of a global, nonisochronous center.
Hence, in order to analytically show what the dynamic consequences produced on its
periodic orbits by an exogenous periodic variation in one of the model parameters are, we
to use the LTMs method. In particular, in view of making our parameter choice empirically
grounded, due to the same argument explained in Section 2, we focus on the parameter
that describes the ratio between capital and output, assuming that it alternates in a periodic
fashion between two different values, due, for example, to a seasonal effect. This allows
us to prove the existence of chaotic dynamics for System (13), i.e., the analog of System (4)
obtained from (9). Nonetheless, as explained in Section 2, assuming a periodic variation
on any other model parameter would lead to analogous conclusions about the system’s
dynamic behavior, since the center position is influenced by all parameters.

In symbols, u(t) € [0, 1] still denotes the wage share in national income and v(t) € [0, 1]
the employment proportion, our modified formulation of the Goodwin model reads as

u' = M<—(X+“) +ﬁ)
o =o(~a+B)+ 3 (e~ k)

where all parameters are positive and, in addition to «, f and o, that still describe the
exogenous labor productivity growth rate, the exogenous labor force growth rate and

the capital-output ratio, respectively, we have x, p and J characterizing the real wage

growth rate, which, in agreement with [9], is now in the form —x + ﬁ, while ¢, # and y,

©)
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together with o, characterize the output growth rate, now formulated as % (c — ﬁ) .In

particular, as in the model’s original version in [3,4], it is assumed that capitalists reinvest
all profits and workers consume all wages.

In addition to the origin O = (0,0), which is still a saddle, the other equilibrium for
System (9) is given by

P-(1- (etg) - <xﬁ«>§>'

that belongs to the open unit square (0, 1)> when

c—7
—L 5>1 > 1. 1
U<zx+,3' p<x+wa, 621, p> (10)

In order to ensure that P is a global center for System (9), whose orbits lie in the square
(0,1)2, which is again the feasible region, due to the meaning of u and v, and in view of
applying someof the results obtained in [8] on the period of orbits, we need to check the
conditions described on p. 778 therein for the general system

{ u' = uf(u) p(o)

o = —vg(0) glu) h

are fulfilled with the considered formulations of the real wage bargaining function and of
the investment function, under the parameter assumptions in (10). When adapted to our
framework, the conditions in [8] require that f, ¢ : (0,1) — (0, +0) are continuous func-
tions and that ¢, ¢ : (0,1) — R are C! maps with positive derivative on (0, 1), satisfying
lim, g+ ¢(u) € (—00,0), lim,_,o+ P(v) € (—00,0), lim,_,1- ¢(u) > 0, lim,_,;- ¥(v) > 0.
All this is true in our context, since, setting f(u) =1, (v) = —(x +«) + ﬁ, g(v) =1,

p(u) = (o +B) — %(c — ﬁ), holds that f, ¢ are continuous maps taking positive

values only and ¢, i are C! increasing maps in (0, 1), satisfying
limy o+ @(u) = &+ B = z(c = 1) € (~,0),
hmv%O* lp(v) = _(X + OC) +p S (-OO, O)/
lim, 1 () = oo, lim, ;- (o) = +e0

under (10). Moreover, setting
_ o) 1 1 U
A = e fa(lerm =5 g )

B(v) = L((Z)) dv—/i(—()(—i—zx)—i— (1_‘Ov>5>dv, (12)

and

it holds that

ulggr A(u) N ulg{l* A(u) N vgrng B(ZJ) N vlg?* B(ZJ) = e
as required in [8], too. Hence, System (9) admits E(u,v) = A(u) + B(v) as first integral,
having P as minimum point and, according to Theorem 3.1 in [8], its solutions are periodic
and describe closed orbits, contained in the unit square, around P, that is a global center.
In symbols, the orbit equations are then given by E(u,v) = £ for some ¢ > f, where
l=E (P). Although an exhaustive analysis of the period of the orbits of System (9) seems
not to be easy to perform, as discussed in [8], due to the presence of singularities in the
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model at u = v = 1, Madotto et al. prove useful results about the period of small and large
orbits for System (11).

On the one hand, they show that the approximation of the period length of small
cycles by means of the period of the linearized system is valid near the equilibrium point
(cf. Corollary 5.2 in [8]) and, on the other hand, they prove that the period length of large
cycles, approaching the boundary of the feasible set, is arbitrarily high, in the case when f
and g are, for instance, C I functions on the open interval (0, 1), that are continuous in 0, too
(cf. Theorem 5.3 in [8]), as happens in our framework. As previously mentioned, in view
of its applying to System (9), or more precisely to (13) below, the method of the LTMs in
some concrete scenarios (cf. Example 1) is used. Firstly, we perturb the center position by
supposing that ¢ alternates in a periodic fashion between two different levels, due to a
seasonal effect, so as to obtain two conservative systems, for which we can find two linked
together annuli and suitably choose an annulus made of energy level lines for each system.
Then, we numerically check that the periods of the orbits coinciding with the inner and
the outer boundaries of the considered linked annuli do not coincide. Actually, all the
numerical simulations that we performed suggest the increasing monotonicity of the period
of the orbits for System (9) with respect to the energy level, in analogy with the classical
results in [24,25] for the original formulation of the Goodwin model, and in agreement
with the numerical simulations reported in [8], even if, to the best of our knowledge,
a rigorous proof of the period monotonicity for System (9) is not available in the literature.
In fact, using a different, more abstract, notation, such a system was, essentially, proposed
in (Section 5.3 in [8]) to illustrate the difficulties which arise when trying to prove that
the period map connected with the general framework analyzed in that paper, described
by (11), was increasing. The detailed numerical investigations performed in [8] suggest
that the desired result holds true for the setting we dealt with, even if the period map had
a different behavior in the four regions, called quadrants in [8], in which the feasible set
(0,1)2 is split by the horizontal and vertical lines passing through the center P. In more
detail, Figures 3-7 in (Section 5.3 in [8]) show that the period is very long and increases
with the energy level in the third quadrant, where both u and v assume low values, while it
decreases in the first quadrant, and is not monotone in the second and fourth quadrants.

Let us assume that the capital-output ratio alternates in a T-periodic fashion between
the same two positive values considered in Section 2, i.e., o) > I ), for the time intervals
t € [0,TD)and t € [TD, T + TUD), respectively (Indeed, the values of ¢(!) and T,
fori € {I,11}, are determined by the economic features of the capital-output ratio, rather
than by the model formulation. Nonetheless, considering different values for ¢) and T()
with respect to Section 2 would not affect the way in which the LTMs can be applied and
the conclusions that can be drawn, as long as 0 < ¢!/l < ¢{I) and T(D, TUD are large
enough) with T = T + TUD, where ¢(!) may be seen as a perturbation of (). We can
then suppose that we are dealing with the following system with periodic coefficients

u' = M(*(X(f) +alt)) + %)

o = v(—ox(t) +B(D) + 75 (C<t> - <117i§)ﬂ<f>)) "

in which x(t) coincides with «, for x € {a, B, x,c,6,1, 14,0}, o(t) is as in (5), assuming that
it is extended to the whole real line by T-periodicity, and

(I1) (n =" > >
O<o/ <o <0€+ﬁ' p<x+wa 621, u>1 (14)

as a consequence of (10).
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Calling (Mi), where M stands for “Modified (version of the Goodwin model)”, the sys-
tem that we obtain when the capital-output ratio takes value (7(1), fori € {I, I1 }, it is
conservative, with the center coinciding with

pl) — (1 (C_U(l)’w)’l 1- (Xia)‘%). (15)

11

Similar to what happened in Section 2, passing from PU) to PUD), the abscissa of
the center rises, while its ordinate does not change. The orbits of Systems (MI) and
(MII) are closed, surrounding the corresponding center, and a straightforward analysis
of the phase portrait shows that they run clockwise (cf. Figure 2A). Setting A (1) =

J %((rx +B) — ﬁ (c - ﬁ))da, for i € {I,II}, and, recalling the definition of B(v)

in (12), the orbits of Systems (MI) and (MII) have, respectively, equation E()(u,v) =
AW (u) + B(v) = ¢ for some ¢ > ?(()I) = EM((PD) and EWD (u,v) = AUD(u) 4+ B(v) = h
for some h > ﬁ((]n) = EUD(PUD), The sets T (£) and TUD (1) can then be defined like in
Section 2 for ¢ > Z(()I) and h > ﬁ(()n), just replacing E() with E(®) for i € {I,1I}, and they

are still simple closed curves surrounding P and PUD, respectively. We can proceed

analogously to Section 2 in defining the annuli c) (¢4, ¢5) around pt ), with Z(()I) <ty < ty,

for System (MI) and CUD (hy, hy) around PUD, with ﬁ(()”) < hy < hy, for System (MII),
too. Notice, however, that, differing from Section 2, we do not need to consider energy
levels close to Z(()I) and ﬁ(()ll) to have annuli for Systems (MI) and (MII) contained in
(0,1)2, thanks to the above recalled results obtained in [8] (cf. in particular Theorem 3.1
therein). Due to the similar effect produced by a variation in ¢ on the center position for
Systems (1) and (9), the definition of linked together annuli in the new context is analogous

to that introduced in Definition 1 as well, being based on the same ordering relation <,

this time on the straight line 7 joining P(!) and PU!), which has equation v = 1 — ( )ci a) .

See Figure 2B for a graphical illustration of two linked annuli C(!) (¢1, £;) and CU0) (y, hy)
for System (13). We stress that in the present framework their boundary sets T(e ;) and
rh (hj), with j € {1,2}, also intersect the straight line 7 in exactly two points because
the functions E(1) and E(!) are convex. Namely, their second derivative is non-negative
under (14) because (1 —z)" > (1 —z(v+1)), Vz € [0,1], Yv > 0, where, in our case,
z € {u,v}andv € {u+1, 6 + 1}, respectively.

024 é\u)([l_(ﬂ

CUD (hy, hy)

u 005 o1 23 032 3 o3 w

(A) (B)

Figure 2. In (A) we draw in brown some energy level lines associated with System (MI), around P(!),

and in magenta some energy level lines associated with System (MII), around PU! ), also showing the
corresponding phase portrait. In (B), we illustrate two linked together annuli, that we call Ct) (¢1, £,)
and C'") (hy, hy), obtained by suitably choosing two level lines for each system, as well as the two
disjoint generalized rectangles D (colored in dark orange) and £ (colored in light orange) where the
annuli meet.
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In view of stating our result about System (13) (cf. Proposition 2 below), for which
we do not provide a proof, due to its similarity with the verification of Proposition 1,
we introduce the Poincaré map ¥ associated with System (13), that can be decomposed
as ¥ = U0 o ¥() where (D is the Poincaré map associated with System (MI) for
t € [0, TW] and U1 is the Poincaré map associated with System (MII) for t € [0, TUD)].
Notice that every pair of linked together annuli for System (13), being made of energy
level lines of Systems (Mi), i € {I,1I}, are invariant under the action of ¥. We denote
by T (¢), for all ¢ > 2", the period of T()(¢), and by 2D (h), for all h > A", the
period of TUD (1), recalling that the period of an orbit is the time needed by the solution
to the considered system, starting from a certain point of the orbit, to complete one turn
around the corresponding center, moving around the orbit itself. As discussed above,
the increasing monotonicity of 7(/) (- ) and (/D) ( - ) with the energy levels is suggested by
the many simulative experiments that we performed and by the accurate numerical analysis
in (Section 5.3 in [8]), but, to the best of our knowledge, a rigorous proof is not available in
the literature. In the absence of a result showing that the period of orbits of Systems (MI)
and (MII) always increases with energy levels, in Proposition 2 we assume that, given
two linked together annuli for System (13), the period of the orbits composing their inner
boundary is smaller than the period of the orbits composing their outer boundary. The main
difference between Propositions 1 and 2 lies, indeed, in the necessity to exclude in the
latter the fact that the period remains unchanged between the inner and outer boundaries
of the linked annuli, since a variation in the periods is required for the Poincaré map to
produce a twist effect on the annuli, which in turn allows the LTMs method to be applied.
We recall that for System (4) such a variation was granted by the results in [24,25] on the
monotonicity of the period of orbits for the Lotka—Volterra predator-prey model.

Proposition 2. For any choice of the positive parameters w, B, x, ¢, 9,1, u, 0, 01,71 satisfy-
ing (14), given the annulus C (4, 0,) around P, for some ?(()I) < 41 < by, and the annulus
cun (h1,hy) around PUD), for some ﬁé”) < hy < hy, assume that they are linked together,
calling D and € the connected components of C) (£,£,) 0 CUD (hy, hy). Then, if T (4) <
2 (y), 2D (hy) < U (hy), it holds that for every mD > 1 and mI) > 1 with i =
Dl > 2 there exist two positive constants 1?(1) = ﬁll) (@D, 2D (01,20 (£,)) and T =
?A(”)(nz(m,?(f) (h1), T (hy)) such that if TV > 19, for i € {I,II}, the Poincaré map
¥ = $UD o FD of System (13) induces chaotic dynamics on 1 symbols in D and in &, and
all the properties listed in Theorem 1 are fulfilled for Y.

We remark that the same conclusions in Proposition 2 would also hold true if the
period of the inner boundary were larger (rather than smaller) with respect to the period
of the outer boundary for at least one of the linked together annuli (Notice that, in those
cases, the position of the boundary periods should be exchanged on the denominator of
the fractions defining ) and/or I ), which, respectively, coincide with those for ¢(1)
and ') in the proof of Proposition 1 (see Appendix A), when replacing () with T(), for
i € {I,11}.) In Proposition 2 we chose to focus on the framework in which the period of
the inner boundary is smaller than the period of the outer boundary for both the linked
together annuli, because this is the scenario observed in the numerical experiments in
(Section 5.3 in [8]), as well as in all the simulations that we performed. We find the same
framework in Example 1, that concludes the present investigation of the modified version
of the Goodwin model by illustrating a numerical context, in which Proposition 2 can be
applied to show the existence of chaotic dynamics.

Notice that the parameter configuration considered in Example 1, and in its illus-
tration in Figure 2, coincides with that used to draw Figure 1 in Section 2, as well as
Figures Al and A2 in Appendix A, except for the parameters c, J, # and p, which were not
present in the model’s original formulation in (1), and parameters x and p, whose values
have now been interchanged, in order to satisfy the second condition in (14),i.e., 0 < a + X,
guarantees that the ordinate of the centers for System (13) lies in the interval (0,1). Such
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an hypothesis is incompatible with the last condition in (6), which played the same role
in regard to the ordinate of the centers for System (4). Hence, some differences in the
parameter values for the original and the modified versions of the Goodwin model need to
be introduced, but we avoid adding unnecessary ones. In regard to the new parameters
6 and u, we deal with the same values, i.e,, § = 1 and y = 1.2, used in the numerical
simulations performed in (Section 5.3 in [8]) where, as already mentioned, the authors
illustrate the issues which arise when trying to prove that the period map connected with
System (9) is increasing, even if numerical evidence of such a conjecture for the above
values of § and u. is found. We stress that the case § = 1 was also considered in [6] (cf.
p- 2668 therein), although in that framework the parameter ;1 was not present.

Example 1. We take « = 0.02, § = 0.01, x = 0.7, p = 0.6, 0D = 3,00) = 25, ¢ =
045,57 =03, 6 =1, u = 1.2 and recall (15), System (MI) has a center in PU) = (0.141,0.167)
while System (MII) has a center in PUD = (0.170,0.167).

As shown in Figure 2B, two linked together annuli C\D (ey,e5) and C\1) (hy, hy) can be
obtained for e = 0.8657, e = 0.8696, hy = 0.9865, hy = 0.9892, intersecting in the two
disjoint generalized rectangles denoted by D and E. Software-assisted computations show that

W (er) = 111 < TW (ey) ~ 114 and TUD (1) ~ 89 < T(H)(hz) ~ 90. Hence, Proposition 2
gquarantees the existence of chaotic dynamics for the Poincaré map ¥ = ¥ o ¥ gssociated with
System (13) provided that the switching times T and TUD) are large enough.

4. Recalling the Linked Twist Maps Method

In the present section we briefly recall the planar results of the Linked Twist Maps
(LTMs) method that we used in Sections 2 and 3, referring the interested reader to [22,23]
for further details and to [32] for a three-dimensional version.

Although in the literature different assumptions, connected, for example, with measure
theory and differential calculus, have been made on linked twist maps (see, e.g., [16-18]),
we rely only on topological hypotheses. Indeed, given two annuli crossing along two (or
more) planar sets homeomorphic to the unit square, by means of a linked twist map we
mean the composition of two twist maps, each acting on one of the two annuli, which
are homeomorphisms and that, similar to what is required in the Poincaré-Birkhoff fixed
point theorem, produce a twist effect on the boundary sets of the two annuli, leaving them
invariant. In the applications of LTMs illustrated in the present paper, we analyze Hamilto-
nian systems with a nonisochronous center, the position of which varies when modifying a
parameter for which it is sensible to assume, due to a seasonal effect, a periodic alternation
between two different values, one of which may be seen as a perturbation of the other.
Thanks to this alternation, we obtain two conservative systems with a nonisochronous
center and for each of them we can consider an annulus composed of energy level lines.
Under certain conditions on the orbits, the two annuli cross in two generalized rectangles.
The LTMs method consists in proving the presence of chaotic dynamics for the Poincaré
map obtained as a composition of the Poincaré maps associated with the unperturbed sys-
tem and with the perturbed one, which are homeomorphisms, by checking that they satisfy
suitable stretching relations (cf. conditions (Cr) and (Cg ) in Theorem 1, as well as (16)). We
stress that the nonisochronicity of the centers is crucial in the above described procedure,
because it implies that the orbits composing the linked annuli run with a different speed, so
that the Poincaré maps produce a twist effect on the linked annuli, despite the invariance
of closed orbits under the action of the Poincaré maps.

The stretching relation in (16) is the kernel of the Stretching Along the Paths (hence-
forth, SAP) method, i.e., the topological technique developed in the planar case in [19,20]
and extended to the N-dimensional framework in [21], that allows the existence of fixed
points, periodic points and chaotic dynamics for continuous maps that expand the arcs
along one direction and that are defined on sets homeomorphic to the unit square. We start
by introducing its main aspects, in order to be able to state Theorem 1, so that we can then
more precisely describe what we mean by chaos.
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We call path in R? any continuous function « : [0,1] — R? and we set 7 := ([0, 1]).
By a generalized rectangle we mean a subset R of R? homeomorphic to the unit square [0, 1]?,
through a homeomorphism H : RZ D [0,1]2 — R C R2. We also introduce the left and the
right sides of R, defined respectively as R, := H({0} x [0,1]) and R, := H({1} x [0,1]).
We call the pair

R:=(R,R7)

an oriented rectangle of R?, where R~ := R, UR,; .

The stretching along the paths relation for maps between oriented rectangles can then be
defined as follows:

Definition 2. Given N := (N, N ) and O := (O, O~ ) oriented rectangles of R2, let F : N —
R2 be a function and H C N be a compact set. We say that (1, F) stretches N to O along the
paths, and write

(H,F) : N==0O, (16)

if

- F is continuous on ‘H ;

- for every path «y : [0,1] — N with v(0) € N|” and v(1) € N;~ or with y(0) € N;~ and
(1) € N there exists [t',t"] C [0,1] such that y([t',t"]) € H, Foy([t',t"]) C O, with
E(y(t')) € O; and F(y(t")) € O, or with F(y(t')) € O, and F(y(t")) € O;".

We stress that to check the stretching relation in (16) we may need to consider paths
v :[0,1] — N with 7(0) € N, and (1) € N,~; for example, when dealing with the
composition of two functions (like in (17) where ® := G o F), since the image through the
first map of paths joining the opposite sides of a certain oriented rectangle M from left to
right can connect the sides of N/~ from right to left through a path that is the starting point
of the second function. Nonetheless in the proof of Proposition 1, contained in Appendix A,
it suffices for us to focus on paths joining the left and the right sides of the generalized
rectangles where the functions start from, since we are not directly dealing with composite
mappings. Namely, thanks to Theorem 1 (cf. in particular (Cr) and (Cg) therein), in order
to check the existence of chaotic dynamics for the Poincaré map obtained as a composition
of the Poincaré maps associated with the unperturbed Hamiltonian system and with the
perturbed one, we can deal with the two Poincaré maps separately.

Theorem 1. Let F : R? D Dr — R? and G : R? O Dg — R? be continuous maps defined on the

sets Dr and Dg, respectively. Let also N = (N, N7)and O := (O, 0~) be oriented rectangles

of R2. Suppose that the following conditions are satisfied:

(Cp) there are m > 1 pairwise disjoint compact sets Hy, ..., Hz—1 < N N Dg such that
(Hi,F): N+ O, fori=0,...,i—1;

(Cg)there are w1 > 1 pairwise disjoint compact sets Ko ,...,Ky—1 C O N Dg such that
(ICj,G) : (5%)N,forj =0,...,m—1;

(Cpym:=m-m>2;

(Co ) the composite map ® := G o F is injective on

. ._ -1
i=0,...,m—1
j=0,...,m—1
Then, setting
Xoo 1= ﬂ D (HY),
n——oo
there exists a nonempty compact set
X C X CH”
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in which the following properties are fulfilled:

(i) X is invariant for ® (that is, (X) = X);

(ii) @ [x is semi-conjugate to the two-sided Bernoulli shift on m symbols, i.e., there exists a
continuous map 7t from X onto X, :={0,...,m — 1}Z, endowed with the distance

|s; — s

o L i
d(s',s") = Z.EZZ mlil+1 7

fors' = (sl)icz and s" = (s!)icz, € L, such that the diagram

X [

X

z4m4(7’2m

commutes, i.e., mo® = oo, where 0 : Ly, — Ly, is the Bernoulli shift defined by
o((s:)i) = (siy1)i, Vi€ Z;

(iii) the set P of the periodic points of ® |x_, is dense in X and the preimage 77~ (s) C X of every
k-periodic sequence s = (s;)jcz, € X contains at least one k-periodic point.

Furthermore, from conclusion (ii) it follows that:

(iv)
htop((b) 2 htop(cD FX) 2 htop(a) = log(m)/

where hyop is the topological entropy;

(v) there exists a compact invariant set A C X, such that ®| is semi-conjugate to the two-sided
Bernoulli shift on m symbols, topologically transitive and displaying sensitive dependence on
initial conditions.

Proof. The crucial step consists in showing that

(i ®): NooN, i=0,...,—1,j=0,.. 1—1 (17)
See Theorem 3.1 in [33] for a verification of this property in more general spaces for the
case /i = m > 2, i = 1. The condition in (17) is then easy to check (cf. Theorem 3.2 in [33]
for a result analogous to ours, which follows as a corollary from Theorem 3.1 therein).
Recalling Definition 2.3 in [33], as a consequence of (17) it holds that & induces chaotic
dynamics on m symbols in the set N. Conclusions (i)-(v) then follow by Theorem 2.2 and by
Footnote 4 in [34], where however, the case m = 2 is considered. [

In the proof of Theorem 1, we mentioned the concept of a map inducing chaotic
dynamics on m > 2 symbols on a set according to Definition 2.3 in [33]. For brevity’s sake,
we do not go into detail, but stress that such a notion of chaos for the case m = 2 bears
a deep resemblance to the concept of chaos in the coin-tossing sense, discussed in [35];
however, being stronger than it. Namely, in addition to the requirement in [35] that every
two-sided sequence of two symbols is realized through the iterates of the map, jumping
between two disjoint compact subsets, Definition 2.3 in [33] also requires periodic sequences
of symbols to be reproduced by periodic orbits of the map. We refer the interested reader
to [34] for a comparison with other notions of chaos widely considered in the literature.

Notice that, in light of Definition 2.3 in [33], we can rephrase the statement of Theorem 1
above by saying that, when conditions (Cr), (Cg), (Cin) and (Cg) therein are satisfied,
the composite map ® = G o F induces chaotic dynamics on m > 2 symbols in A/, knowing
that from this fact all the properties listed in Theorem 1 hold true for G o F, in regard to
the existence of periodic points, too. We indeed used such reformulation of Theorem 1 in
Sections 2 and 3 (see, for instance, the statement of Propositions 1 and 2) when dealing with
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the composition of the Poincaré maps associated with unperturbed and with perturbed
Hamiltonian systems.

5. Concluding Remarks

In the present work, following the seminal idea by Goodwin, in [1], that studying
forced models in economics, obtained superimposing exogenous cycles to cycles endoge-
nously generated by a model, we showed the existence of complex dynamics in both the
original version of his celebrated growth cycle model (see [3,4]), and in a modified formula-
tion of it, encompassing nonlinear expressions of the real wage bargaining function and of
the investment function, already considered in the literature. In particular, in regard to the
real wage bargaining function we dealt with the formulation proposed by Phillips in [9],
while for the investment function we used an expression employed in [8]. The need to
consider a modified formulation of the Goodwin model was motivated by the observation
that its original version does not guarantee that orbits lie in the unit square, as they should,
since the state variables are wage share in national income and proportion of labor force
employed, which can neither be negative, nor exceed unity. We, however, underline that
a nonlinear investment function is also grounded from an economic viewpoint, since it
encompasses a description of more flexible savings behavior (cf. [10,11]). Goodwin initially
considered the nonlinear version of the Phillips curve in [9], then linearized it so as to
obtain an approximation “in the interest of lucidity and ease of analysis” ([3], p. 55).

Exploiting, in both the original and the modified settings, the periodic dependence
on time of one of the model parameters and the Hamiltonian structure, characterized
by the presence of a global nonisochronous center, we proved the presence of chaos for
the Poincaré map associated with the considered systems by means of the Linked Twist
Maps (LTMs) method, used, for example, in [22,23]. This led us to work with discrete-time
dynamical systems. We stress that the obtained results, in their general conclusions, do
not depend on the particular expression of the equations involved, as long as the class of
Hamiltonian systems, considered in [8], is entered, for which it is therein proven that the
center is nonisochronous and that orbits lie in the unit square. Concerning the necessary
economic assumptions, we recall that the real wage bargaining function has to increase in
proportion to the labor force employed, while the investment function has to decrease in
wage share in national income.

Despite the issue with the orbit position in the original Goodwin model, even for that
formulation we were able to prove the existence of chaotic sets lying in the unit square,
thanks to the features of the LTMs method. Namely, the chaotic sets are located inside the
generalized rectangular regions obtained as an intersection of the detected pair of linked
annuli, that jointly constitute an invariant set under the action of the composite Poincaré
map. Indeed each annulus, being made of periodic orbits, is invariant under the action of
the Poincaré map describing the corresponding regime. Choosing linked together annuli
contained in the unit square solves the problem. As our illustrative examples showed,
this can be done even when dealing with parameter configurations analogous to those
considered in [6,7].

The seminal idea by Goodwin in [1] of studying forced models in economics has been
recently applied to a three-dimensional setting in [36], where the authors investigated
the implications of describing exports as a function of the capital stock in the framework
introduced in [37], which extended the original Goodwin model in [3] to an open economy
setting that included the balance-of-payments constraint (BoPC) on growth. In more detail,
in agreement with Goodwin’s insight, in [38], that Schumpeterian innovations requiring
investment occur periodically, the authors in [36] added a nonlinear forcing term in the
capital accumulation function and, referring to their Figure 5 on p. 266, say that “In this way,
we obtain a scenario in which a non-linear system with a “natural” oscillation frequency interacts
with an external “force” resulting in a chaotic attractor, as shown in Figure 5. The interplay between
two or more independent frequencies characterizing the dynamics of the system is a well-known
route to more complex behaviour”. It would then be interesting to check whether the LTMs
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method, or, more generally, the SAP (Stretching Along the Paths) technique, on which the
LTMs method is based, could be employed in that setting, too, in order to rigorously prove
the existence of complex dynamics.

In regard to three-dimensional applications of the LTMs technique, we recall [32]
where, dealing with linked together cylindrical sets, the focus was on a 3D non-Hamiltonian
system describing a predator-prey model with a Beddington-DeAngelis functional re-
sponse in a periodically varying environment. Related to this, we also mention the 3D
continuous-time non-Hamiltonian framework representing the Lotka—Volterra model with
two predators and one prey in a periodic environment, considered in [39], for which the
presence of chaos was shown by means of the SAP technique, without relying on LTMs
geometry. Despite such dissimilarity in the employed method, the common starting point
in the proofs of chaos for the frameworks analyzed in [32,39] is given by a study of the
properties of the classical planar Lotka—Volterra system. Since, as we have seen, the Good-
win growth cycle model in [3,4] is a special case of the predator—prey setting, in view of
proving the existence of chaotic phenomena for its 3D extension, proposed in [36], we could
try to apply similar arguments to those used in [32,39]. We will investigate this possibility
in a future work.
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Appendix A. Proof of Proposition 1

Proof of Proposition 1. Given the linked together annuli CD(ty,4) and CUD (hy, hy), we
call Ct(l) (01, 03) (resp. Cél) (¢4, £2)) the subset of (V) (¢1, £,) which lies above (resp. below)
(Namely, ¢ stands for “top” and b stands for “bottom”) the horizontal line r, joining P(!) and
PUD; analogously, Ct(H) (h1,hy) (resp. CIEH) (h1, hp)) is the subset of C\ID (hy, hy) which lies
above (resp. below) r. In this manner it holds that C() (¢, £,) = Ct(I) (01, 62) U CZSI) (01, 42)
and CUD (hy, hy) = Ct(H)(h1,h2) U CZSH)(thz)- Moreover, we introduce the generalized
rectangles A := C\" (¢, 62) N " (hy, ) and B := ¢ (e1,6,) N €™ (1, hy). Let us fix
m(D) > 1and m(1D) > 1 such that m = m D (1D > 2. We are going to show that, if we
orientate A and B e.g., by setting A~ = A" UA; and B~ = B; UB,, with A =
ANTD (), A7 = ANTD (), B == BNTU(hy), By == BNTUD(hy), then there
exist m(I) > 1 pairwise disjoint compact subsets Hy, ..., H,,1_, of Asuch that

(H, ¥ D) : A=>B, i=0,...,mD -1 (A1)

(cf. Figure A1A for a graphical illustration with m(!) = 1), as well as m{!!) > 1 pairwise
disjoint compact subsets Ko, ..., K, 1_; of B such that

(K, ¥y :Bos A, j=0,...,mID -1 (A2)

(see Figure A1B for an illustration with m(I) = 2). If this is the case, (Cr) and (Cg) in
Theorem 1 are fulfilled for the oriented rectangles A := (A, .A~) and B := (B,B), with
F=%Uand G = YD, Since m = mDmD > 2, and (Ci) in Theorem 1 holds true, too,
the Poincaré map ¥ = Y1) o ¥(D of System (4) induces chaotic dynamics on n symbols
in A. Recalling that the Poincaré map ¥ is a homeomorphism on (0, +oo)2, and, thus,

82



Axioms 2023, 12, 344

injective and continuous, in particular. on the set H* :=

-1
N (D) (K)),
i:O,...,mmlel ( ) ( ])
j=0,...,mI -1

also condition (Cg) in Theorem 1 is satisfied for ® = ¥ and it is then possible to apply
Theorem 1 to conclude that all the properties listed therein are fulfilled for ¥.

el (0, )

=Eme_ C"(hy. ha)

T

089 pn pun 0.9 p pan
* L J r L ] L ]
0.88- 0.88-
osr osr
3 B, B
) h (D o ESS
’ 2 DT Ho) C, h, he e
LG () 0 b (hha) Ko Ko
0.86 088 09 092 094 096 u 0.86 0.88 09 092 094 096 u
(A) (B)

Figure Al. In (A), given the linked together annuli C D (e, lp) and C (D) (hq, hy), we draw in orange
the straight line r joining the centers P(I), PUI) and separating the top sets Ct(I) (01,02), Ct(H) (h1,h2),
colored, respectively, in green and gray, from the bottom sets CZSD (01, 02), Clgm (h1,hy), colored
respectively in light green and light gray. For A := Ct“) (41, 6)N Ct(H) (hy,hy) and B := CISI) (41, 6)N
Cém (h1,hy), suitably oriented by the choice of their left and right sides, we illustrate in (A) the
condition (A1) with m(D) = 1 and in (B) the condition (A2) with m1) = 2.

In view of checking (A1), we introduce a system of polar coordinates (p(!),8(D) cen-
tered at P(), so that the solution ¢ (t, (1o, v0)) = (u(t, (10, 00)), v(t, (10, v0))) tO System (I) with
initial point in (ug,vg) € (0, +00)? can be expressed as ¢ (¢, (g, v0)) = [¢D (¢, (ug, vo)) —
PO || (cos(0D (¢, (ug,v0))), sin(6W) (¢, (ug,v9)))). Moreover, we define the rotation number, de-
scribing the normalized angular displacement during the time interval [0,¢] C [0, T(D] of
the solution ¢! (¢, (1, v0)) as

610, (1o, v0)) — 6V (¢, (0, v0))

rotD (¢, (1, v0)) := o

(A3)

in order to count positive the turns around P (1) in the clockwise sense, since orbits for Sys-
tem (I) are run clockwise. Recalling the definition of () (0), for £ > £(()I), as a consequence
of the star-shape with respect to P(!) of the lower contour sets { (1, v) € (0, +-00)2 : E!) < ¢},
with E(D as in (7), we find that the following properties hold true for every (ug,vy) €
F(I)(ﬁ), t e |0, T(I)} and n > 1. Hence, we have rot(I)(t, (ug,v9)) € (mn+1) <t €
(ntD (@), (n+1) 0 (0)).

rot (¢, (ug,v9)) <n = t<nt()
rot(D(t, (ug,v9)) =n <= t=nt(0)
rot (¢, (g, v9)) >n = t>nt ()

To check (A1), let ¢ : [0,1] — A be a generic path with 7(0) € A, 7(1) € A, .
For every A € [0,1], we consider ¥(!) (7(A)), i.e., the position at time T(!) of the solution
cD(t,y(7)) to System (I) starting at t = 0 from (1) € A, together with the corre-
sponding angular coordinate 8(0)(T(),(A1)). We stress that, due to the continuity of
and by the continuous dependence of the solutions from the initial data, the function
A — 8D (TM,4(A)) is continuous, too. Moreover, recalling that 70 (¢;) < 7(D(¢,) and
A7 cTO(6), A7 < T (£), we show that if T!) > 11 = (1) + 7 ) S50 E) - then

o) (T, (1)) — 8D (T, 4(0)) > (2m<1> + 1)n.
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If this is true, there exists n* € Nsuch that [-2(n* + i) — 7, —=2(n* + i) 7t] is contained
in the interval {80 (T("), (1)) : A € [0,1]} fori € {0,...,m!) —1}. Thus, by means of
the Bolzano theorem, there are m(!pairwise disjoint maximal intervals [A!, A”] of [0,1]
such that fori € {0,...,ml) — 1} itholds that {6()(T(!),y(A)) : A € [AL, AV]} C [—2(n* +
i)t — 7, —2(n* + i) 7], with 0D(TW), y(A})) = —2(n* + i) — 7 and 8 (T, (AV)) =
—2(n* + i)t In order to have the stretching relation (A1) satisfied, we then set H; :=
{(ug,v0) € A:0D(TWD, (uy,v9)) € [—2(n* 4 i)t — 7r, =2(n* +i)7t|} fori € {0,.. D~
1}. Indeed, fori € {0,...,m!") — 1}, H; is a compact set containing {7(7)) : A € [A},A/]}.
Moreover, fori € {0,...,m) =1} and A € [A}, A/], it holds that y(A) € H;, ¥(D(y(A)) €
CESI) (01, 62) and EUD(FUD (4 (A1) > hy, EUD(¥UD(4(AY))) < hy. Hence, there exists
an interval [Af,A¥*] C [A}, A] such that ¥()(y(1)) € B for every A € [Af,A¥*], and
EID (¥ (y(AF))) = hy, EID(¥D (y(A*))) = hy. Since B, = BNTUD(hy), By = BN
TUD(hy), this means that ¥(!) (v(Af)) € B and ‘I’(I)('y()\;**)) € B, , concluding the
verification of (Al).

We then have to check that, for any path, 7 : [0,1] — A with 7(0) € A7 = AN
r(¢y) and y(1) € A, = ANTW (L), it holds that T > ) then o) (TW), (1)) —
o()(T(), 7(0)) > (sz) + 1)7‘[. Since rot) (t,1(0)) > [t/70(£1)] and rotD (¢, (1)) <
[t/T0)(£y)] for every t > 0, it follows that rot!) (t,(0)) — rot!) (¢, (1)) > [t/TD(¢1)] —
[t/ (4)] > t((fl));(())((fz)) — 2 for every t > 0. Hence, for T!) > () it holds that

(0 (1 — rot (T <I>M_
rot'" (T, v(0)) — rot\) (T, y(1)) > T TAELIEA)

(
(D
m()+%—2:m(1)—0—%>m(1)+1.

As a consequence, recalling the definition of rot(!) given in (A3), we have §() (T(), (1)) —
60 (T, 7(0)) > 2(m™ + 1)1+ 0D (0,(1)) — 6D (0,(0)). Since v([0,1]) € A == (¢, £2) N
C(H) (h1,h2), it holds that both 8())(0,(0)) and 8D (0, (1)) belong to [0, 7], and are, thus,

I>( (1)) — 61 (0,9(0)) > —m. It follows that 8)(T(, (1)) — 60 (TL),4(0)) >
(2mU j + 1)7, as needed.

Let us now turn to the proof of the stretching relation in (A2). Due to its similarity
with the verification of (Al), we sketch just the main steps. In this case we consider
the image through ¥/} of any path w : [0,1] — B joining B;” with B;” and check
that it completely crosses A, from A;” to A, at least mUD times when TUD > (1) .=

(m(” ) + Z) & 1(1“)(51}[1)) w (’(12) , recalling that also orbits for System (II) are run clockwise
2

h1))
and that 7D (hy) < (1) (hy) (see Figure A1B for the case m!!) = 2). Introducing a system
of polar coordinates (p (1), (D) centered at P('), we can define the rotation number as

0D (0, (19, v0)) — 0D (¢, (ug, v9))

rot'D (¢, (ug,vg)) := o

(A4)

describing the normalized angular displacement during the time interval [0, ] C [0, T(/D]
of the solution (') (¢, (1o, vg)) to System (II) with initial point in (1, vg) € (0, +-00)2. As
happened with the proof of (A1), the key step in the verification of (A2) consists in showing

that if TID > 1D then 80D (TN, w(1)) — 61D (TUD, w(0)) > (2m<”> + 1) 7. Indeed,
using the Bolzano Theorem, we can conclude that there are m(!) > 1 pairwise disjoint
compact subsets Ky, ..., ICm(HLl of B which satisfy (A2).

Once the validity of (A1) and (A2) is verified, it follows that ¥ = YU o ¥() in-
duces chaotic dynamics in m symbols in A by Theorem 1, together with all the properties
listed therein.
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This concludes the first half of our proof, that is complete when we show that ¥
induces chaotic dynamics on m = m)m{I) > 2 symbols in B, as well. With this aim
in mind, we can, for example, orientate A by setting A=~ = A~ UA;~, with A, =
ANTUD (hy), A7~ := ANTU(y), and B by setting B~~ = B~ UB;~, with B, ~ :=
BnrW(£y), By~ := BNTW(4,), and we verify that the image through ¥(!) of any path
joining in B the sides B, ~ and B, ~ crosses A, from A, ™ to A, ~, at least m) times
when T > tI), and then check that the image through ¥!) of any path in A joining
.Al__ with A~ crosses B, from Bl__ to B, ~, at least mUD times when TUD > (1),

Namely, this amounts to show that there exist m(!) > 1 pairwise disjoint compact subsets
Hos - H;N)A of B such that

(H.,¢") :g%i i=0,...,m0—1, (83)

as well as m{!I) > 1 pairwise disjoint compact subsets k), . . ., K! 1, of Asuch that
(K, ¥00) i d0sB, j=0,...,mI -1, (A6)

where we set B = (B,B—7) and A = (A, A=) (see Figure A2). In such a case, (Cp)

and (Cg) in Theorem 1 are fulfilled for the newly introduced oriented rectangles B =

(B,B“),/T = (A, A7) and with F = (), G = ¢UD, Since m = mDmID > 2 itis
then possible to apply Theorem 1 to conclude that the Poincaré map ¥ = YU o ¥ of
System (4) induces chaotic dynamics on m symbols in B, as well. Moreover, ¥ has all the
features listed in Theorem 1, because (Cg) therein holds true, as ® = ¥ is injective and
-1
continuous, in particular on the set H'* := U Hin (‘f(l)) (K';).
1

i=0,..., mD —
j= mID —1

.....

Due to their resemblance to (Al) and (A2), we leave the details in the verification
of (A5) and (A6), that allow completion of the proof, to the reader. O

U U
o2 () > Ki Ké

W Camwhts,) /%/,Z/J/

_A;* /—\ A;, :4 ///—\

™ T . / .
08 09
I pn - pan I pn - pan

3 . 3 .
I [
007 & 007

= H
005 e 006
B~
0.5 0.5
086 088 L] 092 094 0.9 u 086 088 09 092 0% 0.9 u
(A) (B)

Figure A2. For the sets A and B, introduced in Figure Al, we now orientate them in a different
manner by suitably choosing the left and the right sides, we illustrate in (A) the stretching relation (A5)
with m() = 1 and in (B) the condition (A6) with mUD =2,

Focusing on the first half of the proof of Proposition 1, in which we show that ¥
induces chaotic dynamics in .4, in Figure A1A we provide a qualitative representation
of what happens when the stretching relation in (A1) is fulfilled with m(!) = 1, and, in
Figure A1B, we illustrate the condition (A2) with mID = 2. For (A1) to be satisfied with
m) =1 we need to verify that the image through ¥() of any path 7 (in cyan) joining in A
its left and right sides crosses B once from left to right when T is sufficiently large. This
is true in Figure A1A since, calling H, the compact subset of A in pale blue and setting
7 := 7([0,1]), it holds that 7 N H (in blue) is transformed by ¥(!) into a path (in blue)
connecting B;” and B, in B. To check (A2) with mI) =2 we need to verify that the image
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through ¥() of any path w (in blue) joining in B its left and right sides crosses A twice
from left to right when TU!) is large enough. This is true in Figure A1B, due to the existence
of the pairwise disjoint compact subsets ICg, K1 of B (in yellow) with the property that
v (@ N K;) (in dark blue) connects A; and A; in A, fori € {1,2}.

Similarly, in regard to the second half of the proof of Proposition 1, in which we show
that ¥ induces chaotic dynamics in B, we illustrate, in Figure A2A, condition (A5) with
mD =1 and, in Figure A2B, condition (A6) with mID = 2. Notice that A and B now
need to be oriented in a different manner with respect to Figure Al to have the stretching
relations in (A5) and (A6) satisfied. Indeed, in Figure A2A we draw (in lilac) the compact
subset H(, of B with the property that the restriction to it (represented in orange) of any
path <y (in light orange) joining B, and B, ~ in B is transformed by ¥() into a path (in
orange) connecting A, and A, " in A. In (B) we draw (in beige) the two disjoint compact
subsets K, K} of A such that the restriction to them (represented in dark orange) of any
path w (in orange) joining A; ~ and A, " in A is transformed by YD into paths (in dark
orange) connecting B, and B, "~ in B.
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Abstract: Ideally, switching between subsystems and controllers occurs synchronously. In other
words, whenever a subsystem requires switching, its corresponding sub-controller will be promptly
activated. However, in reality, due to network delays, system detection, etc., the activation of
candidate controllers frequently lags, which causes issues with asynchronous switching between
controllers and subsystems. This asynchronous switching problem may affect system performance
and even make the system unstable because the state between the subsystem and the controller
may be inconsistent, resulting in the controller not being able to control the subsystem correctly. To
keep the system stable while using asynchronous switching, this work suggests an asynchronous
control technique for a class of discrete linear switching systems with time delay based on the mode-
dependent average dwell time (MDADT). First, we construct a state feedback controller and establish
a closed-loop system. In the asynchronous and synchronous intervals of subsystems and controllers,
different Lyapunov functions are selected, and sufficient conditions for exponential stability and the
He performance of the closed-loop system under asynchronous switching are obtained. In addition,
using the MDADT switching strategy, the relevant parameters of each subsystem are designed and
the corresponding state—feedback controller gain matrix can be obtained. Finally, a switching system
with three subsystems is shown. The approach is confirmed by simulating it using the average dwell
time (ADT) switching strategy and the MDADT switching strategy separately.

Keywords: asynchronous control; average dwell time; exponential stability; mode dependent;
time delay

MSC: 93B36; 93C05; 93C65; 93D23

1. Introduction

A discrete system refers to all systems that are not continuous in time and space. They
are ubiquitous in practical problems. It is expected that when computers assist people in
simulating, controlling, and analyzing systems, they usually need to discretize time. In
addition, there are some discrete mathematical models in the fields of biology, industry, and
economics. For example, research on image encryption [1], human infectious diseases [2],
and changes in the market economy [3] all require the application of discrete systems. A
discrete switching system is an important type of discrete system. It realizes different
functions and behaviors through state switching, and it can also realize complex logic
operations, control, and decision-making functions.

The benefits of switching systems in terms of model composition have garnered
increased attention. Switched systems are not only widely studied in theory but also
have extensive applications in many engineering fields, such as electronic equipment [4],
aerospace technology [5], traffic management [6], environmental governance [7], and others.
The switched system is often a dynamical system made up of switching signals and a finite
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number of continuous or discrete dynamic subsystems. A piecewise constant function that
depends on state or time is the switching signal, which is also known as the switching rule,
switching strategy, or switching law. The stability of the switching system is somewhat
impacted by the choice of switching signal. When an inappropriate switching signal is
selected, the trajectories of the switched system that may make all subsystems stable are
divergent; similarly, when a suitable switching signal is selected, it is possible to stabilize a
switched system with unstable subsystems.

Research on switching signals is mainly reflected in the design of its dwell time.
At present, typical research on switching signals mainly includes arbitrary switching
signals [8], dwell time switching signals (DT) [9], average dwell time switching signals
(ADT) [10], mode-dependent average dwell time switching signals (MDADT) [11], and
persistent dwell time switching signals (PDT) [12]. DT restricts the switching time of two
consecutive subsystems to be no less than a constant 7. ADT requires a constant 7, for the
average running time of the subsystem in the limited switching interval. MDADT makes
each subsystem have its own ADT, which reduces the conservativeness of research, so it
has a broader range of applications compared with the former two. The PDT switching
mechanism consists of fast switching and slow switching alternately: the T part can repre-
sent slow switching and T part can represent fast switching. However, DT and ADT cannot
represent fast switching because they have strict constraints on the number of switches in a
given period. As this implies, PDT is more general than DT and ADT. The complexity of
PDT is much higher than that of DT and ADT, so there are few related studies.

There have been abundant research achievements in switched systems on system
stability analysis [13], tracking control problems [14], time delay problems [15], robust
control [16], gain analysis [17], etc. In recent years, scholars have also paid more attention
to asynchronous switching control [18-23]. Asynchronous switching refers to a situation
where the subsystem does not match the controller; that is, the switching signals of the
subsystem and the controller are inconsistent. Since the identification of subsystems and
the matching of corresponding controllers takes a certain amount of time, asynchronous
situations cannot be avoided. In [24], based on the asynchronous switching of subsystems
and filters, the design of the filter for discrete switched T-S fuzzy systems was discussed.
The challenge of designing a controller for time delay nonlinear switching systems with
asynchronous switching was investigated in [25]. During this operation of the system, the
system cannot always operate in an ideal state, and signal interference and fault phenomena
are inevitable. If the cause and location of the fault cannot be found in time, certain
losses will be caused. Therefore, introducing fault diagnosis and detection mechanisms
is an essential means to ensure system security. Considering the filter and subsystem
asynchrony, fault detection on switched systems is carried out in [26]. The time trigger
control is frequently used in sampling control to sample periodically; however, because
it samples in the form of cycles, wasting system resources, the proposed event trigger
mechanism aims to overcome this problem by monitoring changes in system performance
in real time by designing event triggers. Ref. [27] studies the multi-asynchronous switching
issue in switching systems with event triggering. In contrast to the prior asynchrony, the
system’s stability and controller design are investigated, along with the many asynchronous
challenges of subsystems, event triggers, and controllers. Due to the reasons of the system
itself or the technical limitations of the measurement means, it is impossible to measure
all of the system’s status information. By constructing an observer and using the input or
output information of the original system to construct a new system, studying the new
system allows one to discover the pertinent characteristics of the previous system. In [28],
the issue of observer design for nonlinear switching systems with asynchronous situations
is covered. There are few studies on asynchronous control of discrete switched systems,
and most of them are based on the ADT switching strategy. Thus, combining the MDADT
approach with asynchronous switching is essential.

The asynchronous control problem of discrete time delay switched systems is investi-
gated in this work using MDADT. The majority of research on switched systems up to now
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has centered on synchronous switching. The switched system finds it challenging to sustain
synchronous switching in practical circumstances. Since each subsystem and sub-controller
in the system operates at a different speed and responds to commands differently, the
associated controller may still be working on the current task when the subsystem has
begun to execute the next task. This affects the stability of the system by causing confusion
over the order in which different subsystems and sub-controllers should be executed. The
main problem with current asynchronous switching is how to ensure the stability of the
whole system when the subsystem does not match the corresponding sub-controller. In
this paper, we present a parameter associated with exponential decay that tackles this
problem by restricting the proportion of matching and mismatching durations between
the controller and its corresponding subsystem. The majority of earlier investigations
used the ADT technique, which meant that the dwell time and other parameters for each
subsystem were constant. However, these parameters are not optimal due to the differences
in each subsystem. Relatively speaking, MDADT technology is more flexible. It allows each
subsystem to choose the most-suitable parameters according to its own needs to determine
its dwell time, and it can set the switching delay of each sub-controller so that they do not
have to be all the same. The main motivation is to use this feature of MDADT to improve
system performance, and this approach to system performance verification differs from
earlier ones. The following are its primary contributions:

1. An innovative asynchronous control method is provided for discrete time delay
switched systems.

2. Using the MDADT switching strategy, the switched system’s exponential stability
and the necessary conditions for He, performance are discovered, and the gain matrix of
the controller is also computed.

The sections of this essay are organized as follows. The problem and definitions that
apply to it are presented in Section 2. In Section 3, adequate requirements for exponential
stability of discrete time delay switched systems and H., performance are laid out, and
controllers are also built. To test the efficacy of the asynchronous control method, Section 4
presents a discrete time delay switching system with two subsystems. Simulations are run
under the ADT switching signal and the MDADT switching signal. Section 5 presents the
results of the simulations of the example and the definition proof.

Notations: R" represents n-dimensional Euclidean vector space, L, [0, o] is square
integrable function space, || - || stands for Euclidean norm, X > 0 and X' are positive
definite matrices and transpose matrices, Ay, {- - - } and Aygx{- - - } represent the minimum
and maximum eigenvalues of the matrix, respectively, col{- - - } represents a column vector,
and * represents the symmetric block in the block matrix.

2. Problem Statement

This section presents the discussed system and the design of the controller.

2.1. System Description

Consider the following discrete time delay linear switched system:

x(g+1) = Ay)x(6) + By(oyt(g) + Arp(o)x(6 — d) + Big()@(¢), ¢ > 0
z2(6) = Co(g)x(6) + Dy(gyu(g), ¢ = 0 1)
¢(¢),c € {-d,---,0}

where x € R, u € R"™, and z € R are the state vector, control input, and controlled
output of the system, respectively; @ € R"@ represents the disturbance input and belongs
to L,[0,00); ¢(¢) represents the initial vector-valued function; and d represents a constant
delay time. The symbol o(¢) : N - M = {1,2,--- ,m}, m € N stands for the switching
signal; {(co,0(c0)), (c1,0(51)), -+, (c1,0(51)),---,1 = 0,1,2,3,---} represents the sys-
tem’s switching time sequence; ¢( indicates the initial switching time; and ¢; indicates the

=
—~
"
—

I
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I-th switching time. If the I-th subsystem is turned on, ¢ € [g,¢;11) results. Ay, B
Ato(¢)r Bio(¢)r Co(¢), and Dy () are constant matrices.

o(g)

Definition 1 ([29]). For any switching signal o (), let Ny i(o, ) and Tj(go, g) denote the switch-
ing times and running times of the j-th subsystem activated on [Go, ¢), respectively. If ANy; > 0,
Tsj > 0, such that

Ti(Go,6)
Ta]

Ny i(0,6) < Noj(Go,6) + /Y6 > 60 >0,

then T, and Noj are known as MDADT and the chatter bound, respectively.

Definition 2 ([30]). The switched system is exponentially stable if there exist constants ¢ > 0 and
0 < ¢ < 1 such that the solution of the system satisfies:

[2(5) |2 < ¢Z¢7|1x(g0) |2, V5 > o

Definition 3 ([30]). Given 6 > 0and ¢ > 0, if the switching system is exponentially stable and
under zero initial conditions, for all nonzero @, the following inequality holds:

i e %z7(s)z(s) < 62 i @l (s)o(s

s=ko s=ko

Then the switched system is exponentially stable with an exponential He, index o.

Lemma 1 ([31]). For symmetric matrices X and W > 0 of any appropriate dimension and for any
constant ¢, the following inequalities hold:

— XWX < #W —2¢X.

2.2. Controller
Establish a state—feedback controller in System (1):

u((;) = K(T’(g)x(g)/

where ¢’(¢) and K,/ represent the switching signal and control gain matrix of the con-
troller, respectively. Let A; be the switching delay time of the controller relative to the
subsystem, and satisfy A; < ¢;1 — ¢;. Then {(go + 80,0”(c0)), (61 +A1,07(61)), - -+, (61 +
AL (gr)), - ,1=0,1,2,3,- - } is the controller’s switching sequence.

2.3. Build a Closed-Loop System

Substituting the dynamic output feedback controller into the switching System (1), the
following closed-loop switched system can be obtained:

x(g+1) = (A; o(0)Kor())x(6) + A1g()x(¢ — d) + Byyo)@(5),6 > 0
z(¢) = (Ca Dy Kor(e))x(6),6 20 )
x(¢) = WGWE{d -,0}

If o(g;) = i, the i-th subsystem is activated at the moment of system switching ¢;;
likewise, if o(g;_1) = j, the j-th subsystem is enabled at the time of system switching ¢; .
T~ (go,¢) and T*(gp,¢) are utilized to indicate the matching and mismatching intervals
between the subsystem and the controller while the system is running in [go,¢).T~ (¢ — 6o),
and T (¢ — go) represent the interval lengths of T~ (go,¢) and T (o, ¢).

In [}, ¢; + A;), the [-th subsystem has already started running, but due to factors such
as controller model recognition, the controller at this time is from the (I — 1)-th subsystem,
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which results in a mismatch between the subsystem and the controller. In [g; + A}, ¢/41),
the I-th controller is activated and the subsystem matches the controller. Thus, System (2)
is expressed as follows:

x(c+1) = Ajjx(¢) + A1ix(c — d) + Bri@(g),

z(¢) = Gijx(¢), G € g6 +4), (3a)
x(¢) = ¢(g),

x(¢+1) = Aix(g) + Ayx(¢ — d) + Bui(g),

z(g) = Cix(g), ¢ €l +b16111), (3b)
x(¢) = ¢(c),

where Aij =A;+ Bin, Ci]' =C+ Din, A; = A; +BK;, C; = C; + DiK;.
When @ = 0, considering the stability of the system, System (3) becomes:

Ajix(¢) + Aix(c —d), ¢ € [gr,61 + Ay),

Y 4)
Aix(g) + Avix(c —d), 6 € [g1 + A1, Gr41),

x(€+1)={

where Al] =A;+ Bl'Kj,Ai = A; + BiK;.

3. Main Results

For the above switched System (2), this section mainly discusses two issues:

(1) Solve the sufficient conditions for the time delay closed-loop switched System
(2) to be exponentially stable and have the He, performance index under asynchronous
switching;

(2) Solve for the Hy, controller gains based on the stability condition.

The following theorem gives sufficient conditions to ensure the exponential stability
of System (4) by using multiple Lyapunov functions and the MDADT technique.

Theorem 1. For System (4), given the parameters a; > 0, B; > 0,0 < & < B;, and y; > 1, if
there exist matrices P; > 0, Q; > 0, and R; > 0 satisfying

[—e“ P, + Q; 0 (Al] — I)TRi AE}PZ'
du; T T
* —e IQZ' AliRi Alipi <0 5
* * —d~1R; 0 ’ ©)
L * * * —P;
_73_.51']31» + Q; 0 (AI — I)TRZ‘ AI-TPZ‘
_ _d,BiQ< ATR. AT Pp.
* e i 134N 13t
* * —d~IR; 0 <0, (6)
L * * * —-b;
Py < piPj, Qi < piQj, Ri < piR;, @)
T;(gf)(gfﬂ - Gf) - ;4 € ®)

¢>6o T;r(gf)(GfH —¢f)  Bi—g’

where f € Y(i) = o(kf) =i, i € M, then System (4) is exponentially stable, and any MDADT
switching signal satisfies

. l”(;iei)‘ )

i

Proof. When ¢ € [¢;,¢; + 4;), the subsystem does not match the controller at this time.
Consider the following Lyapunov function:
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c—1 0 1
Vi(xg,6) = xT(0)Px(g) + ), e T (s)Qix(s)+ ), Y. eOTIRT(s)Rih(s), (10)
s=¢—d r=1—ds=¢+r—1

where h(s) = x(s +1) — x(s).
Denote AVy(x¢,6) = Va(xer1,6+1) —e*iVi(xc,6) and ¢(g) = col(x(g), x(¢ — d)).
Then
AVi(xg,6) = Va(xgy1,6 +1) — €"1Va(xg,6)
< 2T (g + DPx(g+1) —ex (¢)Px(g) +xT(6)Qix(g) (11)
— eMix! (g — d)Qpx(¢ — d) +dh (6)Rih(s)

It follows from (4) that

Ao+ DPx(g+1) =&T(¢)[A; Au] Pi[A;  Auele), (12)
and
dg" ()Rig(g) = d(x(g +1) — x(¢)) "Ri(x(¢ + 1) — x(¢))
—dgT(¢)[A — T Ayl Ri[Aj—1 Au)E(g). =
From (11)~(13), we can obtain
AVi(xg,6) = Va(xg, 6) — e Va(xe, 6)< &1 ()8 (c), (14)
where
Qi = [A; Au] Pi[Ay Ay + diag(—e%P; + Q;, —e™iQ;) )

+d[Aj;—1 Ali]TRi[Aij—I Ayl

According to Schur’s complement, Equations (5) and (15) are equivalent; we can obtain

AVi(xe,6) = Va(xcy1,6 +1) — e Vi(xg,¢) <0. (16)

This implies
Vaote (xe) < 0DV (xg). (17)

When ¢ € [g; + A}, 6111), the subsystem is matched with the controller at this time.
Consider the following Lyapunov function:

¢—1 0 c—1

Vﬁ(xg,g):xT(g)Pix(g)—i— Y ePiG=cHDxT (5)Qix(s) + Y ) PiG=cHURT (§)R;h(s), (18)

s=c—d r=1—d s=¢+r—1
Denote AVg(x¢,6) = Vp(xg41,6+1) — e Pi Vg(x¢,6). Similarly, we have
AVj(x6) = V(e ) — ¢ PVl 0)< £ ()08 6), (19)
where

O =[4; Ay 'p [A; Ay +diag(—e PiP, + Q;, —e i)

' o (20)
+d[A -1 Ay Ri[Ai—1 Ayl
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According to Schur’s complement, Equations (6) and (20) are equivalent; we can obtain

AVp(xg,6) = Vp(xgr1,6+1) — eiﬁivﬁ(xg&) <0. (21)
Thus,
- —¢1—A
V.BU(QI)(XG) <e ot (661 I)Vﬁff(gl)(xQ +4). (22)
In the whole interval [0, ¢], the Lyapunov function consists of (10) and (18):
Vio(e), 6 € 61,61 + Ap),
Bo(c):S € [61+ D1, 6111)-

From (7), (10) and (18), we have

Vﬂ(xg,g) < piVa(xg, 6), Valxg, 6) < Hng(xg,g), (0; = P‘ie(“[+ﬁi)d)- (24)
When ¢ € [g],674+1), from (17), (22) and (24), we have

— T —
)Se ‘BIT(gZ) (6141 g])Vﬁa(gl)(xgl+Az)

_ T — _
e .Ba(gz) (6141 gI)VMT(gl)(xglJrA,)

Vir(er) (X

< Ho(g)

~Bo(e) T~ (6141=61) (e T (G141—61)
e ot o ety o Voco’(gl)(XGZ)

“Boiep T (6141=61) o(c) T (G141—61) -
Bo(cp) 1+1761) pa () 141 zvﬁg(g’)<x€’)

< Ho(g)

< Ho(g)Po())e

BT (Cpoq— TH(cpq—
< o(e)Bo(e)® Botep T~ (6141=61) o T (G141 —61) 25)

—Bote;_ T (c1=61-1) #o(e, T (61—61-1) -
e e el X Vﬁa(gl—l)(xgl—l)

Bo(e) T (Gri1=61) (e T (6141 —61)

X .”a(gl,l)etf(gpl)e
S e S ;”la(gz)eﬂ(gz)yﬁ(gz_n9‘7(51_1) e ]’10(91)9‘7(91) X 67

—ﬁa(g,,])Tﬁ(91—51—1)6%@14)T+(€z—§1—1) % Botcg) T~ (61=60) po(e) T (61-60) 1,

e exe 7(co)
Y T (gp1—67)—BiT (5r11—6f)
Ngi icM, i
= H(Z’llel) A X eerE"’() X VLT(QQ)(XQO)'
ieM

It follows from (8) that

0T (61— 61) — BiT (G1a1 — 61) < —¢f (G141 — 61)- (26)

From (25) and (26), we can obtain

Va(gl)(x€>
L T —6p) =BT (Grr1—65)
< H(Viei)Nv’i X elSMFEr X Va(go)(x(;o)
ieM
D (SRR o)) (27)
< H(Viei)Nw x efeMfep(d) Vv(go) (xgo)
ieM
(i)
¥ Noin(pi6;) L (= —€)(6r1—65)
< it M FEP() Vi(eo) (Yo )-

Meanwhile, considering the Lyapunov function, there are positive numbers @ and
b satisfying
alx(@)lI* < Vixe) < bllx(o)”, (28)
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where

7 = min{Ayin(P;
i = min (A (P},

ic

M max{ed”‘i)\max(Ri)}.

b= m%{Amux(Pi)} +d %%{edaiAmﬂx(Qi)} + 2 ieM

1c

— 1 Nojl ; 1 In(p;0;) *
By Definition 2, ¢ = \/%ez 7;%{ oaln(p0)} isaconstant,and 0 < = e’ TE%{ W)
1; we have
x(6)[|< 1750 [[x(go) . (29)

Therefore, System (4) is exponentially stable . [

The following theorem provides sufficient conditions for resolving the controller gain
of System (4) based on Theorem 1.

Theorem 2. For System (4), given the parameters a; > 0, B; > 0,0 < &f < B;, and p; > 1, if
there exist matrices X; > 0, Q; > 0, R; > 0, and Y; > 0 satisfying

@ 0 @ @ ® X

* @4 XiAlT,’ XiA{j 0
x x —d Rl 0 0 | <0, (30)
* * * —X; 0

E * * -Q/]

(et o ()] el X

« O XAL XAl 0
x o« —d7Rl 0 0 | <0, (31)
x % * -X; 0
EE * * —Q/]
—iXp X oo |THQ Q| oo | TR R o
* —X; =0 * -Q! =0, * —R! =0, (52)

where

@) = ¢%(X; — 2X;), 0, = ;AT + Y Bl - X;,0; = X;AT + Y/ B, 0, = e (Q —2X;),
0] = —eFiX;, 0} = ;AT + YIBI — X;,0} = X;AT + YIB!, 0} = e~ %i(Q] - 2X;).

Therefore, the corresponding state—feedback controller gain matrix K; = Y; X~ L can be obtained.

Proof. Suppose the controller gain K; = Y;P;; let X; = Pfl, R;l = Rl and Q;l = Q..
Multiply both sides of (5) by diag{Xj, X;, R}, X;} at the same time, and multiply both sides
of (6) by diag{X;, X;, R, X;} at the same time. Through Lemma 1, we can obtain

— XiP;X; < X; —2X;, —X;QiX; < Qf — 2X;. (33)

By Schur’s complement and (33), Conditions (30) and (31) are obtained. In addition,
Condition (32) is obtained by multiplying both sides of the inequality (7) by X;, Q’, and
R, respectively.

According to Theorem 1, we establish the exponential stability of System (4) in the
absence of perturbations and subsequently demonstrate that System (3) with perturbations
satisfies the sufficient conditions for He, performance. O

Theorem 3. For System (3), given the parameters a; > 0, B; > 0,0 < & < B;, u; > 1, and
¥ > 0, if there exist matrices P; > 0, Q; > 0, and R; > 0 satisfying
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—e%i P+ Q; 0 0 (A;j—IDTR; Agpl cg
< —e®iQ; 0 ALR; ALp 0
* * —q1 B{.R; B 0] _ (34)
* * * —d—1R; 0 0 ’
* * * * -L 0
i * * * * * —I_
—e PP+ Q; 0 0 (A4-DTR, AlP, CI
* —e~9BiQ; 0 ALR; ATpP 0
* * —yI  BlR; Bi.P 0
* * * —d7R; 0 0 <0, 35
* * * —P; 0
L * * * * —1
P < piP;, Qi < piQj, Ri < uiR;, (36)
T o 1(Gf+1—6F) gk
olcs) f f S wj+ & 37)

¢>o T:(gf)(Gerl —¢r) B -’

where f € (i) = o(ks) =1i,i € M, then the switched System (3) is exponentially stable and has
Heo performance index y = /7. Meanwhile, any MDADT switching signal satisfies

In(pi6;) (38)

*
&

Tai >

Proof. Consider System (3): denote F(¢) = z7 (¢)z(g) — @7 (¢)@(g).
When ¢ € [g},6; + 4;), the subsystem does not match the controller at this time; we
can obtain

Vzw(gl) (xg> < e%(gl)vtw(g[) (xg71> - F(Q - 1)' 39)

By iterating through the formula, we have

VW(QZ)(XQ)
< el zw(g; (xg 1) —F(g—1)

< et (e Vtw(gl)(ng2) - F(g - 2)) - F(g - 1) (40)

c1+A—1 A 1
< eolen) y(6— QZ)V (gz)(xgz)* Z e"‘tr(gz)(gl+ 1 =8 )F(S).
5=6]

When g € [¢; + A}, 6111), the subsystem is matched with the controller at this time; we
can obtain

Vio(e (%) < ¢ PiVgo(e) (xe-1) = F(¢ = 1). (41)

Similarly, we can obtain
Vﬁ‘T(Gz) (x¢)
< e P Vg, (xem1) — Fg — 1)

< ePotcn (¢ ety o) (*e—2) = F(g—2)) = F(g — 1) (42)

¢—1
Se*ﬁv(gl)(G*Gl*Al)Vﬂa(gl)(xgl+Al)_ Z e*ﬁg(g,)(gfsfl)F(S).
s=¢+4
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From (24), combined with equations (40) and (42), when ¢ € [¢,¢;41), it can be

known that
Va(g,)(xg)
¢—1
- —g—A —Boten (c—s—1
<e Bo(cp) (6—61 l)Vﬂo(gl)(xgz+A1)_ 2 o Poteple—s )F(s)
s=¢+4
Bote))(c—c1— ) T Beie(c—s-1)
_ L _ —B, e
< :u(T(gl)e o \&—61= 81 Va(f(gz)(xglJrAl) _ Z e (T F(S)
s:gl-i-Al
A A bt A—s—1
< Bt PTG () =Y TR ())
5=¢C1
¢—1
_ Z e_ﬁa(g])(g_s_l)[_‘(s)
s=¢i+4;
c1+A—1
—B, —c—A (e D _ - +A;—s—1
< Hofge P TITL0N G, (Voo (xg) = Y e @EITTUE())
5=¢
¢—1
_ Z efﬁﬂ(gl)(gfsfl)F(s) (43)
s=¢;+4A;
< I’la’(gl)eiﬁa(gl)(gigliAZ)(E“V(QI)AZQU(Q)(]’lo’(glfl) % efﬁ(r(glfl)(glfgl—lfAl—l)(etxa(glfl)Al—lea(glil)
Gl-1t+481-1 6—1
X Viotg 1) (%) = R O D DN LS {O)
s=¢j_1 s=6; 1+
g1+Al—l gfl
_ Z e%(gl)(g;-l—A;—S—l)F(S))_ Z e—ﬁv(g,)(g—s—l)F(s)
5=61 s=G1+A;

< < efﬁv(gl)(gfgl*Al) % (e“a(g,)Alyg(GI)ga(gl) N Va(gl)ea(gl) % (efﬁa(go)(gl*QO*AO)

Go+Ap—1 61—1

X(eag(GO)AOVU(gO)(xG())_ Z e“a(go)(€o+Ao*S*1)F(S))_ Z e*ﬁﬂgo)(glfsfl)l:(s))
$=Go s=co+Ao
Gi+A—1 c—1
E— e”‘«r(.cz>(€l+A1*S*1)F(s))_ y e*ﬁv<gl>(€*5*1)p(s)
§=G| s=G1+4;

Under zero initial conditions, i.e., x(gp) = 0, from (37) and (43), we have

e L Jas ) ol T el
Y eiemrer z1(s)z(s) <y Y efsMrev® @' (s)@(s).  (44)
5=60 =G0
L Nyi(sgpi)in(uiby)
Multiply both sides of (44) by e’M/<¢() ; we have
el B (e —s—D)+Noi(s,6p1)In(pib;) .
E etEM,fEl[}(l) z (S)Z(S)
e (45)
el X —g(epr—s—1)+Ngi(s,6 1) In(pi6;) .
<y ) efemrsevd @' (s)@(s).
5760
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X =Nyileggpen)n(pi;)
Multiply both sides of inequality (45) by e’M/<¥()

; we have
=l ¥ —g(gr1—5—1)—Noilcss)ln(pib;)
Z elEM.fEp(i) 21 (s)z(s)
5=6o
¢l B —g(gp1—5—1)—Noi(gps)ln(pb;)
<o I eenrin &7 (5)a(s).
§=60
Note Ny,i(f,5) < % From (38), we have
Ny i(cr,s)In(uib;) < € (s —gy)-
It follows from (46) and (47) that
¢l ¥ —€lgrri—gr1) ol B —€(gr—s-1)
Y echiero 2T(s)z2(s) 7 1 eMIEr0 o' (5)ao(s).
s=¢o =0
Thus,
ool Y —ef(s—gy) 1
Z eleMfep() zT(s)z(s) <7 Z cDT(s)cD(s).
$=Go 5=60
This implies
oy —g(s—gy) 0
y et Tz <9 ) @l (9)als)

5=60 5=60

(46)

(47)

(48)

(49)

(50)

According to Definition 3, System (3) is exponentially stable and has He performance

index ¥ = /7.

The following theorem provides sufficient conditions for resolving the controller gain

of System (3) based on Theorem 3. O

Theorem 4. For System (3), given the parameters a; > 0, B; > 0,0 < & < B;, u; > 1, and

¥ > 0, if there exist matrices X; > 0, Q; > 0, R; > 0, and Y; > 0 satisfying

X 0 0 X X3 Xy X] T
¥« X5 0 ;AL XA 00
* « —oI BT B, 0 0
x % * —d‘le 0 0 0 | <0,
* % * * -X; 0 0
* % * * * -1 0
EE * * * x  —Q]
= 0 0 W oD X
« xbo0  XAL XAL 00
* % —ql BlTl- Bsz 0 0
x % * d*1R§ 0 0 0 | <0,
* % * * -X; 0 0
* % * * * -1 0
E * * * *  —Q
X X/]<0l_”’q Q;‘]<ol_“i;‘ R}1<0
* =X =7 o« -Q! ’ —Rl| =

98

(51)

(52)

(53)
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where
Ty = e(X; —2X)), %0 = X;A] + Y/ B] — X;, %5 = X;A] + Y/ B[, %4 = X;¢ + Y/ D],
L5 = Mi(Q) —2X;), 2 = e PiX;, %) = XA + Y Bl - X;, 25 = X;AT + Y B/,
¥ = X,CT +YID!, 2l = e i (Q] - 2X;).
Therefore, the corresponding state—feedback controller gain matrix K; = Y; X~ L can be obtained.

Proof. Multiply both sides of (34) by diag{X]-, Xi, I, R}, X;, I} at the same time, and mul-
tiply both sides of (35) by diag{X;, X;, I, R, X;, I} at the same time. Similarly, by Schur’s
complement, conditions (51)-(53) can be obtained. [J

4. Numerical Example

Consider the discrete time delay switching System (1) with three subsystems, whose
parameters are set as follows:

—-01 0 —-0.4 0 —-06 O —0.07 0
o[8[ e[ e[ 3]

0.2 —-1.8 —-0.6 05 07 0 —-0.2
R A R ! R LS S B
R e I A ey S PR
e IRl v I o LR e

—03 -16 04 07 , T
C D @ -5 -
3 {—1.5 1.1]' 3 {o.z —1.2]’ (6) = [27¢sin(2g)  27¢cos(2c)] -

We compare this switched system under the MDADT switching strategy and the ADT
switching strategy. A set of appropriate data is chosen by contrasting the impact of each
parameter on the system, as illustrated in Table 1. The MDADT switching strategy makes
each subsystem have its own ADT; that is, the parameters of each subsystem are different.
Choose a1 = 1.7, 1 = 2.5, p1 = 1.1, and ] = 1.7; then obtain 7,1 > 9.99 s by solving (9);
similarly, choose ap = 1.2, B, = 2.1, yp = 2.2, and € = 1.4 and obtain 7,5 > 10.26 s; choose
a3 = 1.8, B3 = 2, uy3 = 2.3, and €5 = 1.3 and obtain 7,3 > 12.97 s. By solving (51)—(53), we
can get the gain matrix of the controller:

K — 0.4062  0.7363 K, — —0.2024 —-0.2399 Kn — 0.4055 —0.1867
171210538 —1.1525|" "2~ |—0.6497 01711 |"% " |—-0.7019 —0.0834]

The running time of each subsystem is the same when using the ADT switching
strategy, so choose « = 1.8, § = 2.5, y = 1.03, and ¢* = 1.7, and obtain 7, > 10.15 s. By
solving (51)-(53), we can get the gain matrix of the controller:

K _ [0379 1023571  _ [-01863 —0.2506] , _ [ 05937 —0.3481
1= 1.1.0086 —1.2475""2 = |—0.7474 02720 |"3~ |—0.8036 0.0012 |’

To eliminate the impact of other variables, the MDADT switching strategy is chosen
with the values &7 = ap, = a3 = 1.8, B1 = P2 = B3 =25 pu = pup = uz = 103,
g] = &5 = €5 = 1.7; however, two sets of distinct average dwell times 7,1 = 11 s, 7,0 = 125,
T3 = 14sand 1,7 = 115, T;p = 13 5, 7,3 = 15 s are selected. Because the parameters of
these two groups are the same as those under the ADT switching strategy (but the dwell
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time of each subsystem is different), the controller gain matrices of these two groups are
the same as those under the ADT switching strategy.

Table 1. The parameters and calculation results of the system under the ADT switching signal and
the MDADT switching signal.

Switching

ADT MDADT MDADT MDADT
Schemes

a1y =0 =1.8, =0 =18, wa1=17a, =12,

N3 = 1.8, ,31 = 2.5, N3 = 1.8, ‘31 = 2.5, N3 = 1.8, ﬁl = 2.5,

N = 1.8, ‘B = 2.5, ,82 = ‘33 = 2.5, ,BZ = ﬁ3 = 2.5, ﬁz = 2.1, ﬁ3 = 2,

Parameters p=103¢ =17 u=pp =103  p;=pup=103 pu; =111 =22,

d=14 3 =1.03,e] = 1.7, u3 =1.03,¢] = 1.7, y3 = 2.3,¢] = 1.7,
e =¢e3=17, ey =¢e3=17, & =14,¢; =13,
Dwell time 7, =11 Tl =11, T2 =12, 151 =11, 70 = 13, 151 =11, 10 = 12,
T3 = 14 Ta3 = 15 Tg3 = 13
He index 1.14 1.14 1.14 0.78

Figures 1-4 describe the switching signals of the subsystem and controller. When
@ =0, let x(0) = [0.3, —2.3]. The motion trajectories of the system under the switching
strategy of ADT and MDADT are illustrated in Figures 5-8, respectively. According to the
graph, under the ADT switching strategy, the system gradually tends to be stable at 30 s,
but it is still accompanied by fluctuations until it stabilizes at 60 s. The highest amplitude
of the system is about 7.5, and the fluctuation is large before the system is stable. However,
under the MDADT switching strategy, we can see that the system has stabilized around
30 s. Figure 6 has obvious fluctuations around 60 s and 96 s, Figure 7 also has obvious
fluctuations around 62 s, and Figure 8 almost stabilizes after 30 s. Prior to achieving stability,
it is noticeable that the vibration amplitude in Figure 5 is considerably greater than that in
Figures 6-8 and exhibits a clear and dramatic variation. On the other hand, the paths of the
systems depicted in Figures 6-8 exhibit comparatively smaller fluctuations within a specific
range. Hence, we can observe that if the residence time of each subsystem is changed, the
motion path of the system will be changed accordingly. In line with the MDADT switching
strategy, we have the flexibility to select distinct parameters for each subsystem in order to
modify its residence time, thereby facilitating rapid stabilization of the system.

Subsystem
- - - - Controller

Switching Signals

. . . .
0 20 40 60 80 100
Time(Sec)

Figure 1. ADT switching signal.
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Subsystem
Controller

)

~
sjeubis Buiyoms

80 100

0

6
Time(Sec)

40

20

14.

12, and 7,3 =

11/ Tﬂ2

Figure 2. MDADT switching signal with 7,1

Subsystem
Controller

~
sfeubis Buiyoums
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40
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15.
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11/ Tﬂz

Figure 3. MDADT switching signal with 7,1
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Figure 4. MDADT switching signal with 7,1 = 11, 7;p = 12, and 7,3 = 13.
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40
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Figure 5. State response of System (4) under ADT switching signal.
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State Response

. . . . . .
0 20 40 60 80 100 120 140
Time(Sec)

Figure 6. State response of System (4) under MDADT switching signal with 7,y = 11, 7, = 12,
Tg3 = 14.
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Figure 7. State response of System (4) under MDADT switching signal with 7,1y = 11, 7,5 = 13, and
Tg3 — 15.

8

6l

State Response
o
o

. . . . .
40 60 80 100 120 140
Time(Sec)

o
N L
S}

Figure 8. State response of System (4) under MDADT switching signal with 7,y = 11, 7,5 = 12, and
T3 = 13.

Let x(0) = [0,0]T when there is a disturbance. Figures 9-12 depict the switching
system’s movement trajectory under asynchronous switching based on the ADT switching
strategy and the MDADT switching strategy. The figure shows that when using the ADT
switching strategy, the system in Figure 9 experienced obvious drastic changes before it
was stable, and it began to stabilize at about 30 s, but it was still accompanied by obvious
fluctuations, and it was not completely stable until 57 s, with the largest amplitude being
0.038. In contrast, under the MDADT switching strategy, the system in Figure 10 tends to be
stable at about 30 s, but there are still obvious fluctuations around 59 s and 97 s. The system
in Figure 11 is generally stable around 33 s and has minimal fluctuations. The system in
Figure 12 is nearly stable around 25 s, has significantly reduced fluctuation compared to
Figure 9, and has a maximum amplitude of 0.021.
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Therefore, under the MDADT switching strategy, we can set the dwell time for each
subsystem so that the system can reach a stable state faster. However, the ADT switching
strategy limits the dwell time for each subsystem, resulting in equal dwell times for each
subsystem, which has certain limitations. Clearly, compared to the ADT switching strategy,
the MDADT switching strategy can better maintain the robust performance of the system.

State Response

. . . . . .
0 20 40 60 80 100 120 140
Time(Sec)

Figure 9. State response of System (3) under ADT switching signal.

State Response

2‘0 4‘0 6‘0 B‘O 160 1;0 140

Time(Sec)
Figure 10. State response of system (3) under MDADT switching signal with 7,1 = 11, 7,2 = 12, and
Tg3 — 14.
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-0.02
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20 40 60 80 100 120 140
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Figure 11. State response of System (3) under MDADT switching signal with 7,1 = 11, 7,2 = 13, and
Tg3 = 15.
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State Response
o
——

0 2‘0 4‘0 6‘0 8‘0 180 1%0 140

Time(Sec)
Figure 12. State response of System (3) under MDADT switching signal with 7,1 = 11, 7, = 12, and
Tg3 = 13.

5. Conclusions

This study examines the asynchronous control problem for discrete time delay switched
linear systems based on MDADT. In order to address the independent switching delay
of the sub-controller in relation to the subsystem, a classification analysis is conducted,
and distinct Lyapunov functions are chosen for the matching and mismatching intervals
between the subsystem and the controller. According to the MDADT technique, the stabil-
ity of the asynchronous switching system can be achieved by modifying the proportion
between the matching period and the mismatching period. Ultimately, the simulation of a
discrete time delay switching system with three subsystems under the ADT technique and
the MDADT technique is given. The analysis of the data confirms the effectiveness of the
designed asynchronous control method.
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Abstract:
describing turbulent problems in porous viscoelastic media. The study of such models helps to reveal

The fractional order z-Laplacian differential equation model is a powerful tool for

the dynamic behavior of turbulence. Therefore, this article is mainly concerned with the periodic
boundary value problem (BVP) for a class of nonlinear Hadamard fractional differential equation
with z-Laplacian operator. By virtue of an important fixed point theorem on a complete metric space
with two distances, we study the solvability and approximation of this BVP. Based on nonlinear
analysis methods, we further discuss the generalized Ulam-Hyers (GUH) stability of this problem.
Eventually, we supply two example and simulations to verify the correctness and availability of our
main results. Compared to many previous studies, our approach enables the solution of the system
to exist in metric space rather than normed space. In summary, we obtain some sufficient conditions
for the existence, uniqueness, and stability of solutions in the metric space.

Keywords: Hadamard fractional calculus; z-Laplacian operator; boundary value conditions;
dynamical behavior; complete metric space

MSC: 34A08; 34A37; 34D20

1. Introduction

The z-Laplacian differential equation is one of the famous and important second-
order nonlinear ordinary differential equations (ODEs). This equation first appeared in
Leibenson’s study [1] of turbulence in porous media in 1983. The underlying form of
n-Laplacian differential equation is written as

@, (u'(t)" = f(tu(t), t€(0,1),

where @, : x — |x|P~2x(z > 1) is called the z2-Laplacian operator. Its inverse is ol =,
with £ + 1 = 1. Due to its description of fundamental mechanical problems in turbulence,
n2-Laplacian differential equations have been extensively and deeply studied. In recent
years, some scholars have begun to focus on the nonlinear fractional differential system with
2-Laplacian. For example, the authors in [2] investigated the multiple positive solutions of
a nonlinear high order Riemann-Liouville fractional z-Laplacian equation with integral
boundary value conditions. In [3], the author explored the existence and GUH-stability of a
nonlinear Caputo-Fabrizio fractional coupled Laplacian equations. In [4], based on the Guo-
Krasnosel’skii fixed point theorem, the authors probed into the multiple positive solutions
of a system of mixed Hadamard fractional BVP with (74, 72;)-Laplacian. In fact, some
articles have been disposed of the BVP of z-Laplacian system involving Riemann-Liouville
or Caputo fractional derivatives (see [5-13]).

Hadamard [14] raised a novel fractional integral and derivative in 1892, which was
later named Hadamard-type fractional calculus. There are some obvious differences be-
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tween Hadamard fractional calculus and Riemann-Liouville fractional calculus. For exam-
ple, ki (t,s) = (log £)7~! is the integral kernel corresponding to y-order Hadamard frac-
tional derivative, while kg (t,s) = (t —s)7~! is the integral kernel corresponding to y-order
Riemann-Liouville fractional derivative. Furthermore, for any A > 0, kyy(At, As) = ky(t,s)
is different from kg (At, As) = A7 'kg(t,s) # kr(t,s). The study on Hadamard fractional
differential equations has attracted the attention of many scholars. There have been a series
of fruitful achievements (see [15-21]). In 1940s, Ulam and Hyers [22,23] put forward a new
stability that describes the stationarity of the exact and approximate solutions of system.
Subsequently, extensive and in-depth research was conducted on the Ulam-Hyers stability
of various systems. Especially, many excellent research results have emerged regarding the
Ulam-Hyers stability of fractional order differential systems (see some of them [3,21,24-32]).
Moreover, it is rare to combine the Hadamard fractional derivative with Laplacian operator.
Therefore, it is novel and interesting to probe these problems.

[lluminated by the above arguments, this manuscript deals with the periodic BVP of a
nonlinear Hadamard fractional differential equation with z-Laplacian operator as follows:

{ ot [0, (Maf u(t)] = f(tu(®), te (L, @
u(1) = u(e), H2P u(1) = 1P u(e),

where0 < <1,1<B<2, 2>1, HQZ; is the x-order Hadamard fractional derivative,
@, = |x|#~2x, and its inverse ®,! = @, with % + é =1, f € C([1,¢] x R,R). In addi-
tion, our study has also been inspired by the latest achievements in fractional differential
equations, such as numerical algorithms and simulations [33-38], as well as the application
of some nonsingular fractional derivative models [34,37—43].

The paper aims to discuss the approximation and GUH-stability of BVP (1). The novelty
of this paper is mainly reflected as follows: (a) Since there is no paper dealing with the
approximation problem of nonlinear Hadamard fractional differential systems with Laplace
operator, we first consider the system (1) to fill this gap. (b) By applying a fixed point theorem
on complete metric space with two kinds of distance, we obtain some sufficient conditions
to ensure that system (1) has a unique solution. In addition, we build the generalized Ulam-
Hyers stability of system (1) based on nonlinear analysis methods and inequality techniques.
(c) Many previous papers (see [2-13,17-19,24,25]) usually used some fixed-point theorems on
Banach spaces to study the existence of solutions of fractional differential equations. However,
we handle the existence of solutions to fractional order differential equations by defining two
different distances on a complete distance space. This allows for the discussion of the existence
of solutions in a broader space, and there are relatively few restrictions on the existence of
solutions. Therefore, our research methods and results are novel and interesting.

The rest sections of this paper are organized as follows. In Section 2, we recollect the
definition of Hadamard fractional integrals and derivatives and some necessary lemmas. In
Section 3, we discuss the existence, uniqueness, and approximation of solutions to BVP (1)
by constructing two different distances and applying an important fixed point theorem on
metric space. Furthermore, we use nonlinear analysis methods and inequality techniques
to establish the GUH-stability of BVP (1) in Section 4. Section 5 provides the numerical
solutions and simulations for two examples by means of ODE113 toolbox in MATLAB.
Finally, we have made a brief summary in Section 6.

2. Preliminaries

This portion mainly introduces some important concepts and lemmas.

Definition 1 ([44]). For a > 0, the left-sided Hadamard fractional integral of order v > 0 for a
function ¢ : [a,00) — R is defined by

1710 = s [ (e8t) 2%,

S S

107



Axioms 2023,12,733

provided the integral exists, where T(vy) = [;° t7~e~!dt and log(-) = log, ().

Definition 2 ([44]). Leta,y > 0and ¢ € C™[a, 00), the y-order left-sided Hadamard fractional
derivative is defined by

192.20) = s (1) [ (o) 0%,

wherem —1 < o <m, m = [y] + 1, and [-] is the Gaussian truncating integer function.

Lemma 1 ([44]). Leta, b,y > 0and & € C"(a,b) N L' (a,b), then

m ¢ y—i
HA e =60+ Yo (logt)

i=1

where c1, ¢y, . . ., Cyy are some real constants, and m = [y] + 1.

Lemma 2. Let 2 > 1. The p2-Laplacian operator ® ,(z) = |z|?~2z has the followings:
(i) Ifz >0, then ®,(z) = z7~ 1, and ® ,(z) is increasing with respect to z;
(ii) Forallz,w € R, ®,(zw) = ®,(2)P,(w);
(iii) If% + é =1, then ®,[®,(z)] = ©,[P,(z)] =z forallz € R;
(iv) Forallz,w >0,z <w & &, (z) < D, (w);
(v) 0<z< q){;l(w) S0<P,(2z) <w;

(

PR— 72 PR
vi) |®,(z) — ®, (w)] < (f}*l)M{l lz—w|, ¢>2,0<zw<M,
7 7 - (4—1)M4*2|z—w|, 1<g¢g<2zw>M2>0.

Now we introduce the following important fixed point theorem on a complete metric
space involving two different distances, which will be used to prove the existence and
uniqueness of solution to BVP (1).

Lemma 3 ([45]). Let p and o be two different metrics on a nonempty set X, and define an operator
I : X — X. Assume that

(al) Forall x,y € X, there has a constant 1 > 0 such that o(T x, Ty) < 1p(x,y);

(a2) (X, 0) is a complete metric space;

(@3) 7 : (X,0) — (X, 0) is continuous;

(a4) Forall x,y € X, there has a constant 0 < « < 1 such that p(T x, Ty) < kp(x,y).

Then there has a unique x* € X such that T x* = x*, and limy_, o, kxo = x* forany xp € X.

It is worth noting that the application techniques and related generalization of Lemma 3
can also be found in [46-49] and the references therein.

3. Solvability and Approximation

In this portion, we will prove the existence of a unique solution for system (1) based
on Lemma 3. To this end, we need the following important lemma.

Lemma 4. Assume that 0 < a« < 1,1 < B < 2and > 1 are some constants, f € C([1,e] x
R,R). Then BVP (1) is equivalent to the following integral equation

u(t) = —Au(e)(log )P 1 + A, (b), )

where Ay (t) = HgP [, (B g8 f(tu(h)))].
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Proof. If u(t) € C((1,e],IR) is a solution of system (1), then it follows from Lemma 1 that
(M9 u(t)) = c(log)* " + HFLf(tu(t)), 3
which implies that
U9l u(t) = @, [c(log )" + H 7L f(t,u(t))). @

According to the existence of Hgﬁ u(1) and (4), we know that ¢ = 0 and H@fﬁt(l) =
0. By Lemma 1 and (4), we have

u(t) = di(log )P~ + da(log £)P~2 + H 7P, [@, (N 7% f(t,u(t)))]. (5)
Similarly, we drive from u(1) = u(e) and (5) that d, = 0 and
di = -zl [0, (Mgt f(tu(t)]| = —Aule). ©6)
t=e

In view of (5) and (6), we have
u(t) = —Aule)(log )P~ + Ay (). 7)

Thus, u(t) € C((1,¢],R) is a solution of system (2). Vice versa, if u(t) € C((1,¢],R) is
a solution of (2), then it is also a solution of (1) because the above derivation is completely
reversible. The proof is completed. O

Let X = C([1,¢],R), two different distances p, 0 : X — X are respectively defined by

o(u(t), o(t)) = sup [u(t) —o(t)|, o(u(t), v(t)) = /:Iu(f) —o(t)dt, ®)

te1,e]

for all u(t),v(t) € X. It is easy to prove that (X, p) and (X, ¢) are all complete metric
spaces. In addition, we need the following underlying assumptions in the whole paper.

(H)0<a<1,1<B<2and1 < z <2aresome constants, f € C([1,¢] x R, R).
(H2) There has a constant M > 0 such that

0< f(t,u) <M, Vte([le], ucR.
(H3) There has a function 0 < #(t) € C[1,¢] such that, forall t € [1,e] and u,v € R,
|f(tu) = f(t,0)] < £()|u—].

g—
(H4) x = il (s ) “1£]le < 1, where [|£]|e = max {£(1)}.

1<t<e
Theorem 1. If (H1)—(H4) are fulfilled, then BVP (1) has a unique solution u*(t) € X.

Proof. In what follows, we will apply Lemma 3 to prove Theorem 1. Two different distances
p, 0 : X — Xare defined as (8), then (X, p) and (X, o) are all complete metric spaces, which
indicates that the condition (a2) holds. According to Lemma 4, for all u(t) € X, an operator
I : X — Xis defined by

T (u(t)) = —Au(e)(log )P 1 + Au(t), ©

where A,(t) = Bgb [@, (H 72 f(tu(1)))].
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From the continuity of ®, and Hadamard fractional integral, we know that 7 : (X 0)
— (X 0) is continuous, which means that the condition (a3) holds. By (H2), we have

0 < Hgt f(tu(t),u(t— (1)) <

(logt)* <

,tele.  (10)

T(a+1) T(a+1)

Forallu,v € X, t € [1,¢], we derive from (vi) in Lemma 2, (H3) and (10) that

|Au(t) = Ao(t)] = | B 25 [@, (T £t u(h)) — @, (T f£(t,0(1)))]]
<Hzf o, (Nrt ftu(t) — @, (Nrt f(t,0(1))]

g—2
<=0 (g ) IS0 - M f00)

g—2
<o) A - S o))

g—2
<o-0(garg)  AOE -]
M\ 1
<o-0(mars) gl et o )

It follows from (9) and (11) that

|7 (u(t)) = T (0(t))] = | — (Aule) — Ao(e)) (log )P 1 + (Au(t) — Au(t))|
<|Au(e) = Ao(e)|(log )P~ + [ (Au(t) — Ao (t))]

2g —1 M\
St () Wl el o) = xolw, o) 12)
In light of (12), we have
(T (u), T (v)) <xp(u,v), Vu,v e X, t € [1,e]. (13)

According to (H4) and (13), we know that (a4) in Lemma 3 holds.
Similar to (11), noticing that (log é)IHﬁ !

respect to s in [1, ¢], we have

and 1 are monotonically decreasing with

9—2
A0 = A0 < (0 -1 (i) AW o)

) el [ (108 2) " o oo %
M \7?% 1
)

Faapy Il ogt) " | Ju(s) — o(s)|ds

_ 7-2 e
<t (mr) el Ooge™ [ ue) —o(s) s

_ 9—2
:FZc+1[5) (r(fi 1>) 11le - e(u, ©). 1

Similar to (12), we derive from (14) that

92
7w - 70 < 2D () et @)
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From (15), we get
o(7 (), 7 (0)) = [ 157 (u(t) = 7 (o(t) |
2

2g=Ve( M "
r(“+‘3) ( (lx_|_1)) Z]le - o(u, ). (16)

Equation (16) indicates that (al) in Lemma 3 also holds. Thus, it follows from Lemma 3
that 7 exists a unique fixed point u*(t) € X, which is the unique solution of (1). The proof
is completed. O

Next, we shall discuss the approximation of solution for system (1). In fact, from Lemma 3,
we conclude that the unique solution u*(t) € X of (1) satisfies u*(t) = limy 00 7 "11g for
any uy € X. Denote u,(t) = T "ug, then {u,(t)} is a approximation sequence of solution
to system (1). Based on (9), 1, (t) can be represented as

up(t) = — Ay, (e)(log )P 1+ Ay (1), (17)

where A, ,(t) = B [®, (T 78 f(t w1 (1))
Similar to (12), we derive from (17) that

41 (t) = un(t)| < xlun(t) —un—1(t)],
which implies that
D, tn) < 5p(itn, thn_1). (18)
By virtue of (H4) and (18), we know that {u,(t)} converges exponentially on (X, p).

4. Generalized Ulam-Hyers Stability

This section centres on the GUH-stability of BVP (1). We first provide the concept of
GUH-stability for BVP (1).
For all § > 0, consider the following fractional differential inequality

Aot [@, (T2l u(t)] — f(tu(t) <4, t € (1e], 19)
u(1) = u(e), "7, u(1) = Hof u(e).

Definition 3. BVP (1) is said to be generalized Ulam-Hyers (GUH) stable on the metric space
(X, p), provided that, for all § > 0 and any solution u € X of (19), there have an w € C(R,R™)
with w(0) = 0 and a unique solution u* € X of (1) such that

o, u*) < w(6).
Remark 1. u(t) € X solves the inequality (19) iff there has a continuous function ¢(t) such that

lp(t)| <6, te (1,¢e],
How, [@,(HoP u(t)] = f(tu(t) + (1), t € (Le], (20)
u(1) = u(e), 5ol u(1) = Hol u(e).

Theorem 2. If (H1)—(H4) are satisfied, then BVP (1) is GUH-stable.

Proof. On the basis of Lemma 4 and Remark 1, the solution u(t) of inequality (19) is
written by

u(t) = —Af(e) (log )P 1 + Al (#), (21)
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where Af(t) = Hjlli [CD{}(Hjl [f(tu(t)) + ¢(t)])]. In the light of Theorem 1 and
Lemma 4, the unique solution u*(t) of BVP (1) is read as

u(t) = — Ay (e)(log )P~ + Ay (1), (22)

where A, () = 7P [@, (B8 £(t,u%(1)))].

Similar to (11), we obtain

IAZ’(t)—Au*(t)I=|Hf1’3+[%(Hfl“+[f( u(t)) + @()]) — @4 (M7 F(10(1)))]]
<Hzb 1@, (M78 [F(tu(t) + @()]) — D, (NFRF (1 (1)))]

92

<to-1(rs)  AIACU0) + 00] - LA 0)
g—2

<to-1(rpes) Hfﬁ A () = £ ()] + g (D]
Zn

<o~ rs) I ult) - ()] + o0
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By the same manner of (12), we derive from (21)—(23) that

u(t) — ()] = | — (AL(e) — Age(€)) (108 1P + (AL(E) — Ay (1)
<IAL(e) ~ Au (&) log P+ (AL(E) — A (1))
g—2
st () leleptn ) +a
=k(8)p(u, u*) + A(6), (24)

_ g1 ( Mus \?72 _ 2915 (s |77
where x(J) = F(iiﬁﬁl) (r(ail)) [1Z]e, A(6) = r(gfp,gll) (r(aﬁ)) ’

For any sufficiently small § > 0, the condition (H4) ensures that 0 < «(6) < 1. Thus,
we know from (24) that

Pl ) < {20 = o). (25)

Obviously, ¥(0) =k <1, A(0) = 0 and w(d) = (()5) > 0 with w(0) = 0. By virtue

of Definition 3, (25) shows that BVP (1) is GUH-stable The proof is completed. O

5. Two Examples and Simulations

This section provides two examples and simulations to inspect the correctness and
validity of our main results. Consider the following nonlinear Hadamard fractional differ-
ential equation with z-Laplacian operator

Hoe [0, (H9l u(t)] = f(tu(t), t € (e,
{ u(ﬂ = u(e), ngzﬂua) = Hol u(e), (26)

Example 1. In (26), we take 2 = 3,0 = 0.2, p = 1.4, f(t,u) = M[ + arctan(u)], then
a simple computation gives that ¢ =5 > 2, and

< fltu) < 3T ) — (e o) < ZEINED ), gy
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In consequent, the conditions (H1)—(H3) are fulfilled. In addition, M = 3Z, £(t) = %{;(3”,
IZle = %, and

_ _20g-1) M N\
K_Fm+ﬁ+m(ua+n> 1£]]e =~ 0.1716 < 1.

Thus, (H4) holds. From Theorem 1 and Theorem 2, we claim that Example 1 has a unique solution,
which is GUH-stable.

Remark 2. In Example 1, z2,a, B are all rational number. « = 0.2 is close to 0, and p = 1.4 is close
to 1.5. To further verify the correctness of our results and the sensitivity of numerical simulation to
parameters, we choose z2,a, B as irrational number satisfying o close to 1 and B close to 2 in the
following example.

Example 2. In (26), Choose 2 = \ﬁ ;o =+/09, B = /3.9, and f(t,u) be same as Example 1.
Then ¢ = 2.0678 > 2, and the condztzons (Hl) (H3) also hold. M, ¢(t) and ||¢|| are same as
Example 1. In addition,

2(g —1) ( M )4‘2
K= 2], ~ 0.0567 < 1.
Fa+B+1)\I(a+1) 1#1le

Thus, (H4) is also true. From Theorem 1 and Theorem 2, we claim that Example 2 also has a unique
GUH-stable solution.

To perform the numerical simulation on Examples 1 and 2, we need to give a concise

algorithm below. Let v(t) = f  u(t), then the Equation (2) can be rewritten as

u(t) = gy [ (o )P No(s)% - (log 1)1
+r(1,5 f1 (log § )ﬁ 10(5)%, (27)
-1
o(t) = [y i (log )" (s uls) %]

Taking the derivative at both sides of (27), we get

i =l o ) el b
tF(/S f1( )ﬁ ? v(s)5,

S = (0= 1) [y [ og )" (s u(s)) %
<k f (log 1) f (s, u(s)) %

For (28), we can apply the appropriate ODE toolbox in MATLAB to perform numerical
solutions and simulations.

Based on the above algorithm, we employ the ODE113 toolbox in MATLAB R2019b
on two examples to give their numerical solutions and simulations. Example 1 is shown
as Tables 1 and 2, Figures 1 and 2. Example 2 is shown as Tables 3 and 4, Figures 3 and 4.
Figure 2 and Tables 1 and 2 show that Example 1 is GUH-stable. Figure 4 and Tables 3 and
4 show that Example 2 is GUH-stable.

(28)
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Table 1. The numerical solution u(t) to Example 1 which needs to multiply by 10'°.

t

1.2 1.4 1.6 1.8 2.0 2.2 24 2.6 2.7183
u
0=0 0.0079 0.0314 0.0497 0.0645 0.0786 0.0963 0.1210 0.1448 0.1501
0=0.001 0.0080 0.0318 0.0501 0.0650 0.0790 0.0971 0.1218 0.1447 0.1498
Table 2. The numerical solution v(t) to Example 1 which needs to multiply by —101°.
t
1.2 1.4 1.6 1.8 2.0 2.2 24 2.6 2.7183
u
0=0 0.1653 0.2690 0.3344 0.4302 0.7319 1.7307 4.0310 7.5843 9.7746
6=0.001 0.1671 02720 0.3355 04327 07319 17749 3.9019 72621 9.3765
Table 3. The numerical solution u(t) to Example 2.
t
1.2 14 1.6 1.8 2.0 2.2 24 2.6 2.7183
u
0=0 0.0018 0.0121 0.0252 0.0384 0.0507 0.0614 0.0699 0.0749 0.0757
0=0.001 0.0019 0.0122 0.0254 0.0387 0.0511 0.0619 0.0704 0.0754 0.0763
Table 4. The numerical solution v(t) to Example 2 which needs to multiply by —1.
t
1.2 14 1.6 1.8 2.0 22 24 2.6 2.7183
u
0=0 0.0818 0.1947 0.2757 0.3530 0.4481 05721 0.7189 0.8741 0.9639
6=0.001 0.0824 0.1960 0.2779 0.3556 0.4516 0.5767 0.7244 0.8828 0.9723

Solution
N

u(t) \

v(t) \
_10 | n N | | | | |
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8

Time

Figure 1. Simulation of solutions to Example 1.
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Figure 2. Evolution of the GUH-stability of Example 1.
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Figure 3. Simulation of solutions to Example 2.
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Figure 4. Evolution of the GUH-stability of Example 2.
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6. Summaries

It is well known that the z-Laplacian differential equation arises from the turbulence
problem in porous medium. In viscoelastic mechanics, some studies have shown that
fractional order differential equation models are more accurate than integer order differen-
tial equation models. Therefore, the fractional z-Laplacian differential model has greater
advantages in the study of viscoelastic porous medium turbulence. In this article, we study
BVP (1) of a nonlinear z-Laplacian Hadamard fractional differential equation. Unlike many
published papers, we have established the existence, uniqueness, stability, and sequence
approximation of solutions for fractional order differential equations on a wide range of
complete metric spaces rather than Banach spaces. We have obtained some concise and
easily verifiable sufficient criteria. Examples 1 and 2 and simulations demonstrate that
our main results are correct and available. Meanwhile, Figures 1 and 2 also indicate that
the solution of BVP (1) is sensitive and dependent on parameters 2, « and B. Our results
provide theoretical support for revealing the mechanical problems of viscoelastic porous
medium turbulence. The mathematical theories and methods used in the article have
certain generality in solving similar problems. In addition, based on our recent research
findings [50-53], we plan to study some ecosystems involving fractional derivatives or
reaction diffusion effects in the future.
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Abstract: This paper considers the dual hybrid effects of discrete-time stochastic genetic regulatory
networks and discrete-space stochastic genetic regulatory networks in difference formats of expo-
nential Euler difference and second-order central finite difference. The existence of a unique-weight
pseudo-f-almost periodic sequence solution for discrete-time and discrete-space stochastic genetic
regulatory networks on the basis of discrete constant variation formulation is discussed, as well
as the theory of semi-flow and metric dynamical systems. Furthermore, a finite-time guaranteed
cost controller is constructed to reach global exponential stability of these discrete networks via
establishing a framework of drive, response, and error networks. The results indicate that spatial
diffusions of non-negative dense coefficients have no influence on the global existence of the unique
weighted pseudo-6-almost periodic sequence solution of the networks. The present study is a basic
work in the consideration of discrete spatial diffusion in stochastic genetic regulatory networks and

serves as a foundation for further study.

Keywords: discrete spatial diffusion; discrete time; stochastic; weighted pseudo-f-almost periodicity;
finite-time guaranteed cost controller; finite difference method

MSC: 35B15

1. Introduction

Genetic regulatory networks (GRNs) have been widely recognized due to their possi-
ble usages [1]. GRNs are actually a complex dynamical system that describes the regulatory
mechanisms of DNA, mRNA, and protein interactions in biological systems at the molecu-
lar level [2,3]. The analysis of genetic regulatory networks is not only an important way to
understand and grasp the operation mechanisms of the activity of cellular life [4], but also
has promising applications in the fields of disease genetic prediction and drug target screen-
ing [5-8]. For this reason, it is necessary and valuable to propose suitable mathematical
models to represent expression mechanisms and signal transduction pathways. Currently,
GRNs are generally modeled by Boolean models, Bayesian models, and differential equa-
tion models. Two of the most widely used models are Boolean models and differential
equation models [9-11]. In particular, differential equations describe the concentration
changes in proteins and mRNA [12,13]. This model has received more attention because of
its higher accuracy and its ability to accurately describe the nonlinear dynamic behaviour
of biological systems.

In general, the majority of models utilised to characterize GRNs in the currently
available literature suppose that the concentrations of mRNAs and proteins are spatially
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homogeneous at all times. However, this assumption has some limitations, for example
the diffusion phenomenon should be considered for the case of non-uniform distributions
of gene product concentrations [14]. Therefore, the issue of kinetic analysis of GRNs with
reaction—diffusion effects is worth investigating. Moreover, time delay is often inevitable
due to the finite processing time of interactions among agents and may influence system
performance. As of recently, a great deal of results on GRNs with time delays can be
found in the literature, see, e.g., Han et al. [14], who established an asymptotic stability
criterion for reaction—diffusion delayed GRNs under Dirichlet and Neumann boundary
conditions, respectively, insightfully recognizing that diffusion-reaction information can
reduce the conservation of the system. Robust state estimation of delayed genetic regu-
latory networks with reaction—diffusion terms and uncertainty terms under the Dirichlet
boundary condition is considered by Zou et al. in[15]. Xie et al. [16] discuss the stabil-
ity of genetic regulatory networks, centralised spatial diffusion, and discrete and infinite
distribution delays.

During the processes of both computational simulation and analysis, engineers often
use discrete-time continuous models to evaluate their structural behaviour. The signals
received and operated in digital networks are dependent on discrete-time rather than
continuous-time. Therefore, discrete-time GRNs have been studied by many authors. For
example, Xue et al. [17] investigate the problems of state boundary description and reach-
able set estimation for discrete-time delayed genetic regulatory networks with bounded
perturbations. Liu et al.[18] study the problem of exponential stability analysis of dis-
crete genetic regulatory networks with time-varying discrete-time delays and unbounded
distributed time delays. Yue et al. [19] investigate the dynamics of discrete-time genetic
models and obtain conditions for the existence and stability of fixed points. It is shown
that the discrete-time genetic network undergoes fold bifurcation, flip bifurcation, and
Neimark-Sacker bifurcation, illuminating the richer dynamical properties of the discrete-
time genetic model than the original continuous-time model. It is worth noting that most of
the results on GRNs only concern discrete-time GRNSs [17-22], while the results on spatial
discrete GRNs have not received sufficient attention in existing studies, probably owing
to the partial ineffectiveness of traditional methods in space-time continuous networks,
such as the Lyapunov—Krasovskii general functions in discrete-space and -time networks,
and the difficulty of computing the difference. To date, there are several reports referring
to space-time discrete models [23-25]; nevertheless, the models of stochastic space-time
discrete GRNs have not been deeply addressed.

It is well known that stochastic uncertainty is inevitable in various dynamical systems,
with reference to its ability to alter the mechanical properties of genetic regulatory networks
in practical applications. Therefore, the dynamic behaviour of delayed stochastic genetic
regulatory networks has been extensively studied, see the literature [26-29]. For example,
Xu et al. [26] investigate the input state stability problem of stochastic gene regulation
networks with multiple time delays, and give sufficient conditions for the mean square
exponential input state stability of the system using the Lyapunov generalization, Ito’s
formula, and Dynkin’s formula. Wang [29] investigates the dual effects of discrete space
and discrete time in stochastic genetic regulatory networks by means of exponential Eu-
lerian differences and central finite differences. In addition, finite-time guaranteed cost
control is a very effective method in the engineering field due to its many advantages in
practical applications, see references [30-37]. The advantages of finite-time guaranteed
cost controllers are listed below: (1) Stability. A finite-time guaranteed cost controller is a
feedback controller that adjusts the system to remain stable when it is subject to external
disturbances or internal changes. (2) Reliability. It can adjust the control strategy adaptively
depending on the state of the system, so as to increase the reliability of the system. In
summary, the finite-time cost-preserving controller is an advanced control method for
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genetic regulatory networks with many advantages that can assist the system to be more
stable, reliable, and robust, and optimise the performance index of the system.

On the other hand, the global exponential stability and almost periodic nature of GRNs
are significant and necessary dynamical behaviours that have been extensively researched
by many authors in the last two decades, see the literature [18,38-42]. Particularly in
stochastic models, the notion of 8-almost periodicity was first introduced in the paper [43]
on the basis of semi-flow and metric dynamical system theories, and the existence of 6-
almost periodicity for several continuous-time stochastic models was investigated [44,45].
First, pseudo-almost periodicity was introduced in the early 1990s by Zhang [46] as a natu-
ral extension of classical probability periodicity. Since then, pseudo-approximate periodic
solutions of differential equations have attracted a lot of attention. In the literature [47],
Diagana extended pseudo-almost periodicity to weighted pseudo-almost periodicity and
reported a number of excellent contributions on weighted pseudo-almost periodicity, see
references [48-50]. However, the study of the #-almost periodicity of stochastic discrete-
time GRNs, not to mention weighted pseudo-0-almost periodicity, influenced by spatial
diffusion, has not been addressed in depth so far.

Based on the above motivation, the main purpose of this paper is to establish discrete-
time stochastic genetic regulatory networks (SGRNSs) for discrete-space diffusion using
exponential Euler difference and central finite difference methods. On this ground, a
discrete constant variation formula for discrete SGRNs is derived. On the basis of the
discrete constant variation formula, the weighted pseudo-f-almost periodicity of discrete
SGRNs with discrete spatial diffusion is investigated by combining the theory of semi-fluid
dynamical systems and metric dynamical systems. In the end, a finite-time guaranteed
cost controller for this type of SGRN is designed by the construction of a drive, response,
and error network framework. The main studies and innovations of this paper are briefly
summarised in turn as follows.

(1) Discrete-time and discrete-space SGRNs are newly introduced, which extends the
studied models in reports [18,40].

(2) The weighted pseudo-f-almost periodicity of this class of SGRNS is considered for
the first time, which complements the works on the almost periodicity of GRNs in
references [12,38].

(3) Finite-time cost-preserving controllers are designed for this class of SGRNS.

Plan of this paper: In Section 2, a formula for discrete-time and discrete-space SGRNs
is given and the concept of weighted pseudo-6-almost periodicity is presented. Section 3
discusses the global existence of unique weighted pseudo--almost periodic sequence
solutions for discrete-time and discrete-space SGRNs on the basis of the theory of semifluid
and metric dynamical systems, the discrete constant variation formula, and the fixed-point
theorem. Furthermore, in Section 4, finite-time cost-preserving controllers are designed
by constructing a framework of drive, response, and error networks for discrete-time and
discrete-space SGRNs. Section 5 gives numerical examples of discrete-time and discrete-
space SGRNs achieving weight pseudo-6-almost periodicity, finite-time guaranteed cost
control, and global exponential stability. The conclusions and main points of the paper are
given in Section 6.

Symbols: R" denotes the space of n-dimensional real vectors; Z is the field of integral
numbers; Ny = {0,1,2,...}; N=Np\ {0};N,§’ ={aa+1,...,b}foranya,bc Z; I; =1N]J,
VI,J CR. Let& = (1,0,...,0)T,& = (0,1,...,0)7,... &, = (0,0,...,1)T.

Define N, € N for p € N, G, := {1/ = (v, vm) i (vp, p) € (Ni\]”_l,Nl’”)},

A, := B,\Uy, By = {1/ = (v, v)T s (vp,p) € (NSI”,NT)}.

For any function f : O, x Z to R", we denote as f := fk<”> = (f1<Vk>, . ,fé;ﬁ)T, where
(v,k) € Oy x Z. Sometimes, f = (f1,..., fn)T is used for simplicity.
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2. Problem Formulation

In this section, firstly, discrete-time and discrete-space SGRNs are presented, which
can be considered as discrete formats of continuous-time SGRNs with reaction diffusion.
Secondly, the constant variation formula of the discrete network is obtained by dividing the
discrete network into two discrete sub-networks based on the theory of difference equations.
In the next step, important inequalities are given, such as the Minkowski inequality in
Lemma 2. Finally, the definition of weighted pseudo-f-almost periodicity is presented.

2.1. Space-Time Discrete Stochastic GRNs

This article considers the following space—time discrete stochastic genetic regulatory
networks (GRNs) in the Euler form of
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for (v,k) € Uy xZand i = 1,2,...,m; m; and p; denote the concentrations of the ith
mRNA and ith protein, respectively;

ﬁi:ai_zthl Z_CZ_2Zh2/

d; > 0 and ¢; > 0 are the decay rates of the ith mRNA and ith protein, respectively; ©
and Hiq represent the transmission diffusion matrixes, where A%q means the discrete-space

operator denoted by

+¢ V=G +¢ =6
e Mmoo e e .
Ahqmi,_ = Py, , Athi,. = Py, , q¢€Ny;

h and h denote the length of the space and time steps in order; y;; and ®;; stand for noise
intensities; d; > 0 is the translation rate; I; = Yjer, Wij, wij > 01is bounded and I; is the set
of all the j which is a repressor of gene i; b;; = wj; if transcription factor j is an activator
of gene 7, b;j = 0 if there is no link from node j to i, and b;; = —wj; if transcription factor j
is a repressor of gene i; f;, gj, and #; are Hill functions; wy :=  [waj(kh + h) — wy;(kh)],
Wik = %[wzj(kh +h) —wyj(kh)], and i,j = 1,2,...,m; Wi1,..., Wiy, Wa1, ..., Wy are
scalar mutually independent two-sided standard Brown motions on complete probability
space (Q, F, %., P) with filtration

Fr = {(wll,q,. < Wimg, W21,/ - - -/w2m,q) 1q € (—Oo,k)z},Vk eZ.

The Dirichlet boundary conditions of GRNs Equation (1) are described as

Herein, U, can be regarded as a discrete form of the rectangle area U in R, which is
described by

U= {x: (xl,xz,...,xm)T €ER™:0<xy <Lp:=hNy,p GNT}.
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Let m§1l/<> = M;(vh, kh) and pﬁ) = P;(vh, kh) for (v, k) € U, x Z. Then, GRNs Equation (1)
is a full discretization scheme of the following stochastic GRNs with reaction diffusions

] 9
g=1""49

0,255 —awme
# L BB 0) + 10+ 37D (B ot~ 1 (0) Gy ),
= j=
] 9 oP;(x, t)
&Pi(x, t) = qgl E [Hiq axq
e M)+ 3@y o (M = 5 (0)) 77
£

] —¢;i(t)Pi(x, t) 3)

Ml-(x,t) :0:Pi(x,t)

x€dU

7

x€dU

where x = (x1,...,x,)T € U C R" refersto a space variable.

The discrete techniques in SGRNs Equation (1) are therefore Eulerian difference (ED)
for Brownian motion, exponential Eulerian difference (EED) for time variables, and central
finite difference (CFD) for spatial variables, respectively. For more information on ED, EED,
and CFD, please see the literature [51-55].

Remark 1. By using Euler differences, reports [18,40] considered discrete-time GRNs without
spatial diffusions. In this article, SGRNs Equation (1) extends the models in reports [18,40].

Lemma 1. GRNs Equation (1) can be expressed as
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x| Y ®ith,7mi,v +). bij,vfj(P]',v_gjv) +) 'Yij,vgj(Pj,v_y]-v)wlj,v + Iy
j=1 ToA ’
<V> k—1 k=1 k-1 e_CirSh(l _ e_ci,vh)
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(4)

where (v,k) € Uy x [ko, 00)z with some initial point kg € Z, i = 1,2,...,m. Moreover, it

holds that
(v)

m,} (v)

=0= pi’k ve

iy Vk € [ko,OO)Z,i =1,2,...,m

v

v€dly

Lemma 2 ([56] (Minkowski inequality)). If X,Y € L?(Q,R), then

(E|X+Y|2)% < (E|X|2) + (Bl )

Lemma 3 ([56] (Holder inequality)). Let ag, by : Z — R. Then,

2
‘Zakbk‘ < Y lal Y Ll b
K rx

NI=
Nl—=

Lemma 4. ]5|wlj,k|2 = Elwo;x 2= %forj =1,2,...,n
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Proof. By the definition of wy;; and Ito formula, it is derived that

2

5 1 kh+de 1 kh+hd 1 v

E|wyjx

This completes the proof. [

2.2. Weighted Pseudo-Almost Periodicity

In the following, assume that (X, || - ||x) is a norm linear space, and L? (Q2, R") denotes
the set of all pth integrable R"-valued random variables with the norm

]|, = max [E[u;]P]"/?, Vu=(u,...,us)T € LP(Q,R"),p >0,
1<i<n

in which E denotes the expectation operator with respect to probability space (), F,P).

Definition 1. Let X € Xand € > 0 be arbitrary. If v = ve and T € [a,a + ve]y forany a € Z,
ensuring that
||Xk+T_XkHX<€I Vk € Z,

then { Xy} is an almost periodic sequence. Herein, T is called an e-almost period of X. AP(Z,X)
denotes the set of the whole almost periodic sequences.

Let U be the set of all weight sequences «a : Z — (0, +0) satisfying

Mts <z VkeZse [0, 00]7;

Xk
k 1 —k
pr(a) := Y ag— 400, —— Y a;—0, ask— +oo,
s=—k ]’lk(“) s:7k700

where 0y = maxj<j<p SUPez ik Hiks v]-,k}.
Define B(Z, X) as the set of all bounded sequences from Z to X and

1 k
PAPY(7,X, ) :={ X € B(Z,X): lim —— Xsllx =05.
o ( %) { (Z,X) kiTwﬂk(w) s:Z_klst ol }

When X = L2(Q, R") or R", we use PAP} (Z, R", ) to denote PAP} (Z,X, a).

Definition 2. Sequence X € B(Z,X) is said to be a weighted pseudo-almost periodic sequence
or an a-pseudo-almost periodic sequence in the case X = Y + Z, where Y € AP(Z,X),
VANS PAPél(Z, X,«), and « € U. The space of all a-pseudo-almost periodic sequences is rep-
resented by PAP!(Z,X, ).

Supposing that (Q, F,P,0) is a metric dynamical system, see the pioneering work
in [57]. It holds that 6, : Q) — Q) is F-measurable, P(9,;1(A)) =P(A) forany A € F, and
Osix = 05 06, Vs, k € Z.

Definition 3. The translation to a sequential process Xy is defined as

Lo Xy (w) = Xy 1 (0-1w), Yw € Q,s,k,T€Z.
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Definition 4. If X € X, Vk € Z, then X is said to be 6-almost periodic in the case that for
each € > 0 we can find at least one positive integer v = v(€) and it has a constant T = 7(€) €
(a,a +v)g for arbitrary a € Z, ensuring that

LoXk — Xillx <€, Vke€Z

Herein, T is called an e-0-almost period of X. The space of all 0-almost periodic sequences is
represented by AP%(Z,X). If L: X = X with T € 7, then X is said to be 8-periodic.

When X = LP(Q, R") with p > 0, then X is said to be 0-almost periodic in p-mean. If p = 2,
the elements in PAP?(Z, LP(Q), R")) are called a mean square 0-almost periodic sequence. Hereby,
we use a simplified symbol PAPY (Z,R™) to denote PAP?(Z, L2(Q,R™)).

Definition 5. Sequence X : Z — X is said to be a weighted pseudo-9-almost periodic se-
quence or a-pseudo-0-almost periodic sequence in the case X = Y + Z, where Y € AP%(Z,X),
Z e PAPS‘ (Z,X, ), and o € U. The space of all a-pseudo-0-almost periodic sequences is repre-
sented by PAPY*(Z,X, ). If Y is 0-periodic, then X is said to be a weighted pseudo-9-periodic
sequence or an w-pseudo-6-periodic sequence.

When X = LP(Q,R") with p > 0, then X is said to be a weighted pseudo-0-almost
periodic sequence or an w-pseudo-8-almost periodic sequence in p-mean. If p = 2, the ele-
ments in PAP%#(Z,LP(Q,R"), &) are called a weighted pseudo mean square 6-almost periodic
sequence or an w-pseudo mean square 6-almost periodic sequence. Hereby, a simplified symbol
PAPY*(Z,R", &) := PAPY"(Z,L2(Q,R"), a).

3. Mean Square a-Pseudo-0-Almost Periodic Sequence

This section focuses on weighted pseudo-6-almost periodic sequence solutions in the
mean square sense of SGRNs Equation (1) based on stochastic calculus theory, the constant
variation formula, and the Banach contraction mapping principle.

For any u = (m,p)’ € PAPY*(U, x Z,R*",a) withm = (my,--- ,m,,)T and p =
(p1,- -, pm)T, define T : PAPYH(U5, x Z,R?", &) — R?" by

Fu = ((@ur), -, (@), (W), ()

where
<1/> _ 711,5 1 —e a’v n <2 <1/>
(un)i,k - Z H Py Z @ithqm
V=—00 s=0v+1 Lo q=1
m
=+ Z bz],vf] P] v Tio + Z r)/ij,Ugj(p]%lyj’v)wlj,v + Ii,v ’
” k—l k=1 —cih (1_6 Cioh (5)
(Tu)i,k = 2 C: Z quAhqpl v
V=—005=0v+1 Lo
Z wz],vﬂj ]v v, )w2j,v + di,vm§,1;>‘| ’ V(V,k) e Uy X 7Z;
(<I>u)<> :0—(‘Yu)<> NVNkeZ,i=1,2,...,m
ik vealy, ik Uy

For Vu = (m, p) € PAPG'V(UV x 7,R?", &), define the norm as follows:

8%

(v)
% Pij

lul = sup  max {Hm@
(v,k) eV, xZ 15i<m ik
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1 1

in which Hmf}?Hz = [E(m%)z] ’ and ‘pfj{)Hz = [E (pf}?)z} : for all (v, k) € U, x Z,

L

i=1,2,...,m.
Define

a; ;= inf a; ¢, := inf ¢; d; := sup |d;
a; ke, ikr Y kel iks i keg| z,k|/
I :==sup|Lix|, bij:=sup |bjjx
keZ keZ

7

;i = sup ikl @jj = sup|@;ix
keZ keZ

wherei,j=1,2,...,m.

In the later discussion of this paper, the following assumptions are necessary:

(81) a; and ¢; are R-valued almost periodic sequences; cj, p;, and v; are Zy-valued almost
periodic sequences; bi]-, Yij, @ij, Ii, and d; are R-valued a-pseudo-almost periodic se-
quences.

(82) £(0) = g;(0) = 1;(0) = 0 and there exist positive numbers L{, L]g and Ly such that

|fj(u) = fj(0)| < L]flu—vlf (1) = gj(0)] < Lflu—v|, () —7;(0)| < Lf|u~o]

forany u,0 € R,j=1,2,...,m.
(83) minj<j<,{a;, c;} > 0.

3.1. a-Pseudo-6-Almost Periodicity of Operator T

Define a coordinate function w,; i (w) := wy;(kh, w) := wp;x and 0 = (6x)xez, which
is the dynamical system on (Q), F, P), as

T
Orw(s) = (Wll,k+s — Wilks -+ - Wimk+s — Wimkr W21 k+s — W21,ks -+ - » W2 k+s — WZm,k) ’

where w = (w11, ..., Wi, wat, ..., W) €V ks €Z,p=1,2,j=1,2,...,m.
Forany k, T € Z and w € (), it holds that

wp]-,kH((LTw) = ij,k(a)) - ij,,T(w), p=12j=12,...,m (6)

Lemma 5. Let 0 : Z — [0,0p]z with op > 0and Ac < 1. Ifx € PAPS‘(Z,X,OC), then
Xk—o, € PAPY(Z,X, ), Vk € Z.

Proof. By the definition of PAPg (Z,X, ), we obtain

k o
1
1y (@) S:Zi as|xs—oy [l < T%a) q:_z_g_k DéquqHX

_ k _ —k
i 2l g 2 allo

as k — oco. This completes the proof. [
Corollary 1. Ifx € PAPY(Z,X, ), then x;_1 € PAP(Z,X, a) for each k € Z.

Lemma 6. Let 0 : Z — [0, 09z be an almost periodic sequence, which satisfies the conditions in
Lemma 5. If x € PAPY*(Z,X, a), then Xk_g, € PAPY*(Z,X,a), Vk € 7Z.

Proof. Owing to x € PAP%*(Z,X,a), then x = % + X, where x € APY(Z,R) and

X € PAPg(Z, R,«). From Lemma 5, Xk_g, € PAP(’;(Z, X, ), Vk € Z. It suffices to prove
Ry_g, € APY(Z,X), Vk € Z.
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Let T € Z be an e-6-almost period of o and %, € € (0,1). Noting that o : Z — Z, so
|0'k+T—(Tk| =0<e VkeZ,

which derives

[ LRk = Kk, |5x < kawkaﬂ ~ Ri—gpe || T kakaﬂ —Ri—o ||y <€ VkEL

Then, X;_,, € AP"(Z, X), Vk € Z. This completes the proof. [

Lemma 7. Ifb € PAP*(Z,R,«a), x € PAPY*(Z,X, a) is bounded, f(0) = 0,and f : R — R
meets the Lipschitz condition with Lipschitz constant Ly > 0, then bf (x) € PAPY(Z,X, a).

Proof. Under the assumptions in Lemma 7, there exist bhe AP(Z,R), be PAPS‘ (Z,R,a),
% € APY(Z,X), and X € PAP}(Z,X, a) such that

b=b+b x=%x+x
Forany T € Z,
| Lebif(x) =bif ()|, = [[Beef(Lek) = b0
Li|Rese(0—zw)|lx + Bl L[| Lok — Rellx, VK € Z,

X

A\

< b — by

which implies bf (%) € AP?(Z,X). Meanwhile,

|of 0 —bf (%)

|, < IBIL ]2 + 1BIL 1%,
which induces bf(x) — bf (%) € PAP}(Z,X, ). This completes the proof. [

Lemma 8. Ifa € AP(Z,R) with a = infycyz ar > 0, x € PAPY*(Z, R, «) is bounded and xy is
F-adaptive for each k € Z, then

k=1 k-1 k=1 k-1

Yo IT e*"xo € PAPPM(Z,R,a), Y. T] e *"xowpj, € PAPY*(Z,R,a), VkE€Z,

U=—00 5=0+1 U=—005=0+1

wherep =1,2,j=1,2,...,m

Proof. Similar to Lemma 7, there exist X € APY(Z,R) and X € PAP}(Z,R,a) such that
X=X+X.
Let @ = sup; .7 ax, T € Z be an e-f-almost period of a and %,

k-1 k-1
Lyij Z H e~ ash Ko Wpj 00 fp]-,k =Y JI e_“sh)“(vajlv, Yk € Z,

v=—005=p+1 v=—005=p+1

where p = 1,2, j = 1,2,...,m. By using Equation (6) and the Minkowski and Holder
inequalities in Lemmas 2 and 3, we have

N N k-1 k-1 2y 2
et~y = (e[ B ot (et et |

v=—00s5=p+1

2y 3
< { z: o—a(k—v-1)h 2: o—alk—v— 1hE[( @ Dhen| Ry 1| + S — ﬁ”DZUMW] }
v=—00 v=—00
< i (e nsup &2 +1)h e, k€ Z,
keZ

which implies Z,; € APY(Z,R), p=1,2,j =1,2,...,m
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On the other hand, similar to the before derivation, we attain

v

24
ij'kllZ = {E|: _Z H e ashXU P]r:| }
v=—00g5=p+1

NI—

< [ e B o e
o = :
< |k T el veez,
which implies |
kEToouk Z “s|| Lyjsll, < Jim oy [ Lt f ‘XSH Zrisll l2
1
< i l”()z b
1

=0, p—1,2,]—1,2,...,

In the above computations Corollary 1 and the principle of uniform convergence
are employed Thus, Zv__oo Hls‘ vi1€ “thvw..,v € PAPG'V(Z, R, a), Vk € Z. Furthermore,
Zv_foo Hs ot —ashy. € PAPG'”(Z, R, «) can be similarly addressed, and Vk € Z. This
completes the proof. O

Together with Lemmas 5-8, we derive the following;:

Theorem 1. Supposing that (g)—(g3) hold. Then, T maps PAPY*(U, x Z,R¥", &) to
PAPY* (U, x Z,R?™,«).

3.2. Weighted Pseudo-Almost Periodic Sequence Solution to GRNs Equation (1)

Define

PAPY (B, x 2, R 0) = {u € PAPH(Uy x Z, B, 0) s Ju— pll < £221,

where

(P: ((PlI(PZI"' /(PHZ/OI"' /0>T/ (Pl<ll]/( — 2 Ii,Z)

v=—00 s=p+1 i

forall (v,k) € By, xZ,i=1,2,...,m. From the definition of ¢, we derive

k-1 k=1 _,—a;.h —a;,h T
e tis(1 — e v I;
= max  sup ) [] ( )Iiv < max — = gy,
1<i< a; ! 1<i<m a;
SIS (y k) €Uy X Z v=—00 s=p+1 i,v i<m

|9l = max sup [gff

1<i<m (vk)eU, xZ

which induces

SPo 0 6,
Il < = 9l + 9l < 2% + 90 = 172, Yu € PAR (U, x 2,2, ).

Theorem 2. Let (g1)—(g3) be valid. GRNs Equation (1) possesses a unique weighted pseudo- or
a-pseudo-almost periodic sequence solution if the following condition holds.
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(84) ¢ = max{g1,G2} < 1, where

1 2|®iq| LN f -
g1 = max —| ) Y byLi + Z%JL h-
1<i<m a; [q 1 hz = ] =
1] & 2|qu|
= - @: L”h d;
G2 = max — Lg 2 +]21 L2 +

Proof. Let us prove that the operator I’ is self-mapping from PAP: (6, x Z,R¥™, ) to
PAPE’V(UV X Z, Rzm,oc). Supposing that u = (m,p)T = (mq, -+, My, p1,--- ,pm)T c
PAP: (B, x Z,R?", ). In view of Equation (5) and by utilizing the Minkowski and
Holder inequalities in Lemmas 2 and 3, we have

e tis 1767u,1h n 5
{e £ 1 0 Eomml

v=—005=0+1 q=1

|(@w ol

2

2
O N R B
+ Z z],vf](P'v_g. 7) + Z 'Yz],vg](P o U)wl],v
J/ K = ], H,

n
< et e st oy |47 m)
Y =0 q:l q /
2y 2
+sz] ]|P]U i |+ Z'Yz]L ‘P]v VvH 1]v:|> }
S 1;“{11{ Z e ul(k v— 1h Z e~ k v— 1
v=—00 V=—00
n 2y 3
E| 1. 108, m ,mzb,] e, |+2%J |p§;>ﬂ,m|w1j,v|] }
q=
_paih ~
< g { E enee {(E{zliwméqu;w
£ =
2 1y24 !
(v) ,
+ Z sz ]|P]z; Oip ‘+ Z’Yz; pj/v—yj,v|w1],v} > } } (7)
n 23
—ah -~
< Lt { z ¢~ tilk—o-Dh {(E(zl|®iq|m%qm§;>|>>
q=
N 2\ 542y 3
E E - y..1.8 (v) )
+ 1] ]|P]v 7 | + ]El'h] ]"P]',vfyjlvalj,v|
rew [ 1 atkeo-n] o 2
e T S e S S LM
v=—0c0 g=1
2y 2
Y. by lu] +§ il 7z Il
1—e%ih 1
< ; {1e”i”1 e ah{ Z|®1q| [[ulleo

2y 1
m _ m 1
L by || uleo + tLT ||u|oo}}

n
< gl Z lq‘ "’sz] ]"‘Z'Ylj )HuHOO
< "’0 1—1 2,.

as well as
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H(T“)z‘<,11/<> _0H2

k-1 k-1 e Cish(1 — g—Cioh
{E( YT e [ZHWAW
1

v=—00s=0v+1 Cip

2y 2
+dzvm + Z @z]vﬂ]( ]<U>_Vjv)w2j,v]> }

¢ k—
< = i, { < Z e ~Glk—o=h [Z|H1thquv
V=—00
24
+di|m/" |+Jw 7m§,‘;>v,v||wz,-,vD }
Sl—i;ﬁih ief(kvlhzefkvl
- v=—00 v=—00
2}
XE [ Y I |A2 p\) |+ dilm[") | + zwu |m;;>_v,,vw2,-,v|] }
=1 ’
1—e it —ci(k—v—1)h -
S T —ch Z e - Z quAhquv
q:
), & 2Rk
T v
1—e Sl = ci(k—o—1)h %\ 4
e —ei(
< ¢ 1_e¢ Gl U:ZOO e ; lq| |Ahqpt v
2} 112y}
(i) ) (sFotniin) ) )
< 17251"1 _Ch Z e Cilk—o-1)h
2y 32
ZIqu! Hulloo+d||u||oo+ZwUL Iulloo}}
{q 1 ]‘[
1— —gih 1 1
= G {1—ecih 1—ecih
0 211
Zlﬂqu Hulloo+d||u||oo+2wz; Iulloo} }
{q—l ‘[
<

1
C(Zmﬂ+¢+z%ﬂ )wm
<P0 _
< fe =12
In the calculations of the stochastic terms of Equations (7) and (8), Lemma 4 has been
employed.

Q(POQ and TI'u is well defined in

Together with Equations (7) and (8), [|[Tu — ¢[|« <

space (PAPZ)’H(UV x Z,R¥",a), | - Hoo) for any u € PAPb (U, x Z,R¥™, «).

In the end, the property of contraction to the operator I' in space PAP:’V (Uy x
7, R?", i) will be demonstrated. Letu = (my,--- , My, p1,- -+ ,Pm)’ and i = (g, - -, @y,
P, f)m)T belong to space PAP:’”(UV x Z,R¥", a), it follows that
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H (Qu)

{v)
ik

— (Pa)

{v)
ik

2

2
,v||w1j,v|D }

iy

NI

|| Wijo

~ <V>)|

—m

||w1j,v

,alq 1—6 a,vh n . () 3
= (E Z H 7 2®ithq(mi,v —m
v=—005=p+1 Lo q=1
b (Fi(pl)
+j§l bq,v(f](p]',v—ajﬂ) f](p]v aj, )>
m g
M oi(pW ~ o (W) 4
+]§1 r)/l],U (g](p]'/vflf’j,v) g](p]’,v‘u]-’v)>w1],?}‘|> }
1—e ik S i(k—o—1)h 2 () _ {¥
< a; E Z e Z |®zq||A _mi,z;)|
v=—00
+ R BLIp) g, ~ i, + & tflpfl,, — Pl
i1%j Wjp=0jp — Fjo-0j, e A e R S
1—e— %l = —a;(k—v—1)h o a;(k—0—1)h 2 (' — /W
< g vzgwe a; vzgwe E qg \®Zq||A (m; ) —m; )|
~ (V) (v) = (V)
l] ]lp]v g' _p]'u g'j |+ Z’Yl] |p]',‘07],¢ _p]z} ],{
n
< 1_211{ Z e~ a;(k—v-1) {(E Z|®iq”A%q(mi<,v
=1
< (v) o 781 _ =)
+ Z bl] ]lP]U (7 P]',U—g‘jlv| +]§1 ’)/l]lepj,U—y]v,v P]',y—‘ujlv
< 1etiht atk—o-00) (g ¥ 10 1122 (m®) —
hS 0 Z e Z| zq|| hq(m
q=1
2}
gl & W LW
+ g Tpiy. 0o " Pio—a,]
2\ 572y 3
+(EX % LEpl =B, oy
=] 1% Pjo—pj, ~ Pjo—pj, W10
1—e~th a;(k—v—1)h . 2 -
< e 2 e AN
B q:l
m 2 2
+Zb1] ]Hu H ; ij ]\/>||u_ﬁ|°°} }
_p—aih
< ! egl- {(1 o a2 {Z |®zq|h”u u||°°
2y 2
+ Z bl]Lf||u_uH0°+ Z ’Yl] \f” ﬁ|0°} }
1 .
< (Zl% +zb,] ]+Z%,Lg 7 )l
< gllu =1, 1—1,2,...,
as well as
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IN

IN

IN

IN

IN

IN

IN

IN

k-1 -1 o—cish 1—6 Cioh (W)
E Z H ZHWAhq pzv _pzv)

U=—00g5=p+1 Cio
2y 3
ot~ it >D }

)y

—c;h _ _ v v
e { SR W ”’T[Zlmthq(plﬁ piy)l

=1 V=—00 = —00 [7 1
2 1

2 emalk=o-1)h {( [ZIHWIIA% pl — Bl

- m —_ ~
+di|m§";> — ﬁlf,l;>| + Z (Di]'L;-i |m]<,1;>_ — m(v) Vi ‘ |w2]',

Vio jo—

+Ji|m§,':,> I B oplim, - ml s

Jo=v;, jo—v

. 2, 1y2y 1
+Mm%—mgkfgﬂﬁﬂﬁﬁm—mgwpmmw) }} (10)
" 2\ 2
Lot {1 z ¢cilk—o-1)h {(a(quAhq(pﬂ—pf?n))
q=1
2 4 NN

m
EZ

1’”’ ¢i(k—v—1)h 4 ~

{ fo' {Z w| — 1|

R N u||oo}
_pCih
! ; {(1 gl—clh {Z |qu‘h”u 1l

2
tdlu— ol + £ 01! T - u||oo}}
(2|nlq| +d, +2w,] 17 ) Il

dm—mm,z_Lz”w

2

The inequalities in Equations (9) and (10) exhibit |[Tu — I't|le < ¢|lu — @0, Vu, @ €
PAPE’”(UV x Z,R?¥", ). In line with assumption (g;), the operator T is a contraction
mapping. Consequently, I' possess a unique fixed point & = (th, p)T € PAPbe’V (Oy x
Z,R2m, «),i.e., 't = @. Hence, G is a unique weighted pseudo-almost periodic sequence to
GRNs Equation (1). This completes the proof. [

Remark 2. Articles [12,38] studied the existence of a unique (weighted pseudo) almost periodic
solution of continuous-time GRNs without spatial diffusions. However, this paper not only regards
the spatial diffusions, but also studies the corollary responding to multi-variable discrete GRNs. So
Theorem 2 complements the works of [12,38].
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4. Finite-Time Guaranteed Cost Controls in Exponential Form

In this section, finite-time guaranteed cost controllers for SGRNs Equation (1) are
designed based on the drive network, response network, and error network. The global
exponential stability of SGRNs Equation (1) in the mean square sense is also discussed.

4.1. The Frame of Controlling GRNs

Lett = (i, p)T € PAPS’” (Uy x Z,R?™, &) be the unique weighted pseudo-almost

periodic sequence to GRNs Equation (1), where th = (thy, ..., 1,,)" and p = (p1,..., Pm)’.
That is,
hpr n
L) —a; s (V) 1—e ik 2A<U>
P =€ R BT Z ©;y A7, 1h
3 W oy )
+) bijifi(Bjx—g,, ) + 2 Viik8i (P p; )1k + Ii,k] ,
= = (11)
hr n
5 gl | LT
Piryr = € P+ i ZHWAF! sz
3 | )
+ 21 @i]‘,kﬂj(ﬁl]‘,kfy],,k)w%,k + di,kﬁ‘i,k ], V(V, k) € Uy X Zy,
j=

wherei = 1,2,...,
described as

m. The initial and boundary values of GRNs Equation (11) can be

() a0 A()  A() . mY RPN ()
mi,s - (Pi,s’ pi,s Vs’ Vs € [70'0’ O]Z’ tk Ve, =0= Pi,k veaUV’ Vk € Za,
wherei =1,2,...,m.
A controlling network is constructed as below:
. 1— efa,kh n
mily = e im) e I | Y 0y m)
ajk t] 1
+ ibu £i( v) ) + Z i v) Yooy + L] + (v)
~ ijkJj P]',k,gj,k . 1')’1],kg] p]‘rk*P‘j,k 1j,k ik Pi,k ’
v) . w1 ec"h ’ 0
v - —cih (V) - Y
Pixp1 = € Wpiy +——— [anth sz
- (v > ], w
+ ) @ikt m]',k_yjk)ij,k + djjm;y } +0;), (v k) €Uy xZy,
j=1 '

wherei =1,2,...

wherei =1,2,...,

,m. The initial and boundary values of GRNs Equation (12) are given by

¥s € [~00,0lz; m}

— ¢!,

m.
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Lete; = m; —1h;and w; = p; — P;, i =1,2,...,m. Together with GRNs Equations (12)

and (11), it yields
) paghel) , Lo 2 ol0)
e = ¢ e+ T Z ©igA7, i)
m e ! ‘7 Y Y
+ ; bijxfi (wj,kfaj,k) + ; Yijk& j(wj,kf},jlk)wlj,k] 0K
) ] 1—e € i on (13)
( o —cigho (v > —e
Wiy = e w4 {anth Wzk
3 ) W] . o
+) @ijkf]j ej,kfyjk)WZj,k + di,ke,',k ] +0x
j=1 ’
where
fitwi) = fi(p) = fi(B;),  &i(wj) = gi(py) — &),  7ij(ej) = gj(my) — g;(xh),
in which (v,k) € By, x Zy, i,j=1,2,...,m
The state feedback controller is designed:
Pf,}? = Kief,}Zr Q§,2 = %in,}z/ Vk € Z, (14)

where «; and s7; denote the controller gains to be determined later, i = 1,2,...,m.
Substituting controller Equation (14) into the error network Equation (13) leads to

—a;h n
eV (pah () | L—e ik 2 o)
€kr1 = (e ik +Ki)ei,k + a;r ZGWA €k

w)
+Zb1]kf] ]k ik +Z%Jkg] jk— uk)wllk:|
]7

1 e—C/kh n (15)
W§,11/<>+1 = (e 45 )Wi<,11:> [ Z quAh Wlk
Cik
. (v) < )
+ Zl wi]‘rkﬁ]'(ej,kfv]-,k)wzfrk + di,kei,k :| , (v,k) € By xZy,
]:
wherei =1,2,...,m.
Similar to the derivation of Formula (4), we achieve
k—1 1 —a; h —a; ,h
e s 41 ) (1 — e fiw
) =TTt snely + ¥ ] sl
s=0 v=0s=0v+1 Lo
n - m <1/>
x| ) 0Ad el + 2 bij fi (W ]v 0,0) T 2 Vii8i(Wig VW1,
P =1 (16)
-1 e~ Ci h —Cih
_ ish %)(1 — e Cip )
w1<,]l/<> = ( Clb +%1 zO +2 H Cl

s=0 v=0s= v+1 Lo

[E quAZ ”,> +dzve”; + Z‘Dq,vﬂ] ]<z;> v )wzj,v] ’ (V/ k) € Uy X Zy,

j=
wherei = 1,2,...,m. Moreover, it holds that
QNN ONENG! () _ () () . eV 0w
e = Qs —Pier Wig = ¢ — g, Vs €[-00,0]z; ey vean, 0=w; vean,’ Vk € Zy,

wherei =1,2,...,m.
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Definition 6. State feedback controller Equation (14) finite-time stabilises GRNs Equation (12)
with a finite-time exponential convergent form in case the error networks Equation (15) achieves
finite-time exponential stability, i.e., for any € € (0,1) there exists § > 0, y > 0 and integer K > 0,
ensuring that

o ) (v)
= ) p ) <0
o S (v,s)elg?f[)iao,o]z{‘el’s 2 || Wi 2}
implies that
@‘ H (v) < cp—Hkh
max max{|lefy| [ wii/|,} < ee ", vk e 0Kz a7

Herein, K is called the settling time.

Define a performance index JX associated with the error networks Equation (15) by
3 )T py )

JE = E,gire%)ka Fu”,

where
U = col(e,p,w,0), F = diag(P;, Q1,P2, Q2),
e=col(er,...,em), W=col(wy,...,wWgy),
p=col(p1,...,pm), ©=col(oy,...,0m),

P=P'>0Q=Q >0,1=1,2
Definition 7. State feedback controller Equation (14) is said to be a finite-time guaranteed cost
controller to GRNs Equation (12) in case it finite-time stabilises GRNs Equation (12) with an

exponential convergent form and meets
JE <A,

where A > 0 is a constant.

4.2. Design of Finite-Time Guaranteed Cost Controllers

From the first equation of the error networks Equation (16), we obtain

1 k—1 —a
2 4 —a _o—1 (1—e"%h
e [, = [Blell Pl < (et x)tllefflla+ & (e 4pse 1 g
s 32 o X ) o 18wV 1 (18)
X Z ‘®lt]|||AT’lqe1,v ||2 + Z bl]L] ijrv—g'j/sz + 2’71]1‘] ij,y—],[j,vnzh 2 ’
q=1 j=1 j=1
wherev € Uy, i =1,2,...,m. Similarly,
) () 2] 2 —cih k) gar (V) e k—v—1 (1—¢4")
[wid |, = [Emi ] < (e tsmtwigla + % (e st oot B
=
(19)

JO—Vjp

n
x [ > M [1A2 wi?)
q=1

wherev € U,,i =1,2,...,m.
Equations (18) and (19) are equal to

- no _1
2+ dillel” 2+ Y @yLl el [l2h ]
j=1
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k—1
—a. 1—e %k
max, cgs, ef}}’jHZ < (e £1h+7{i)kmaxve(§v He§;6>||2+ Z( ah+K)k v—1( le ih)
v=0
X i |®;,| max || A2 eMHz i mawa ll2
= e, Tig “io = i vew, " i0 %0 (20)
m —_
+]§1,)/le maXVGUy ||w]7; ‘u] ||2h
and
k—1 —c:h
e e _p—1(1—e"¢
maco W], < (e mancs, \|w§,5>uz+ e 10
n
[Z zq\maXHAz o+ d; maXHe /Il2 1)
q
m .
Z maxvegv ||e]v v ||2h i=1,2,...,m.

Theorem 3. If (gp) and the following assumptions are fulfilled,
(g5) The control gains x; = e tih — o=t and s = =M — =Sl where 8; and ¢; are positive
constants, i =1,2,...,m.
—ah

ah —e -

1
(go) It holds that 1 — e™*" < max{vy, 2} < P where & = ming <j<,,{d;,¢;} and

& = maxj<j<m{di, Ci},

— (1 7e_ﬂih) - l‘7| b L Lgh
U1 = maX — Z h2 +21]]+Z’)/1]

1<i<m a;

q=1

_ (L= | W20y o &y
vy = max S ‘7:21 - +d1+];w1]Ljh 7].

then state feedback controller Equation (14) is a finite-time guaranteed cost controller for GRNs

Equation (12) with the settling time K satisfying
1 1—e
K<——In({1l- ———=|.
< T n( max{vl,vz}>

Proof. In accordance with (g¢), for any € > 0, we can select 6 > 0 and 0 < y < a to be

small enough, causing

5 1— e—(ﬁj - H)Kh (1 _ e—ﬂih)eﬂ(%""l) 2|®1q| g
(& ]/t)Kh —cih\ pp(op+ DR [ 1 2T o oom
— + max 1 ¢ Al ( —¢ )e Z | 21q| + dl + Z@”L”hi% < 1
€ 1<i<m q _ (;(Cl'1 - V)h Si q=1 h =1 :

A method of reduction to absurdity will be adapted here, supposing that Equation (17)
holds. If not, then one of the following two cases must be valid.
(@) Thereexistky € (0,T)z and iy € {1,2,...,m} such that
v)

\ —pkoh
kol > ee .

Ol

e.
ik 1o’ ves,

2} < ee MMk € [0,ko)z; max|e

2

max max{ ’
1<i<mveUy,
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(b)

There exist ky € (0,T]|z and i; € {1,2,...,

maX max
1<i<mveU,

{lle

(v)
zk

W)LY e, vee 0z

m} ensuring

If (a) holds, from Equation (20) and (g5) we obtain

w)

e Wik

vely

w

_a, k=1 —e "
max, g, eg/;{ﬂ , < (e ﬂzoh+Ki0)k05+ Z (6 a’(’h‘FKio)koivil%
[ 2(04,] | _
g Z1 h;)q T Z blo} j + Z %0] ~2 el ltee N
Lg= i
< eiﬁiokoh(s + Z e*ﬂioh(ko —v—1) (1—; ﬂ‘0}')
v=0 o
2(0jyq 1 _
> Z h;)q Z blo] ] + Z 'Ylgngh e;taohee uoh
Lg=1 i
~ ko— 4 —a; h
_ e—aiok0h5+ 2 o (@i, —y)h(ko—v—l)( —¢ ") p(eo+1)h
v=0 ~o
2|® ]
X Z | ’Oql szo] it Z%]Lgh” ee ™o
Lg=1 _
< [ 2.(a —H)koh 1o~y — P‘)koh (1—e "i")erlen 1)
= 4 0 + . (ﬁzo — y)h a;,
o i
X Z 2 1oq| Z blo]L] + Z %olLJ " )eekah
Lg=1 _
< J 4 l-e (a’f ]l)Kh a 67“’0 )t tn
= € 1@y — w)h a;,
¢ 2‘®1 '1| 8 ] —ukoh
X Z:l hzo + Zblo] i T Z’YWL h™2| pee 10
L9= i
< e Mkoh

which contradicts fact (a).

On the other hand, if () holds, from Equation (21), we can likewise compute

= —ci b
maxyeg, Wiq/ifl , S (" 4 5, k15 + Z( il g Yame1lze 1)
, L -
2|11
x Z# d11+ZtD,UL]h b oHo0h cp— 1ol
Lg=1
¢ h
< iy effuhﬂﬁ—v—l)(%j)
220
- n | ; | m - . }
x ZT“’—H{ Z LI b | gt
Lg=1 =1 ]
N k-1 4 o
- e_Ci1k1h5+ 12 e~ (Ciy — u)h(kq _y_l)(l%lf)e#(%ﬂ)h
=1
2|11 7
X Z:l | 111/7| +d11+2w11] 17}17% co—Fkh
Lg=
< (ge( n — Wk + 1= Li( 1 ,Ll)l)c;lh a 7@7£f1:)eﬂ(ﬂo+1)h
- _ (G — U Ciy
1—e 1
2|11 _ mn
X{Z |h2nq| +di1+z IUL"h Zbee?"‘lh
g=1 =
< ) + lfef(c’Al H)Kh (1—e Cilh)gﬂ(lfoﬂ)h
- € Gy —uh <y
L | i | m
x| ) hw +d,1+zw,”L]h 1| Lokt
q=1
< ee ikl
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which contradicts fact (b). As a consequence, state feedback controller Equation (14) with
the control gains in (gs) stabilises GRNs Equation (12) in finite time.

In light of Definition 7, the finite-time guaranteed cost control will be displayed as
follows. It holds that

e
Ty — P
U'U = (epwe)| o
0

= L (ef+pf+wi+0of)

[(1+x2)e? + (14 »?)w?]

(2 + K + 5 ) max{e?, w?},

I
tetluatine

which induces

=E Z maxUMTU(V <9 Z max max{Hef}(>

v601 1<z<m vey,

wii

K
<9y ee M < ),
JEo e s

where ¢ = 2(2—1—1(1- —5—%?) and A = o

i=1 —e

Therefore, state feedback controller

Equation (14) is a finite-time guaranteed cost controller for GRNs Equation (12). This
completes the proof. [

If x; = 0 = ; in feedback controller Equation (14), then pf? and Qi(l]? are vanished

from GRNs Equation (12), V(v,k) € U, x Ngand i = 1,2,...,m. Based upon the proof of
Theorem 3, we can easily obtain

Corollary 2. Let assumptions (gp)—(ga) hold. Then, GRNs Equation (1) is finite-time exponen-
tially stable in a mean-square sense. Further, if (g1) holds, then GRNs Equation (1) admits a unique
weighted pseudo almost periodic sequence solution, which is finite-time exponentially stable in a
mean-square sense.

5. Example

This section gives an experimental example to verify the feasibility of the main results
for discrete-space and -time stochastic GRNs, which have been addressed in the previous
sections of this article.

Considering the following discrete-time stochastic GRNs with discrete spatial diffusions

mgk>+1 _ e 0 mY I 1757% 0 020 )5 m§vi<>
mf) 0 e—l0n ) 0 el 0 02 )7 m{Y
1.2 cos(krt + o) + eIkl 0.5 fl(PiVlj—z)
1.8sin(krr + F) + eI )

=

S

b

+

2Py} )ik 1+02cos(kr + )
() T : || (22)
g2(P2,k71)w12,k 0.5+ 0.5sin (k7 + x )

v

v
P2ojet1

A/
o
N
=S
+
-~
N———
I
VRS
Q
o L
¥
-
o
Lo
@
=

)
(v) 1120
v e*lSh h
( P§k> 0 = 15 0 01
( cos(km+ %) + e~ Ik 0.1 ) (
— k]

m{")| (mpy 1)
ol iy N ' ! M1 1k—1/%21k ,
|m§vk>| 0 sin(k7 + g) +e Uz(méyg,z)wn,k
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where (v, k) € (0,10) x Zy,

(V>
1 k

m
1 k

W)

=0, sz ()

=Pik|,_,0 " 0, VkeZyi=1,2

0 v=10 =0

Taking h = 0.1 and % = 0.5. Corresponding to GRNs Equation (1),
a1 =9, a=10, c1x =12, =15 ©O11 =0 =02, Ilj; =1IIp =01,
Opp = @y =i =Ty =0, by = 12cos(km+ ) +e ¥, brog =05, by =03,
by = 1.8sin(kr + g) e M, =2 mp=1 Yk =02 Y2k =01, 7arx=0,

Yook =015, Ix=1+02cos(kr + g), Iy = 05+ 05sin(kr + -

1 ), dig=dyr =01,

D11 = cos(krm + g) + 6_“(‘, @1 =01, @yr=0, @pi= sin(k7 + g) + €_|k‘,

W) u
ot - ) G ) ()

,k—l) = ﬁ/ gi(Pi(,?_ﬂ = I
v (M) 1+ (252) 1+ (%)
W 2 m 2
m(myy) )= (uk)<>>2 n(my) ) = <216<2>>2 i=1,2,%(v,k) € (0,10) x Zy.
1+ (2% 1+ (M52)

Obviously, Ljr = L]; = 15, L§ = L§ = 0.05, L7 = L] = 0.1. It follows from the direct
calculation that max{gl, G2} < 1. Therefore, assumptions (g1)—(g4) in Theorem 2 are valid,
i.e., GRNs Equation (22) possesses a unique weighted pseudo- or a-pseudo-almost periodic
sequence solution, see Figures 1 and 2. Let 41 = 1.25, 4 = 12, ¢; = 14, and ¢, = 7. Then,
the state feedback controllers corresponding to Equation (14) are listed as follows:

Py} =04983e)), py) = —0.0667e5), o) = —0.0546w\}, of} = 0.2735wy), (23)
where k € Zj. Moreover, assumptions (g2) and (g5)—(gs) in Theorem 3 hold. Then, the
state feedback controller Equation (23) is a finite-time guaranteed cost controller for GRNs
Equation (22) with the settling time K satisfying K < 4.0294, see Figures 3-6. Finally,
the trajectories of the finite-time exponential stability of GRNs Equation (22) in three-
dimensional and two-dimensional spaces are shown in Figures 7-10.
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asx o
g X Z Nooss
005
0045
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0125 0.03
0 10 20 30 0 50 60 70 80 % 100 0 10 20 EY 40 50 60 70 80 EY 100

time variable k time variable k

Figure 1. Weighted pseudo-almost periodic sequence solution of mﬁz and mg.
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10

0 2 3 4 s e 0 s % 10 0 0 2 % % 6 70 & %0 100
time variable k tlme variable k

Figure 2. Weighted pseudo-almost periodic sequence solution of pﬁz and péslz.

In Figures 1 and 2, the pictures show the weighted pseudo-almost periodicity of m
and p in GRNs Equation (22). From these pictures, we can observe that the solution of
GRNs Equation (22) is not weighted pseudo-almost periodic at the beginning of the time,
but it becomes almost periodic as the time increases.

—— —T S

ith initial value 25
GRS EOE ‘/mg"lz with initial value/20

m{77 with initial value 20—
3T ———

) . b 5 0 1
space variable v time variable k

E 2 s o 10
4o 1 2 3 5 6 7

and mévlz with the settling time K satisfying

3
space variable v

v
Lk

time variable k

Figure 3. Finite-time guaranteed cost controller for m
K < 4.0294.

ps k) with initial value 45

)\ with mth‘S\

3 Mﬁm
space variablev 4 ¢ space Varlable v ¥ o "t 2
time variable k

(v) (v)

Figure 4. Finite-time guaranteed cost controller for p; [ and p, [ with the settling time K satisfying
K < 4.0294.

Pix

3
time variable k

6)

i with initial value 20

with initial value -20

o 5 0 15 2 2 0 3 ) s 15 2 25 3 as 4 45 5
time variable k time variable k

(6) (6)

Figure 5. Finite-time guaranteed cost controller for m;/ and m, with the settling time K satisfying
K < 4.0294.

g
- pi6) with initial value 35
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Figure 6. Finite-time guaranteed cost controller for pﬁ and p§6k> with the settling time K satisfying

K < 4.0294.
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In Figures 3 and 4, the pictures show the trajectories of m and p in GRNs Equation (22)
with feedback controls in the closed loop. By observing these pictures, we can observe
that the solutions of GRNs Equation (22) with different initial values realise finite-time
exponential stability in three-dimensional space. Figures 5 and 6 give the trajectories of m
and p of GRNs Equation (22) with feedback controls in the closed loop when v = 6.
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Figure 10. Finite-time exponential stability of p;; and p§8>.

Figures 7 and 8 show the solutions of GRNs Equation (22) without feedback control,
realising finite-time exponential stability in three-dimensional space. Figures 9 and 10
draw the solutions of GRNs Equation (22) without feedback control, realising finite-time

exponential stability when v = 8.

6. Conclusions and Perspectives

Utilizing EED and CFT techniques, discrete stochastic genetic regulatory networks
with discrete spatial diffusion are presented, which can be considered as fully discrete
configurations of stochastic genetic regulatory networks with reaction diffusion. Based on
the constant variable formulation in discrete form, the existence uniqueness, the finite-time
guaranteed cost control, and the exponential stability of the weighted pseudo-0-almost
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periodic sequence of such discrete stochastic genetic regulatory networks in the mean-
square sense are discussed. In addition, Lemmas 2 and 3, among others, have been crucial
to the discussion in this paper over the course of the study. Notably, the work in this paper
will initiate the development of qualitative problems in discrete-time and discrete-space
models, laying the theoretical and practical foundations for future work in this area.

Author Contributions: Conceptualization, S.S. and T.Z.; Methodology, S.S. and T.Z.; Formal analysis,
S.S., T.Z. and Z.L.; Investigation, S.S., T.Z. and Z.L.; Writing-original draft, S.S., T.Z. and Z.L.;
Writing—review and editing, S.S., T.Z. and Z.L. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was supported by the Key Laboratory of Complex Dynamics System and
Application Analysis of Department of Education of Yunnan Province.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Alon, U. An Introductin to Systems Biology: Design Principles of Biological Circuits; CRC: London, UK, 2006.

2. Thieffry, D.; Thomas, R. Qualitative analysis of gene networks. Proc. Pac. Symp. Biocomput. 1998, 3, 77-88.

3. Bao, W.Z,; Yuan, C.A.; Zhang, Y.H. Mutli-features prediction of protein translational modification sites. IEEE/ACM Trans. Comput.
Biol. Bioinf. 2018, 15, 1453-1460. [CrossRef] [PubMed]

4. Somogyi, R.; Sniegoski, C. Modeling the complexity of genetic networks: Understanding multigenic and pleiotropic regulation.
Complexity 1996, 1, 45-63. [CrossRef]

5. deJong, H. Modeling and simuation of genetic regulatory systems: A literature review. J. Comput. Biol. 2002, 9, 67-103. [CrossRef]
[PubMed]

6.  Barabési, A.; Gulbahce, N.; Loscalzo, ]. Network medicien: A network-based approach to human disease. Nat. Rev. Genet. 2011,
12, 56-68. [CrossRef] [PubMed]

7. Song, Q.;Long, L.; Zhao, Z; Liu, Y.; Alsaadi, EE. Stability criteria of quatemion-valued neutral-type delayed neural networks.
Neurocomputing 2020, 412, 287-294. [CrossRef]

8.  Hood, L.; Health, J.; Phelps, M.; Lin, B. Systems biology and new technologies enable predictive and preventative medicine.
Science 2004, 306, 640-643. [CrossRef]

9. Liu, RJ; Lu, ]J.Q.; Lou, J.G.; Alsaedi, A.; Alsaedi, FE. Set stabiliation of Boolean networks under pinning contril strategy.
Neurocomputing 2017, 260, 142-148. [CrossRef]

10. Possieri, C.; Teel, A.R. Asymptotic stability in probability for stochastic Boolean Networks. Automatica 2017, 83, 1-9. [CrossRef]

11.  Zhang, X.Y.; Wang, Y.T.; Zhang, X. Improved stochastic integral inequalities to stability analysis of stochastic genetic regulatory
networks with mixed time-varying delays. IET Control Theory Appl. 2020, 14, 2439-2448. [CrossRef]

12.  Ayachi, M. Existence and exponential stability of weighted pseudo-almost periodic solutions for genetic regulatory networks
with time-varying delays. Int. J. Biomath. 2021, 14, 2150006. [CrossRef]

13.  Chen, T.; He, H.Y.; Church, G.M. Modeling gene expression with differential equations. Pac. Symp. Biocomput. 1999, 4, 29-40.

14. Han, Y.Y,; zhang, X.; Wang, Y.T. Asymptotic Stability Criteria for genetic regulatory networks with time-varying delays and
reaction-diffusion terms. Circ. Syst. Signal Process 2015, 34, 3161-3190. [CrossRef]

15.  Zou, C.Y,; Zhou, C.J.; Zhang, Q.; He, V.Y.; Huang, C. State emstimation for delayed genetic regulatory networks with reaction
diffusion terms and Markovian jump. Complex Intell. Syst. 2023, 1-15. [CrossRef]

16. Xie, Y.P; Xiao, L.; Wang, L.M.; Wang, G.H. Algebriaic Stability Criteria of Reaction Diffusion Genetic Regulatory Neteorks With
Discrete and Distrubted Delays. IEEE Access 2021, 9, 16410-16418. [CrossRef]

17. Xue, Y,; Liu, C.Y,; Zhang, X. State bounding description and reachable set estimation for discrete-time genetic regulatory networks
with time-varying delays and bounded disturbances. IEEE Trans. Syst. Man Cybern. Syst. 2022, 52, 6652-6661. [CrossRef]

18. Liu, C.Y,; Wang, X.; Xue, Y. Global exponential stability analysis of discrete-time genetic regulatory networks with time-varying
discrete delays and unbounded distributed delays. Neurocomputing 2020, 372, 100-108. [CrossRef]

19. Yue, D.D.; Guan, Z.H,; Chen, J; Ling, G.; Wu, Y. Bifurcations and chaos of a discrete-time model in genetic regulatory networks.
Nonlinear Dyn. 2017, 87, 567-586. [CrossRef]

20. Zhang, TW.; Li, Y.K. Global exponential stability of discrete-time almost automorphic Caputo—Fabrizio BAM fuzzy neural
networks via exponential Euler technique. Knowl.-Based Syst. 2022, 246, 108675. [CrossRef]

21. Huang, ZK ; Mohamad, S.; Gao, F. Multi-almost periodicity in semi-discretizations of a general class of neural networks. Math.

Comput. Simul. 2014, 101, 43—60. [CrossRef]

142



Axioms 2023, 12, 682

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.
44.

45.
46.
47.
48.
49.

50.

Zhang, TW.; Han, S.F.; Zhou, ].W. Dynamic behaviours for semi-discrete stochastic Cohen-Grossberg neural networks with time
delays. J. Frankl. Inst. 2020, 357, 13006-13040. [CrossRef]

Zhang, TW.; Qu, H.Z,; Liu, Y.T.; Zhou, ].W. Weighted pseudo §-almost periodic sequence solution and guaranteed cost control for
discrete-time and discrete-space stochastic inertial neural networks. Chaos Solitons Fractals 2023, 173, 113658. [CrossRef]

Zhang, TW.; Li, Z.H. Switching clusters’ synchronization for discrete space-time complex dynamical networks via boundary
feedback controls. Pattern Recognit. 2023, 143, 109763. [CrossRef]

Zhang, TW.,; Liu, Y.T.; Qu, H.Z. Global mean-square exponential stability and random periodicity of discrete-time stochastic
inertial neural networks with discrete spatial diffusions and Dirichlet boundary condition. Comput. Math. Appl. 2023, 141,
116-128. [CrossRef]

Xu, G.X; Bao, H.B.; Cao, ].D. Mean-square exponential input-to-state stability of stochastic gene regulatory networks with
maltiple time delays. Neural Process. Lett. 2020, 51, 271-286. [CrossRef]

Zhou, J.; Xu, S.; Shen, H. Finite-time robust stochastic stability of uncertain stochastic delayed reaction-diffusion genetic regulatory
networks. Neurocomputing 2011, 74, 2790-2796. [CrossRef]

Wang, W.Q.; Zhong, S.M.; Liu, E. Robust filtering of uncertain stochastic genetic regulatory networks with time-varying delays.
Chaos Solitons Fract. 2012, 45, 915-929. [CrossRef]

Wang, B. Random periodic sequence of globally mean-square exponentially stable discrete-time stochastic genetic regulatory
networks with discrete spatial diffusions. Electron. Res. Arch. 2023, 31, 3097-3122. [CrossRef]

Zhang, G.P; Zhu, Q.X. Finite-time guaranteed cost control for uncertain delayed switched nonlinear stochastic systems. J. Frankl.
Institeu 2022, 359, 8802-8818. [CrossRef]

Gao, H.; Zhang, H.B,; Shi, K.B.; Zhou, K. Event-triggered finite-time guaranteed cost control for networked Takagi-Sugeno (T-S)
fuzzy switched systems under denial of service attacks. Int. |. Robust Nolinear Control 2022, 32, 5764-5775. [CrossRef]

Liu, L.P; Di, Y.E; Shang, Y.L.; Fu, ZM.; Fan, B. Guaranteed Cost and Finite-Time Non-fragile Control of Fractional-Order Positive
Switched Systems with Asynchronous Switching and Impulsive Moments. Circuits Syst. Signal Process. 2021, 40, 3143-3160.
[CrossRef]

Liu, M.X.; Wu, B.W.; Wang, Y.E.; Liu, L.L. Dynamic Output Feedback Control and Guaranteed Cost Finite-time Boundedness for
Uncertain Switched Linear Systems. Int. |. Control Autom. Syst. 2023, 21, 400—409. [CrossRef]

Liu, M.X.; Wu, B.W.; Wang, Y.E.; Liu, L.L. Dynamic Output Feedback control and Guaranteed Cost Finite-Time Boundedness for
Switched Linear Systems. Circuits Syst. Signal Process. 2022, 41, 2653-2668. [CrossRef]

Liu, X K,; Li, W.C,; Yao, C.X,; Li, Y. Finite-Time Guaranteed Cost Control for Markovian Jump Systems with Time-Varying Delays.
Mathematics 2022, 10, 2028. [CrossRef]

Zhang, X.; Yin, Y.Y,; Wang, H.; He, S.P. Finite-time dissipative control for time-delay Markov jump systems with conic-type
non-linearities under guaranteed cost controller and quantiser. IET Control Theory Appl. 2021, 15, 489-498. [CrossRef]

Luo, Y.P; Wang, X.E.; Cao, ].D. Guaranteed-cost finite-time consensus of multi-agent systems via intermittent control. Math.
Methods Appl. Sci. 2022, 45, 697-717. [CrossRef]

Duan, L.; Di, EJ.; Wang, Z.Y. Existence and global exponential stability of almost periodic solutions of genetic regulatory networks
with time-varying delays. J. Exp. Theor. Artif. Intell. 2020, 32, 453-463. [CrossRef]

Luo, Q.; Zhang, R.B.; Liao, X.X. Unconditional global exponential stability in Lagrange sense of genetic regulatory networks with
SUM regulatory logic. Cogn. Neurodyn. 2010, 4, 251-261. [CrossRef]

Li, YJ.; Zhang, X.; Tan, C. Global exponential stability analysis of discrete-time genetic regulatory networks with time delays.
Asian J. Control 2013, 15, 1448-1475. [CrossRef]

Xie, Y.P; Xiao, L.; Ge, M.E,; Wang, L.M.; Wang, G.H. New results on global exponential stability of genetic regulatory networks
with diffusion effect and time-varying hybird delays. Neural Process. Lett. 2021, 53, 3947-3963. [CrossRef]

Liu, Z.X,; Yang, X,; Yu, T.T.; Zhang, X.; Wang, X. Global Exponential Satbility Analysis of Coupled Cyclic Genentic Regulatory
Networks With Constant Delays. IEEE Trans. Control Netw. Syst. 2021, 8, 1811-1821. [CrossRef]

Zhang, W.L.; Zheng, Z.H. Random almost periodic solutions of random dynamical systems. arXiv 2019, arXiv:1909.01586.

de Fitte, PR. Almost periodicity and periodicity for nonautonomous random dynamical systems. Stochastics Dyn. 2020, 21, 2150034.
[CrossRef]

Marie, N.; Fitte, PR.D. Almost periodic and periodic solutions of differential equations driven by the fractional Brownian motion
with statistical application. Stochastics 2020, 93, 886-906. [CrossRef]

Zhang, C. Pseudo almost periodic solutions of some differential equations. J. Math. Anal. Appl. 1994, 181, 62-76. [CrossRef]
Diagana, T. Weighted pseudo-almost periodic functions and applications. Comptes Rendus Math. 2006, 343, 643-646. [CrossRef]
Es-saiydy, M.; Zitane, M. New composition theorem for weighted stepanov-like pseudo almost periodic functions on time scales
and applications. Bol. Soc. Parana. Mat. 2023, in press. [CrossRef]

Yan, Z. Sensitivity analysis for a fractional stochastic differential equation with S-p-weighted pseudo almost periodic coefficients
and infinite delay. Fract. Calc. Appl. Anal. 2022, 25, 2356-2399. [CrossRef]

M’Hamdi, M.S. On the weighted pseudo almost-periodic solutions of static DMAM neural network. Neural Process. Lett. 2022, 54,
4443-4464. [CrossRef]

143



Axioms 2023, 12, 682

51.

52.

53.

54.

55.

56.
57.

Hu, P; Huang, C.M. Delay dependent asymptotic mean square stability analysis of the stochastic exponential Euler method.
J. Comput. Appl. Math. 2021, 382, 113068. [CrossRef]

Zhang, T.W.; Li, YK. Exponential Euler scheme of multi-delay Caputo-Fabrizio fractional-order differential equations. Appl. Math.
Lett. 2022, 124, 107709. [CrossRef]

Bessaih, H.; Garrido-Atienza, M.].; Képp, V.; Schmalfuf, B.; Yang, M. Synchronization of stochastic lattice equations. Nonlinear
Differ. Equ. Appl. Nodea 2020, 27, 36. [CrossRef]

Han, X.Y; Kloeden, P.E. Sigmoidal approximations of Heaviside functions in neural lattice models. ]. Differ. Equ. 2020, 268,
5283-5300. [CrossRef]

Han, X.Y;; Kloden, PE.; Usman, B. Upper semi-continuous convergence of attractors for a Hopfield-type lattice model. Nonlinearity
2020, 33, 1881-1906. [CrossRef]

Kuang, J.C. Applied Inequalities; Shandong Science and Technology Press: Shandong, China, 2012.

Arnold, L. Random Dynamical Systems; Springer: Berlin, Germany, 1998.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

144



|§| axioms

Article

On the Crossing Bridge between Two Kirchhoff-Love Plates

Alexander Khludnev 12

check for
updates

Citation: Khludnev, A. On the
Crossing Bridge between Two
Kirchhoff-Love Plates. Axioms 2023,
12,120. https://doi.org/10.3390/
axioms12020120

Academic Editor:Adrian Petrusel

Received: 2 December 2022
Revised: 13 January 2023
Accepted: 18 January 2023
Published: 26 January 2023

Copyright: © 2023 by the author.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 Institute of Hydrodynamics of SB RAS, 630090 Novosibirsk, Russia; khlud@hydro.nsc.ru
2 Sobolev Institute of Mathematics of SB RAS, 630090 Novosibirsk, Russia

Abstract: The paper is concerned with equilibrium problems for two elastic plates connected by
a crossing elastic bridge. It is assumed that an inequality-type condition is imposed, providing a
mutual non-penetration between the plates and the bridge. The existence of solutions is proved, and
passages to limits are justified as the rigidity parameter of the bridge tends to infinity and to zero.
Limit models are analyzed. The inverse problem is investigated when both the displacement field
and the elasticity tensor of the plate are unknown. In this case, additional information concerning a
displacement of a given point of the plate is assumed be given. A solution existence of the inverse
problem is proved.
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1. Introduction

Bridged structures are very popular for solving connecting problems. Such structures
may be different in type, and their quality depends on the purposes addressed. In this
paper, we analyze the structure consisting of two Kirchhoff-Love elastic plates and a
junction (bridge) that is in contact with the plates. To describe the behavior of the bridge,
we use the Euler—Bernoulli beam model. The junction has the displacement coinciding with
the displacement of the plates at two fixed points. Moreover, an inequality-type restriction
is assumed to be imposed for the solution to provide a mutual non-penetration between
the plates and the bridge. This approach implies that the problem is formulated as a free
boundary one.

During the last years, boundary-value problems in elasticity with inequality-type
boundary conditions have been under active study. We can refer the reader to the books [1,2]
containing results for crack models with the non-penetration boundary conditions for
a wide class of elasticity problems. There are many papers related to thin inclusions
incorporated into elastic bodies. In the case of delamination of the surrounding elastic
body from the inclusion, one more difficulty appears since we obtain an interfacial crack.
We pay attention to the paper [3] where an equilibrium problem for two elastic plates is
analyzed in the case of thin incorporated inclusion and Neumann type boundary conditions
for the plate. Different properties of solutions in equilibrium problems for elastic bodies
with thin rigid, semi-rigid, and elastic inclusions and cracks are analyzed in [4-13] and
many other papers. In [14-16], one can find models for the analysis of non-homogeneous
elastic bodies. Note that a derivation of models for elastic bodies with thin inclusions
usually takes into account changing physical and geometrical parameters [17-19]. Contact
problems for elastic plates with thin elastic structures were analyzed in [20,21]. We can also
mention a number of applied studies related to thin inclusions of different nature in elastic
bodies [22-29]. An application of the finite element method for planar mechanical elastic
systems can be found in [30]. As for inverse problems in elasticity, the literature in this field
is very vast. We will only mention the articles [31,32] and the links in them.
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The structure of the paper is as follows. Section 2 addresses variational and differential
formulations of the equilibrium problem. Passages to limits, as a rigidity parameter of
the bridge tends to infinity and to zero, are investigated in Sections 3 and 4. We provide a
justification of the limit procedure and analyze the limit models. Section 5 is concerned
with the analysis of the inverse problem.

2. Setting the Problem

Let Oy, C R? be bounded domains with Lipschitz boundaries rtre, respec-
tively, such that (1 N Q); = @. Assume that I is divided into two smooth parts Fé\,
and T, meas Ty > 0, i = 1,2. Weset b = (—2,2) x {0}, by = (—2,—1) x {0},
by = (1,2) x {0}, bp = (—1,1) x {0}. Moreover, we assume that b; C ();, and b crosses
Iy, boNQy = @,i = 1,2, see Figure 1. Denote by v = (0,1), n = (n1,1) unit normal
vectors to b, I', respectively, and set Q = O U, O, = Q )\ b.

172
|

Figure 1. Elastic plates ()1, (), with crossing bridge b.

The set () corresponds to two elastic plates, and b fits to a thin elastic crossing bridge
between two plates. We describe b in the frame of the Euler-Bernoulli beam model. In what
follows, the crossing bridge b will be characterized by a rigidity parameter & > 0. At the
first step, this parameter is fixed being equal to 1, and in the sequel we analyze passages to
the limit as & goes to infinity and to zero.

Let w be a scalar-valued function. We use the notations w,, = %—3‘1’, wy, = %—f‘/’. If
M = {M;},i,j = 1,2, then VVM = M;;;;. We also put VVw = {w},i,j = 1,2.
Summation convention over repeated indices is used; all functions with two lower in-
dices are assumed to be symmetric in those indices.

In the domains (g, )y, elasticity tensors A = {aijkl}r B = {b,»]»k,}, i,j,k,1 =1,2, are
considered with the usual properties of symmetry and positive definiteness,

i € L% (M), @
AG-¢ > coldl* V& ={gij}, &ji = Gij, co = const > 0.

Similar properties are fulfilled for the tensor B on (5.
We introduce notations for a bending moment M,, and a transverse force T" = T" (M)
on the boundaries of the plates,

My = =Mjnjn;; T" = —Mjin; — Mijotng , (11, 2) = (—na,ny). 2)
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In this case, for smooth functions w, M = {Mi]-},i, j = 1,2, the following Green’s
formula holds, see [2], Section 1.2.3,

—/M-VVw:—/wVVM+/an,,—/T”w, i—12.
O Q; ri ri

Since the domain Q;, with the cut by U b; is a union of the domains ); \ by and ), \ by,
the above Green'’s formula allows us to write Green’s formula for (),

—/M-VVw:—/wVVM— / [My]w, + / [T]w 3)
Oy Q b1Uby b1Uby
+ / Mnﬂ]n - / an,
riurz riur?

where [h] = ht — h~ is a jump of a function  on b;; h* are the traces of & on the crack faces
bii, i = 1,2. The signs = fit to positive and negative directions of v; the values M,,, TV with
the normal vector v are defined on b similar to (2).

In view of the above notations, an equilibrium problem for the plates ()1, (), and the
crossing bridge b is formulated as follows. Given external forces f € L2(Q),g € L*(b)
acting on the plates and the crossing bridge, respectively, we have to find a displacement of
the plates w,; a moment tensor M = {Mij}, i,j = 1,2, defined in O}, (), respectively; and a
crossing bridge displacement v defined on b such that

VVM+f=0in Q, @)

M+ EVVw =0 in O, )

vnn =gonby; v = —[T']+gonb Uby, (6)
w=w, =00onTHUT%;, M, = T" =0on T} UTZ, 7)
w(£2,0) =0, v=v11 =0asx; = —-2,2, (8)
v—w>0,[T'] <0, (v—w)[T'|=00n by Ub,, )

[w] = [wy] =0, [My] =0 on by Uby, (10)

[v(£1)] = [01(£1)] =0, [v11(£1)] = [v411(£1)] =0. (11)

Here, [h(a)] = h(a +0) —h(a—0); wy = 387“;, (x1,x2) € Q. The tensor E is equal
to A, B in (1, (), respectively. Functions defined on b we identify with functions of the
variable x.

Relations (4) and (5) are the equilibrium equations for the Kirchhoff-Love elastic plates
1, () and the constitutive law; (6) is the Euler-Bernoulli equilibrium equations for the
crossing bridge parts b;, see [1,2]. The right-hand side —[T"] in (6) describes forces acting
on by U by from the elastic plates. The first inequality in (9) provides a non-penetration
between the plates and the bridge. Relation (11) provides glue conditions at the points
where the bridge b crosses the external boundaries of the elastic plates. Note that, by (9),
the contact set between the plates and the bridge is unknown.

We can provide a variational formulation of the problem (4)—(11). Introduce the space

W = H*%(b) x HZ’(Q)

with the norm
10, = o120y + 0lg0,0,

where H>0(b), H%)’O(Q) are the usual Sobolev spaces,

HE(Q) = {w € HX(Q) | w = wy = 0on TH UT%; w(£2,0) = 0},
H*(b) = {v € H?(b) | v(+2) = 0},
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and consider the energy functional IT: W — R,

Here,
C(w,w) = / Ak W g i+ / bijlw @ jj-
o N

Denote by S the set of admissible displacements,
S={(v,w)eW|v—w>0o0n byUby}
and consider the problem:

Find (v, w) € S such thatI1(v, w) = irslfH.

This minimization problem has a unique solution since the functional IT is weakly
lower semicontinuous and coercive. The coercivity of the functional IT follows from the
Dirichlet boundary conditions on the sets I'; for the function w and conditions v(£2) = 0.
The set S is weakly closed. The solution of the problem satisfies the following variational
inequality

(v,w) €8, (12)
Clw, @ — w) — /f(u‘; ~w) (13)
(@)
+/v,11(z7,11 —v11) — /g(z?—v) >0 V(7,w) €8S.
b b

Theorem 1. Problem formulations (4)—(13) are equivalent for smooth solutions.

Proof. Assume that (12) and (13) hold. We can substitute in (13) test functions of the form
(0, @) = (v,w) £(0,9), ¢ € C°(). This provides the equilibrium Equation (4) fulfilled
in the distributional sense. Next, test functions of the form (3,@) = (v, w + ¢) can be
substituted in (13), where ¢ € C5°(Q), ¢ < 0on by Uby; ¢(£2,0) = 0. Taking into account
the equilibrium Equation (4) and Green Formula (3), we obtain

- [ Mg+ [ (Tpz0.

b1Uby b1Uby
From here, it follows
[My] =0, [T'] <0on by Ub;. (14)

Now, test functions of the form (3,@) = (v+ ¢, w + ¢) are substituted in (13),
(¥, @) €S, supp ¢ C (by Uby). This gives

Clw, ¢) — /f<P+/v,111l’,11 - /84’ > 0.
Q b b
Consequently, by using the Green Formula (3), in view of (4), (14), we derive

/ [TV](P+/U,11111P— /gzp > 0.
b b

by Uby
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Choosing the above inequality ¢y = ¢ on by U by,, the following equation
v = —[T"]+gonb Ub, (15)

is derived. To proceed, take test functions of the form (7, @) = (v £ ¢, w) in (3), supp ¢ C
bo. The following relation is obtained:

/U,lllP,n - /gl/’ =0.
bo

bo
Thus,
01111 = g on by. (16)

Now, we are aiming to derive the last relation of (9). Assume that the inequality
v(xp) — w(xp) > 0holds at a point xg € by U by. In this case, we can take (7, @) = (v, w) £
(¢, @) as a test function in (13), where the support of ¢ belongs to a small neighborhood
of xp; the support of ¢ belongs to a small neighborhood of the point (xo,0), and ¢ is small.
This implies

C(wffl))—/ffPJr/U,ull),ll—/glP:O-
o) b b

By (3), (4), and (14), we obtain the relation
/ [TV]§0+/U,1111¢’— /84’ =0.
byUby b b

In particular, this provides
[T'] = 0 in a neighborhood of the point x.

This means that
(v—w)[T"] =0 on by Uby.

The next step of our reasoning is to derive boundary conditions for v at the points £1, +-2
and the last condition of (7). To this end, we take test function in (13) of the form (7, @) =
(v,w) £ (P, ), (P, 9) € W, ¢ = 1 on by U by. It provides the equality

C(w, ) — /f§0+/0,11¢,11 + / vl — /glP =0.
Q bo byUby b
Applying the Green Formula (3), this relation implies

f/VVM'QO*/f(PJr/U,lllllPJF / vy (17)
o o bo '

b1Uby

- / [My] @y + /[TV]G""‘ / Mypn — / "¢

b1 Uby b1Uby riurz riur2
X1=1
—[&¢— | g¥—vmyly— s tonp,
by b1Uby

=—1 x1=-1 x1=2
—omy[" T Fonal— o, — vl =1 +onpalyZ; =0

X1=1
x1:7]

From here, it follows that

M, =T" =0 on T'} UTX. (18)
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Taking into account (4), (14)-(16), from (17) we obtain

—011P1(=2) +v11P1(2) — [0,11(1)]
+o11(D]Y(1) — [0 (=D]g1(=1) + [v111(=1)]p(-1

Consequently,

¥1(1) (19)
)= 0.

v11(£2) =0, [o1(£1)] = [v011(£1)] = 0.

Hence, we derived all relations (4)—(11) from (12) and (13).
Let us prove the converse. Assume that (4)—(11) are fulfilled. Then, we have for all
(o,w) €85,

_/(VVM+f>(w_w)+/(U,1111—g)(ﬁ—v) (20)
O bo
+ / (v +[T"] —g)(@—v) =0.
b1Uby

Integrating by parts in the second and the third integrals of (20) and using the For-
mula (3), it follows that

_ / MYV (@ — w) — / Fl@—w) + / 011(G11 —o11) — / ¢(0—v) 1)
Q Qy by b

+ [ onn-vm+ [ MI@-w) - [ (@)

by Ub, by Uby by Uby
- [ Mu@—w)+ [ T@-w+ [ [TE-0)
rtur? rturz byUby
+9v,111(0 — 0) |§§1_1 —011(01 — 1) \221_1 +0111(0 —0) |§}z:;
—v11(01 —v31) \ii:; +9v111(0 — ) |§iz —v11(01 — U,1)|Ej =0.

We can change the integration over (), by integration over () in the first two in-
tegrals of (21) and use boundary conditions for w, @, M, T". To derive the variational
inequality (12) and (13) from (21), it suffices to check that

- [ M@-w+ [ Me-v) @
b1Uby byUby
x1=1

_ . =1 . _—
Fo111(0 =)y~ —v11(01 —v1) \2:_1 +oin (@ - o)

—011(01 —01) "=+ 0111(0 — 0) =1 —211(01 —0,1)|x,=1 < 0.

However, the inequality (22) easily follows from (6)—-(11). Hence, we proved
that (4)—(11) imply (12) and (13). Theorem 1 is proved . [

3. Convergence of Rigidity Parameter « to Infinity

In this section, we introduce a positive bridge rigidity parameter « into the model (12)
and (13) and analyze a passage to the limit as « — oo. Our aim is to justify this passage to
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the limit and investigate the limit model. Instead of (12) and (13), for any & > 0, consider
the following problem

(0%, w*) €8, (23)
C(w“,w—w“)—/f(w—w“) (24)
Q
+a/vfgl(z7,n — oty — /g(z? ~ %) >0 ¥(5,d) € S.
b b

The solution (v*, w") of this problem is supplied with the index a. Note that we can
write an equivalent differential formulation of the problem (23) and (24) similar to (4)-(11).
In this case, instead of (6) we have the following equations for the crossing bridge

avtxllll = g on by; “0,0(1111 = —[TV] +gon by Ubs.

In what follows, we justify a passage to the limit as # — co in (23) and (24). At the
first step, a priori estimates of the solutions are derived.
From (23) and (24), the following relation is obtained:

Cw /fw +oc/ /gv _0. (25)

From (25), we derive the estimate being uniform in & > a9 > 0,

(0%, w*)llw < ¢, (26)
moreovet, the relation (25) implies
N c
/(0,11) < R (27)
b

By estimates (26) and (27), we can assume that as & — oo

(0%, w") — (v,w) weaklyin W, (28)
v(x1) = ag +ayx1, x1 € (—2,2); ap, a1 € R. (29)

On the other hand, since v € H*%(b), consequently, v = 0 on b.
Then introduce the set of admissible displacements for the limit problem,

Seo ={w € HIZD'O(Q) |w<0onb Uby}.

We take any element @ € S. Then, (0, @) € S. Substitute this function in (24). By (28)
and (29), it is possible to pass to the limit in (23) and (24) as & — co. The limit relations are
of the form

Clw, @ — w) — /f(zbfw) >0 Vi € Seo. (31)

Thus, we have shown the following result.

Theorem 2. As & — oo, the solutions of the problem (23) and (24) converge in the sense (28)
and (29) to the solution of (30) and (31).
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To conclude this section, we provide a differential formulation of the problem (30)
and (31): find functions w, M = {Mij}, i,j = 1,2, defined in O3, (), respectively, such that

VVM+ f =0 in (), (32)

M+ EVVw =0 in Qy, (33)

w=w, =00onTHUT%;, M, = T" =0on T} UTZ, (34)
w<0,[T"] <0, w[T"] =00n by Uby, (35)

[w] = [wy] =0, [My] =0 on by Uby;, w(£2,0) =0. (36)

The following statement takes place providing a connection between problems (30)—(36).
Theorem 3. Problem formulations (30)—(36) are equivalent provided that the solutions are smooth.

Proof. Let (32)-(36) be fulfilled. Then, we have

/(VVM+f)(zD—w) — 0, @ € Seo.
o

From this relation, by (3), it follows that

/MVV(w—w)+ / [T”](w—w)+/f(w—w):0. 37)
Q

b1Uby Q

In so doing, we changed the integration domain (), by Q) since [M,| = 0, [w] = [w,] =
0 on by U by. Thus, to obtain (30) and (31) from (37) it suffices to check that

[ mM@-w=o. (38)

b1Uby

However, the inequality (38) easily follows from (35).

Conversely, assume that (30) and (31) hold. We take a test function of the form
W =w+ ¢, ¢ € C{({)) and substitute it in (31). This implies the equilibrium Equa-
tion (32). The other arguments are reminiscent of those used in the proof of Theorem 1,
and we omit them. Theorem 3 is proved. [J

4. Convergence of Rigidity Parameter of by to Zero

In this section, we assume that ¢ = 0 on by. A convergence to zero of the rigidity
parameter « will be analyzed when assuming that a change of this parameter happens at by.
In this case, the rigidity parameter at by, b; is fixed and is equal to 1.

We first provide a formulation of the equilibrium problem such as (4)—(11) for this
case: find functions w®, M = {M;;},i,j = 1,2, defined in (3, (3, respectively, and functions
v* defined on b such that

VVM+ f =0 in (), (39)

M+ EVVw* =0 in (), (40)

twf"ml = 0 on by; vf"lln =—[T'| +gonby Uby, 41)

W =wd =00onTHUT}; M, =T"=00onTh UTZ, (42)
ot = vf"ll =0asx; = —2,2;, w(+2,0) =0, (43)

[w"] = [wi] =0, [My] =0 on by Ub,, (44)

v —w* >0, [T'] <0, (v* —w*)[T'] =00n by Uby, (45)
[0"(£1)] = [0 (£1)] =0, v%;(£1£0) = av’; (£1F0), (46)
vl,xlll(j:l +0) = cwf‘ul(il F0). (47)
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In relations (46) and (47), we should simultaneously take upper or lower signs.
The problem (39)-(47) can be formulated in a variational form. Indeed, consider the
energy functional 77, : W — R,

1 « 1
ma(ow) = ;C@w) — [fo+d [R5 [ - [ g
Q by byUb, byUby
Then, the problem

find (v*, w*) € S such that 7, (0%, w*) = il’slf Ty

has a solution satisfying the variational inequality

(0%, w) €5, Clawt,—w) ~ [ fla—w) (48)
Q
v [o(on —v) + [ Gl - )
Z;U bluhz
- / g(6—0%) >0 VY(o,w) € S.
b1Uby

In what follows, we aim to justify a passage to the limit in (48) and (49) as « — 0.
From (48) and (49), the following relation is obtained:

w0~ [ fur+a [P+ [ @)?- [ gt =0 (50)
(@] by b1Uby b1Uby

This relation provides the following estimate being uniform in a
2 2
||v“||H2(blub2) + HWDCHHBO(Q) <cgc (51)

moreover, the relation (50) implies

oc/(vf‘n)z <c. (52)

bo
By estimates (51) and (52), we can assume that, as « — 0,
v" — v weakly in H>(b; Uby), w* — w weakly in H,%’O(Q). (53)
From (51) it follows that uniformly in «,

v*(£140), v%(£140) are bounded. (54)

Here, and in (55) below, we should take upper or below signs simultaneously. Taking
into account the conditions

[0"] = [0%] =0as x; = £1
we obtain for small « that
Var*(£1F0), Vav®(£1F 0) are bounded. (55)
Consequently, relations (52), (55) imply for small a that

Vav® are bounded in H?(by).
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Thus, we can assume that as « — 0,
Vav® — 5 weakly in H2(by). (56)
Now, introduce the set of admissible displacements for the limit problem

So={(v,w) € Hz(bl Uby) x H%O(Q) |v—w >0o0n by Uby;
o(£2) = 0}.

Take (7, @) € Sp and extend the function 7 to by assuming that the extension belongs
to the space H??(b). In this case (3, @) € S, and we can substitute (7, @) in (48) and (49)
as a test function. Passing to the limit as « — 0, by (53), (56), the following variational
inequality is obtained:

(v,w) € Sp, (57)
C(w, w —w) — /f(w —w)+ / 011(011 —v11) (58)
Q by Uby
_ / g(3—v) >0 V(3,0) € Sp.
byUb,

Thus, the following statement is proved.

Theorem 4. As a — 0, the solutions of the problem (48) and (49) converge in the sense (53) to the
solution of (57) and (58).

To conclude the section, we provide a differential formulation of the problem (57)
and (58): find a displacement of the elastic plates w, a moment tensor M = {Ml-]-}, i,j=1,2,
defined in (), (), respectively, and a function v defined on b; U by such that

VVM+ f =0 in O, (59)

M+EVVw =0 in Q, (60)

vy = —[T']+gonbUby, (61)

w=w, =00onTHUTH, M, =T" =0onT§UTZ, (62)
w(£2,0) =0, v=0v1; =0asx; = —2,2, (63)
v—w>0,[T'] <0, (v—w)[T'] =0o0n by Ub,, (64)
[w] = [wy] =0, [My] =0 on by Uby, (65)

v11(£1) = v111(£1) = 0. (66)

The following statement is valid.

Theorem 5. Problem formulations (57)—(59) and (66) are equivalent provided that the solutions
are smooth.

We omit the proof of this theorem since it is reminiscent of that of Theorem 1. The
only step we have to take is to provide a proof that from (57) and (58) the boundary
conditions (66) follow. Indeed, take in (57) and (58) test functions of the form (7, @) =
(v,w) £ (3,®), (3,W) € Sp, ¥ = W on by U by. This gives

C(w,w)—/fu”H- / 011011 — / Qo =0. (67)
0

byUby byUby
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Since i
C(w, Z(_)) = — / Ml-]-(w)w,ij,
Q

we can integrate by parts in the third term of (67) and use Green’s Formula (3). This implies

—/VVM-ZT)—/fYIJ-F / V11110 (68)
O, Ion

by Ub,
- / (M@, + / T@ + / Moy — / T
b1Uby b1 Uby riur2 riur?
~ axi=—1 ~ =1 o ~
- / 80 — v 110" + 011011 —01110|x,=1 + 0119 1]x,=1 = 0.

b1Uby

Since the equilibrium equations (59), (61) hold, and since [M,] = 0 on by Uby,
the relation (68) implies boundary conditions (66) and the second group of boundary
conditions (62).

Theorem 5 is proved.

To conclude this section, we note that the problems (59) and (66) describe an equilib-
rium state for two plates occupying the domains (), (). In fact, we have two independent
problems (for each plate) since there is no connection between the plates.

5. Analysis of Inverse Problem

In this section, we analyze an inverse problem related to the equilibrium problem (12)
and (13). Elasticity tensors A, B are assumed to be constant. The inverse problem consists
in finding displacement fields of the plates and the bridge together with an elasticity tensor
A when assuming that additional data are provided by measurement. More precisely, it is
assumed that for a given continuous function ¢, a value &(w(xp)) is known, where w(xp)
is the displacement of the plate at a given point xo € (), xg # (2,0). In particular, we
can assume that ¢(w(xp)) = w(xp). Note that from a practical standpoint, it is no problem
to provide measurements for finding a displacement w(x() of the point xp,; consequently,
¢(w(xp)). We first introduce the 6D space with the Euclidean metric,

Rsym = {A = {ajju} | aiju = ajin = aij, 1,7,k 1 =1,2; a;q € R},

Let G C Rsym be a bounded domain with a smooth boundary whose elements satisfy
the inequality (1). Then, for any A € G and the fixed tensor B it is possible to find a
solution of the variational inequality

(UA, wA) €S, (69)

Cawh,@—wh) - [ fl@-wh) (70)

+/vﬁ‘1(z7,11 —oft) - /g(ﬁ —24) >0 V(5,@) €S,
b b
where C4 = C with the given tensor A.
Now, we assume that the elasticity tensor A is unknown in the problems (69) and (70).
On the other hand, the plate displacement of the point x( is known. Namely, w(xg) is

known from a measurement. Then, the precise formulation of the inverse problem is as
follows. Let d € R be given. We have to find (v4,w?), A € G such that

(02, w?) €S, (71)
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Ca(w?, @ — wh) —/f(w—wA) (72)
Q
—l—/v,n(ﬁ,n — o) - /g(ﬁ — oA >0 V(@) €S,
b b
E(w?(x0)) = d. (73)

Below, we prove the existence of a solution of the inverse problem (71)—(73).

Theorem 6. dqi,d, € R,dy < dy, exist such that for any fixed d € [dq,d,], the inverse prob-
lem (71)—(73) has a solution.

Proof. We introduce a function L defined on the closed set G,
L:G—= R, L(A) = &w(x)), (74)

where (04, w?) is the solution of the direct problem (69) and (70) with the given elastic-
ity tensor A. In what follows, we prove that this function is continuous on the set G.
Indeed, let AP € G,

AP 5 A, A€G, p— oo, (75)
where we use the convergence in the Euclidean norm | - |. For any p, we can find the unique
solution of the problem

(vP,wF) €S, (76)
Colw?,@—wh) — [ fla—w) (77)
Q

+ [y (on—oh) - [ge—en) 20 V(5,@) €5,
b b

where Cy, fits the elasticity tensor A?. The variational inequality (76) and (77) implies
Cp(w?, wh) — /fw” + /(vﬁl)2 - /gvp =0. (78)
Q b b

From (78), by the uniformity of this estimate in p, it follows that
1P, wP)|lw < c. (79)
Choosing a subsequence, if necessary, we can assume that as p — oo,
(vF, wP) — (v, w) weakly in W. (80)

By (75), (80), a passage to the limit in (76) and (77), as p — oo, is possible, and the limit
relation reads as follows:

+/v,11(z7/11—0/11)—/g(z7—v) >0 V(5,) €.
b b
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Consequently, we have (v, w) = (v4,w?),

Q
+ [ohon—oh) - [ge—o") 20 V(5,0) €5,
b b
Moreover, by (80), we can assume that w” (xg) — w?(xg) as p — o0; consequently,

¢(w (x0)) = §(w? (x0))-

We proved, therefore, that the function L is continuous on the compact set G. By the
Weierstrass extreme value theorem, this means that we can find

dy =minL(A), dy = maxL(A).
AeG AeG

Taking into account the intermediate value theorem for continuous functions, we
conclude that for any d € [dy,d;] A € G exists such that

L(A) =d.

This implies that the inverse problems (71) and (73) have a solution. Theorem 6 is
proved. O

Note that similar arguments can be used for proving a solution existence to an inverse
boundary problem with a different additional information compared to (73). In particular,
instead of (73), we can consider

5" (v0)) = 4,
where yg € (1,2) is a given point, and v* is the displacement of the bridge.

6. Conclusions

The paper presents a rigorous mathematical analysis of the elastic structure consisting
of two Kirchhoff-Love plates and the crossing 1D bridge. An inequality-type restriction
is imposed on the solution, which provides a mutual non-penetration between the plates
and the bridge. This restriction implies that the boundary-value problem as a whole refers
to the problem with unknown set of a contact. The solution existence of the problem is
established, and asymptotic analysis is fulfilled with respect to the rigidity parameter of
the bridge as this parameter tends to infinity and to zero. Therefore, in the frame of the
high-level mathematical model, we provide a correctness of the boundary-value problem
and analyze the limit mathematical models. Moreover, the existence of a solution to the
inverse problem is proved, which allows us to find both the displacement field and the
elasticity tensor of one plate provided that a displacement of the other plate at a given point
is known.
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Abstract: In this paper, we consider the existence of extremal solutions for the nonlinear fourth-order
differential equation. By use of a new comparison result, some sufficient conditions for the existence
of extremal solutions are established by combining the monotone iterative technique and the methods
of lower and upper solutions. Finally, an example is given to illustrate the validity of our main results.

Keywords: boundary value problem; comparison result; monotone iterative technique; lower and
upper solutions

1. Introduction

In this paper, we shall establish the existence of extremal solutions for the nonlinear
fourth-order differential equation

{ u®(t) = f(tu(t),u'(t)), 1)

where f € C([0,1] x R x R, R).

Recently, differential equations of fourth-order have received more and more attention
due to their various applications in science and engineering such as physics, control of
dynamical systems etc. For example, The cantilever beam equation of problem (1) is a
simplified mechanical model. This cantilever beam equation models the deformations of
an elastic beam in equilibrium state, whose one end-point is fixed and the other is free [1,2].
Owing to its significance in physics, a number of works are devoted to the existence of
solutions of fourth-order differential equations with different boundary conditions [3-14].
The methods used in these works are the Krasnosel’skii’s fixed point theorem [3,4], crit-
ical point theorem [5], the contraction mapping principle [6-8], the topological degree
theory [9,10] the fixed point index [10-12], the Ekeland variational principle [13], and bi-
furcation theory [14].

The existence of positive solutions for the simply fourth-order boundary value problem

{ V(t) = f(tu(t), t
u(0) =u'(0) =u"(1) =

which f does not contain any derivative terms has been discussed by several authors,
see [2,15-17]. In References [15-17], (2) appears as a special case of the (p,n — p) focal
boundary value problems for p = 2 and n = 4. In all these works the Krasnoselskii’s fixed
point theorem are applied.

For the cantilever beam equation with a nonlinear boundary condition of third-order

derivative
t (o =fioun), te o, o
u(0) = u'(0) = u"(1 ), u"(1) = g(u(1)),

@
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the existence of solutions was considered by Ma [18] and Ma et al. [19] respectively based
on variational methods and the contraction principle. The boundary condition in (3) may
be interpreted in a material sense as the beam having a clamped end at x = 0 and a shear
force resting on the bearing g at x = 1.

For the nonlinear fourth-order boundary value problem

{4900 = G ul ), s 0,
u(0) =u'(0)=u"(1) =u""(1) =0,

the existence of positive solutions has also been discussed by making use of the monotoni-
cally iterative technique and applying the successively approximate method, see [20].
Alves et al. [21] considered the cantilever beam equation

{ u®(8) = f(tu(b),u'(t), te(0,1),
u(0) = u'(0) = u" (1), u" (1) = g(u(1)),

where f : [0,1] x [0,400) X [0, +00) — [0, +00) is continuous. The existence of monotone
positive solutions is obtained by using the monotone iteration method.
Many scholars have considered the case of the fourth-order boundary value problem
that f contains the fully derivative terms
{ u(4)(t) = f(t,u,u',u",u"), t€(0,1), @
u(0) =u'(0) =u"(1) =u""(1) = 0.

In [22], Li used the fixed point index theory in cones to obtain the existence results of prob-
lem (16) when f (¢, 1o, u1, up, u3) is superlinear or sublinear growth on ug, uy, up, u3. In [23],
Li and Chen extended the existence result by letting f may be superlinear growth and have
negative value. Using the method of lower and upper solutions and the monotone iterative
technique, some existence results are obtained in [24]. For fully fourth-order nonlinear
BVPs with other boundary conditions, the existence of solutions has been discussed by
the use of nonlinear analysis method such as the lower and upper solution method [25],
Rus’s contraction mapping [26], the monotone iterative technique [27], the Fourier analysis
method and Leray-Schauder fixed point theorem [28]. However, the key to the application
of the monotone iterative technique use in [21,24,27] is the monotonicity assumptions on
nonlinearity f.

Inspired by the work mentioned above, the aim of this paper is to discuss the exis-
tence of extremal solutions to the boundary value problem of the nonlinear differential
Equation (1) by the monotone iterative technique and the upper and lower solution method.
According to the author’s knowledge, it is the first application of this method to such
problems under nomonotonicity assumptions on unknown function and monotonicity
assumptions on the first order derivative of unknown function in nonlinearity. The paper
is organized as follows. In Section 2, we present here the necessary lemmas and establish
two new comparison results. In Section 3, we give the definitions of the upper and lower
solutions and obtain the existence results of extremal solutions of the problems (1) and (2).

2. Preliminaries

In this sections, we present Green’s function, some lemmas and comparison results
that will be used to prove our main results.

Let E = C[0,1] be a Banach space endowed with the maximum norm ||u|| =
maxo<;<1 |u(t)|.

Lemma 1 ([21]). For o € C[0,1], the linear boundary value problem

{ u® () =a(t), te(0,1),

©)
u(0) =a,u'(0) =b,u"(1) =c,u"'(1) = —d,
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has the unique solution

! PR R
u(t) = /0 G(t,s)o(s)ds er(E — g) + > +bt+a,

where G(t,s) is the Green’s function defined by

%sz(?ﬁ—s), 0<s<t<l,
G(t,s) = 1
81&2(3s—t), 0<t<s< 1.
From the expression of G, we easily verify that G¢(t, s), the partial derivative of G(t,s)
to t, is given by

1o 0<s<t<1,
Gt(t,s): 2 1
ts—itz, 0<t<s<l.

Lemma 2 ([19,22]). The following inequalities hold true.
(1) G(t,s) < %521‘ and G(t,s) < %tzs,v t,s €[0,1],
(2) G(t,s) > %tzsz,v t,s €[0,1],
(3) Ge(t,s) < ts,Vt,s€[0,1],
() Gi(t,5) > 518 b5 € [0,1]

Lemma 3. Assume that the nonnegative constant M satisfies

1
-M<1
sM<1, (6)

the boundary value problem

{ u®(t) = —Mu(t) + o(t), te(0,1), @)

u(0) = a,u/(0) =b,u”"(1) =c,u” (1) = —d

has the unique solution

u(t) = lp(t)+/01H(t,s)a(s)ds+/01Q(t,s)q)(s)ds,
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where

2 t2
PO =d(5 — =)+ S +bt+a,

Ki(t,s) = —MG(t,s),

Ky (t,s) = fM/ (t, rm—1)Km—1(rm—1,5)ds

M [C [ Glm) Gl s)an - dram 22,

5) = Z Ku(t,s),
m=1

1
H(t,s):/o Q(t,7)G(t,8)dt + G(t,s).

Proof. By Lemma 1, we know the solution of problem (7) as follows

1 2 B 2
u(t) = [ Glts)(~Mu(s) +o(s))ds +d(5 — 2)+ G +bt+a.
Define the operator T : E — E given by
1
zM/ G(t,s)u(s)ds
0

and let

p(t) = /0 1 G(t,s)o(s)ds.

t)

)

It is clear that the operator T is a positive linear continuous operator, and we can rewrite (8) as

(I+Tu=¢+1,

(10)

where [ stands for the identity operator. For any u € E, by the definition of operator norm,

it follows that

1
max |Tu(t)] < max M | G(t,s)|u(s)|ds
0

[ Tu|
te[0,1] te[0,1]

1 1 1 1
< max M [ G(t,s)ds||u| = max M(t4t3+f2>||”|

te[0,1] 0 te[0,1] 24 6 4

M lJull

Note that 0 < %M < 1, then we get

1
IT < gM<1.

Thus, the operator T is a contraction mapping. By Banach fixed-point theorem, T has a

unique fixed point in E, or equivalently, the problem (7) has a unique solution u € E.

It follows from the perturbation theorem of identity operator that I + T has a bounded

inverse operator
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Though direct calculation, we have
o)) = [ Gl
) = M/ (7 dr/ 7,8)0(s)ds = (—1)'/0'l Uol Ky (t, 7)G(7,8)dT | o(s)ds
(T2%)(t) =M /0 G(t, ) (T) (r1)dry
— M '/01 G(t,r)dr /: G(r, T)dt ./; G(7,5)o(s)ds
— M /01 [/01 [/01 G(t, rl)G(rl,T)drl] G(T,s)d'r} o(s)ds
— (—1)2 /01 Vol Kalt, T)G(T,s)dr]a(s)ds,
then, we can obtain
(Tg)1) =M [ Gltra ) (T ) (1)

1 1 1 1
:Mm/ G(t,rm_1)drm_1---/ G(rz,rl)drl/ G(rl,r)dT/ G(t,)0(s)ds
0 0 0 0

=(-1)" /01 [/01 Km(t,T)G(T,S)dT] o(s)ds.

Thus, we have

(L= T4 T2 o+ (<1 T 4 )g) )
1 1 o0
= /0 G(t,s) +/ ZKmtT (TS)dT‘|0'()dS

- /1 H{(t,s)o(s)ds.
0

Similarly, we can obtain

(Ip)(t) = (i—i>+cj+bt+a
@ =M [ 6s) (1) / Kt 5)p(s)ds,
(T?y) MZ/ / (t,£1)G(t1,8)p(s)dtyds = (—1)? /01 Ka(t,s)p(s)ds
and
") () = M'"/ / (t tw1) - - G(t1,8)p(s)dty_1 - - - dtyds

/Kmts s)ds, m > 2.
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This is,
[(I=T+T* 4+ (=D)"T" + - )y](t)

1+

— p()+ /0 3 Knlt)9(e)as

= p(t)+ /01 Q(t,s)i(s)ds.

Thus, we get the solution of problem (4)

-1 1
u(t):¢(t)+/0 H(t,s)a(s)der/O Q(t, s)y(s)ds.
O

—+o0

Remark 1. It follows from the proof of Lemma 3 that the series Y, Ky (t,s) converges
m=1

uniformly on [0,1] x [0,1] and all functions K, (t,s), Q(t,s), H(t,s) are continuous on

[0,1] x [0,1]. Furthermore, by the differentiability of parametrized integrals, we obtain

oK
Qults) = Y Sr(ts)
m=1
+o .1
= —MGt(t,S) -M Z /0 Gt<t,7"m,1>Km,1(7‘m,1,S)dS
m=2

and

Hi(ts) = /01 Q:(t,T)G(1,8)dT + Gy (t,5).

This together with the expression of G; implies that Q;(t,s), H¢(t,s) are continuous on
[0,1] x [0,1].
Define F : C[0,1] — C'[0,1] by
1
(Fu)(t) = / H(t,s)u(s)ds. (11)
0
Based on the continuity of functions H and H;, standard arguments show that the
following lemma hold.

Lemma 4. F is complete continuous.

Lemma 5. (Comparison result) Assume u € C*[0, 1] satisfies

1 M 2(MH3 (My2
§_ﬁ_3[1f8(%)2] +3[1 jS(%)z} =0, (12)
1 M 4(M)3 13(M)2
3 6 3[1 _8(%)2} T 36[1 _1?%)2] >0, (13)
1 M 4(M)3 (M)z
E_Z_3[1_8(%)2] +2[1 _15(%)2} =0, (14)
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1 M 8(%) 13(M)2
2 3 3[1 - (%)2} + 241 — (%)2] =0, (15)
then u(t) > 0and u'(t) > 0 for t € [0,1].

Proof. Let o(t) = u® (t) + Mu(t) and a = u(0), b = ' (0), c = u”(1),d = —u""(1), then
o(t) >0forte[0,1]anda =0,b > 0,c > 0,d > 0. By Lemma 3, the linear problem (7) has

a unique solution
1 1
t)+/o H(t,s)a(s)ds—i—/o Q(t,s)y(s)ds

W (t) = +/Htts ds+/Qtts (s)ds.

Moreover,

Now, we consider fo H(t,s)o(s)ds for t € [0,1]. Letm = 2k+1,k = 1,2, --
by Lemma 2, we have

Kor11(t,s) MZkH/ / (t,rk) -+ G(r1,8)dry - - - dry

11 1 1 1
> w2 [ [P ) (A ) - (o n) - ()

_1eMEH L,
3. 82k+1 :

Letm =2k, k=1,2,---,wehave
o [ 1
Ky(t,s) =M / / G(t,rog—1) -+~ G(r1,s)dry - - dro_q

1 1 1 1,
MZk/ / T3 1) (3r% 71)(371 s2)dry -+ - dry_4

_ 5M* 2
152k

Thus, we can gain
1

H(t,s) :/ Q(t,7)G(1,s)dt + G(t,s)
0

_ /Ol jvf K (t, T)G(T,5)dT + G(t,5)
m=1

1 400 o1
> G(t,s)—M/ G(t,7)G(t,s)dT + ):/ Komsr (£, T)G(1, 8)dT
0 o

+oo 1
+ 2/ Ko (t,T)G(T,8)dT

m=1 0

1,5, 171, 1, 2 16Mm2mtl o
ths —M/O <2tr ETS dT— 3 3. gl / t°T TS

+005M2m 122 1 22

+m§1 150 /0 t°T (3TS)dT

400 2m+1 2m
2 & M M 55

122 M22 2
= 3t%s% — 1% - 3ESM+1t + = 2 et s
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M2m+1

Since 0 < 1M< 1and Z

T Z 152m is convergence, we get

By (12), we know fo

Next, we clalm that l[J + fo
£ £2
740 = 5 —

deduction, we can get

n(f) + /01 Q(t,s)n(s)ds

1 oo
= n(t)+/o Zle(t,s)n(s)ds

1
= t—M/ G(t,s)n
0

()ds>0f0rt€[0 1].

dS+ Z/ K2m+1 tS

s)ds > 0fort € [0,1]. Let n(t) = ¢t,p(t) =
g, then we have (¢ ) = dq( ) + cp(t) + bn(t). By simple calculation and

s)ds + Z/ Ko (t,s)n(s)ds

t3 ¢ 1 +o0 16M2m+1 t2 +o0 5M2m t2
> 2 At b iy 1eMTT OMTT 7
z ! M(IZO 12 + 6) m; 3.82m+l 4 = 152m 4
S {1M 4(%) L 5(43)° }t2
- 6 31— (%2 41— (55)
= nl(t) >0,
1
p(t) + | Q(t,s)p(s)ds
1 +oo
= p(t)+ [ ) Kul(t,s)p(s)ds
0 m=1
5 1 Foo 41 400 41
= Zt —M/ G(t,s)p(s)ds + Z/ Komi1(t,8)p(s)ds + Z/ Ko (t,8)p(s)ds
m=1 m=1
1 2 t4 t 1 2 +o00 16M2m+1 t2 +oo 5M2m t2
> 22 I T o B o
z 3t Mg T3 T1e) T L e 10 T X 15 10
> {1_M_ B’ (2 }tz
)?]

2 16 150 — (¥ 2pn— (M
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and

t2 t3 1 +0o0 1
- (E—g)—M/O (t,5)q(s)ds + Z/ Koms1(1,8)q(s)ds + Z/O Kom (t,5)q(s)ds
m=1

3¢ M, © # 5 11 0 16M2m+1 1342 £ 5p[2m 1342
> -t s )= ) et a0 T X e ae0
6 120" 42 6 2 2 = 3.8+l 180 | =~ 152 180
{1 11M 52(M)3 N 13(4)2 }t2
T3 240 1351 ()7 36[1—(44)?
= q(t) >0
By (13), we have
-1
t)+/0 Q(t,s

= [dq(t) + cp(t) + bn(H)] + /1 Q(t,5)[dq(s) + cp(s) + bn(s))ds
= +/ Q(t,s)q(s)ds] +c[p +/ Q(t,s)p(s)ds] + b[n +/ Q(t,s)n

> bny(t) +cpa(t) +dqi(t) > 0.

Thus, we can obtain that u(t) > 0 for t € [0,1].
Next, we consider fol Hi(t,s)o(s)ds fort € [0,1]. Let m =2k +1,k=1,2,---, we gain

oK t,s 1 1
7%51( ) = *M2k+1/0 /0 Gt(f,rzk) (1’1, )d?’l d?’gk
1 1 1 1 1
> —Mzkﬂ/o /0 (t~r2k)(§r2k-r§k,1) e (572'7%)(571 -s2)dry -+ dry
32 M2k+1
= =2
3 82k+1
Letm =2k, k=1,2,---,we obtain
Lzﬁtts Mzk/ / Gi(t, rog—1) - - - G(ry,8)dry - - - dryp_4
11 1 1,
ZMzk/ /O (it'r%k—l)(gr%k—l'r%k—z) (3r1 §%)dry - - - drye_q
15M2kt
2152
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Therefore, we know

1
Hi(t, s) :/ Q:(t, )G (7, 5)dT + Gi(t, 5)

1 +oo
/ aKm L) — L2 G(1,8)dT + Gi(t,9)

+oo a1
> Gt(t,s) —M/ Gi(t, T)G(T,s)dT+ ) | / aKz%;(t’T)G(T,s)dT
m=1"0

L oKy, (t,
+ Z/ 2'" v G(t,s)dt
1 ) 2 4+ 2m+1 2 1 400 MZm 2
= T3 Z FTE E T5om 5

. 1 +o M2m+1
Since 0 < gM < 1and 21 T Z 152m is convergence, we get
m=

Ht(t,s)z{l—M— 6 Ol + (i\g();m}tsz.

—\15

By (14), we know fol Hi(t,s)o(s)ds > 0 fort € [0,1].

Lastly, we consider ¢'(t) + fol Q:(t,s)p(s)ds for t € [0,1], where ¢ (t) = dg'(t) +
cp'(t) + bn'(t). Though calculation and deduction, we have

(1) +/1 Qi(ts)n(s)ds

l+°° K
_ / 0 mts n(s)ds
+o0 1
- 1—M/ Gttssds+2/ aK2m+1ts Z/ asztS n(s)ds
- 1_M(ﬁ _E_’_ o0 32M2m+1 ¢ +o0 15M2m t

1
- L Bt L oy

24 4737 & 3.gmily p.5md
M

v
—
—_
|
=

|
x

0

= t—M/ Gi(t,s) ds—b—Z/ aszHts ds—i—Z/ Tlﬁ(s)ds

t4 t 1 +oo 32M2m+1 t 400 15M2m t

> _ 4 )= - =/ -
= MGt 213-82m+110+,§12~152m10
16(4)3 3(44)2
S C
8 1501- ()7 41— (§5)7]
= p2(t) 20
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and

1
’t+/ Qi(t,8)g

B /1 i aKm t,s) 7(s)ds

= t—— M/ Gttsds+2/ aKMHts ds—i—Z/ q(s)ds
0

t M, £ # 3t 11 o 3ppM2mtl 13 £ 15M2m 13t
> (1—2)t——(—=— o= Y e+ Y
2 6° 120 ' 20 8 ' 20 = 3.82m+1 180 A~ 2152180

aKZm(lL S)

20
1 11IM  104(¥)3 13(49)?
o Ll t
= 13770 - 135[1— (M) [1—(%)2]}
= q2(t) 20
By (15), we get

() + /01 Qi(t,8)p(s)ds

= (45 (1) + cp! (1) + b ()] + [ Qut,)ld' (1) + cp/ () + b (1) ds

t+/Qtts £)ds] + c[p +/Qtts £)ds] + b[n +/Qtts ds]
_dq (t) +cpa(t) + bna(t) > 0.

Thus, we can obtain that u/(t) > 0fort € [0,1]. O

If the condition #(0) = 0 replaced by u(0) > 0, the result in Lemma 5 may be invalid.
However, similar to the proof of Lemma 5, we have the following comparison result.

Lemma 6. Assume u € C*[0,1] satisfies

1 M 16(M4)3 13(M4)?
371 on— (W ey 2 (10

then u(t) > 0 for t € [0,1].

3. Main Results
Definition 1. A function v € C*[0,1] is called a lower solution of problem (1) if it satisfies

{ 0@ () < f(to(t), 7 (1)), te(0,1),
v(0) = 0,7'(0) 1) <0

Definition 2. A function w € C*[0,1] is called a upper solution of problem (1) if it satisfies

w®(t) > f
{ w(0) =0,w

t,w(t),w' (t), te€(0,1),
'(0) >0,w"(1) >0,w" (1) < 0.

For vy, wy € C1[0, 1], we write vy < wy if and only if vy(t) < wy(t) and v)(t) < wp(t)
forall t € [0,1]. In such a case, we denote

[vo, wo] = {u € CL[0,1] : vo(t) < u(t) < wolt),vf(t) < u'(t) < wpy(t)t € [0,1]}.

169



Axioms 2023,12,178

In the following, we list the assumptions to be used throughout our main results.

(H;) Assume that the functions vy, wy are lower and upper solutions of the problem (1)
respectively, and vy < wp.

(Hz) For fixed (t,x) € [0,1] x [min,¢[g 1) vo(t), maxc(o,1) wo(t)], f(t x,y) is monotone
nondecreasing to y.

(H3) The function f € C([0,1] x R x R, R) satisfies

f(t,x,z) = f(t,y,z) > —M(x —y)

where M > 0 satisfying Lemma 5 and vy (t) <y < x < wp(t),v)(t) < z < wj(t),t € [0,1].

Theorem 1. Assume that M satisfies (Hy ), (Hp) and (Hs). Then there exist monotone sequences
{vn(t)}, {wn(t)} which converge in C1[0, 1] to the extremal solutions of the problem (1) in [vo, wo),
respectively.

Proof. For any « € [vg, wp)], we consider the following problem:

{ u® (1) = M(a(t) —u(t)) + f(La(t), &' (1), te (0,1),

u(0) = u'(0) = u"(1) = " (1) = 0. (17)

From the proof of Lemma 1, the problem (17) has a unique solution u# € E, which can be
expressed as

u(t) = '/0'l H(t,s)[f(s,a(s), & (s)) + Ma(s)]ds.

Define an operator A : [vg, wo] — C[0, 1] written as

Aa(t) = /01 H(t,s)[f(s,a(s),a'(s)) + Ma(s)]ds.

So, u € [vp, wp] is a solution of the problem (17) if and only if u € [vy, wp] is the fixed point
of A.
Define a Nemytsky operator Q : [vg, wo] — C|0, 1] written as

Qu(t) = f(t,a(t),a'(t)) + Ma(t), a € [vo, w].

Obviously, A = Fo Q and A is compact. Moreover, the operator A has the following
properties:

(i) vo < Avg, Awy < wo;

(i) Ay < Ay, if vg < y1 < yo < wyp.

To prove (i), let &« = vy, v1 = Avg, and p = v1 — vg. Then from condition (H;) and the
definition of the lower solution, we obtain

pW(t) > —Muoy () + f(t,v0(t), v)(t)) + Moo — f(t,v0(t), vh(1))
= —Mp(t),
p(0) =0,p'(0)>0,p"(1) 20,p"(1) <O0.

Then, from Lemma 5, we get p(t) > 0, p'(t) > 0 for t € [0,1], thatis, vg < Avy. Similarly,
we can prove that Awy < wy.
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To prove (ii), let yq, y2 € [vo, wo] with y1 < y,. Suppose that u; = Ayq, up; = Ayy. Let
p = uy — uq. By condition (H3), we get
Pt = fltya(t)ya(t) — f(t (), ¥4 (1) + M(y2(t) — v (1))
—Muy (t) + Muy (1)
flty2(8),11() = f(Eya(), y1(1)) + M(y2(t) — ya(t))
—Muy(t) + Muy (t) > —Mp(t),
p(0) = p'(0)=p"(1) =p"(1) =0
By Lemma 5, we deduce p(t) > 0,p’(t) > 0 which implies Ay; < Ay. Therefore, A is a

monotone operator on [vg, wy).
Let vy, = Avyy_1, wy = Awy,—1, by (i) and (ii), we have

Y

vo(t) <ovi(t) <vp(t) < - <op(t) < - <wp(t) < - <wy(t) <wi(t) <wp(t),
and

vp(t) < op(8) S oa(t) < -+ < 0(t)

IN

e S wy () < - <wy(h) < wh(t) < wplh).

Note that {v,,(¢)} and {v}, ()} are monotone nondecreasing and are bounded from above,
and that {wy,(t)} and {w), ()} are monotone nonincreasing and are bounded from below.
Then, by the completely continuity of operator A and v,,(0) = wy,,(0) = 0 forallm € N,

we obtain
im ou(t) = 0. (8), Jim wa(t) = ' (1)
lim o (1) = oL (1) fim wj (1) = "' (1

uniformly on [0, 1], respectively. And the limit functions v, w* € [vg, wy] are solutions of
the problem (1).

In the following, we prove v, w* are extremal solutions of the problem (1) in [vg, wy).
Let u € [vy, wy] be a solution of the problem (1). In view of the monotonicity of A and
u = Au, we conclude

vy < v1 = Avg < Au = u < wy = Awy < wy,

which yields
v LUy Suwy,wy, m=12,....

Therefore, we have vy < v, < u < w* < wy. This shows v, and w* are minimal solution
and maximal solution of the problem (1) in [vg, wy], respectively. This ends the proof. [

For the boundary value problem (2), appears as the special case of problem (1) that f
does not contain first-order derivative term, the definition of the upper and lower solutions
can be weakened.

Definition 3 ([24]). A function v € C*[0,1] is called a lower solution of problem (2) if it satisfies

{ o (1) < f(t,0(h), te(01),
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Based on Lemma 6, we present the existence of extremal solutions for problem (2).

Theorem 2. Assume that f : [0,1] x R — R is continuous, problem (2) has a lower solution vy
and an upper solution wqy with vy(t) < wy(t) for t € [0,1], and f satisfies the following condition:

f(t,x) = f(ty) > —M(x—y)

where M > 0 satisfying Lemma 6 and vy(t) < y < x < wy(t),t € [0,1]. Then there exist
monotone sequences {vy, (t)}, {wn(t)} which converge in C|0, 1] to the extremal solutions of the
problem (2) in [vg, wy|, respectively.

4. Example
Consider the problem
7 13 7 7 7
@__7 3, L g A A
1505 T+ gt sinut 5 (5 + 55t (18)
u(0) =u'(0) =u"(1) =u""(1) =0,
Take f(t,u,v) = —%(% +u)3 + Sttsinu + (5)° + &t° vo(t) = 0 and wy(t) =
2 — %, then we have

{ o) = 0 < 5191 = ) = f(t, (), (1),
vp(0) = 0,0((0) <0,v5(1) <0,v5'(1) >0
and

3 2
@) 20> 246+ L pain(®— Dy Zr— N0t 76— f(t (), wl(t

wp(0) = 0,w)(0) > 0,wy (1) > 0,wy' (1) <O0.

It shows that condition (Hj) of Theorem 1 holds.

Note that the definition of f, f is monotone nondecreasing to y € [v[, w] for fixed
(t,x) € [0,1] x [vg, wp]. Therefore, the condition (Hy) of Theorem 1 holds.

Let M = . Then, for vy(t) <y < x < wp(t), vh(t) <z < wh(t), t € [0,1],

fltx,2) = f(ty,2)

= _1[(6 +x)% - (ﬁ + )% + 1t4(sinx — siny)
156 6 30
> —%(x—y)r

where M > 0 satisfying Lemma 5. Thus, the condition (H3) of Theorem 1 holds.
In consequence, the problem (18) has the extremal solutions in [vg, w].

5. Conclusions

In this article, on a cantilever beam equation models the deformations of an elastic
beam, we use the monotone iterative technique and the methods of lower and upper
solutions to investigate the existence results for extremal solutions for problems (1) and (2).
At the same time, two sequences are obtained for approximating the extremal solutions
of the nonlinear fourth-order differential equation. It should be noted that the proof of
comparison result does depend on the the perturbation theorem of identity operator. In the
future, we will continue to use the monotone iterative technique to investigate problems (1)
under nomonotonicity assumptions on 1 and v in nonlinearity f(t,u, v).
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1. Introduction
1.1. Background and Model

In the past decade, with the continuous popularization of the Internet, the number of
Internet users has increased sharply. The convenience and other benefits of the Internet
are obvious to all. However, there is also some harmful content on the Internet, such as
pornography, violence, online games and so on. In particular, various types of Internet
games are full of major Internet websites with legal identities. These Internet games have
attracted a large number of game players, especially teenagers. Many game players become
addicted to Internet games. People with Internet gaming addiction tend to be impulsive,
violent, misanthropic and withdrawn. This not only brings great harm to the physical and
mental health of Internet game addicts but also endangers society and their families. In
recent years, the number of Internet game addicts has continued to rise. This phenomenon
has been widely concerning and studied. The World Health Organization [1] has pointed
out that Internet game addiction is a new disease. The disease is named Internet gaming
disorder (IGD) and is characterized by “Persistent and recurrent use of the Internet to
engage in games, often with other players, leading to clinically significant impairment or
distress” [2]. IGD is often referred to as a mental illness. The Diagnostic and Statistical
Manual of Mental Disorders [3,4] provides some classifications of IGD. In order to cure and
reduce the number of people with IGD, scholars from all walks of life have begun to study
IGD from various aspects. Some researchers [5-9] use mathematical theories and methods
to study IGD by establishing mathematical models.

In this context, we also try to use calculus methods to establish a differential equation
model to study IGD. To this end, we make the underlying assumptions as follows:

(i) Internet game players are simply divided into two categories: moderate gamers M
and addictive gamers A;

(ii) Because it is very difficult to stop playing games through self-control, Internet game
players M and A are treated.

(iii) The spatial distribution of the number of Internet game players is very uneven, which
is concentrated in places such as Internet cafes and schools, and then gradually
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decreases outward. Based on this, we assume that the population distribution of the
two types of Internet game players is diffuse in space.

Below, we give the state changes in Internet game players, as shown in the Figure 1.

Self transformatiog
New gamer| \joderate gamer |~
Transformation after

treatment

Stop playing Stop playing
after treatment after treatment

Figure 1. General scheme of the state transition of Internet gamers in our modeling.

Based on the assumptions (i)—(iii), we explain the process described in Figure 1 in
detail. M(x, t) and A(x,t) stand for the population density of moderate gamers and addic-
tive gamers at time ¢ and position x, respectively. In time period At, the moderate gamers
M have increased by aM(x, t)At and dA(x, t) At because some non-gamers have become
new gamers and some addictive gamers have converted to moderate gamers after treat-
ment. In the meantime, the moderate gamers M have declined by BM(x, t) A(x, t) At and
71 M(x, t) At because some moderate gamers have become addictive gamers and another
moderate gamers have converted to non-gamers after treatment. Vice versa, the addictive
gamers A have only raised by BM(x, t) A(x, t) At because of the transformation from moder-
ate gamers to addictive gamers. At the same time, the addictive gamers M have reduced by
SA(x,t)At and yp A(x, t) At because some addictive gamers have become moderate gamers
and another addictive gamers have converted to non-gamers after treatment. Furthermore,
we added the diffusion terms d; %ZTAZAAt and dp %%‘At, where d; and d, are the diffusion
coefficients. Through the above analysis, we build a new model as follows:

{ M — 4, 2 M(x, 1) + & — BM(x, ) A(x, £) — 71 M(x, 1) + 6A(x, 1), W
U = dZ%A(x,t) + BM(x,t)A(x,t) — (72 + ) A(x, 1),

where (x,t) € R x (0,00), &, 8,8, 71, v2,d1,d2 > 0 are some constants.

Remark 1. In (1), if there is lack of treatment and diffusion, then M+ A = M(0) + A(0) + at —
+o00, as t — +oo. This will lead to everyone eventually becoming a gamer. Therefore, proper
treatment is necessary. Moreover, there are two kinds of healing effects on addicted gamers. One is
to cure them completely and make them non-gamers. The other is to reduce their addiction and make
them moderate gamers. This shows that game addiction is a stubborn psychological disease. 1t is
difficult to eradicate completely.

1.2. Significance and Contribution

The traveling wave solutions of non-linear reaction—diffusion equations have im-
portant applications in many disciplines, such as biological dynamics [10,11], epidemic
dynamics [12-14] and tumor dynamics [15,16]. Therefore, the study of traveling wave
solutions and their properties of diffusion of non-linear partial differential equation models
has attracted the attention of many scholars. There have been many good works [17-23]
dealing with the traveling wave of reaction—diffusion equations. Enlightened by the ideas
and methods in these references, this paper focuses on the existence of traveling wave
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solutions to Equation (1). So, let M(x,t) = M(¢), A(x,t) = A(¢), & = x + ct(c > 0), then
(1) becomes

CM!(8) — dyM"(§) = & — BM(E) A(E) — mM(E) +6A(), o
CA/(E) — dr A" (§) = BM(Z)A(E) — (12 + DA(E).

It is easy to verify that Equation (2) has a unique non-negative constant solution

(M(E), A(8)) = (7;,0). Let M(8) = M(E) — 7. A() = A(Z), then Equation (2) changes

into

(M aA0Q) = BUEUE) - M) —(epr ) 0@, g
A () ~ 2 A"(@) = PMIOA(E) + (apry ' = 72— D)A(E).

The whole paper requires the following assumptions.

(A) For some given constants «, 8,6, 1, 72,d1,d2 > 0 and an unknown constant ¢ > 0,
there are 7, + 6 < zxﬁ’yfl and ¢ > 2\/d2(vzﬁ'yf1 — v —9).

The paper mainly includes the following contributions. (a) We propose a novel diffu-
sion PDE (1) modeling Internet game addiction, which is rare in previous papers. (b) Based
on Schauder’s fixed point theorem and continuation method, we study the existence and
asymptotic stability of traveling waves of the model (1) to reveal the oscillating behavior of
IGD. (c) Our research provides some theoretical help for the study and treatment of IGD.
The remaining structure of the paper is as follows. Section 2 introduces super- and sub-
solutions and their properties. Section 3 gives the detailed proof process of the existence
of traveling waves. Section 4 studies the global asymptotic stability of traveling waves.
In Section 5, we provide an example and carry out numerical simulation to examine the
validity of our results. Section 6 is a brief summary.

2. Super- and Sub-Solutions

This section provides the upper and lower solutions of (3) and their properties. Define
the super-solutions P(¢) = ¢, and Q(&) = e*¢, where

¢4/ +4dyy . C+\/C2—4d2(“ﬁ7fl—’h—5)

A= 2d, 2d,

By the condition (B), one has A, > 0, and
cP'(§) = diP(§) = —mP (@), Q&) —d2Q" (&) = (aBr; ' — 72— 9)Q(E)-

Take the sub-solutions P(¢) = !¢ — Pel*~€) and Q(&) = ¢ — Qe(F€)¢, where
P,Q >1ande € (0,min{A, u}) are small enough such that

p=—di(A—e+c(A—€)>0, 0= —dp(u—e)* +c(u—e) = (apy;' —72-0) >0,

-1 .
éémax{lnp lnQ}<min{11np(0éﬁl)/1 5),lln le }ég.
- A A pooapyl -0
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When § < & < &, we obtain P(&), Q(&) > 0, and

cP'(§) = d1P"(8) + BR(E)Q(E) + MP(E) + (apry ' —8)Q(0)
=c[Ae" — P (A —€)e =) — 41 [A%M — P(A — €)2eM ] + 4 [} — Pelr)E]
+ ‘B[e)\g _ pe(A—e)q [ei"é‘ — Qeln—e) ]+ (“ﬁ?‘l )[eﬂé _ be(u—e)é‘]
<[Pdy(A — €)% = Pe(A — €) — Py1] e 4 Beler 4 (apyyt — 8)elt
— [Pp - Be'Cels + Py — (txﬁ'y )e”q (A=e)g
plapy' =6  Pm
B a/%'yl’l —

<—|Pp—B- 5+7371_([,C/371—1_(5).A eA=e)t — o
1
cQ'(8) —d2Q"(8) — BR(£)Q(S) — (apry ! — 12— 9)Q(?)
:C[Wué —Q(u— e)e(ﬂfe)é] —d, [P,Zeué —Q(u— 6)26(%5)5]
- ﬁ[e)‘é - pe(AfE)é] [eué — Qe(ufe)é] — (=12 — 5) [eué — Qe H*E)ﬂ
<= Q[ dalu— P+l —€) — (aPry" — 72— )]l = —Qpeli=% <0,

Let P(¢) = max{0,P(¢)}, Q(&) = max{0,Q(&)}, & € R, then, we have

P (€) P (&) + BPE)AE) + MPE) + (apr ' ~0)AE) <0, ¥E £ 1L,

cQ'() ~ 60" (@) ~ FPDAQE) — (wpr — 12— $)QE) <0, V& £ 2,

3. Existence of Traveling Wave

This section mainly discusses the existence and non-existence of traveling waves and
some properties of traveling waves. We boil them down to the following theorem.

Theorem 1. Assume that (A) holds, then the following assertions are true:

(a) Foranyc > ¢* = 2\/d2(1x‘3’yfl — 9y — 0), there is a traveling wave solution (M*({),

A*(&)) of model (1) satisfying g1_1)131 M*(¢) = ot ghm A*(E) = 0.

(b) 3& > 0, when & € (—o0, —&y), M*(&) and A*(&) are monotone increasing functions.
(c) There is no traveling wave solution of model (1) provided that ¢ < c*.
(d) liminf M*(&) > &, liminf A*(¢) > 0.

M7 et

§—r+oo

Proof. (1) The proof of assertion (a). Here, we prove it in two steps.

Step 1: Local existence of traveling wave. For ¢ > 2\/ do(aByy 1 — 4, —6), consider a
two-point BVP in (—/,1) of the form

cM'(§) —diM"(G) = —ﬁM(C)Z(C) —nM(E) — (apry ! = 0)A@)
¢), A

cA'(§) — d A"(8) = PM(S)M(S)
M) = P(&]), A(£]) = Q(£1), M (il) P/(£1), A/(£]) = Q' (£1),

where [ > ¢, and
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By Section 2, for a solution (M (&), A(Z)) of (4), one has P(¢) < M(&) < P(¢),
Q(&) < A(&) < Q(&). Introducing a norm

|uumw|-nmx{ sup [u(@)], sup [o()], sup | (&)], sup W%CN},
zel=1]] gel=1]] zel-1] cel-1]]

for (u,v) € C%([-1,1],R?), then C2([—1,1],R?) is a Banach space. Let ||(P,Q)| = Ry,
2l o

||(P Q)H = Rz, Rz = Ry + Rydic™ 1( a— 1) + d1R2C72(ﬁR2 + 7+ lX,B’)’fl —9) (edl —
cl o 2cl <L

1)(efr —e dl) Ry = Ry + Rydic (e — 1) + daRoc 2(BRy + aPyy ' — 12 — 6) (e —

cl <L
1)(e®2 —e dz) R = max{Ry, Ry, R3, Ry}, Q = {(u,v) € C*([-L1],R?) : ||(u,v)|| < R+1}.
For (u,v) € Q, define a mapping .2 = (£, .%)T : QO — R? as

(Z(u,0))(&) = ( Eﬁﬁﬁﬁii% ) X

where

(L (1,0))(€) = u(=1) + ' (~1)er /j hdr — dll /5 [/'Te I R(a(s), B(s) )ds) dx,

(o (u,0)) (&) = v(—1) + 0/ (=])ei2 /j b4 — dlz /g [/Te‘i(s‘”c(a(s),a(s))ds]dT.

1
By the boundary conditions, (A) and (6), we have
[(Z1(w,0)) ()]
- 1’5(—1)+I5’(—1)e%/ e TdT — 7/ {/ )F(u(s),v(s))ds} dt

<P-01+Plel [ efars 1 [ B Gat),a(0) s e

<R+ R D 1) L [ A gl o)

+ya(s)| + (@Bt — 6)[as) |]ds} .

2cl <l <l _c
<Ry + Rydic (e —1) +diRoc 2(BRa + 71 + afyy ! —0) (e —1) (et —e @)
:R3 < R+1. (7)
Similar to (7), we obtain

[(Z2(u,0))(S)]
o é ¢ T ¢ (e
—[o(=1) + 0/ (—1)et2 /l ets dT—dl/l [/le &G (w(s), 5(s))ds] dr
— 2 — —

2cl cl cl _
<Ry +Rydic (e —1) + daRoc 2(BRy + afry; ' — 72— 6) (e2 — 1) (e2 —e %)
=Ry < R+1. (8)

From (7) and (8), one knows that £ (Q)) C Q. Obviously, .Z is continuous. Moreover,
it is easy to prove by Arzela—Ascoli theorem that . is compact. Therefore, by applying
Schauder’s fixed point theorem, .# exists as a fixed point (M (&), Aj (§)) € Q, which is the

solution of (4). Furthermore, 0 < P(&) < M; (&) < R+1and 0 < Q(&) < Af (&) < R+1.
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Step 2: Global continuation of traveling wave. For (M;(¢), A;(¢)), from the standard
elliptic estimates, one derives that there is Ny > 0 such that

InP InQ

) < No, ||Al(§)||(j2,v(,%/%) < No, Vl>max{ s },

M@l ey 4
where v € (0,1) is a constant. Taking [ — oo, then, one has M} (&) — M*({), A/ (¢)
A*(&) in C2_(R), and (M*(¢), A*(&)) satisfies Equation (3). Noticing that 0 < P(¢)

loc

M*(§) < e =P(§)and 0 < Q(§) < A*(§) < e'¢ = Q(§), we have im  M(E)
E;I—IEI A*(&) = 0. Thus, M*(&) = M* (&) 7. and A* (&) = A*({) satisfy the Equation (2).

A 4

Therefore, (M* (&), A*(Z)) is a traveling wave solution of (1) and satisfies lim M?*(&) =
—

{——o0

7, and gg@oo A*(&) =0.

(2) The proof of assertion (b). For this purpose, we adopt the reduction to absurdity.
Assume that, V¢ > 0, M*(¢), and A*(¢) is non-monotonic in (—oo,{), then, there are
two infinite points sequences {j}7> ; and {r;};2, satisfying klim &k = klim Ny = —oo,

—y00 —>00
klim M*(&) = klim A(nx) = 0, and M*(¢) taking the maximum at ¢ = & (k € N) and
—00 —00
A*(Z) taking the minimum at ¢ = 7jx(k € NT). Thus, we have

(M) (&) = (A") () = 0, (M")"(&k) <0, (A")" (1) >0,

which, together with (A), implies that

0 < c(M*) (&) —d1(M*)" (&) = —=BM* (&) A* (&) — 11 M* (&) <0, )

and

0> c(A*) (1) — da(A")" (i) = BM (1) A* (i) + (B ' — 12 — ) A" (1) > 0. (10)

Obviously, (9) and (10) are contradictory in themselves. So, there is a constant §y > 0
such that M*(¢) and A*(&) are all monotonous in (—oo, —&). Moreover, assume that
M*(&) and A*({) are all monotonically decreasing in (—oo, —y), then, for any —&y > ¢ >
—oo, we have 0 < M*({) < M*(—o0) =0and 0 < A*({) < A*(—o0) = 0, which is an
evident fallacy. Therefore, M*(¢) and A*(¢) are all monotonically increasing in (—oo, —¢p).
By M*(&) = M*(&) + 5, and A*(&) = A*(Z), one knows that M* (%) and A*(&) are all
monotonically increasing in (—oco, —&o) as well.

(3) The proof of assertion (c). We still adopt the fallacy reduction. Assume that, when

¢ < c¢*, the model (1) has a traveling wave solution (M(¢), A(¢)), then, the Equation (3)

has a traveling wave solution M(¢) = M(&) — 31 A(€) = A(¢). Choose an infinite

point sequence {{;}%° ; such that lim § = —oo, and let M (&) = %, Ar(C) =
- k—o0 39

AL, M (&) = M(E + &) and A(8) = A(E + &), then, My () and A (g) satisfy the

Equation (3), which yields

cAL(Q) — oA () = PMi(@) Ax(E) + (apry ' = 12— 0) Ak(¢). (1)
Dividing by A((y) at both ends of (11) leads to

CAL(E) — A (&) = BMi(E)Ar(E) + (afry L — 72 — 0) Ar(€). (12)
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In addition, M (0) = A(0) = 1 and (M(&), Ac(&)) — (0,0) as k — co because of
(M(E),A(&)) — (0,0) as & — —oo. Setting k — oo on both sides of (12), and denoting

klim Ay (&) = Ap(€) in C2_(R), then, we obtain
cAY (&) — 2 AG(8) = (apyy ' — 72— 6) Ao (§)- (13)

The general solution of ODE (13) is
Ag(&) = Creté + Cpelt, (14)

where Cy, C; are two arbitrary constants, and the characteristic roots

ck \/C2 —4dy(apry ! — 72— 9)
P12 = .
2d,

Moreover, A (0) = 1 implies Ay (0) = 1. Since Ax(&) > 0 is monotonically increasing,
Ao (&) > 0is monotonically increasing, too, which indicates that y1 , € R. Thus, we obtain

c>ct= 2\/d2(txﬁ')/1_1 — 72 — J), which is contradictory to ¢ < ¢*. So, the model (1) has no
traveling wave solution when ¢ < c¢*.
(4) The proof of assertion (d). Let us first prove that léim inf[M*(&) + A*(&)] > 0.
—+00

Indeed, since M*(¢), A*(§) > 0, one has léme[M*(C) + A*(¢)] > 0. Now, we just
—+0o0
need to prove léim inf[M*(&) + A*(¢)] # 0. By application of fallacy reduction, sup-
—>+00

pose that the conclusion is not true, then, there is an infinite point sequence {Z;})}>
such that klirn {x = +oo and klirn [M*(Ck) + A*(Cx)] = 0, which deduces klim M*(Cy) =
—r00 —r00 —00

lim A*(g) = 0. Let & = —wp, M*(G) = M*(=) and A*(g) = A*(=Gy), then

lim wy = —oo, lim M*(wy) = lim A*(wy) = 0, M*(wy) and A* (wy) satisfy
k—o0 k—o0 k—o0

(=) A (wp) = d2 A" (wi) = pM(wp) A(wi) + (apyy ' =12 =) Alwr).  (15)

Meanwhile, from the assertion (b), we know that M*(wy) and A*(wy) are mono-
tonically increasing in (—oo, &). Similar to the proof process of assertion (c), only when

—c > 2\/d2(a[$'yfl — 72 —9), M*(wy) and A*(wy) satisfying (15) are monotonically in-

creasing in (—oo, §p). Thus, we obtain ¢ < 2\/d2(rx,8’yl_l — vp — &) = ¢*, which is contradic-
tory to the hypothesis c > c*.
Next, we show that léim inf M*(¢) > 0 and lgim inf A*(¢) > 0. One can easily obtain
—+00 —r+o00

lgr_rg?of/\/l*(é) > 0and lér_r:i?of A*(¢) > 0 due to M*(¢), A*(Z) > 0. Now, we apply the
proof by contradiction to prove that 1@1:11 +1{.10f M*(E) # 0and lég Jg}of A*(&) # 0. Consider
lér_r: i?of M* (&) # 0 at first, if lél’_l;l i?of M*(¢) = 0, there exists an infinite point {; } ;2 ; such
that klggo {r = +oo and klggo M*(&x) = 0. For A*({), there are two cases, namely, Case 1:
ligglf A* (&) = 0and Case 2: ligglf A*(Ck) > 0. In Case 1, there is a sub-sequence {{; } C
{&} such that klgrolo A*(&) = klgrolo M*(&f) = 0. Similar to the proof of lér_rgzlof[/\/l*(é) +

A*(Z)] > 0, we find the contradiction between ¢ > ¢* and ¢ < ¢*. In Case 2, there is a
sub-sequence {{*} C {Gx} such that klim A*(&Z*) > 0and klim M*(&;*) = 0 and satisfies
—>00 —0

(M) (&) — di (M) (&)
= — BM () AT () = mMIGE) — (B ' = 0)A* () (16)
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It is worth noting that we apply ’}Ln;o M*(&;*) = 0 and Taylor expansion formula
to obtain I}Ln;o(M*)’(C;*) = klgglo(./\/l*)”(éz*) = 0. So, taking the limit k — oo at both
ends of (16), we have 0 = 0 — (ocﬁ'yl_l —9) kh_)rrolo A*(&¢*) < 0, which is an evident false-
hood. Thus, we completed the proof of lglr_r: ngof M*(&) > 0. Similar discussions can prove

that lgim inf A*(¢) > 0 hold, and the specific proof process is omitted. Noticing the trans-
—4-00
formation M (&) = M(¢) — 7 and A(¢) = A(Z), one obtains lgminfg*(g) > - and
—+00
lim inf A*(¢) > 0.
minf A0
So far, we completed the proof of all the propositions of the Theorem 1. [

4. Asymptotical Stability of Traveling Wave

This section focuses on the stability of the traveling wave solution of the model (1).
Some preparatory work is necessary. According to the actual situation, our model considers
the distribution and change in the number of Internet game addicts in a fixed spatial area,
so we assume that there is no flow between the population in the spatial area and the
outside of the area. Based on this assumption, we give the initial and boundary value
conditions for the model (1) as follows:

OM(xt) _ 9A(x,t) _
T—W—O, (x,t) EaAXR+, (17)
M(x,0) = ¢1(x), A(x,0) =¢a(x), x €A,

here, R™ = (0,00), A C R is bounded with smooth boundary 9A, 7 is outer normal vector
of 0A and ¢;(x), ¢2(x) > 0 are continuous.

Let 2" = C3(A x RT,R?) be a Banach space, then 2+ = {(u,v) € 2 : u > 0,v > 0}
is a closed positive cone of 2". We discuss the stability of traveling wave solutions of model (1).
Obviously, (M(x,t), A(x,t)) = (%, 0) is a non-negative constant stationary solution of model
(1). Here, we have the following result about the stability of the model (1).

Theorem 2. If (A) is true, then the traveling wave solution (M*(x,t), A*(x,t)) of model (1)
satisfying condition (17) is globally asymptotically stable in 2.

Proof. Let M(x,t) = M(x,t) — % and A(x,t) = A(x,t), then system (1) and condition
(17) change into

WA = i AM — BMA — M — (ay; ' —0) A, (x,t) € AxRT,

%—t =dyAA+ BMA+ (04/3')/1_1 — 7 —06)A, (x,t) € AXRT, as)
M) 345l g, x,t) € A x RY,

M(x,0) = ¢1(x) — 77, Ax,0) = ¢o(x), € A.

Now, it suffices to prove that the traveling wave solution (M*(x,t), A*(x,t)) of
(18) is globally asymptotically stable in 2. To this end, build a functional V() =
JaM(x,t) + A(x, t)]dx. Obviously, V(t) is smooth, V(t) > 0 forall t # 0 and V(0) = 0in
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2. 1t follows from [24] that {t € R: V(t) < u} is bounded for p > 0. Thus, calculating
the derivative of V(¢) along (18), we have

dv [ [aM Al 1

+ dyAA + BMA + (aByy ! — 72 — 8) Al dx
- /A [AM + dAA — M — 72A]dx

- /A [ AM + dpAA]dx — /A [11 M + 72.A]dx. (19)

OM(xt) _ 0A(xt)

7 T = 0, we obtain

From the boundary value condition

oM 0A

AMdx = 22| =0, | Addx=22| =0 (20)
/A CES PN /A CEAPIN
(19) and (20) yield

av

S =- /A [11M + 12.A] dx < 0. (21)

In view of (21) and [24], we know that V (¢) is a Lyapunov function of (18). From
the parabolic LP-theory, the Sobolev Embedding Theorem and the standard compactness
argument [25], we conclude that there are some constants N, tg > 0 such that || M || - &t

[Allc2x) < N, V't > to. So, we apply the Sobolev Embedding Theorem [26] to obtain that
(M, A) — (0,0) in L>(A) x L2(A), as t — co. Additionally, 4 = 0 iff (M, A) = (0,0),
which leads to {(M, A) : '%/ = 0} = {(0,0)}. Thus, according to Lyapunov stability
theory, we conclude that the traveling wave solution (M*(x,t), A*(x,t)) of (18) is globally
asymptotically stable in 2" . The proof is completed. O

5. Numerical Simulation

Consider the following non-linear diffusion PDE model of IGD

M — | AM +a — BMA — 1M+ 64, (x,t) € A x R,

a(x, ) — A _ (x,t) € 9A x RT,

M(%,0) = (x), Ax0)=a(x),  x€A,

where R* = (0,00), A = (0,10),a =10, 3 = 6,11 =372 =2,6 = 3,d; = 0.5,dp, = 0.8,
¢1(x) =54 3sin(x), ¢po(x) =7 + 4 cos(x).

A simple calculation gives 5 = 7, +6 < afy; ' =20and ¢* = 2\/d2(aﬁ’yfl — 72 —90)
= 8. The condition (A) holds. According to Theorem 1 and Theorem 2, for any ¢ >
¢* = 8, the model (22) has a traveling wave solution (M*(&), A*(&)), which is globally
asymptotically stable.

Figure 2 shows that when the initial conditions are the periodic functions ¢;(x) =
5+ 3sin(x) and ¢p(x) = 7 + 4 cos(x), the system (22) exists as a globally asymptotically
stable oscillatory periodic traveling wave solution.
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Figure 2. Evolutions of M(x, t) and A(x, t) over time .

6. Conclusions

In the last decade, with the popularity of the Internet, the number of Internet users
has continued to increase. While people enjoy the convenience and benefits brought by
the Internet, some disadvantages brought by the Internet also begin to appear gradually.
For example, Internet game addiction endangers the physical and mental health of players.
In particular, many young addictive gamers are trapped in it. Many scholars, including
mathematicians, have begun to pay attention to and study this phenomenon. Through
the analysis of the dynamic change process of Internet gamers, we put forward a new
non-linear diffusion PDE model (1) of IGD in this paper. By applying fixed point theory and
Lyapunov stability theory, we study the existence and asymptotic stability of the traveling
wave of model (1). With the help of the MATLAB toolbox, an example is numerically
simulated to examine the correctness of our outcomes. The major findings of the paper
provide theoretical help for the research and treatment of Internet game addiction. For
example, our results show that appropriate treatment can ensure that the number of gamers
is bounded without unlimited increase. The population density of gamers will gradually
stabilize at (%,O), which suggests that we can eventually make the gamers disappear
by reducing the number of moderate gamers and strengthening their treatment. Our
work provides an example for applying mathematical theories and methods to solve social
problems such as Internet game addiction, which makes the study of this kind of problem
transform from qualitative research to quantitative research. In addition, recently published
papers [27-46] enlighten us to discuss the existence, exponential stability and Ulam-Hyers
stability of model (1) in the sense of fractional calculus in the future.
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