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#### Abstract

The quadratic polynomial differential systems in a plane are the easiest nonlinear differential systems. They have been studied intensively due to their nonlinearity and the large number of applications. These systems can be classified into ten classes. Here, we provide all topologically different phase portraits in the Poincaré disc of two of these classes.
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## 1. Introduction and Statement of the Main Results

A quadratic polynomial differential system (or simply, a quadratic system) is a differential system of the following form:

$$
\begin{equation*}
\dot{x}=P(x, y), \quad \dot{y}=Q(x, y) \tag{1}
\end{equation*}
$$

where $P$ and $Q$ are real polynomials in variables $x$ and $y$ and the maximum degree of the polynomials $P$ and $Q$ is two.

At the beginning of the 20th century, the study of quadratic systems began. In [1], Coppel noted how Büchel [2], in 1904, published the first work on quadratic systems. Two short surveys on quadratic systems were published, i.e., by Coppel [1] in 1966 and by Chicone and Tian [3] in 1982.

In recent decades, quadratic systems were intensively studied and many good results were obtained, see references [4-6]. In the second reference, one can find many applications for quadratic systems. Although quadratic systems have been studied in more than one thousand papers, we do not have a complete understanding of these systems.

In [7], the authors prove that any quadratic system is affine-equivalent, scaling the time variable, if necessary, to a quadratic system of the form

$$
\dot{x}=P(x, y), \quad \dot{y}=Q(x, y)=d+a x+b y+\ell x^{2}+m x y+n y^{2}
$$

where $\dot{x}=P(x, y)$ is one of the following ten:

| (I) | $\dot{x}=1+x y$, | (VI) | $\dot{x}=1+x^{2}$, |
| :--- | :--- | :--- | :--- |
| (II) | $\dot{x}=x y$, | (VII) | $\dot{x}=x^{2}$, |
| (III) $\dot{x}=y+x^{2}$, | (VIII) | $\dot{x}=x$, |  |
| (IV) | $\dot{x}=y$, | (IX) | $\dot{x}=1$, |
| (V) | $\dot{x}=-1+x^{2}$, | (X) | $\dot{x}=0$. |

Roughly speaking, the Poincare disc is the disc centered at the origin of $\mathbb{R}^{2}$ and the radius, where the interior of this disc is identified with the whole plane $\mathbb{R}^{2}$ and its boundary
circle $\mathbb{S}^{1}$ is identified with the infinity of the plane, $\mathbb{R}^{2}$. This is due to the fact that in the plane, we can go to infinity in as many directions as points on the circle $\mathbb{S}^{1}$. For more details on the Poincaré compactification, see Section 2.2; for the definition of topologically equivalent phase portraits in the Poincaré disc, see Section 2.3.

We note that quadratic system X has straight lines with constant $x=$ coordinates formed by orbits, and the conic $Q(x, y)=0$ is filled with equilibrium points, so the phase portraits are trivial. On the other hand, quadratic systems IX does not contain any equilibrium points, thus making this quadratic system a subclass of the so-called chordal quadratic system. The phase portraits of these systems in the Poincaré disc have been completely studied in [7]. Thus, the aim of this paper is to classify the different topological phase portraits in the Poincaré disc of the classes of quadratic systems VII and VIII, i.e., of systems

$$
\begin{equation*}
\dot{x}=x^{2}, \quad \dot{y}=d+a x+b y+\ell x^{2}+m x y+n y^{2} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}=x, \quad \dot{y}=d+a x+b y+\ell x^{2}+m x y+n y^{2} \tag{3}
\end{equation*}
$$

respectively.
Our main result is as follows:
Theorem 1. The following two statements hold:
(a) The family of quadratic systems VII has 27 topologically different phase portraits in the Poincaré disc.
(b) The family of quadratic systems VIII has 25 topologically different phase portraits in the Poincaré disc.

Statements (a) and (b) of Theorem 1 are proved in Sections 3 and 4, respectively.
The paper is organized as follows. In Section 2, we present the basic results of equilibrium points and the Poincaré compactification. In Sections 3 and 4, we first study the local phase portraits of the finite equilibrium points, and then explore the local phase portraits of the infinite equilibrium points. Finally, we analyze the phase portraits of quadratic systems (2) and (3) in the Poincaré disc, respectively.

## 2. Preliminary Definitions

The study of the phase portraits of quadratic systems always begins with the study of the finite and infinite equilibria of the local phase portraits, followed by the study of their separatrix connections and limit cycles.

In this section, we introduce the basic notations and definitions that we use for the analysis of the finite and infinite equilibrium points of the local phase portraits.

### 2.1. Equilibrium Points

A point $q \in \mathbb{R}^{2}$ is said to be an equilibrium point of a polynomial differential system (1) if $P(q)=Q(q)=0$. If the real parts of these eigenvalues (of the linear part of system (1)) are non-zero, the equilibrium point, $q$, is considered a hyperbolic equilibrium point and its possible phase portraits are well known; for instance, see Theorem 2.15 of [8]. If only one of the eigenvalues of the linear part of system (1) at equilibrium point $q$ is zero, then $q$ is considered a semi-hyperbolic equilibrium point, whose possible local phase portraits are also well known; see, among others, Theorem 2.19 of [8]. When both eigenvalues of the linear part of system (1) at equilibrium point $q$ are zero, but the linear part is not identically null, then $q$ is a nilpotent equilibrium point, and again, its local phase portraits are known; see, for instance, Theorem 3.5 of [8]. Finally, if the linear part of system (1) at equilibrium point $q$ is entirely zero, then $q$ is degenerate or $q$ is linearly zero. The local phase portraits of such equilibrium points can be studied using the change of variables called blow-ups; see, for instance, [9].

### 2.2. Poincaré Compactification

Let $X=(P, Q)$ be the vector field defined by the polynomial differential system (1). Roughly speaking, the Poincaré compactification consists of creating a vector field $p(X)$ in a 2-dimensional sphere, $\mathbb{S}^{2}$, such that its phase portraits (in the open northern and southern hemispheres) is a copy of the phase portrait of the vector field $X$, and the equator of the sphere plays the role of the infinity of the phase portrait of $X$; for details, see [10], or Section 5 of [8]. In this way, we can study the orbits of the vector field $X$, which go to or come from infinity.

Let $\mathbb{S}^{2}=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}$ be the Poincaré sphere. We denote by $T_{x} \mathbb{S}^{2}$ the tangent plane to $\mathbb{S}^{2}$ at a point $x \in \mathbb{S}^{2}$. We consider the vector field $X$ defined on the plane $T_{(0,0,1)} \mathbb{S}^{2}$. Then the central projection $f: T_{(0,0,1)} \mathbb{S}^{2} \rightarrow \mathbb{S}^{2}$ defines two copies of $X$ in $\mathbb{S}^{2}$, one in the northern hemisphere and the other in the southern hemisphere. Obviously the equator $\mathbb{S}^{1}=\left\{y \in \mathbb{S}^{2}: y_{3}=0\right\}$ represents the infinity of $\mathbb{R}^{2}$. The projection of the closed northern hemisphere of $\mathbb{S}^{2}$ on $x_{3}=0$ under $\left(x_{1}, x_{2}, x_{3}\right) \longmapsto\left(x_{1}, x_{2}\right)$ is called the Poincaré disc, and it is denoted by $\mathbb{D}^{2}$. As $\mathbb{S}^{2}$ is a differentiable manifold, we define six local charts, $U_{i}=\left\{x \in \mathbb{S}^{2}: x_{i}>0\right\}$, and $V_{i}=\left\{x \in \mathbb{S}^{2}: x_{i}<0\right\}$ for $i=1,2,3$; with the corresponding diffeomorphisms, $F_{i}: U_{i} \rightarrow \mathbb{R}^{2}$ and $G_{i}: V_{i} \rightarrow \mathbb{R}^{2}$ for $i=1,2,3$ which are the inverses of the central projections from the tangent planes at points $(1,0,0),(-1,0,0),(0,1,0),(0,-1,0)$, $(0,0,1)$ and $(0,0,-1)$, respectively.

We denote by $(u, v)$ the value of $F_{i}(x)$ or $G_{i}(x)$ for any $i=1,2,3$, so a few simple calculations (for $p(X)$ ) lead to the following formulae in the corresponding local charts (see Section 5 of [8]):

$$
\begin{aligned}
v^{d}\left(Q\left(\frac{1}{v}, \frac{u}{v}\right)-u P\left(\frac{1}{v}, \frac{u}{v}\right),-v P\left(\frac{1}{v}, \frac{u}{v}\right)\right) & \text { in } U_{1} \\
v^{d}\left(P\left(\frac{u}{v}, \frac{1}{v}\right)-u Q\left(\frac{u}{v}, \frac{1}{v}\right),-v Q\left(\frac{u}{v}, \frac{1}{v}\right)\right) & \text { in } U_{2} \\
(P(u, v), Q(u, v)) & \text { in } U_{3}
\end{aligned}
$$

where $d$ is the degree of the polynomial differential system (1). The formulae for $V_{i}$ are similar to the formulae for $U_{i}$ with a multiplicative factor of $(-1)^{d-1}$. In the coordinates for $i=1,2$, points $(u, v)$ of the infinity $\mathbb{S}^{1}$ satisfy $v=0$.

### 2.3. Phase Portraits on the Poincaré Disc

The separatrix of $p(X)$ denotes all the orbits of the circle at infinity, the equilibrium points, the limit cycles, and the orbits that lie in the boundary of hyperbolic sectors, i.e., the two separatrices of a hyperbolic sector.

Neumann, [11], showed that the set of all separatrices $S(p(X))$ of the vector field, $p(X)$, was closed.

When there is an orientation preserving or reversing homeomorphism, which maps the trajectories of $p(X)$ into the trajectories of $p(Y)$, we can say that the two differential systems defined by $p(X)$ and $p(Y)$ in the Poincaré disc are topologically equivalent.

The canonical regions of $p(X)$ are the openly connected components of $\mathbb{D}^{2} \backslash S(p(X))$. The set formed by the union of $S(p(X))$ plus one orbit chosen from each canonical region is called a separatrix configuration of $p(X)$. When there is an orientation preserving or reversing homeomorphism, which maps the trajectories of $S(p(X))$ into the trajectories of $S(p(Y)$ ), we can say that the two separatrix configurations, $S(p(X))$ and $S(p(Y))$, are topologically equivalent.

The next result is mainly due to work by Markus [12], Neumann [11], and Peixoto [13].
Theorem 2. Phase portraits in the Poincaré disc of two compactified polynomial differential systems $(p(\mathcal{X})$ and $p(\mathcal{Y}))$ with (finitely) many separatrices are topologically equivalent if and only if their separatrix configurations $S(p(\mathcal{X})$ ) and $S(p(\mathcal{Y}))$ are topologically equivalent.

## 3. Proof of Statement (a) of Theorem 1

### 3.1. Finite Equilibrium Points

We will determine the local phase portrait at the finite equilibrium points of the quadratic system (2).

Assume that $n \neq 0$. If $b^{2}-4 d n>0$, then the finite equilibrium points of system (2) are as follows:

$$
p_{ \pm}=\left(0, \frac{-b \pm \sqrt{b^{2}-4 d n}}{2 n}\right),
$$

The eigenvalues of the Jacobian matrix of system (2) at $p_{ \pm}$are 0 and $\pm \sqrt{b^{2}-4 d n}$. Thus, from Theorem 2.19 of [8], we have that $p_{+}$and $p_{-}$are semi-hyperbolic saddle-nodes.

If $b^{2}-4 d n<0$, there are no finite equilibrium points.
If $b^{2}-4 d n=0$, then $d=b^{2} /(4 n)$ and $p_{+}=p_{-}=p=(0,-b /(2 n))$. The Jacobian matrix of the differential system at $p$ is

$$
\left(\begin{array}{cc}
0 & 0 \\
a-\frac{b m}{2 n} & 0
\end{array}\right)
$$

If $a-b m /(2 n) \neq 0$, then this equilibrium point is nilpotent, and from Theorem 3.5 of [8], this equilibrium point is a saddle-node.

If $a=b m /(2 n)$, the linear part of the differential system at the equilibrium point $p$ is identically zero, and the differential system becomes a homogeneous quadratic differential system. Using the results by Date in [14], who classified the phase portraits of all the homogeneous quadratic systems, we can see that the phase portraits of system (3) when $(m-1)^{2}-4 \ell n>0$ are given in Figure 1, according to the sign of $n$, If $(m-1)^{2}-4 \ell n=0$, then the phase portraits of system (3) are given in Figure 2, determined by the sign of $n$. Finally, if $(m-1)^{2}-4 \ell n<0$, the phase portraits of system (3) are given in Figure 3, determined by the sign of $n$.


Figure 1. $(m-1)^{2}-4 \ell n>0$.


Figure 2. $(m-1)^{2}-4 \ell n=0$.


Figure 3. $(m-1)^{2}-4 \ell n<0$.
We assume that $n=0$. In this case, if $b \neq 0$, there exists a unique equilibrium point, namely $q=(0,-d / b)$, and the eigenvalues of the Jacobian matrix at $q$ are 0 and $b$. If $b \neq 0$, then $q$ is a semi-hyperbolic saddle-node (by Theorem 2.19 of [8]). If $b=0$ and $d \neq 0$, the differential system has no finite equilibria. If $b=d=0$, then the system has a straight line filled with equilibria; we do not consider this kind of differential system because this case can be reduced to a linear differential system, involving the rescaling of the independent variable.

In summary, we proved the following proposition.
Proposition 1. Assume that $n \neq 0$.
(a) If $b^{2}-4 d n>0$, the differential system (2) has two finite equilibria $p_{ \pm}$that are semi-hyperbolic saddle-nodes.
(b) If $b^{2}-4 d n<0$, the differential system (2) has no finite equilibria.
(c) $b^{2}-4 d n=0$.
(c.1) If $a-b m /(2 n) \neq 0$, the differential system (2) has one finite equilibrium point $p$ that is a nilpotent saddle-node.
(c.2) $a-b m /(2 n)=0$.
(c.2.1) If $(m-1)^{2}-4 \ell n>0$, the phase portrait of the differential system (2) is topologically equivalent to the ones in Figure 1, determined by the sign of $n$.
(c.2.2) If $(m-1)^{2}-4 \ell n=0$, the phase portrait of the differential system (2) is topologically equivalent to the ones in Figure 2 determined by the sign of $n$.
(c.2.3) If $(m-1)^{2}-4 \ell n<0$, the phase portrait of the differential system (2) is topologically equivalent to the ones in Figure 3, determined by the sign of $n$.
Assume that $n=0$.
(d) If $b \neq 0$, the differential system (2) has one finite equilibria $q$, which is a semi-hyperbolic saddle-node.
(e) If $b=0$, then the differential system (2) has no finite equilibria if $d \neq 0$, and one straight line is filled with equilibria if $d=0$.
3.2. The Infinite Equilibrium Points in Chart $U_{1}$

System (2) in the local $U_{1}$ chart can be expressed as follows:

$$
\begin{equation*}
\dot{u}=\ell-u+m u+n u^{2}+a v+b u v+d v^{2}, \quad \dot{v}=-v . \tag{4}
\end{equation*}
$$

Assume $n \neq 0$ the infinite equilibrium points are

$$
P_{ \pm}=\left(0, \frac{1-m \pm \sqrt{(1-m)^{2}-4 \ell n}}{2 n}\right)
$$

The eigenvalues of the Jacobian matrix at $P_{ \pm}$are $S_{ \pm}=\left(-1, \pm \sqrt{(1-m)^{2}-4 \ell n}\right)$. If they are real, then $(1-m)^{2}-4 \ell n>0$ and $P_{+}$are hyperbolic saddles and $P_{-}$is a hyperbolic
stable node. If $(1-m)^{2}-4 \ell n=0$, then $P_{+}=P_{-}=P=(0,(1-m) /(2 n))$. In this case, the Jacobian matrix can be expressed as follows:

$$
\left(\begin{array}{cc}
0 & a+\frac{b(1-m)}{2 n} \\
0 & -1
\end{array}\right)
$$

and the eigenvalues are -1 and 0 , which means that the unique equilibrium point in chart $U_{1}$ is semi-hyperbolic, and from Theorem 2.19 of [8], is a semi-hyperbolic saddle-node.

Assume that $n=0$. Then, the unique infinite equilibrium point in the local $U_{1}$ chart is $P=(-\ell /(m-1), 0)$, and the eigenvalues of the Jacobian matrix of system (4) at $P$ are -1 and $m-1$. If $m \neq 1$, from Theorem 2.15 of [8], $P$ is a hyperbolic saddle if $m>1$ and a hyperbolic node if $m<1$. If $m=1$, there are no equilibrium points in $U_{1}$.

### 3.3. The Infinite Equilibrium Point at the Origin of Chart $U_{2}$

Studying the infinite equilibrium points in the local $U_{1}$ chart, we also studied the infinite equilibrium points in the local $V_{1}$ chart. Thus, we must see whether the origins of the local $U_{2}$ and $V_{2}$ charts are infinite equilibrium points or not.

System (2) in the local $U_{2}$ chart can be expressed as follows:

$$
\begin{align*}
& \dot{u}=-u\left(n+(m-1) u+b v+\ell u^{2}+a u v+d v^{2}\right)=P(u, v), \\
& \dot{v}=-v\left(n+m u+b v+\ell u^{2}+a u v+d v^{2}\right)=Q(u, v), \tag{5}
\end{align*}
$$

so the origin of $U_{2}$ is an infinite equilibrium point. The eigenvalues of the Jacobian matrix of system (5) at the origin are $-n$ with a multiplicity of two. Therefore, the origin is a hyperbolic stable node if $n>0$, and an unstable node if $n<0$.

If $n=0$, then the Jacobian matrix of the system at the origin of the local $U_{2}$ chart is the zero matrix, and we need to make blow-ups in order to study its local phase portrait. Before conducting a vertical blow-up, we need to be sure that $u=0$ is not a characteristic direction. If $u=0$ is a characteristic direction, then $u$ would be a factor of the polynomial $\Pi=v P_{2}(u, v)-u Q_{2}(u, v)$, where $P_{2}(u, v)$ and $Q_{2}(u, v)$ represent the terms of degree two in $P(u, v)$ and $Q(u, v)$. In our case, $\Pi=u^{2} v$. Thus, $u=0$ is a characteristic direction and, consequently, before conducting a vertical blow-up, we must perform a twist so $u=0$ no longer acts as a characteristic direction. This is conducted through the change of variables $(u, v) \rightarrow\left(u_{1}, v_{1}\right)$, where $u_{1}=u+v, v_{1}=v$. By conducting this change of variables, the differential system (5) can be expressed as follows:

$$
\begin{align*}
& \dot{u_{1}}=(1-m) u_{1}^{2}-(b+2-m) u_{1} v_{1}+v_{1}^{2}-\ell u_{1}^{3}-(a-2 \ell) u_{1}^{2} v_{1}+(a-d-\ell) u_{1} v_{1}^{2} \\
& \dot{v}_{1}=-m u_{1} v_{1}+(m-b) v_{1}^{2}-\ell u_{1}^{2} v_{1}+(2 \ell-a) u_{1} v_{1}^{2}+(a-d-\ell) v_{1}^{3} \tag{6}
\end{align*}
$$

Since $u_{1}=0$ is not a characteristic direction, we can conduct a vertical blow-up. This vertical blow-up is given by the change of variables $\left(u_{1}, v_{1}\right) \rightarrow\left(u_{2}, v_{2}\right)$, where $u_{2}=u_{1}$, $v_{2}=v_{1} / u_{1}$. Then, system (6) becomes

$$
\begin{aligned}
& \dot{u_{2}}=u_{2}^{2}\left(m-1+\ell u_{2}+(b-m+2) v_{2}+(a-2 \ell) u_{2} v_{2}-v^{2}-(a-d-\ell) u_{2} v_{2}^{2}\right), \\
& \dot{v_{2}}=-u_{2} v_{2}\left(-1+v_{2}\right)^{2} .
\end{aligned}
$$

Now, conducting the rescaling of the time with factor $u_{2}$, we obtain the system

$$
\begin{aligned}
& \dot{u_{2}}=u_{2}\left(m-1+\ell u_{2}+(b-m+2) v_{2}+(a-2 \ell) u_{2} v_{2}-v^{2}-(a-d-\ell) u_{2} v_{2}^{2}\right) \\
& \dot{v_{2}}=-v_{2}\left(-1+v_{2}\right)^{2}
\end{aligned}
$$

The equilibrium points of the previous system on $u_{2}=0$ are $(0,0)$ and $(0,1)$ (this is double). The eigenvalues of the Jacobian matrix at $(0,0)$ are -1 and $1-m$. Thus, the point $(0,0)$ is a hyperbolic stable node if $m>1$, a hyperbolic saddle if $m<1$, and for $m=1$,
a semi-hyperbolic saddle-node, according to Theorem 2.19 in [8]. The eigenvalues of the Jacobian matrix at $(0,1)$ are 0 and $-b$. Thus, the local phase portrait of the origin of the local $U_{2}$ chart is shown in Figure 4A when $n=0, b>0$, and $m>1$.


Figure 4. The sequences of blow-ups for obtaining the local phase portrait at the origin of the local $U_{2}$ chart when $n=0, b>0$, and $m>1$.

Starting from Figure 4A, we obtain the local phase portrait at the axis $u_{2}=0$ of system (10); see Figure 4B. Going back through the vertical blow, taking into account the value of $\left.\dot{u}_{1}\right|_{u_{1}=0}=v_{1}^{2}$, we obtain the local phase portrait at the origin of system (5) in Figure 4C. Finally, undoing the twist, we obtain the local phase portrait at the origin of the local $U_{2}$ chart, which is shown in Figures 4D and 5A.

Working in a similar way to the preceding case, conducting the convenient blow-ups and using Theorems 2.15 and 2.19 of [8], we obtain all the local phase portraits at the origin of the local $U_{2}$ chart in Figure 5. All the local phase portraits are the following
$n=0, b>0$ and $m>1$ in Figure 5A;
$n=0, b<0$ and $m>1$ in Figure 5B;
$n=0, b>0$ and $m<1$ in Figure 5C;
$n=0, b<0$ and $m<1$ in Figure 5D;
$n=0, b>0, m=1$ and $l \neq 0$ in Figure 5E;
$n=0, b>0, m=1$ and $l=0$, then $v=0$ is a straight line of the equilibrium points;
$n=0, b<0, m=1$ and $l \neq 0$ in Figure 5F;
$n=0, b<0, m=1$ and $l=0$, then $v=0$ is a straight line of the equilibrium points;
$n=0, b=0, d>0$ and $m>1$ in Figure 5G;
$n=0, b=0, d<0$ and $m>1$ in Figure $5 H$;
$n=0, b=0, d>0$ and $m<1$ in Figure 5I;
$n=0, b=0, d<0$ and $m<1$ in Figure 5J;
$n=0, b=0, d>0$ and $m=1$ in Figure 5K;
$n=0, b=0, d<0$ and $m=1$ in Figure 5L;
$n=0, b=0$ and $d=0$, then $u=0$ is a straight line of the equilibrium points.

### 3.4. The Global Phase Portraits

The preceding results of the finite and infinite equilibrium points allow us to obtain the global phase portraits quite easily, taking into account that the straight line $x=0$ is invariant.

First, we consider the case satisfying the following conditions: $n>0, b^{2}-4 d n>0$, and $(1-m)^{2}>4 \ell n$. We can see that if $n>0$, then there is a stable hyperbolic node at the origin of chart $U_{2}$. Since $b^{2}-4 d n>0$, there exist two real finite equilibrium points, $p_{+}$and $p_{-}$, which are semi-hyperbolic saddle-nodes. Finitely, $(1-m)^{2}>4 \ell n$ implies the existence of two infinite equilibrium points in chart $U_{1}$ ( $P_{+}$is a hyperbolic saddle and $P_{-}$ a hyperbolic node). The local phase portraits at all these equilibrium points are shown in Figure 6. The tools for studying the phase portraits were employed for all possible configurations that appear in Figure 7.
$n>0, b^{2}-4 d n>0$ and $(1-m)^{2}>4 \ell n$ in Figures $7(1-4)$, but the phase portrait in Figure 7(2) appears by continuity between the phase portraits in Figure 7(1-3);
$n>0, b^{2}-4 d n>0$ and $(1-m)^{2}<4 \ell n$ from Figure 7(5);
$n>0, b^{2}-4 d n>0$ and $(1-m)^{2}=4 \ell n$ in Figure 7(6-8);
$n>0, b^{2}-4 d n<0$, and $(1-m)^{2}>4 \ell n$ in Figure 7(9);
$n>0, b^{2}-4 d n<0$, and $(1-m)^{2}<4 \ell n$ in Figure 7(10);
$n>0, b^{2}-4 d n<0,(1-m)^{2}=4 \ell n$ in Figure 7(11);
$n>0, b^{2}-4 d n=0$, and $(1-m)^{2}>4 \ell n$ from Figure 7(12,13);
$n>0, b^{2}-4 d n=0$, and $(1-m)^{2}<4 \ell n$ in Figure $7(14,15)$;
$n>0, b^{2}-4 d n=0,(1-m)^{2}=4 \ell n$ in Figure 7(16-20).


Figure 5. The distinct topological local phase portraits at the origin of the local $U_{2}$ chart.


Figure 6. The local phase portraits at the finite and infinite equilibrium points for $n>0, b^{2}-4 d n>0$ and $(1-m)^{2}>4 \ell n$.

Phase portraits with $n<0$ are symmetric with respect to the origins of the coordinates of the preceding eight cases.


Figure 7. All the distinct topological phase portraits of quadratic system VII. Here, $s$ (respectively, $r$ ) denotes the number of separatrices of a phase portrait in the Poincaré disc (respectively, canonical regions).

Now, we study the phase portraits when $n=0$.
$n=0, b>0$ and $m>1$ in Figure 7(21);
$n=0, b>0$ and $m<1$ in Figure 7(22);
$n=0, b>0$ and $m=1$ in Figure 7(23);
The cases with $b<0$ are symmetric with respect to the origins of the coordinates of the preceding three cases.
$n=0, b=0, d>0$, and $m>1$ in Figure 7(24); The cases with $d<0$ are symmetric with respect to the origins of coordinates of all the preceding cases.
$n=0, b=0, d>0$ and $m<1$ in Figure 7(25); The cases with $d<0$ are symmetric with respect to the origins of coordinates of all the preceding cases.
$n=0, b=0, d>0$ and $m=1$ in Figure 7(26);
$n=0, b=0, d<0$ and $m=1$ in Figure 7(27).
Of course, from Table 1, the phase portraits with different numbers of separatrices and canonical regions are topologically distinct. Now, we shall see that the phase portraits with the same number of separatrices and canonical regions in Table 1 are also topologically different.

Table 1. Here, p.p. denotes the phase portrait in the Poincaré disc, $s$ denotes the number of separatrices of the phase portrait, and $r$ denotes the number of canonical regions of the phase portrait.

| s | 4 | 5 | 6 | 8 | 9 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| r | 1 | 2 | 2 | 3 | 4 | 2 | 3 | 4 | 3 |
| p.p. | 10 | 26,27 | 14 | 15 | 23 | 25 | 11,24 | 5 | 18,22 |
| s | 13 | 14 | 14 | 16 | 17 | 18 | 19 | 20 | 21 |
| r | 4 | 3 | 5 | 5 | 6 | 5 | 6 | 5 | 6 |
| p.p. | $16,19,20$ | 9 | 17,21 | 8 | 6,7 | 13 | 12 | 2 | $1,3,4$ |

Phase portraits 26 and 27 of Figure 7 are topologically different because phase portrait 27 has two elliptic sectors and phase portrait 26 has no elliptic sectors.

Phase portraits 11 and 24 of Figure 7 are topologically different because phase portrait 24 has two elliptic sectors and phase portrait 11 has no elliptic sectors.

Phase portraits 18 and 22 of Figure 7 are topologically different because phase portrait 18 has orbits starting at the origin of the local $U_{2}$ chart and ending at the origin of the local $U_{1}$ chart, and these kinds of orbits do not exist in phase portrait 22.

Phase portraits 16,19 , and 20 of Figure 7 are topologically different. First, phase portrait 16 has orbits starting at the origin of the local $U_{2}$ chart and ending at the origin of the local $U_{1}$ chart, and these kinds of orbits do not exist in phase portraits 19 and 20. Phase portrait 19 has a separatrix starting at the origin of the local $U_{2}$ chart and ending at an infinite equilibrium point in the local $V_{1}$ chart; this kind of separatrix does not exist in phase portrait 20.

Phase portraits 17 and 21 of Figure 7 are topologically different because phase portrait 21 has two elliptic sectors and phase portrait 17 has no elliptic sectors.

Phase portraits 1, 3, and 4 of Figure 7 are topologically different because the unstable separatrix of the lower equilibrium point on the straight line $x=0$ contained in $x>0$ has different ending infinite equilibrium points in the three phase portraits.

## 4. Proof of Statement (b) Theorem 1

### 4.1. Finite Equilibrium Points

We are going to analyze the equilibrium points of the quadratic system (3).
Assume that $n \neq 0$. The finite equilibrium points of system (3) are

$$
p_{ \pm}=\left(0, \frac{-b \pm \sqrt{b^{2}-4 d n}}{2 n}\right) .
$$

If $b^{2}-4 d n>0$, the eigenvalues of the Jacobian matrix of system (3) at $p_{ \pm}$are 1 and $\pm \sqrt{b^{2}-4 d n}$. Thus, from Theorem 2.15 of [8], $p_{+}$is a hyperbolic unstable node and $p_{-}$is a hyperbolic saddle. If $b^{2}-4 d n=0$, then $p_{+}=p_{-}=p=(0,-b /(2 n))$. The eigenvalues of the Jacobian matrix of system (3) at $p$ are 1,0 ; therefore, by Theorem 2.19 of [8], $p$ is a semihyperbolic saddle-node. Of course, if $b^{2}-4 d n<0$, there are no finite equilibrium points.

We assume that $n=0$. In this case, if $b \neq 0$, there exists a unique equilibrium point, namely $p=(0,-d / b)$, and the eigenvalues of the Jacobian matrix at $p$ are 1 and $b$. If $b>0$, then $p$ is a hyperbolic unstable node. If $b<0$, then $p$ is a hyperbolic saddle. If $b=0$, there are no finite equilibrium points.

### 4.2. The Infinite Equilibrium Points in Chart $U_{1}$

System (3) in the local $U_{1}$ chart can be expressed as follows:

$$
\begin{equation*}
\dot{u}=\ell+m u+a v+n u^{2}+(b-1) u v+d v^{2}, \quad \dot{v}=-v^{2}, \tag{7}
\end{equation*}
$$

Assuming $n \neq 0$, the infinite equilibrium points are

$$
P_{ \pm}=\left(0, \frac{-m \pm \sqrt{m^{2}-4 \ell n}}{2 n}\right)
$$

if $m^{2}-4 \ell n>0$. If $m^{2}-4 \ell n=0$, then $P_{+}=P_{-}=P=(0,-m /(2 n))$. The eigenvalues of the Jacobian matrix at $P_{ \pm}$are 0 and $\left.\pm \sqrt{m^{2}-4 \ell n}\right)$. By Theorem 2.19 of [8], we obtain that $P_{ \pm}$are semi-hyperbolic saddle-nodes. The Jacobian matrix at $P$ is

$$
\left(\begin{array}{cc}
0 & \frac{2 a n-b m+m}{2 n} \\
0 & 0
\end{array}\right)
$$

If $2 a n+(1-b) m \neq 0$, then $P$ is a nilpotent equilibrium point, and by Theorem 3.5 of [8], is a saddle-node. If $2 a n+(1-b) m=0$, then $P$ is degenerate. If we translate the equilibrium point $P$ to the origin, it becomes a homogeneous quadratic system; the phase portraits have been classified by Date in [14]. It follows that if $b^{2}-4 d n \geq 0$, we obtain that the local phase portrait at $P$ on the Poincare sphere is formed by two hyperbolic sectors separated by two parabolic ones, and infinity separates the two hyperbolic sectors, which have one separatrix at infinity. If $b^{2}-4 d n<0$, then the local phase portrait at $P$ is a node, unstable if $n<0$, and stable if $n>0$.

Assume that $n=0$. Then the unique infinite equilibrium point in the local $U_{1}$ chart is $P=(-l / m, 0)$, and the eigenvalues of the Jacobian matrix of system (7) at $P$ are 0 and $m$. If $m \neq 0$, from Theorem 2.19 of [8], $P$ is a semi-hyperbolic saddle-node. If $m=0$, there are no infinite equilibrium points in the local $U_{1}$ chart.

### 4.3. The Infinite Equilibrium Point at the Origin of Chart $U_{2}$

Studying the infinite equilibrium points in the local $U_{1}$ chart, we have also studied the infinite equilibrium points in the local $V_{1}$ chart. Thus, we must see whether the origins of the local $U_{2}$ and $V_{2}$ charts are infinite equilibrium points or not.

System (3) in the local $U_{2}$ chart can be expressed as follows:

$$
\begin{align*}
& \dot{u}=-u\left(n+m u+(b-1) v+\ell u^{2}+a u v+d v^{2}\right)=P(u, v),  \tag{8}\\
& \dot{v}=-v\left(n+m u+b v+\ell u^{2}+a u v+d v^{2}\right)=Q(u, v),
\end{align*}
$$

so the origin of $U_{2}$ is an infinite equilibrium point. The eigenvalues of the Jacobian matrix of the system at the origin are $-n$ with a multiplicity of two. Therefore, the origin is a hyperbolic node, stable if $n>0$, and unstable if $n<0$.

If $n=0$, then the Jacobian matrix of the system at the origin is the zero matrix, and we need to make blow-ups in order to study the local phase portrait at the origin
of $U_{2}$. Before conducting a vertical blow-up, we need to be sure that $u=0$ is not a characteristic direction. If $u=0$ is a characteristic direction then $u$ is a factor of the polynomial $\Pi=v P_{2}(u, v)-u Q_{2}(u, v)$, where $P_{2}(u, v)$ and $Q_{2}(u, v)$ are the terms of the lowest degrees of $P(u, v)$ and $Q(u, v)$; in our case, $\Pi=u v^{2}$. Thus, $u=0$ is characteristic direction; consequently, before conducting a vertical blow-up, we must conduct a twist so that $u=0$ no longer acts as a characteristic direction. We accomplish this through the change of variables $(u, v) \rightarrow\left(u_{1}, v_{1}\right)$, where $u_{1}=u+v, v_{1}=v$. By making this change of variables, the differential system (8) can be expressed as follows:

$$
\begin{align*}
& \dot{u_{1}}=-m u_{1}^{2}-v_{1}^{2}+(1-b+m) u_{1} v_{1}+(a-d-\ell) u_{1} v_{1}^{2}-\ell u_{1}^{3}+(2 \ell-a) u_{1}^{2} v_{1} \\
& \dot{v}_{1}=-v_{1}\left(m u_{1}+(b-m) v_{1}+\ell u_{1}^{2}+(a-2 \ell) u_{1} v_{1}+(d-a+\ell) v_{1}^{2}\right), \tag{9}
\end{align*}
$$

The characteristic directions of this system are given by the polynomial $\Pi=\left(u_{1}-v_{1}\right) v_{1}^{2}$, so $u_{1}=0$ is not a characteristic direction, and we can conduct a vertical blow-up. This vertical blow-up is given by the change of variables $\left(u_{1}, v_{1}\right) \rightarrow\left(u_{2}, v_{2}\right)$, where $u_{2}=u_{1}, v_{2}=v_{1} / u_{1}$. Then, system (9) becomes

$$
\begin{align*}
& \dot{u_{2}}=u_{2}^{2}\left(-m-\ell u_{2}+(1-b+m) v_{2}+(2 \ell-a) u_{2} v_{2}-v_{2}^{2}+(a-d-\ell) u_{2} v_{2}^{2}\right),  \tag{10}\\
& \dot{v}_{2}=u_{2}\left(-1+v_{2}\right) v_{2}^{2} .
\end{align*}
$$

Now, conducting the rescaling of the time with factor $u_{2}$, we obtain the system

$$
\begin{align*}
& \dot{u_{2}}=u_{2}\left(-m-\ell u_{2}+(1-b+m) v_{2}+(2 \ell-a) u_{2} v_{2}-v_{2}^{2}+(a-d-\ell) u_{2} v_{2}^{2}\right), \\
& \dot{v_{2}}=\left(-1+v_{2}\right) v_{2}^{2} . \tag{11}
\end{align*}
$$

The equilibrium points of system (11) on $u_{2}=0$ are ( 0,0 ), which is double, and $(0,1)$. The eigenvalues of the Jacobian matrix at $(0,0)$ are 0 and $-m$. Thus, $(0,0)$ is a semi-hyperbolic equilibrium point; by applying Theorem 2.19 of [8] to it, it is a saddle-node. The eigenvalues of the Jacobian matrix at $(0,1)$ are 1 and $-b$. Thus, this equilibrium point is hyperbolic, a saddle if $b>0$, and an unstable node if $b<0$; see Figure 8 A , when $n=0$, $m<0$, and $b<0$.


Figure 8. The sequences of blow-ups for obtaining the local phase portrait at the origin of the local $U_{2}$ chart when $n=0, b<0$, and $m<0$.

From Figure 8A, we can see that the local phase portrait at the axis $u_{2}=0$ of system (10) is given in Figure 8B. Now, going back through the vertical blow-up and taking into account the value of $\left.\dot{u}_{1}\right|_{u_{1}=0}=-v_{1}^{2}$, we obtain the local phase portrait at the origin of system (8) in Figure 8C. Finally, ending the twist, we obtain the local phase portrait at the origin of the local $U_{2}$ chart, which is shown in Figures 8D and 9A.
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Figure 9. The distinct topological local phase portraits at the origin of the local $U_{2}$ chart.
Working in a similar fashion to $n=0, b<0$, and $m<0$, i.e., performing the convenient blow-ups and using Theorems 2.15 and 2.19 of [8], we obtain all the local phase portraits at the origin of the local $U_{2}$ chart in Figure 9 for the following cases:
$n=0, m<0$ and $b>0$ in Figure 9B;
$n=0, m<0, b=0$, and $d<0$ in Figure 9C;
$n=0, m<0, b=0$ and $d>0$, in Figure 9D;
$n=0, m>0$ and $b<0$ in Figure 9E;
$n=0, m>0$ and $b>0$ in Figure 9F;
$n=0, m>0, b=0$ and $d<0$ in Figure 9G;
$n=0, m>0, b=0$ and $d>0$ in Figure 9H;
$n=0, m=0, \ell<0$ and $b<0$ in Figure 9I;
$n=0, m=0, \ell<0$ and $0<b \leq \ell+2$ in Figure 9J;
$n=0, m=0, \ell<0$ and $b>\ell+2$ in Figure 9K;
$n=0, m=0, \ell<0, b=0$ and $d<0$ in Figure 9L;
$n=0, m=0, \ell<0, b=0$ and $d>0$ in Figure 9M;
$n=0, m=0, \ell>0, b<0$ and in Figure 9N;
$n=0, m=0, \ell>0$ and $0<b \leq \ell+2$ in Figure 9O;
$n=0, m=0, \ell>0$ and $b>\ell+2$ in Figure 9P;
$n=0, m=0, \ell>0, b=0$ and $d<0$ in Figure 9Q;
$n=0, m=0, \ell>0, b=0$ and $d>0$ in Figure 9R.

### 4.4. The Global Phase Portraits

The preceding results for the finite and infinite equilibrium points allowed us to obtain the global phase portraits quite easily, taking into account that the straight line $x=0$ is invariant.

First, we consider the case satisfying the following conditions: $n>0, b^{2}-4 d n>0$, and $m^{2}>4 \ell n$. We have seen that $n>0$ denotes a stable hyperbolic node at the origin of chart $U_{2}, b^{2}-4 d n>0$ indicates the existence of two real finite equilibrium points ( $p_{+}$, which is a hyperbolic unstable node, and $p_{-}$, which is a hyperbolic saddle), and $m^{2}>4 \ell n$ implies two infinite equilibrium points in chart $U_{1}$ ( $P_{+}$and $P_{-}$, which are nilpotent saddle-nodes). The local phase portraits at all these equilibrium points are shown in Figure 10.


Figure 10. The local phase portraits at the finite and infinite equilibrium points for $n>0, b^{2}-4 d n>0$, and $m^{2}>4 \ell n$.

With the help of Mathematica, we proved that in order for the conditions $n>0$, $b^{2}-4 d n>0$, and $m^{2}>4 \ell n$ to hold, the parameters of the differential system (3) must satisfy one of the following conditions:
(i) $b<0, d \leq 0, \ell<0$ and $n>0$;
(ii) $b<0, d \leq 0, \ell \geq 0, n>0$ and $m<-2 \sqrt{\ell n}$;
(iii) $b<0, d \leq 0, \ell \geq 0, n>0$ and $m>-2 \sqrt{\ell n}$;
(iv) $b<0, d>0, \ell<0$ and $0<n<b^{2} /(4 d)$;
(v) $b<0, d>0, \ell \geq 0,0<n<b^{2} /(4 d)$ and $m<-2 \sqrt{\ell n}$;
(vi) $b<0, d>0, \ell \geq 0,0<n<b^{2} /(4 d)$ and $m>-2 \sqrt{\ell n}$;
(vii) $b=0, d<0, \ell<0$ and $n>0$;
(viii) $b=0, d<0, \ell \geq 0, n>0$ and $m<-2 \sqrt{\ell n}$;
(ix) $b=0, d<0, \ell \geq 0, n>0$ ) and $m>-2 \sqrt{\ell n}$;
(x) $b>0, d \leq 0, \ell<0$ and $n>0$;
(xi) $b>0, d \leq 0, \ell \geq 0, n>0$ and $m<-2 \sqrt{\ell n}$;
(xii) $b>0, d \leq 0, \ell \geq 0, n>0$ and $m>-2 \sqrt{\ell n}$;
(xiii) $b>0, d>0, \ell<0$ and $0<n<b^{2} /(4 d)$;
(xiv) $b>0, d>0, \ell \geq 0,0<n<b^{2} /(4 d)$ and $m<-2 \sqrt{\ell n}$;
(xv) $b>0, d>0, \ell \geq 0,0<n<b^{2} /(4 d)$ and $m>-2 \sqrt{\ell n}$.

We proved that in cases (i), (ii), (iv), and (vii), and from (ix) to (xv), we could obtain phase portrait (1) of Figure 11; in cases (iii), (vi), and (viii) we obtain phase portrait (2) of Figure 11; finally, in case (v), we obtain the phase portrait that is symmetric to phase portrait
(2), with respect to the straight line $x=0$. For instance, phase portrait (1) of Figure 11 is obtained when the parameters of system (3) are $d=a=0, b=-1, \ell=-1, m=-3$, and $n=1$; phase portrait (2) of Figure 11 is obtained when the parameters are $d=a=0$, $b=-1, \ell=1, m=3$, and $n=1$. Phase portrait (3) of Figure 11 exists by continuity, from phase portrait (1) to phase portrait (2).

We recall that the separatrices of a polynomial's differential system in the Poincaré disc are all orbits at infinity, the finite equilibria, and the two orbits at the boundary of a hyperbolic sector. Also, the limit cycles are separatrices but quadratic system VIII has no limit cycles. In a phase portrait of the Poincaré disc, if we remove all separatrices, the open components that remain are called the canonical regions of the phase portrait. For more details on the separatrices and canonical regions, see [11,12].

The tools used for studying the phase portraits of system (3) for $n>0, b^{2}-4 d n>0$ and $m^{2}>4 \ell n$ are used in the following cases, leading to the following results:
$n>0, b^{2}-4 d n>0$, and $m^{2}<4 \ell n$ in Figure 11(4);
$n>0, b^{2}-4 d n>0, m^{2}=4 \ell n$, and $2 a n+(1-b) m>0$ in Figure 11(5);
$n>0, b^{2}-4 d n>0, m^{2}=4 \ell n$, and $2 a n+(1-b) m<0$, in this case, the phase portrait is symmetric with respect to the straight line $x=0$ of the phase portrait of the previous case; $n>0, b^{2}-4 d n>0, m^{2}=4 \ell n$, and $2 a n+(1-b) m=0$ in Figure 11(6);
$n>0, b^{2}-4 d n<0$, and $m^{2}>4 \ell n$ in Figure 11(7);
$n>0, b^{2}-4 d n<0$, and $m^{2}<4 \ell n$ in Figure 11(8);
$n>0, b^{2}-4 d n<0, m^{2}=4 \ell n$, and $2 a n+(1-b) m>0$ in Figure 11(9);
$n>0, b^{2}-4 d n<0, m^{2}=4 \ell n$, and $2 a n+(1-b) m<0$; this case is a symmetric phase portrait with respect to the straight line $x=0$ of the previous phase phase portrait;
$n>0, b^{2}-4 d n<0, m^{2}=4 \ell n$, and $2 a n+(1-b) m=0$ in Figure 11 $(10,11)$;
$n>0, b^{2}-4 d n=0$, and $m^{2}>4 \ell n$ from Figure 11(12-14);
$n>0, b^{2}-4 d n=0$, and $m^{2}<4 \ell n$ in Figure 11(15);
$n>0 b^{2}-4 d n=0, m^{2}=4 \ell n$, and $2 a n+(1-b) m>0$ in Figure 11(16,17);
$n>0, b^{2}-4 d n=0, m^{2}=4 \ell n$, and $2 a n+(1-b) m=0$ in Figure 11(18); The cases with $n<0$ are symmetric with respect to the straight line $y=0$ in all preceding cases;
$n=0, m>0, b>0$ in Figure 11(19);
$n=0, m>0, b<0$ in Figure 11(20);
$n=0, m>0, b=0$, and $d>0$ in Figure 11(21);
$n=0, m>0, b=0$, and $d<0$; this case has a symmetric phase portrait with respect to $y=0$ in the previous case; Phase portraits of cases $n=0$ and $m<0$ are symmetric with respect to the straight line
$x=0$ of the phase portraits of cases $n=0$ and $m>0$;
$n=0, m=0, b>2+l$, and $\ell>0$ in Figure 11(22);
$n=0, m=0, b>2+l$, and $\ell<0$; this case has a symmetric phase portrait with respect to the $y=0$ axis;
$n=0, m=0,0<b \leq 2+\ell$, and $\ell \neq 0$ in Figure 11(23);
$n=0, m=0, b<0$, and $\ell>0$ in Figure 11(24);
$n=0, m=0, b<0$, and $\ell<0$; the phase portrait of this case is symmetric with respect to the straight line $y=0$ in the previous phase portrait;
$n=0, m=0, b=0, \ell>0$, and $d<0$ in Figure 11(25);
$n=0, m=0, b=0, \ell<0$, and $d>0$; the phase portrait of this case is symmetric with respect to the straight line $y=0$ in the previous phase portrait;
$n=0, m=0, b=0, \ell>0$, and $d>0$; this case has the same phase portrait as Figure 11(8); $n=0, m=0, b=0, \ell<0$, and $d<0$; this case has the symmetric phase portrait with respect to the straight line $y=0$ in the phase portrait of Figure 11(8).


Figure 11. All distinct topological phase portraits of quadratic system VIII. Here, $s$ (respectively, $r$ ) denotes the number of separatrices of a phase portrait in the Poincaré disc (respectively, canonical regions).

Of course, from Table 2, the phase portraits with different numbers of separatrices and canonical regions are topologically distinct. Now, we shall see that the phase portraits with the same numbers of separatrices and canonical regions in Table 2 are topologically different.

Table 2. Here, p.p. denotes the phase portrait in the Poincaré disc, $s$ denotes the number of separatrices of the phase portrait, and $r$ denotes the number of canonical regions of the phase portrait.

| s | 4 | 5 | 6 | 7 | 8 | 8 | 9 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| r | 1 | 2 | 1 | 2 | 1 | 3 | 2 | 4 | 3 |
| p.p. | 8 | 25 | 23 | 22 | 11 | 15 | 9 | 24 | 4,10 |
| s | 12 | 13 | 14 | 14 | 15 | 16 | 17 | 18 | 19 |
| r | 3 | 4 | 3 | 5 | 4 | 5 | 4 | 5 | 4 |
| p.p. | 17,18 | 16,19 | 7 | 20 | 5 | 6 | 14 | 12,13 | 3 |

Phase portraits 4 and 10 of Figure 11 are topologically different because phase portrait 4 has two finite equilibrium points and phase portrait 10 has no finite equilibrium points.

Phase portraits 17 and 18 (respectively, 16 and 19) of Figure 11 are topologically different because phase portrait 17 (respectively, 16) has two orbits going toward the origin of chart $U_{2}$, and such orbits do not exist in phase portrait 18 (respectively, 19).

Phase portrait 14 of Figure 11 has three pairs of infinite equilibrium points, while phase portraits 16 and 19 only have two pairs of infinite equilibrium points, so phase portrait 14 is different from phase portraits 16 and 19.

We note that phase portrait 13 in Figure 11 has three pairs of infinite equilibrium points, while phase portrait 20 only has two pairs, so these two phase portraits are topologically distinct.

Author Contributions: Methodology, L.C. and J.L.; Investigation, L.C. and J.L. Both authors have contributed equally to this paper. All authors have read and agreed to the published version of the manuscript.

Funding: This work has been realized thanks to the Agencia Estatal de Investigación grant PID2019-104658GB-I00, the H2020 European Research Council grant MSCA-RISE-2017-777911, AGAUR (Generalitat de Catalunya) grant 2021SGR00113, and by the Acadèmia de Ciències i Arts de Barcelona.

Informed Consent Statement: Not applicable.
Data Availability Statement: This paper has no data.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Coppel, W.A. A Survey of Quadratic Systems. J. Differ. Equ. 1966 2, 293-304. [CrossRef]
2. Büchel, W. Zur topologie der durch eine gewöhnliche differentialgleichung erster ordnung und ersten grades definierten kurvenschar. Mitteil. Math. Gesellsch. Hambg. 1904, 4, 33-68.
3. Chicone, C.; Tian, J. On general properties of quadratic systems. Am. Math. Mon. 1982, 89, 167-178. [CrossRef]
4. Artés, J.C.; Llibre, J.; Schlomiuk, D.; Vulpe, N. Geometric Configurations of Singularities of Planar Polynomial Differential Systems. A Global Classification in the Quadratic Case; Birkhäuser: Basel, Switzerland, 2021.
5. Reyn, J. Phase Portraits of Planar Quadratic Systems; Mathematics and Its Applications; Springer: Berlin/Heidelberg, Germany, 2007; Volume 583.
6. Ye, Y.; Cai, S.L. Theory of Limit Cycles; Transl. Math. Monogr.; American Mathematical Soc.: Providence, RI, USA, 1986; Volume 66.
7. Gasull, A.; Li-Ren, S.; Llibre, J. Chordal quadratic systems. Rocky Mt. J. Math. 1986, 16, 751-782. [CrossRef]
8. Dumortier, F.; Llibre, J.; Artés, J.C. Qualitative Theory of Planar Differential Systems; Universitext; Springer: Berlin/Heidelberg, Germany, 2006.
9. Álvarez, M.J.; Ferragud, A.; Jarque, X. A survey on the blow up technique. Int. J. Bifur. Chaos 2011, 21, 3103-3118. [CrossRef]
10. González, E.A. Generic properties of polynomial vector fields at infinity. Trans. Am. Math. Soc. 1969, 143, 201-222. [CrossRef]
11. Neumann, D. Classification of continuous flows on 2-manifolds. Proc. Am. Math. Soc. 1975, 48, 73-81. [CrossRef]
12. Markus, L. Quadratic differential equations and non-associative algebras. Ann. Math. Stud. 1960, 45 185-213.
13. Peixoto, L.M.M. Dynamical Systems; University of Bahia-Acad. Press: New York, NY, USA, 1973; pp. 389-420.
14. Date, T. Classification and analysis of two-dimensional real homogeneous quadratic differential equation systems. J. Differ. Equ. 1979, 21, 311-334. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

# Boundary Controlling Synchronization and Passivity Analysis for Multi-Variable Discrete Stochastic Inertial Neural Networks 

Yongyan Yang ${ }^{1,2}$, Tianwei Zhang ${ }^{3, *(D)}$ and Zhouhong Li ${ }^{4}$<br>1 Department of Mathematics, Puyang Petrochemical Vocational and Techenical College, Puyang 457001, China; pyyyyang@126.com<br>2 Department of Computer Science and Mathematics, Anyang University, Anyang 455131, China<br>3 Department of Mathematics, Yunnan University, Kunming 650091, China<br>4 Department of Mathematics, Yuxi Normal University, Yuxi 653100, China; mathzhli@163.com<br>* Correspondence: zhang@kust.edu.cn

## check for updates

Citation: Yang, Y.; Zhang, T.; Li, Z. Boundary Controlling Synchronization and Passivity Analysis for Multi-Variable Discrete Stochastic Inertial Neural Networks. Axioms 2023, 12, 820. https://
doi.org/10.3390/axioms12090820
Academic Editor: Fevrier Valdez
Received: 8 July 2023
Revised: 9 August 2023
Accepted: 15 August 2023
Published: 26 August 2023


Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

The current paper considers discrete stochastic inertial neural networks (SINNs) with reaction diffusions. Firstly, we give the difference form of SINNs with reaction diffusions. Secondly, stochastic synchronization and passivity-based control frames of discrete time and space SINNs are newly formulated. Thirdly, by designing a boundary controller and constructing a LyapunovKrasovskii functional, we address decision theorems for stochastic synchronization and passivitybased control for the aforementioned discrete SINNs. Finally, to illustrate our main results, a numerical illustration is provided.
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## 1. Introduction

Neural networks (NNs) can be considered as complicated nonlinear models coupled with numerous internal nodes, and they are capable of offering an effective approach to solving many difficult tasks in the fields of engineering. Due to their huge potential in real-world applications, they have become a significant research topic over the last few decades and have garnered increasing interest in many areas of technology (please refer to refs. [1-7]). On the other hand, it is necessary to address practical problems by studying the dynamic properties of non-linear neural networks not only in the over-damped case but also under weakly damped conditions [8]. Hence, inertial neural networks (INNs), which can act as second-order differential systems, have been extensively studied. Additionally, numerous publications have addressed synchronization problems, including finite-time synchronization [9], nonfragile $H_{\infty}$ synchronization [10], event-triggered impulsive synchronization [11], fuzzy synchronization [12], Mittag-Leffler synchronization [13], and others.

Passivity, as a specific form of dissipativity, constitutes a fundamental characteristic of physical problems. A system is considered passive when dissipative elements are present in the modeled system, and the accumulated energies remain lower than the external input over a certain time span. Consequently, passivity ensures internal stability of the systems. Due to its widespread applicability in mechanical and electrical systems, the concept of passivity has garnered increasing attention, leading to extensive studies on the passivity of nonlinear systems. In the literature [14], Zhou et al. discussed passivitybased boundary control for stochastic delay reaction-diffusion systems with boundary
input-output. Padmaja and Balasubramaniam [15] analyzed passivity-based stability in fractional-order delayed gene regulatory networks. By leveraging Lyapunov-Krasovskii functionals, novel linear matrix inequality conditions were developed to guarantee certain levels of passivity performance in the networks. For further details on this topic, please consult the references [16-18].

Widely, NNs were implemented through IC in engineering applications; spatial diffusions invariably occur when electronic motion takes place in an inhomogeneous electromagnetic domain. Therefore, it is important to consider NNs that incorporate the impact of spatial diffusions. In recent years, greater attention has been devoted to NNs with spatial diffusions; please refer to papers [19-24]. Stochastic neural networks have received substantial attention in our everyday reality. Typically, actions of random networks are heavily time- and space-dependent. As a result, reaction diffusion must be taken into account. Relevant research topics are discussed in references [14, $19,20,22,25,26]$, etc. While there have been reports on space-time discrete models [27-29] to date, the problems of synchronization and passivity-based control for discrete-time SINNs involving diffusions have not been explored.

It is well known that discrete systems,(DSs) can be utilized to simulate a wide range of phenomena, including biological dynamics and artificial NNs, among others. In many scenarios, it has been demonstrated that DSs outperform continuous systems. As a result, the theory of DSs holds significant importance; please refer to references [30-38]. Reports [35-38] have explored various types of discrete INNs. However, they have not focused on the effects of other variables, such as spatial variables. Addressing this gap, the present paper investigates the issues of stochastic synchronization and passivity-based control for time and space discrete SINNs by designing a novel boundary controller.

Our main contributions include the following:
(1) Establishment of a discrete space and time SINNs model, which complements the continuous cases in literature [22-24] and the discrete-time cases in literature [35-38].
(2) Unlike prior works in the literature [22-24], a controller is formulated at the boundary to achieve synchronization and passivity-based control of discrete space and time SINNs.

In what follows, Section 2 establishes the discrete space and time SINNs based on prior works in the literature [27,29]. Section 3 discusses synchronization and passivitybased control of the discrete SINNs. In Section 4, in order to illustrate our main results, a numerical illustration is provided. Finally, the conclusions and perspectives are described in Section 5.

## 2. Problem Formulation

### 2.1. SINNs in Discrete Form

Now, our primary focus is dedicated to the time and space discrete SINNs, as noted below

$$
\begin{align*}
\Delta^{2} \mathbf{z}_{i, k+1}^{[l]}= & \left(e^{-D_{\circ} h}+e^{-I h}-2 I\right) \Delta \mathbf{z}_{i, k}^{[l]}+\frac{\left(I-e^{-D_{\circ} h}\right)\left(I-e^{-I h}\right)}{D_{\circ}}\left[M \Delta_{\hbar}^{2} \mathbf{z}_{i, k}^{[L-1]}-C \mathbf{z}_{i, k}^{[l]}\right. \\
& \left.+A f\left(\mathbf{z}_{i, k}^{[l]}\right)+\alpha \sum_{j=1}^{N} b_{i j} \Gamma\left(\frac{\mathbf{z}_{j, k+1}^{[l]}-e^{-I h} \mathbf{z}_{j, k}^{[l]}}{I-e^{-I h}}\right)+\Xi g\left(\mathbf{z}_{i, k}^{[l]}\right) w_{i, k}+\Lambda \gamma_{i, k}^{[l]}+J\right], \tag{1}
\end{align*}
$$

where $(\iota, k) \in(0, \ell)_{\mathbf{Z}} \times \mathbf{Z}_{0}$ and $\ell \in \mathbf{Z}_{+}$(here, $\mathbf{Z}$ is the set of integral numbers, $\mathbf{Z}_{0}:=\{0,1,2, \ldots\}$ and $\left.\mathbf{Z}_{+}:=\mathbf{Z}_{0} \backslash\{0\}\right), \mathbf{z}_{i}=\left(\mathbf{z}_{i 1}, \ldots, \mathbf{z}_{i n}\right)^{T} \in \mathbb{R}^{n}$ is the state of node $i ; i=1,2, \ldots, N ; \Delta^{2} \mathbf{z}_{i, k+1}^{[\cdot]}=\mathbf{z}_{i, k+2}^{[\cdot]}-2 \mathbf{z}_{i, k+1}^{[\cdot]}+\mathbf{z}_{i, k}^{[\cdot]}, \Delta \mathbf{z}_{i, k}^{[\cdot]}=\mathbf{z}_{i, k+1}^{[\cdot]}-\mathbf{z}_{i, k}^{[\cdot]}$ for $k \in \mathbf{Z}_{0}$;

$$
\Delta_{\hbar}^{2} \mathbf{z}_{i, \cdot}^{[\cdot]}:=\frac{\mathbf{z}_{i, \cdot}^{[\cdot+2]}-2 \mathbf{z}_{i, \cdot}^{[\cdot+1]}+\mathbf{z}_{i, \cdot}^{[\cdot]}}{\hbar^{2}}
$$

$\hbar$ and $h$ of less than 1 denote the space and time steps' length in order; $C=\operatorname{diag}\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ and $D=\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$ are constant positive definite matrices, $D_{\circ}=D-I, I$ denotes $n$-order identity matrix; $M \in \mathbb{R}^{n \times n}$ with $|M| \neq 0, A, \Xi$ and $\Lambda$ are the connection weight $n$-order matrices; $\alpha>0$ is the coupling strength, $\Gamma \in \mathbb{R}^{n \times n}$ is the inner coupling matrix, and $B=\left(b_{i j}\right)_{N \times N}$ is the outer coupling configuration matrix satisfying $b_{i j}>0(i \neq j)$ and $b_{i i}=$ $-\sum_{j=1, j \neq i}^{N} b_{i j} ; f(\cdot)$ and $g(\cdot)$ are $n$ dimensional activation functions; $\gamma_{i}=\left(\gamma_{i 1}, \ldots, \gamma_{i n}\right)^{T} \in$ $\mathbb{R}^{n}$ is the external input of the node $i, J \in \mathbb{R}^{n}$ is the external input; $w_{1, k}, \ldots, w_{n, k}$, which are scalar mutually independent random variables on complete probability space $(\Omega, \mathcal{F}, \mathbf{P})$, are $\mathscr{F}_{k}:=\sigma\left\{\left(w_{1, q}, \ldots, w_{N, q}\right): q=0,1, \ldots, k\right\}$-adaptive, independent of $\mathscr{F}_{k-1}$ and satisfy

$$
\mathbb{E} w_{j, k}=0, \quad \mathbb{E} w_{j, k}^{2}=1, \quad \mathbb{E}\left(w_{i, k} w_{j, k}\right)=0(i \neq j), \quad \mathbb{E}\left(w_{j, k} w_{j, k^{\prime}}\right)=0\left(k \neq k^{\prime}\right)
$$

for $k, k^{\prime} \in \mathbf{Z}_{0}, i, j=1,2, \ldots, N$. Hereby, $\mathbb{E}$ represents the expectation operator with respect to probability space $(\Omega, \mathcal{F}, \mathbf{P})$. The INNs Equation (1) possesses the following controlled boundary conditions

$$
\begin{equation*}
\left.\Delta_{\hbar} \mathbf{z}_{i, k}^{[l]}\right|_{\iota=0}=0,\left.\quad \Delta_{\hbar} \mathbf{z}_{i, k}^{[l]}\right|_{\iota=\ell-1}=\rho_{i, k} \tag{2}
\end{equation*}
$$

where $\Delta_{\hbar} \mathbf{z}_{i, k}^{[\cdot]}:=\frac{1}{\hbar}\left(\mathbf{z}_{i, k}^{[\cdot+1]}-\mathbf{z}_{i, k}^{[\cdot]}\right)$ and $\rho_{i, k}$ denotes the control input, $k \in \mathbf{Z}_{0}, i=1,2, \ldots, N$. Further, the initial condition of the INNs Equation (1) is given by

$$
\begin{equation*}
\mathbf{z}_{i, 0}^{\langle\iota\rangle}=\varphi_{i, 0}^{\langle\iota\rangle} \quad \Delta \mathbf{z}_{i, 0}^{\langle\iota\rangle}=\tilde{\varphi}_{i, 0}^{\langle\iota\rangle} \quad \forall \iota \in[0, \ell]_{\mathbf{Z}}, \tag{3}
\end{equation*}
$$

where $\varphi_{i, 0}^{\langle\cdot\rangle}$ and $\tilde{\varphi}_{i, 0}^{\langle\cdot\rangle}$ are $\mathscr{F}_{0}$-adaptive and $\mathscr{F}_{1}$-adaptive, respectively, $i=1,2, \ldots, N$.
Let $\mathbf{z}_{i, k}^{[l]}=\mathbf{z}_{i}(\iota \hbar, k h)$ for $(\iota, k) \in[0, \ell]_{\mathbf{Z}} \times \mathbf{Z}_{0}$. So discrete space and time INNs Equation (1) provides a full discretization scheme for the following stochastic INNs with reaction diffusions

$$
\begin{align*}
\frac{\partial^{2} \mathbf{z}_{i}(x, t)}{\partial t^{2}}= & -D \frac{\partial \mathbf{z}_{i}(x, t)}{\partial t}+M \frac{\partial^{2} \mathbf{z}_{i}(x, t)}{\partial x^{2}}-C \mathbf{z}_{i}(x, t)+A f\left(\mathbf{z}_{i}(x, t)\right) \\
& +\alpha \sum_{j=1}^{N} b_{i j} \Gamma\left(\frac{\partial \mathbf{z}_{j}(x, t)}{\partial t}+\mathbf{z}_{j}(x, t)\right)+\Xi g\left(\mathbf{z}_{i}(x, t)\right) \frac{\mathrm{d} \mathbf{B}_{i}(t)}{\mathrm{d} t}+\Lambda \gamma_{i}(x, t)+J \tag{4}
\end{align*}
$$

where $(x, t) \in(0, L) \times[0,+\infty)$ with $L=\ell \hbar, \mathbf{B}_{i}$ is a one-dimensional Brownian motion on some complete probability space, $i=1,2, \ldots, N$.

Recently, continuous-time INNs Equation (4) with reaction diffusions has been studied by a few authors (see refs. [21-24]) and the corresponding discrete networks have been discussed in reports [27,29]. The different approach of INNs Equation (1) is similar to those in refs. [27,29].

Hereon, INNs Equation (1) can be regarded as slaver networks and the isolated node $\mathbf{w} \in \mathbb{R}^{n}$ satisfies the master networks below

$$
\left\{\begin{align*}
\Delta^{2} \mathbf{w}_{k+1}^{[l]}= & \left(e^{-D_{\circ} h}+e^{-I h}-2 I\right) \Delta \mathbf{w}_{k}^{[\iota]}+\frac{\left(I-e^{-D_{\circ} h}\right)\left(I-e^{-I h}\right)}{D_{\circ}}  \tag{5}\\
& \times\left[M \Delta_{\hbar}^{2} \mathbf{w}_{k}^{[\iota-1]}-C \mathbf{w}_{k}^{[l]}+A f\left(\mathbf{w}_{k}^{[l]}\right)+\Xi g\left(\mathbf{w}_{k}^{[l]}\right) w_{i, k}+J\right] \\
\left.\Delta_{\hbar} \mathbf{w}_{k}^{[l]}\right|_{\iota=0} & =\left.\Delta_{\hbar} \mathbf{w}_{k}^{[l]}\right|_{\iota=\ell}=0, \quad \forall(\iota, k) \in(0, \ell)_{\mathbf{Z}} \times \mathbf{Z}_{0} .
\end{align*}\right.
$$

The initial condition of INNs Equation (5) is described as

$$
\begin{equation*}
\mathbf{w}_{0}^{\langle\iota\rangle}=\phi_{0}^{\langle\iota\rangle}, \quad \Delta \mathbf{w}_{0}^{\langle\iota\rangle}=\tilde{\phi}_{0}^{\langle\iota\rangle}, \quad \forall \iota \in[0, \ell]_{\mathbf{Z}}, \tag{6}
\end{equation*}
$$

where $\phi_{0}^{\langle\cdot\rangle}$ and $\tilde{\phi}_{0}^{\langle\cdot\rangle}$ are $\mathscr{F}_{0}$-adaptive and $\mathscr{F}_{1}$-adaptive, respectively.
Let $\mathbf{u}_{i}=\mathbf{z}_{i}-\mathbf{w}$, then the error networks of INNs Equations (1) and (5) are described by

$$
\left\{\begin{align*}
\Delta^{2} \mathbf{u}_{i, k+1}^{[l]} & =\left(e^{-D_{\circ} h}+e^{-I h}-2 I\right) \Delta \mathbf{u}_{i, k}^{[l]}+\frac{\left(I-e^{-D_{\circ} h}\right)\left(I-e^{-I h}\right)}{D_{\circ}}\left[M \Delta_{\hbar}^{2} \mathbf{u}_{i, k}^{[\iota-1]}-C \mathbf{u}_{i, k}^{[\ell]}\right.  \tag{7}\\
& \left.+A \tilde{f}\left(\mathbf{u}_{i, k}^{[l]}\right)+\alpha \sum_{j=1}^{N} b_{i j} \Gamma\left(\frac{\mathbf{u}_{j, k+1}^{[\ell]}-e^{-I h} \mathbf{u}_{j, k}^{[l]}}{I-e^{-I h}}\right)+\Xi \tilde{g}\left(\mathbf{u}_{i, k}^{[l]}\right) w_{i, k}+\Lambda \gamma_{i, k}^{[l]}\right], \\
\left.\Delta_{\hbar} \mathbf{u}_{i, k}^{[\ell]}\right|_{\iota=0} & =0,\left.\quad \Delta_{\hbar} \mathbf{u}_{i, k}^{[\ell]}\right|_{\iota=\ell-1}=\rho_{i, k}, \quad \forall(\iota, k) \in(0, \ell)_{\mathbf{Z}} \times \mathbf{Z}_{0},
\end{align*}\right.
$$

where $\tilde{f}\left(\mathbf{u}_{i}\right):=f\left(\mathbf{z}_{i}\right)-f(\mathbf{w})$ and $\tilde{g}\left(\mathbf{u}_{i}\right):=g\left(\mathbf{z}_{i}\right)-g(\mathbf{w}), i=1,2, \ldots, N$. With the help of Equations (3) and (6), the initial condition for INNs in Equation (7) can be derived, as depicted by

$$
\begin{equation*}
\mathbf{u}_{i, 0}^{\langle\langle \rangle}=\varphi_{i, 0}^{\langle\iota\rangle}-\phi_{0}^{\langle\iota\rangle}, \quad \Delta \mathbf{u}_{i, 0}^{\langle\iota\rangle}=\tilde{\varphi}_{i, 0}^{\langle\iota\rangle}-\tilde{\phi}_{0}^{\langle\langle \rangle}, \quad \forall \iota \in[0, \ell]_{\mathbf{Z}}, i=1,2, \ldots, N . \tag{8}
\end{equation*}
$$

To study INNs Equation (1) effectively, let

$$
\begin{equation*}
\mathbf{u}_{i, k+1}^{[l]}=e^{-I h} \mathbf{u}_{i, k}^{[l]}+\varepsilon\left(I-e^{-I h}\right) \mathbf{v}_{i, k^{\prime}}^{[l]} \quad \forall(\iota, k) \in(0, \ell)_{\mathbf{Z}} \times \mathbf{Z}, \tag{9}
\end{equation*}
$$

where $\varepsilon>0$ is a controlling parameter, which can be adjusted freely, $i=1,2, \ldots, N$. Then, the first equation in INNs Equation (7) is changed into

$$
\begin{align*}
\mathbf{v}_{i, k+1}^{[l]}= & e^{-D_{0} h} \mathbf{v}_{i, k}^{[l]}+\frac{I-e^{-D_{0} h}}{D_{\circ}}\left[M_{\varepsilon} \Delta_{\hbar}^{2} \mathbf{u}_{i, k}^{[\iota-1]}+C_{\varepsilon} \mathbf{u}_{i, k}^{[l]}\right. \\
& \left.+A_{\varepsilon} \tilde{f}\left(\mathbf{u}_{i, k}^{[l]}\right)+\alpha \sum_{j=1}^{N} b_{i j} \Gamma \mathbf{v}_{j, k}^{[l]}+\Xi_{\varepsilon} \tilde{g}\left(\mathbf{u}_{i, k}^{[l]}\right) w_{i, k}+\Lambda_{\varepsilon} \gamma_{i, k}^{[l]}\right] \tag{10}
\end{align*}
$$

$\forall(\iota, k) \in(0, \ell)_{\mathbf{Z}} \times \mathbf{Z}, C_{\varepsilon}=\varepsilon^{-1}(D-C-I), M_{\varepsilon}=\varepsilon^{-1} M, A_{\varepsilon}=\varepsilon^{-1} A, \Xi_{\varepsilon}=\varepsilon^{-1} \Xi, \Lambda_{\varepsilon}=\varepsilon^{-1} \Lambda$, $i=1,2, \ldots, N$.

The vector forms of INNs Equations (9) and (10) are written as

$$
\left\{\begin{align*}
& \mathbf{e}_{u, k+1}^{[l]}=\left(e^{-I h}\right)_{\otimes} \mathbf{e}_{u, k}^{[l]}+\varepsilon\left(I-e^{-I h}\right)_{\otimes} \mathbf{e}_{v, k^{\prime}}^{[l]} \\
& \mathbf{e}_{v, k+1}^{[l]}=\left(e^{-D_{\circ} h}\right)_{\otimes} \mathbf{e}_{v, k}^{[l]}+\left[\frac{\left(I-e^{-D_{\circ} h}\right) M_{\varepsilon}}{D_{\circ}}\right]_{\otimes}^{\Delta_{\hbar}^{2}} \mathbf{e}_{u, k}^{[\iota-1]}  \tag{11}\\
&+\left[\frac{\left(I-e^{-D_{\circ} h}\right) C_{\varepsilon}}{D_{\circ}}\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}+\left[\frac{\left(I-e^{-D_{0} h}\right) A_{\varepsilon}}{D_{\circ}}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right) \\
&+\alpha\left[\frac{\left(I-e^{-D_{\circ} h}\right) \Gamma}{D_{\circ}}\right]_{\otimes B} \mathbf{e}_{v, k}^{[l]}+\left[\frac{\left(I-e^{-D_{\circ} h}\right) \Lambda_{\varepsilon}}{D_{\circ}}\right]_{\otimes} \gamma_{k}^{[l]} \\
&+\left[\frac{\left(I-e^{-D_{\circ} h}\right) \Xi_{\varepsilon}}{D_{\circ}}\right]_{\otimes w_{k}} \mathbf{G}\left(\mathbf{e}_{u, k}^{[l l]}\right), \\
&\left.\left.\Delta_{\hbar} \mathbf{e}_{u, k}^{[l]}\right|_{\iota=0}=0, \quad \Delta_{\hbar} \mathbf{e}_{u, k}^{[l]}\right]_{\iota=\ell-1}=\rho_{k},
\end{align*}\right.
$$

where

$$
\begin{gathered}
\mathbf{e}_{u}=\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{N}\right)^{T}, \quad \mathbf{e}_{v}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{N}\right)^{T} \\
\mathbf{F}\left(\mathbf{e}_{u}\right):=\left(\tilde{f}\left(\mathbf{u}_{1}\right), \ldots, \tilde{f}\left(\mathbf{u}_{N}\right)\right)^{T}, \quad \mathbf{G}\left(\mathbf{e}_{u}\right):=\left(\tilde{g}\left(\mathbf{u}_{1}\right), \ldots, \tilde{g}\left(\mathbf{u}_{N}\right)\right)^{T}, \\
w=\operatorname{diag}\left(w_{1}, \ldots, w_{N}\right)^{T}, \quad \gamma=\left(\gamma_{1}, \ldots, \gamma_{N}\right)^{T}, \quad \rho=\left(\rho_{1}, \ldots, \rho_{N}\right)^{T},
\end{gathered}
$$

$I_{N}$ denotes the $N$-order identity matrix. Hereby, $(A)_{\otimes}:=I_{N} \otimes A$ and $(A)_{\otimes B}:=B \otimes A$. In accordance with Equations (8) and (9), the initial condition of INNs Equation (11) is expressed by

$$
\begin{equation*}
\mathbf{e}_{u, 0}^{\langle\nu\rangle}=\psi_{0}^{\langle\nu\rangle}, \quad \mathbf{e}_{v, 0}^{\langle\iota\rangle}=\varepsilon^{-1}\left[\left(I-e^{-I h}\right)^{-1}\right]_{\otimes} \tilde{\psi}_{0}^{\langle\nu\rangle}+\varepsilon^{-1} I_{N} \otimes \psi_{0}^{\langle\langle \rangle}, \tag{12}
\end{equation*}
$$

where $\iota \in[0, \ell]_{\mathbf{Z}}, i=1,2, \ldots, N, \psi_{0}^{\langle\cdot\rangle}=\left(\varphi_{1,0}^{\langle\cdot\rangle}-\phi_{0}^{\langle\cdot\rangle}, \ldots, \varphi_{N, 0}^{\langle\cdot\rangle}-\phi_{0}^{\langle\cdot\rangle}\right)^{T}$ and $\tilde{\psi}_{0}^{\langle\cdot\rangle}=\left(\tilde{\varphi}_{1,0}^{\langle\cdot\rangle}-\tilde{\phi}_{0}^{\langle\cdot\rangle}, \ldots, \tilde{\varphi}_{N, 0}^{\langle\cdot\rangle}-\tilde{\phi}_{0}^{\langle\cdot\rangle}\right)^{T}$. Throughout this article, supposing that

$$
\sum_{\iota=1}^{\ell-1} \mathbb{E}\left\|\varphi_{i, 0}^{\langle\iota}\right\|^{2}<\infty, \quad \sum_{\iota=1}^{\ell-1} \mathbb{E}\left\|\phi_{0}^{\langle\iota\rangle}\right\|^{2}<\infty, \quad \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\tilde{\varphi}_{i, 0}^{\langle \rangle}\right\|^{2}<\infty, \quad \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\tilde{\phi}_{0}^{\langle\iota\rangle}\right\|^{2}<\infty
$$

for $i=1,2, \ldots, N$. Based on Equation (12), we have

$$
\begin{equation*}
\sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{u, 0}^{\langle\iota\rangle}\right\|^{2}<\infty, \quad \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{v, 0}^{\langle\iota\rangle}\right\|^{2}<\infty . \tag{13}
\end{equation*}
$$

The current discussion will establish a boundary controller to synchronize and passivitybased control the master INNs Equations (5) and slave INNs (1), which will be demonstrated in Section 3.

Hereon, we need the following assumption for activation functions.
(F) $\quad L_{f}$ and $L_{g}$ are $n$-order matrices ensuring

$$
\begin{gathered}
{[f(x)-f(y)]^{T}[f(x)-f(y)] \leq(x-y)^{T} L_{f}(x-y),} \\
{[g(x)-g(y)]^{T}[g(x)-g(y)] \leq(x-y)^{T} L_{g}(x-y), \quad \forall x, y \in \mathbb{R}^{n} .}
\end{gathered}
$$

### 2.2. Some Important Inequalities

Lemma 1 ([39]). Let $X, Y \in \mathbb{R}^{m}$. Then $X^{T} Y+Y^{T} X \leq \alpha X^{T} X+\frac{1}{\alpha} Y^{T} Y$ for any $\alpha>0$.

Lemma 2 ([40]). If $X:[0, \ell]_{\mathbf{Z}} \rightarrow \mathbb{R}^{m}, P \in \mathbb{R}^{m \times m}$, one has

$$
\sum_{\iota=1}^{\ell-1} X_{\iota}^{T} P \Delta^{2} X_{\iota-1}=\left.X_{\iota}^{T} P \Delta X_{\iota-1}\right|_{1} ^{\ell}-\sum_{\iota=1}^{\ell-1} \Delta X_{\iota}^{T} P \Delta X_{\iota}
$$

Lemma 3 ([41,42]). If $X:[0, \ell]_{\mathbf{Z}} \rightarrow \mathbb{R}^{m}, P \in \mathbb{R}^{m \times m}, P \geq 0$, and $X_{0}=0$, one has

$$
v_{\ell} \sum_{\iota=0}^{\ell} X_{\iota}^{T} P X_{\iota} \leq \sum_{l=0}^{\ell-1} \Delta X_{\iota}^{T} P \Delta X_{\iota} \leq \mu_{\ell} \sum_{l=0}^{\ell} X_{\iota}^{T} P X_{\iota}
$$

where $\mu_{\ell}=4 \cos ^{2} \frac{\pi}{2 \ell+1}$ and $v_{\ell}=4 \sin ^{2} \frac{\pi}{2(2 \ell+1)}$.
Lemma $4([41,43])$. If $X:[1, \ell]_{\mathbf{Z}} \rightarrow \mathbb{R}^{m}, P \in \mathbb{R}^{m \times m}, P \geq 0$, one has

$$
\begin{gathered}
\kappa_{\ell} \sum_{\iota=1}^{\ell} X_{\iota}^{T} P X_{\iota} \leq \sum_{\iota=1}^{\ell-1} \Delta X_{\iota}^{T} P \Delta X_{\iota}+\left(X_{1}+X_{\ell}\right)^{T} P\left(X_{1}+X_{\ell}\right), \\
\sum_{\iota=1}^{\ell-1} \Delta X_{\iota}^{T} P \Delta X_{\iota}+\left[X_{1}+(-1)^{\ell} X_{\ell}\right]^{T} P\left[X_{1}+(-1)^{\ell} X_{\ell}\right] \leq\left(4-\kappa_{\ell}\right) \sum_{\iota=1}^{\ell} X_{\iota}^{T} P X_{\iota} .
\end{gathered}
$$

Using Lemma 3, we get

$$
\begin{equation*}
\sum_{l=0}^{\ell-2} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l] T} P \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l]} \leq \frac{\mu_{\ell-1}}{\hbar^{2}} \sum_{l=0}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T} P \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]} \quad \forall k \in \mathbf{Z}_{0} \tag{14}
\end{equation*}
$$

where $P$ is defined as in Lemma 3.

## 3. Stochastic Synchronization and Passivity-Based Control

The slave INNs Equation (1) is said to be stochastically synchronized with the master INNs Equation (5) if the error vector networks Equation (11) achieves globally asymptotically stability in mean square, i.e.,

$$
\lim _{k \rightarrow \infty} \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}=0=\lim _{k \rightarrow \infty} \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2} .
$$

### 3.1. Stochastic Synchronization

Define

$$
\begin{equation*}
\rho_{k}=-\sum_{l=1}^{\ell-1} \Theta_{\otimes} \mathbf{e}_{u, k^{\prime}}^{[l]} \quad \forall k \in \mathbf{Z}_{0} \tag{15}
\end{equation*}
$$

where $\Theta \in \mathbb{R}^{n \times n}$. Set $\mathcal{D}:=\frac{I-e^{-D_{\circ} h}}{D_{\circ}}$.
Theorem 1. Assuming that (F) is valid, and $\varepsilon>0$ is given in advance, $\mathcal{D}$ and $M_{\varepsilon}$ are nonsingular. The slaver INNs Equation (1) stochastically synchronizes with the master INNs Equation (5); in other words, model Equation (11) is globally mean-squared asymptotically stable if it has positive constants $\lambda_{f}, \lambda_{g}$ and $n$-order matrices $P>0, Q>0, H>0, K>0$ such that

$$
\mathbb{O}:=\left[\begin{array}{cccccc}
\mathbb{O}_{11} & \mathbb{O}_{12} & \mathbb{O}_{13} & \mathbb{O}_{14} & \mathbb{O}_{15} & \mathbb{O}_{16} \\
* & \mathbb{O}_{22} & \mathbb{O}_{23} & \mathbb{O}_{24} & \mathbb{O}_{25} & \mathbb{O}_{26} \\
* & * & \mathbb{O}_{33} & \mathbb{O}_{34} & \mathbb{O}_{35} & \mathbb{O}_{36} \\
* & * & * & \mathbb{O}_{44} & \mathbb{O}_{45} & \mathbb{O}_{46} \\
* & * & * & * & \mathbb{O}_{55} & \mathbb{O}_{56} \\
* & * & * & * & * & \mathbb{O}_{66}
\end{array}\right]<0,
$$

where

$$
\begin{gathered}
\mathbb{O}_{11}=-\frac{1}{\hbar} \operatorname{sym}\left(C_{\varepsilon} K\right)_{\otimes}+\left[e^{-I h} P e^{-I h}-P\right]_{\otimes}+\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} C_{\varepsilon}\right]_{\otimes}+\lambda_{f}\left(L_{f}\right)_{\otimes}+\lambda_{g}\left(L_{g}\right)_{\otimes,} \\
\mathbb{O}_{12}=\varepsilon\left[e^{-I h} P\left(I-e^{-I h}\right)\right]_{\otimes}+\left[e^{-D_{0} h} Q \mathcal{D} C_{\varepsilon}\right]_{\otimes}^{T}+\alpha\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes B^{\prime}} \mathbb{O}_{13}=-\frac{1}{\hbar}\left(C_{\varepsilon} K\right)_{\otimes,} \\
\mathbb{O}_{15}=\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes^{\prime}}, \mathbb{O}_{25}=\left[e^{-D_{0} h} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes}+\alpha\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes B^{\prime}}^{T} \\
\mathbb{O}_{22}=-Q_{\otimes}+\varepsilon^{2}\left[\left(I-e^{-I h}\right) P\left(I-e^{-I h}\right)\right]_{\otimes}+\alpha s y m\left[e^{-D_{0} h} Q \mathcal{D} \Gamma\right]_{\otimes B} \\
+2\left[e^{-D_{\circ} h} Q e^{-D_{0} h}\right]_{\otimes}+2 \alpha^{2}\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes_{B^{T} B}^{\prime}}^{\prime} \\
\mathbb{O}_{33}=-H_{\otimes}, \quad \mathbb{O}_{44}=- \text { sym }\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{4 \mu_{\ell-1}}{\hbar^{2}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{\hbar^{2} \ell}{\kappa_{\ell}} H_{\otimes}, \\
\mathbb{O}_{55}=-\lambda_{f} I_{\otimes}+2\left[A_{\varepsilon}^{T} \mathcal{D Q D} A_{\varepsilon}\right]_{\otimes}^{\prime} \mathbb{O}_{66}=-\lambda_{g} I_{\otimes}+\left[\Xi_{\varepsilon}^{T} \mathcal{D Q \mathcal { D } \Xi _ { \varepsilon } ] _ { \otimes } ^ { \prime }}\right. \\
\mathbb{O}_{14}=\mathbb{O}_{16}=\mathbb{O}_{23}=\mathbb{O}_{24}=\mathbb{O}_{26}=\mathbb{O}_{34}=\mathbb{O}_{35}=\mathbb{O}_{36}=\mathbb{O}_{45}=\mathbb{O}_{46}=\mathbb{O}_{56}=0 . \text { Here } \\
\text { sym }(A)=A+A^{T} . \text { The controller gain }
\end{gathered}
$$

$$
\Theta=\left[\mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]^{-1} K .
$$

Proof. Let us define a Lyapunov-Krasovskii function, which is described by

$$
V_{k}=V_{1, k}+V_{2, k}
$$

where

$$
V_{1, k}=\sum_{\imath=1}^{\ell-1} \mathbf{e}_{u, k}^{[l] T}\left(I_{N} \otimes P\right) \mathbf{e}_{u, k^{\prime}}^{[l]} \quad V_{2, k}=\sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left(I_{N} \otimes Q\right) \mathbf{e}_{v, k^{\prime}}^{[l]} \quad \forall k \in \mathbf{Z}_{0} .
$$

In the line with the first segment of the error networks Equation (11), we can derive

$$
\begin{align*}
\mathbb{E}\left[\Delta V_{1, k}\right]= & \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{u, k+1}^{[l] T}\left(I_{N} \otimes P\right) \mathbf{e}_{u, k+1}^{[l]}-V_{1, k} \\
= & \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{u, k}^{[l] T}\left[e^{-I h} P e^{-I h}-P\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}+\varepsilon \mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[e^{-I h} P\left(I-e^{-I h}\right)\right]_{\otimes} \mathbf{e}_{v, k}^{[l]}\right\} \\
& +\varepsilon^{2} \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[\left(I-e^{-I h}\right) P\left(I-e^{-I h}\right)\right]_{\otimes} \mathbf{e}_{v, k^{\prime}}^{[l]} \quad \forall k \in \mathbf{Z}_{0} . \tag{16}
\end{align*}
$$

According to the second equation of networks Equation (11), we get

$$
\begin{aligned}
& \mathbb{E}\left[V_{2, k+1}\right]=\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k+1}^{[l] T}\left(I_{N} \otimes Q\right) \mathbf{e}_{v, k+1}^{[l]} \\
& =\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{0} h} Q e^{-D_{0} h}\right]_{\otimes} \mathbf{e}_{v, k}^{[\ell]}}_{\mathcal{U}_{1, k}}+\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{0} h} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]}\right\}}_{\mathcal{U}_{2, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{0} h} Q \mathcal{D} C_{\varepsilon}\right]_{\otimes} \mathbf{e}_{u, k}^{[\ell]}\right\}}_{\mathcal{U}_{3, k}} \\
& +\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{o} h} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right)\right\}}_{\mathcal{U}_{4, k}} \\
& +\underbrace{\alpha \mathbb{E} \sum_{\imath=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{\circ} h} Q \mathcal{D} \Gamma\right]_{\otimes B} \mathbf{e}_{v, k}^{[l]}\right\}}_{\mathcal{U}_{5, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]}}_{\mathcal{U}_{6, k}} \\
& +\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \operatorname{sym}\left\{\Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D C} C_{\varepsilon}\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}\right\}}_{\mathcal{U}_{7, k}} \\
& +\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \operatorname{sym}\left\{\Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[\iota]}\right)\right\}}_{\mathcal{U}_{8, k}} \\
& +\underbrace{\alpha \mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes B} \mathbf{e}_{v, k}^{[l]}\right\}}_{\mathcal{U}_{9, k}} \\
& +\underbrace{\mathbb{E} \sum_{\iota=1}^{\ell-1} \mathbf{e}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} C_{\varepsilon}\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}}_{\mathcal{U}_{10, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right)\right\}}_{\mathcal{U}_{11, k}} \\
& +\underbrace{\alpha \mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes B} \mathbf{e}_{v, k}^{[l]}\right\}}_{\mathcal{U}_{12, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right] \otimes_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right)}_{\mathcal{U}_{13, k}}
\end{aligned}
$$

$$
\begin{align*}
& +\underbrace{\alpha \mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes \mathbf{B}} \mathbf{e}_{v, k}^{[l]}\right\}}_{U_{14, k}} \\
& +\underbrace{\alpha^{2} \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes_{B} T_{B}} \mathbf{e}_{v, k}^{[l]}}_{U_{15, k}} \\
& +\underbrace{+\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{G}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[\Xi_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Xi_{\varepsilon}\right]_{\otimes_{w_{k}^{2}}} \mathbf{G}\left(\mathbf{e}_{u, k}^{[l]}\right)}_{U_{10, k}}, \tag{17}
\end{align*}
$$

where $k \in \mathbf{Z}_{0}$.
According to Lemmas 1-3 and boundary conditions in Equation (11), we calculate

$$
\begin{align*}
& \mathcal{U}_{2, k} \leq \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{0} h} Q e^{-D_{0} h}\right]_{\otimes} \mathbf{e}_{v, k}^{[l]}+\mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]} \\
& \leq \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{0} h} Q e^{-D_{0} h}\right]_{\otimes} \mathbf{e}_{v, k}^{[l]}+\frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]}  \tag{18}\\
& \mathcal{U}_{6, k}=\mathbb{E} \sum_{l=0}^{\ell-2} \Delta_{\hbar}^{2} \mathbf{e}_{z}^{T}\left(x_{l}, t_{k}\right)\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l]} \\
& \leq \frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{\imath=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]}  \tag{19}\\
& \mathcal{U}_{7, k}=\left.\frac{1}{\hbar} \mathbb{E} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[C_{\mathcal{E}} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l-1]}\right\}\right|_{1} ^{\ell}-\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[C_{\mathcal{E}} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l]}\right\} \\
& =\frac{1}{\hbar} \mathbb{E} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[\ell] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \rho_{k}\right\}-\mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T} \operatorname{sym}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]}  \tag{20}\\
& \mathcal{U}_{8, k} \leq \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]}+\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right) \\
& \leq \frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l]}+\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[A_{\mathcal{\varepsilon}}^{T} \mathcal{D} Q \mathcal{D} A_{\varepsilon}\right]_{\otimes} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right),  \tag{21}\\
& \mathcal{U}_{9, k} \leq \alpha^{2} \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes_{B} T_{B}} \mathbf{e}_{v, k}^{[l]}+\mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]} \\
& \leq \alpha^{2} \mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{e}_{v, k}^{[l] T}\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Gamma\right]_{\otimes_{B^{T} T}} \mathbf{e}_{v, k}^{[l]}+\frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]}  \tag{22}\\
& \mathcal{U}_{16, k}=\mathbb{E} \sum_{l=1}^{\ell-1} \mathbf{G}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[\Xi_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Xi_{\varepsilon}\right]_{\otimes} \mathbf{G}\left(\mathbf{e}_{u, k}^{[l]}\right), \quad \forall k \in \mathbf{Z}_{0} . \tag{23}
\end{align*}
$$

With the help of (F), we have

$$
\begin{equation*}
\sum_{l=1}^{\ell-1} \mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right) \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right) \leq \sum_{l=1}^{\ell-1} \mathbf{e}_{u, k}^{[l] T}\left(L_{f}\right)_{\otimes} \mathbf{e}_{u, k}^{[l]} \quad \sum_{l=1}^{\ell-1} \mathbf{G}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right) \mathbf{G}\left(\mathbf{e}_{u, k}^{[l]}\right) \leq \sum_{l=1}^{\ell-1} \mathbf{e}_{u, k}^{[l] T}\left(L_{g}\right)_{\otimes} \mathbf{e}_{u, k}^{[l]} \tag{24}
\end{equation*}
$$

and by using $\hat{\mathbf{e}}_{u, \cdot}^{[\cdot]}:=\mathbf{e}_{u, \cdot}^{[\ell]}-\mathbf{e}_{u, \cdot}^{[\cdot]}$. and Lemma 4 , it gets

$$
\begin{align*}
\sum_{l=1}^{\ell} \hat{\mathbf{e}}_{u, k}^{[l] T} H_{\otimes} \hat{\mathbf{e}}_{u, k}^{[l]} & \leq \frac{\hbar^{2}}{\kappa_{\ell}} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T} H_{\otimes} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l]}+\frac{1}{\kappa_{\ell}}\left[\mathbf{e}_{u, k}^{[\ell]}-\mathbf{e}_{u, k}^{[1]}\right]^{T} H_{\otimes}\left[\mathbf{e}_{u, k}^{[\ell]}-\mathbf{e}_{u, k}^{[1]}\right] \\
& =\frac{\hbar^{2}}{\kappa_{\ell}} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l] T} H_{\otimes} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l]}+\frac{\hbar^{2}}{\kappa_{\ell}}\left[\sum_{\iota=1}^{\ell-1} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l]}\right]^{T} H_{\otimes}\left[\sum_{l=1}^{\ell-1} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l]}\right] \\
& \leq \frac{\hbar^{2} \ell}{\kappa_{\ell}} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k}^{[l] T} H_{\otimes} \Delta_{\hbar} \hat{\mathbf{e}}_{u, k^{\prime}}^{[l]} \quad \forall k \in \mathbf{Z}_{0} . \tag{25}
\end{align*}
$$

Considering Equation (20), we have

$$
\begin{align*}
\varrho_{k}:= & \frac{1}{\hbar} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[\ell] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \rho_{k}\right\} \\
\leq & -\frac{1}{\hbar} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[\ell] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon} \Theta\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}\right\} \\
= & -\frac{1}{\hbar} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\hat{\mathbf{e}}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon} \Theta\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}\right\} \\
& -\frac{1}{\hbar} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon} \Theta\right]_{\otimes} \mathbf{e}_{u, k}^{[l]}\right\}, \tag{26}
\end{align*}
$$

for all $k \in \mathbf{Z}_{0}$.
Taking into account Equations (16)-(26), we obtain

$$
\begin{equation*}
\mathbb{E}\left[\Delta V_{k}\right]=\mathbb{E}\left[\Delta V_{1, k}\right]+\mathbb{E}\left[\Delta V_{2, k}\right] \leq \mathbb{E} \sum_{l=1}^{\ell-1} \xi_{k}^{[l l T} \mathbb{O} \xi_{k}^{[l]}, \quad \forall k \in \mathbf{Z}_{0} \tag{27}
\end{equation*}
$$

where $\xi_{k}^{[l]}:=\left(\mathbf{e}_{u, k^{\prime}}^{[\iota]}, \mathbf{e}_{v, k^{\prime}}^{[l]}, \hat{\mathbf{e}}_{u, k^{\prime}}^{[l]}, \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[\iota]}, \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right), \mathbf{G}\left(\mathbf{e}_{u, k}^{[l]}\right)\right)^{T}$ for $k \in \mathbf{Z}_{0, \iota}=1,2, \ldots, \ell$.
Based on Equation (27), we get

$$
\begin{equation*}
\mathbb{E}\left[\Delta V_{k}\right] \leq \lambda_{\max }(\mathbb{O}) \sum_{l=1}^{\ell-1}\left[\mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}+\mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2}\right], \quad \forall k \in \mathbf{Z}_{0} \tag{28}
\end{equation*}
$$

With the help of Equation (13), we get

$$
\begin{equation*}
\mathbb{E} V_{0} \leq \max \left\{\lambda_{\max }\left(P_{\otimes}\right), \lambda_{\max }\left(Q_{\otimes}\right)\right\} \mathbb{E} \sum_{l=1}^{\ell-1}\left[\left\|\mathbf{e}_{u, 0}^{\langle\nu\rangle}\right\|^{2}+\left\|\mathbf{e}_{v, 0}^{\langle \rangle}\right\|^{2}\right]<\infty \tag{29}
\end{equation*}
$$

Noting that $\lambda_{\max }(\mathbb{O})<0$ owing to the assumption $\mathbb{O}<0$ in Theorem 1 , we can use Equations (28) and (29) to arrive at

$$
\lambda_{\max }(\mathbb{O}) \sum_{k=1}^{k^{\prime}-1} \sum_{l=1}^{\ell-1}\left[\mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}+\mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2}\right] \geq \mathbb{E} V_{k^{\prime}}-\mathbb{E} V_{0} \geq-\mathbb{E} V_{0}
$$

which is equal to

$$
\begin{align*}
\sum_{k=1}^{k^{\prime}-1} \sum_{l=1}^{\ell-1}\left[\mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}+\mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2}\right] & \leq-\frac{\mathbb{E} V_{0}}{\lambda_{\max }(\mathbb{O})}<\infty \\
& \stackrel{k^{\prime} \rightarrow \infty}{\longrightarrow} \sum_{k=1}^{\infty} \sum_{l=1}^{\ell-1}\left[\mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}+\mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2}\right]<\infty . \tag{30}
\end{align*}
$$

Then,

$$
\lim _{k \rightarrow \infty} \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{u, k}^{[l]}\right\|^{2}=0=\lim _{k \rightarrow \infty} \sum_{l=1}^{\ell-1} \mathbb{E}\left\|\mathbf{e}_{v, k}^{[l]}\right\|^{2},
$$

which implies that model Equation (11) achieves global mean-squared asymptotic stability. This completes the proof.

From Lemma 4, the following inequality is valid:

$$
\frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l]} \leq \frac{4-\kappa_{\ell}}{\hbar^{2}} \frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \hat{\mathbf{e}}_{u, k}^{[l] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \hat{\mathbf{e}}_{u, k}^{[l]}
$$

where $k \in \mathbf{Z}_{0}$. Further,

$$
\begin{equation*}
\mathbb{E}\left[\Delta V_{k}\right] \leq \mathbb{E} \sum_{\iota=1}^{\ell-1} \xi_{k}^{[l] T} \tilde{\mathbb{O}} \xi_{k}^{[\iota]}, \quad \forall k \in \mathbf{Z}_{0} \tag{31}
\end{equation*}
$$

here $\widetilde{\mathbb{O}}=\left(\widetilde{\mathbb{O}}_{i j}\right)_{1 \leq i, j \leq 6}$ is defined as $\mathbb{O}$ defined in Theorem 1, except that

$$
\begin{gathered}
\tilde{\mathbb{O}}_{33}=-H_{\otimes}+\frac{4(1-\beta)\left(4-\kappa_{\ell}\right) \mu_{\ell-1}}{\hbar^{4}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}^{\prime} \\
\tilde{\mathbb{O}}_{44}=-\operatorname{sym}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{4 \mu_{\ell-1} \beta}{\hbar^{2}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{\hbar^{2} \ell}{\kappa_{\ell}} H_{\otimes} .
\end{gathered}
$$

So, we have the following:
Corollary 1. Assuming that (F) is valid, we pre-give values of $\varepsilon>0$ and $\beta \in[0,1]$. Additionally, we assume that $\mathcal{D}$ and $M_{\varepsilon}$ are nonsingular, and we define $\Theta$ as indicated in Theorem 1. Under these conditions, the slave INNs Equation (1) stochastically synchronize with the master INNs Equation (5), meaning that the model Equation (11) achieves global mean-squared asymptotic stability. This holds true if the model has positive constants $\lambda_{f}, \lambda_{g}$, and positive definite $n$-order matrices $P, Q, H$, and $K$ such that the $\widetilde{\mathbb{O}}$ matrix defined in Equation (31) is negative definite.

Remark 1. Reports [22,24] addressed the issues of synchronization for inertial neural networks with reaction-diffusion terms. However, the networks in reports [22,24] were involved in the Dirichlet boundary condition and the controller is embedded in the model of the networks. In this article, the controller does not exist in the model of the networks, but it is designed in the boundary.

### 3.2. Passivity-Based Control

The error vector networks described by Equation (11) with respect to a supply rate can be represented as

$$
\begin{equation*}
\omega(\mathcal{Y}, \gamma):=\sum_{\iota=1}^{\ell-1} \mathcal{Y}^{[l\rfloor T} \gamma .^{[\iota]} \text { for some } \mathcal{Y} \in \mathbb{R}^{N n} \tag{32}
\end{equation*}
$$

This system is stochastically passive if there exists a nonnegative mapping $\theta$ that satisfies

$$
\mathbb{E} \sum_{k=s_{1}}^{s_{2}-1} \sum_{l=1}^{\ell-1} \mathcal{Y}_{k}^{[l] T} \gamma_{k}^{[l]} \geq \theta\left(s_{2}\right)-\theta\left(s_{1}\right), \quad \forall s_{1}<s_{2}, s_{1}, s_{2} \in \mathbf{Z}_{0} .
$$

Theorem 2. Let Hypothesis (F) be satisfied, $\varepsilon>0$ be given, and $\mathcal{D}, M_{\varepsilon}$ be nonsingular. Additionally, let the controller gain $\Theta$ be as provided in Theorem 1. The error networks Equation (11) are stochastically passive if there exist positive constants $\lambda_{f}, \lambda_{g}$ and $n$-order positive definite matrices $P, Q, H, K, \Re_{1}, \Re_{2}, \Re_{3}$ such that

$$
\mathcal{O}:=\left[\begin{array}{ccccccc}
\mathcal{O}_{11} & \mathcal{O}_{12} & \mathcal{O}_{13} & \mathcal{O}_{14} & \mathcal{O}_{15} & \mathcal{O}_{16} & \mathcal{O}_{17} \\
* & \mathcal{O}_{22} & \mathcal{O}_{23} & \mathcal{O}_{24} & \mathcal{O}_{25} & \mathcal{O}_{26} & \mathcal{O}_{27} \\
* & * & \mathcal{O}_{33} & \mathcal{O}_{34} & \mathcal{O}_{35} & \mathcal{O}_{36} & \mathcal{O}_{37} \\
* & * & * & \mathcal{O}_{44} & \mathcal{O}_{45} & \mathcal{O}_{46} & \mathcal{O}_{47} \\
* & * & * & * & \mathcal{O}_{55} & \mathcal{O}_{56} & \mathcal{O}_{57} \\
* & * & * & * & * & \mathcal{O}_{66} & \mathcal{O}_{67} \\
* & * & * & * & * & * & \mathcal{O}_{77}
\end{array}\right]<0,
$$

where

$$
\begin{gathered}
\mathcal{O}_{44}=\mathbb{O}_{44}+\frac{\mu_{\ell-1}}{\hbar^{2}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}, \quad \mathcal{O}_{17}=-\left(\Re_{1}\right)_{\otimes}+\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \\
\mathcal{O}_{27}=-\left(\Re_{2}\right)_{\otimes}+\left[e^{-D_{0} h} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes}+\alpha\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes B^{T^{\prime}}} \quad \mathcal{O}_{57}=\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes}, \\
\mathcal{O}_{77}=-2\left(\Re_{3}\right)_{\otimes}+2\left[\Lambda_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes}, \quad \mathcal{O}_{37}=\mathcal{O}_{47}=\mathcal{O}_{67}=0,
\end{gathered}
$$

and the other unmentioned block matrices $\mathcal{O}_{i j}$ in $\mathcal{O}$ are equal to $\mathbb{O}_{i j}$ in $\mathbb{O}$ for $i, j=1,2, \ldots, 6$.
Proof. Define the Lyapunov-Krasovskii function $V$ for the error vector networks Equation (11), following the approach described in Section 3.1. Additionally, introduce an output vector $\mathcal{Y} \in \mathbb{R}^{N n}$ to the error vector networks Equation (11) using the expression

$$
\mathcal{Y}=\left(I_{N} \otimes \Re_{1}\right) \mathbf{e}_{u}+\left(I_{N} \otimes \Re_{2}\right) \mathbf{e}_{v}+\left(I_{N} \otimes \Re_{3}\right) \gamma
$$

Similar to the argument in Equation (17), we get

$$
\begin{aligned}
\mathbb{E}\left[V_{2, k+1}\right]= & \sum_{i=1}^{16} \mathcal{U}_{i, k}+\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[e^{-D_{\circ} h} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]}\right\}}_{\mathcal{U}_{17, k}} \\
& +\underbrace{\left.\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[l-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]\right]_{\otimes} \gamma_{k}^{[l]}\right\}}_{\mathcal{U}_{18, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{u, k}^{[l] T}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]}\right\}}_{\mathcal{U}_{19, k}}
\end{aligned}
$$

$$
\begin{align*}
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{F}^{T}\left(\mathbf{e}_{u, k}^{[l]}\right)\left[A_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]}\right\}}_{\mathcal{U}_{20, k}} \\
& +\underbrace{\alpha \mathbb{E} \sum_{l=1}^{\ell-1} \operatorname{sym}\left\{\mathbf{e}_{v, k}^{[l] T}\left[\Gamma^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes B^{T}} \gamma_{k}^{[l]}\right\}}_{\mathcal{U}_{21, k}} \\
& +\underbrace{\mathbb{E} \sum_{l=1}^{\ell-1} \gamma_{k}^{[l] T}\left[\Lambda_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]}}_{\mathcal{U}_{22, k}}, \quad \forall k \in \mathbf{Z}_{0} . \tag{33}
\end{align*}
$$

Meanwhile, similar to the estimates in inequalities Equations (18)-(23), we obtain from Equation (33) the following:

$$
\begin{align*}
\mathcal{U}_{18, k} & \leq \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1] T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar}^{2} \mathbf{e}_{u, k}^{[\iota-1]}+\mathbb{E} \sum_{l=1}^{\ell-1} \gamma_{k}^{[l] T}\left[\Lambda_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]} \\
& \leq \frac{\mu_{\ell-1}}{\hbar^{2}} \mathbb{E} \sum_{l=1}^{\ell-1} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l l T}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes} \Delta_{\hbar} \mathbf{e}_{u, k}^{[l]}+\mathbb{E} \sum_{l=1}^{\ell-1} \gamma_{k}^{[l] T}\left[\Lambda_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} \Lambda_{\varepsilon}\right]_{\otimes} \gamma_{k}^{[l]}, \tag{34}
\end{align*}
$$

$\forall k \in \mathbf{Z}_{0}$.
By employing Equations (16)-(26) and (33) and (34), we can compute

$$
\begin{equation*}
\mathbb{E}\left[\Delta V_{k}\right]-2 \mathbb{E} \sum_{l=1}^{\ell-1} \mathcal{Y}_{k}^{[l] T} \gamma_{k}^{[l]} \leq \mathbb{E} \sum_{l=1}^{\ell-1} \eta_{k}^{[l] T} \mathcal{O} \eta_{k}^{[l]}, \quad \forall k \in \mathbf{Z}_{0} \tag{35}
\end{equation*}
$$

where $\eta_{k}^{[l]}:=\left[\mathbf{e}_{u, k^{\prime}}^{[l]} \mathbf{e}_{v, k^{\prime}}^{[l]}, \hat{\mathbf{e}}_{u, k^{\prime}}^{[l]}, \Delta_{\hbar} \mathbf{e}_{u, k^{\prime}}^{[l]} \mathbf{F}\left(\mathbf{e}_{u, k}^{[l]}\right), \mathbf{G}\left(\mathbf{e}_{u, k}^{[l]}\right), \gamma_{k}^{[l]}\right]^{T}$ for $k \in \mathbf{Z}_{0, \iota}=1,2, \ldots, \ell$.
In accordance with Equation (35), we get

$$
2 \mathbb{E} \sum_{l=1}^{\ell-1} \mathcal{Y}_{k}^{[l] T} \gamma_{k}^{[l]} \geq \mathbb{E}\left[\Delta V_{k}\right]
$$

which is equal to

$$
2 \mathbb{E} \sum_{k=s_{1}}^{s_{2}-1} \sum_{l=1}^{\ell-1} \mathcal{Y}_{k}^{[l l T} \gamma_{k}^{[l]} \geq \mathbb{E} V_{s_{2}}-\mathbb{E} V_{s_{1}}, \quad \forall s_{1}<s_{2}, s_{1}, s_{2} \in \mathbf{Z}_{0}
$$

Accordingly, INNs Equation (11) is stochastic passive. This completes the proof.
So, we have the following:
Corollary 2. Assuming that $(\mathbf{F})$ is satisfied, $\varepsilon>0$ and $\beta \in[0,1]$ are pre-given, $\mathcal{D}$ and $M_{\varepsilon}$ are nonsingular, and the controller gain $\Theta$ is provided in Theorem 1, the error network Equation (11) is stochastically passive if there exist positive constants $\lambda_{f}, \lambda_{g}$, and $n$-order positive definite matrices $P, Q, H, K, \Re_{1}, \Re_{2}$, and $\Re_{3}$ such that $\tilde{\mathcal{O}}<0$. Here, $\tilde{\mathcal{O}}=(\tilde{\mathcal{O}} i j) 1 \leq i, j \leq 7$ is defined as $\mathcal{O}$ in Theorem 2 except for the following modifications:

$$
\begin{gathered}
\tilde{\mathcal{O}}_{33}=-H_{\otimes}+\frac{5(1-\beta)\left(4-\kappa_{\ell}\right) \mu_{\ell-1}}{\hbar^{4}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}^{\prime} \\
\tilde{\mathcal{O}}_{44}=-\operatorname{sym}\left[C_{\varepsilon} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{5 \mu_{\ell-1} \beta}{\hbar^{2}}\left[M_{\varepsilon}^{T} \mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]_{\otimes}+\frac{\hbar^{2} \ell}{\kappa_{\ell}} H_{\otimes} .
\end{gathered}
$$

According to Theorems 1 and 2, a realizable algorithm for stochastic synchronization or passivity of INNs Equations (1) and (5) is designed as Algorithm 1, and its O-chart is described in Figure 1.

Algorithm 1 Stochastic synchronization or passivity of INNs Equations (1) and (5)
(1) Initialize the values of the coefficient matrices in INNs Equations (1) and (5)
(2) Compute LMIs in Theorems 1 or 2. When they are unviable, modify the values of coefficient matrices in INNs Equation (1); otherwise, switch to next step.
(3) Receive the values of matrices $P, Q, K$, etc. Calculate the controller gain $\Theta=\left[\mathcal{D} Q \mathcal{D} M_{\varepsilon}\right]^{-1} K$.
(4) Write iterative program based on INNs Equations (1) and (5) and plot the response trajectories.


Figure 1. O-chart of Algorithm 1.
Remark 2. Papers $[44,45]$ investigated the passivity of inertial neural networks without reactiondiffusion terms. This paper considers the effects of the reaction diffusions, which complements the works in the literature [44,45].

## 4. Numerical Example

In view of INNs Equation (1), we take $\alpha=0.1, J=(10,12)^{T}$,

$$
\begin{gathered}
D=50\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right], \quad C=45\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right], \quad M=0.1\left[\begin{array}{ll}
1 & 1 \\
0 & 2
\end{array}\right], \quad A=0.1\left[\begin{array}{cc}
2 & -1 \\
0 & 2
\end{array}\right], \\
B=0.1\left[\begin{array}{cc}
-2 & 2 \\
1 & -1
\end{array}\right], \quad \Gamma=0.01\left[\begin{array}{ll}
2 & 0 \\
0 & 3
\end{array}\right], \quad \Xi=0.01\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

Taking $\varepsilon=0.1, h=0.01, \hbar=0.2, \ell=25, f(x)=\left(f_{1}(x), f_{2}(x)\right)^{T}=0.1\left(\sin x_{1},\left|x_{2}\right|\right)^{T}=$ $\left(g_{1}(x), g_{2}(x)\right)^{T}=g(x)$ for any $x=\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}$. From Theorem 1 , we can determine that $\lambda_{f}=32693, \lambda_{g}=32686$,

$$
\begin{gathered}
P=\left[\begin{array}{cc}
1.2059 & -0.0142 \\
-0.0142 & 1.6238
\end{array}\right] \times 10^{5}, \quad Q=\left[\begin{array}{cc}
2.5836 & -0.0082 \\
-0.0082 & 1.5422
\end{array}\right] \times 10^{4}, \\
H=\left[\begin{array}{ll}
6.9393 & 3.4242 \\
3.4242 & 5.5926
\end{array}\right], \quad K=\left[\begin{array}{cc}
0.0197 & 0.0049 \\
0.0049 & 0.0042
\end{array}\right] .
\end{gathered}
$$

In addition,

$$
\Theta=\left[\begin{array}{ll}
0.0164 & 0.0026 \\
0.0026 & 0.0022
\end{array}\right]
$$

By Theorem 1, INNs Equations (1) and (5) realize stochastic synchronization, see Figures 2-5.


Figure 2. Stochastic synchronization to INNs Equations (1) and (5).


Figure 3. Stochastic synchronization to INNs Equations (1) and (5).


Figure 4. Stochastic synchronization to INNs Equations (1) and (5).


Figure 5. Stochastic synchronization to INNs Equations (1) and (5).
Furthermore, taking $\Lambda=0.1\left[\begin{array}{ll}1 & 0 \\ 0 & 3\end{array}\right], \gamma_{1, k}^{[\iota]}=(10+\sin (\iota+k), 8+\cos (\iota+k))^{T}$, $\gamma_{2, k}^{[\iota]}=(10+\sin (2 \iota+k), 8+\cos (2 \iota+k))^{T}, \forall k \in \mathbf{Z}_{0}, \iota=1,2, \ldots, \ell$. The output vector $\mathcal{Y} \in \mathbb{R}^{4}$ for the network is defined as in Equation (32) with the following matrices:

$$
\Re_{1}=\left[\begin{array}{cc}
183.9618 & -0.2256 \\
-0.2256 & 173.1908
\end{array}\right], \Re_{2}=\left[\begin{array}{cc}
376.9862 & 0.1127 \\
0.1127 & 167.3857
\end{array}\right], \Re_{3}=\left[\begin{array}{cc}
1617.7 & -0.1 \\
-0.1 & 1721
\end{array}\right]
$$

By Theorem 2, we have $\lambda_{f}=1825.8, \lambda_{g}=1825.7$,

$$
\begin{aligned}
& P=\left[\begin{array}{cc}
8041.2 & 71.1 \\
71.1 & 8871.3
\end{array}\right], \quad Q=\left[\begin{array}{cc}
1374.2 & 8.6 \\
8.6 & 635.3
\end{array}\right], \\
& H=\left[\begin{array}{ll}
0.4183 & 0.1974 \\
0.1974 & 0.2709
\end{array}\right], \quad K=\left[\begin{array}{ll}
0.0011 & 0.0005 \\
0.0005 & 0.0011
\end{array}\right] .
\end{aligned}
$$

Now, the controller gain of the boundary controller is given by

$$
\Theta=\left[\begin{array}{cc}
0.0147 & -0.0058 \\
0.0059 & 0.0142
\end{array}\right]
$$

According to Theorem 2, INNs Equations (1) and (5) achieve stochastic passivity, as in Figures 6-11.


Figure 6. Trajectory of state variable $\mathbf{w}_{1}$ to INNs Equation (5).


Figure 7. Trajectory of state variable $\mathbf{w}_{2}$ to INNs Equation (5).


Figure 8. Trajectory of state variable $\mathbf{z}_{11}$ to INNs Equation (1).


Figure 9. Trajectory of state variable $\mathbf{z}_{12}$ to INNs Equation (1).


Figure 10. Trajectory of state variable $\mathbf{z}_{21}$ to INNs Equation (1).


Figure 11. Trajectory of state variable $\mathbf{z}_{22}$ to INNs Equation (1).

Remark 3. In the previous work in article [38], the authors discussed passivity of non-autonomous discrete-time inertial neural networks, overlooking discrete spatial diffusions. By contrast, the present literature addresses it, as can be seen in Figures 6-11.

## 5. Conclusions and Future Works

For the first time, this discussion focuses on investigating discrete SINNs with the influence of spatial diffusions.

Firstly, we present the time and space difference model of SINNs with reaction diffusions using the time and space difference approaches, respectively.

Secondly, with the aid of a controller designed at the boundary, we address the issues of both stochastic synchronization and passivity-based control, employing the LyapunovKrasovskii function method.

As anticipated, we provide decision theorems for the aforementioned research topics concerning discrete SINNs. It is important to note that the method employed in this article predominantly considers homogeneous networks described by INNs Equations (1) and (5), making the study of heterogeneous networks challenging (see ref. [46]).

Moving forward, several aspects merit consideration in future work:

- Fractional dynamics has become a research hotspot in recent years, which could be discussed in the SINNs of this article.
- This paper only considers 1-dimensional space variables, which could be extended to higher dimensions.
- Exploration of alternative control techniques, such as impulsive controls and adaptive controls, holds promise for further investigation.
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#### Abstract

China bears a heavy burden due to tuberculosis (TB) with hundreds of thousands of people falling ill with the disease every year. Therefore, it is necessary to understand the effectiveness of current control measures in China. In this paper, we first present a TB model that incorporates both vaccination and treatment. Additionally, the model considers TB transmission characteristics such as relapse and variable latency. We then define the basic reproduction number $\mathcal{R}_{0}$ of the proposed model and indicate that the disease-free equilibrium state is globally asymptotically stable if $\mathcal{R}_{0}<1$, and the endemic equilibrium state is globally asymptotically stable if $\mathcal{R}_{0}>1$. We then apply the Grey Wolf Optimizer algorithm to obtain the parameters and initial values of the model by combining TB data collected in China from 2007 to 2020. Through the partial rank correlation coefficient method, we identify the parameters that are most sensitive to $\mathcal{R}_{0}$. Based on the analysis results of the model, we propose some suggestions for TB control measures in the conclusion section.
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## 1. Introduction

Tuberculosis (TB) is a formidable infectious disease that kills millions of people every year. China has the third-highest TB burden worldwide, and in 2021, there were an estimated 780,000 new TB cases and 32,000 TB-related deaths. In 2014 and 2015, all member states of the World Health Organization (WHO) committed to ending the TB epidemic and adopted the WHO End TB Strategy. However, the reduction in the TB incidence rate (new cases per 100,000 population per year) from 2015 to 2021 only reached halfway towards the first milestone of the End TB Strategy, with a decrease of only $10 \%$. The WHO believes that the main reason for this was the COVID-19 pandemic. The WHO's report on TB in 2022 pointed out that the COVID-19 pandemic has had a damaging impact on the prevention and control of TB. The WHO estimates that approximately 10.6 million people worldwide fell ill with TB in 2021, representing an increase of $4.5 \%$ from 10.1 million in 2020. Therefore, gaining a more comprehensive understanding of effective ways to control the TB epidemic is crucial for achieving the End TB Strategy [1].

The theoretical analysis and simulation of TB models that are in accordance with the transmission mechanism of TB provide a means to identify how to control the TB epidemic [2-9]. Therefore, we need to understand the transmission mechanism of TB and the main control measures that are currently in place. TB is caused by a bacillus called Mycobacterium tuberculosis (MTB). People can transmit the bacillus through the air. It is estimated that approximately one-fourth of the global population is infected with MTB, but only $5-10 \%$ of them will develop TB disease and potentially spread MTB to others. As a result, individuals infected with MTB can be categorized into two groups: those with a latent TB infection (who cannot spread MTB to others) and those with TB disease [10]. Some people who have a latent TB infection will clear the infection and recover. Recovered patients may
develop TB disease due to endogenous reactivation (or relapse) [11]. Currently, the main ways to reduce the global burden of TB are vaccination against TB and treatment for TB disease [12-14]. The Bacille Calmette-Guérin (BCG) vaccine is the only licensed vaccine for preventing TB disease, and more than 100 million newborn babies receive it annually. Martinez et al. [13] found that BCG vaccination at birth is effective for preventing TB in young children but is ineffective in adolescents and adults, and the effectiveness of BCG vaccination against TB was shown to be $59 \%$ among tuberculin-skin-test-negative infants vaccinated at birth. Setiabudiawan et al. [14] suggested that the efficacy of BCG in preventing TB disease decreases over time. These findings suggest that the vaccine is not always effective against TB. Both latent TB infection and TB disease are treatable [15,16]. Kerantzas et al. [15] pointed out that "directly observed treatment, short-course", or DOTS, has been shown in some regions to be able to cure as many as $98 \%$ of drug-susceptible cases. Preventive treatment for TB can reduce the risk of latent TB infection progressing to TB disease. The WHO recommends TB preventive treatment for people infected with MTB who have a weak immune system. Without treatment, the death rate from TB disease is about $50 \%$, but with currently recommended treatments, the success rate is at least $85 \%$. Isoniazid and rifampicin are the two most effective first-line drugs. Resistance to both drugs is defined as multidrug-resistant TB (MDR-TB). Both MDR-TB and rifampicin-resistant TB (RR-TB) require treatment with second-line drugs. Treatment success rates for MDR/RR-TB are typically in the range of $50-75 \%$ [1]. The reasons why MDR/RR-TB continues to emerge and spread are the mismanagement of TB treatment and person-to-person transmission. It is necessary to test for drug resistance to ensure that the most effective treatment regimen can be selected as early as possible [17]. The factors mentioned above that impact the spread of TB will form the basis of our modeling.

Many TB models have been developed to better understand the control and transmission of TB. Li et al. [18] proposed a TB model that considers vaccination, treatment, relapse, and the variable latent period. Through a theoretical analysis and computer simulations, they suggested that education, treatment, and enhanced efficacy could reduce the TB incidence rate in the United States. Since the latent period of TB ranges from weeks to several years, many authors [19-21] have suggested the use of an age-structured equation to characterize the latent compartment in TB models. This approach can effectively capture the heterogeneity of the latent period. The incidence rate is a crucial indicator of the speed at which an infectious disease spreads. Mathematically, the commonly used incidence rates are bilinear and standard [22-24], but other nonlinear incidence rates have been proposed to describe the transmission of infectious diseases [25-28]. Sigdel et al. [26] proposed the nonlinear incidence rate $f(I) S$, where $f(I)$ represents the positive, increasing, and concave down nonlinear forces of infection. Many studies have demonstrated that models with a nonlinear force of infection exhibit complicated dynamics [25-28].

Through an analysis of the above two paragraphs, in this paper, we investigate the impacts of vaccine failure and treatment on the dynamics of a TB model that includes an age-structured latent period, endogenous relapse, and a nonlinear force of infection. The vaccine failure here includes the fact that it may not provide protection after vaccination, and even if protection is provided, it may not be long-lasting. The treatment here includes TB preventive treatment and TB disease treatment. Our goal is to use a theoretical analysis and numerical simulation to identify measures for controlling the spread of TB and to provide guidance to public health authorities on how to effectively allocate limited resources to mitigate the spread of TB. The rest of the paper is organized in the following manner: In the next section, we propose a TB model and discuss the fundamental properties of its solution. In Sections 3 and 4, we study, respectively, the existence and global stability of steady states. In Section 5, we present numerical simulations and a sensitivity analysis to identify the significant parameters related to the basic reproductive number. A brief conclusion is provided in the last section.

## 2. The TB Model and Its Fundamental Properties

### 2.1. The TB Model

At time $t$, the population is divided into five distinct subclasses: the susceptible subclass $(S(t))$, the vaccinated subclass $(V(t))$, the latent subclass $(e(t, a))$, the infectious subclass $(I(t))$, and the recovered subclass $(R(t))$. In $e(t, a), a$ represents the latent age of the exposed individuals. $e(t, a)$ represents the density of the latent class at time $t$ with latent age $a$. Then, the total number of latent individuals at time $t$ is $\int_{0}^{+\infty} e(t, a) d a$. Figure 1 below illustrates the inter-relationships among these subclasses.


Figure 1. Flowchart of the transmission of TB.
Based on the flowchart shown in Figure 1, we construct the following model for TB transmission:

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=p_{1} \Lambda-f(I) S-\mu S+\omega V  \tag{1}\\
\frac{d V(t)}{d t}=\left(1-p_{1}\right) \Lambda-\rho f(I) V-(\mu+\omega) V \\
\frac{\partial e(t, a)}{\partial t}+\frac{\partial e(t, a)}{\partial a}=-(\mu+\delta(a)+\sigma(a)) e(t, a) \\
\frac{d I(t)}{d t}=\int_{0}^{+\infty} \delta(a) e(t, a) d a+\alpha R-\left(\mu_{I}+\gamma\right) I \\
\frac{d R(t)}{d t}=\gamma \eta I+\int_{0}^{+\infty} \sigma(a) e(t, a) d a-(\mu+\alpha) R \\
e(t, 0)=f(I)(S+\rho V) \\
e(0, a)=e_{0}(a), S(0)=s_{0}, V(0)=v_{0}, I(0)=i_{0}, R(0)=r_{0}
\end{array}\right.
$$

where $e_{0}(a) \in L_{+}^{1}(0,+\infty)$ and $s_{0}, v_{0}, i_{0}, r_{0} \in \mathbb{R}_{+}$. We list the parameters used in model (1) in Table 1.

In order to facilitate the theoretical analysis of the model, certain assumptions and notations are presented:
(1) $\mu, \alpha, \eta, \gamma, \rho, \mu_{I}, \omega, \Lambda>0$;
(2) $\delta(a), \sigma(a) \in L_{+}^{\infty}(0,+\infty)$. Their essential upper bounds are $\bar{\delta}>0$ and $\bar{\sigma}>0$, respectively;
(3) $f(I)$ is a twice differentiable function that satisfies $(i) f(0)=0, f(I)>0$ for $I>0$; (ii) $f^{\prime}(I)>0, f^{\prime \prime}(I) \leq 0$ for $I \geq 0$.

For $a \geq 0$, we let

$$
k(a)=e^{-\int_{0}^{a}(\mu+\delta(s)+\sigma(s)) d s}, \quad \mathscr{K}_{1}=\int_{0}^{+\infty} \delta(a) k(a) d a, \quad \mathscr{K}_{2}=\int_{0}^{+\infty} \sigma(a) k(a) d a
$$

$$
\begin{aligned}
& \mathscr{X}=\mathbb{R}_{+}^{2} \times L_{+}^{1}(0,+\infty) \times \mathbb{R}_{+}^{2} \text {, and its norm is } \\
& \qquad\left\|\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)\right\|_{\mathscr{X}}=\sum_{i=1,2,4,5}\left|x_{i}\right|+\int_{0}^{+\infty}\left|x_{3}(s)\right| d s .
\end{aligned}
$$

Table 1. The parameters' meanings in the model (1).

| Notations | Definitions |
| :---: | :--- |
| $\Lambda$ | the rate of recruitment of susceptible individuals |
| $\mu$ | the constant natural death rate of individuals in every compartment |
| $1-p_{1}$ | the coverage rate of the BCG vaccine |
| $\omega$ | the rate of vaccine-induced protection wanes |
| $\rho$ | the reduction coefficient of the contagion rate |
| $\delta(a)$ | the rate distribution of latent individuals entering the infectious subclass |
| $\sigma(a)$ | the rate distribution of latent individuals entering the recovered subclass |
| $\gamma$ | the rate of treatment |
| $\mu_{I}$ | the death rate of the infectious individuals |
| $\eta$ | the proportion of effective treatment |
| $\alpha$ | the relapse rate |

### 2.2. Well-Posedness

By applying a similar analysis to that presented in Section 2.2 of [2], we can show that the system (1) has a unique non-negative solution, which leads to the proposition below.

Proposition 1. For $x_{0} \in \mathscr{X}$, the system (1) has a unique continuous semi-flow $\Psi\left(t, x_{0}\right): \mathbb{R}_{+} \times$ $\mathscr{X} \rightarrow \mathscr{X}$, and $\Psi\left(0, x_{0}\right)=x_{0}$. Moreover, the set $Y$ that follows is positively invariant under system (1):

$$
\mathrm{Y}=\left\{x=(S(t), V(t), e(t, a), I(t), R(t)) \in \mathscr{X}:\|x\|_{\mathscr{X}} \leq \frac{\Lambda}{\mu}\right\}
$$

where $x_{0}$ is the initial value of the semi-flow $\Psi\left(t, x_{0}\right)$, and Y represents a set such that if the initial value is $x_{0} \in \mathrm{Y}$, then $\Psi\left(t, x_{0}\right) \in \mathrm{Y}$ for $t \geq 0$.

Proposition 2. (1) For system (1), the semi-flow $\Psi(t, \cdot)$ is point dissipative, and Y can attract all points in the set $\mathscr{X}$;
(2) If $C \subset \mathscr{X}$ is bounded, then $\Psi(t, C)$ is also bounded;
(3) For $x_{0} \in \mathscr{X}$ with $\left\|x_{0}\right\|_{\mathscr{X}} \leq r, S(t), V(t),\|e(t, \cdot)\|_{L_{+}^{1}}, I(t), R(t), \leq \max \left\{r, \frac{\Lambda}{\mu}\right\}$.

Proof. $\left\|\Psi\left(t, x_{0}\right)\right\|_{\mathscr{Y}}=S(t)+V(t)+I(t)+R(t)+\int_{0}^{+\infty} e(t, a) d a$, the time derivative of $\left\|\Psi\left(t, x_{0}\right)\right\|_{\mathscr{X}}$ satisfies the following differential inequality:

$$
\frac{d}{d t}\left\|\Psi\left(t, x_{0}\right)\right\|_{\mathscr{X}} \leq \Lambda-\mu\left\|\Phi\left(t, x_{0}\right)\right\|_{\mathscr{X}}
$$

It follows from the comparison principle that

$$
\begin{equation*}
\left\|\Psi\left(t, x_{0}\right)\right\|_{\mathscr{X}} \leq \frac{\Lambda}{\mu}-e^{-\mu t}\left(\frac{\Lambda}{\mu}-\left\|x_{0}\right\|_{\mathscr{X}}\right) \tag{2}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\left\|\Psi\left(t, x_{0}\right)\right\|_{\mathscr{X}} \leq \max \left\{\frac{\Lambda}{\mu},\left\|x_{0}\right\|_{\mathscr{X}}\right\} \tag{3}
\end{equation*}
$$

From inequality (2), we can conclude that both the first and second conclusions of Proposition 2 hold, while inequality (3) implies that its third conclusion holds.

### 2.3. Asymptotic Smoothness

By integrating the third equation of system (1) along the characteristic line $t-a=$ const., we can derive

$$
e(t, a)= \begin{cases}e_{0}(a-t) \frac{k(a)}{k(a-t)}, & 0 \leq t<a  \tag{4}\\ e(t-a, 0) k(a), & 0 \leq a \leq t\end{cases}
$$

The following lemmas [29] are utilized to demonstrate the asymptotic smoothness of the semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$.

Lemma 1. For any bounded closed set $\mathscr{B} \subset \mathscr{X}$ that satisfies $\Psi(t, \mathscr{B}) \subset \mathscr{B}$, when the following two conditions hold, the semi-flow $\Psi(t, x)=K_{1}(t, x)+K_{2}(t, x): \mathbb{R}_{+} \times \mathscr{X} \rightarrow \mathscr{X}$ is asymptotically smooth.
(1) $\lim _{t \rightarrow+\infty} \operatorname{diam}_{2}(t, \mathscr{B})=0$;
(2) for some $t_{\mathscr{B}} \geq 0, K_{1}(t, \mathscr{B})$ has compact closure for each $t \geq t_{\mathscr{B}}$.

For the space $L_{+}^{1}(0,+\infty)$, boundedness alone is insufficient to guarantee precompactness. Therefore, we need to employ the following lemma in order to deduce its precompactness.

Lemma 2. If a bounded set $\mathscr{A} \subset L_{+}^{1}(0,+\infty)$ satisfies the following four conditions, then $\mathscr{A}$ is the compact closure.
(1) $\sup _{g \in \mathscr{A}} \int_{0}^{+\infty}|g(s)| d s<+\infty$;
(2) $\lim _{\theta \rightarrow+\infty} \int_{\theta}^{+\infty}|g(s)| d s=0$ uniformly in $g \in \mathscr{A}$;
(3) $\lim _{\theta \rightarrow 0^{+}} \int_{0}^{+\infty}|g(s+\theta)-g(s)| d s=0$ uniformly in $g \in \mathscr{A}$;
(4) $\lim _{\theta \rightarrow 0^{+}} \int_{0}^{\theta}|g(s)| d s=0$ uniformly in $g \in \mathscr{A}$.

According to the two lemmas mentioned above, we can deduce the following theorem:
Theorem 1. The continuous semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$ generated by model (1) is asymptotically smooth.
Proof. Define the following two semi-flows:

$$
K_{1}(t, x)=(S(t), V(t), \widetilde{e}(t, \cdot), I(t), R(t)), \quad K_{2}(t, x)=\left(0,0, \phi_{e}(t, \cdot), 0,0\right)
$$

where
$\phi_{e}(t, a)=\left\{\begin{array}{ll}e_{0}(a-t) \frac{k(a)}{k(a-t)}, & 0 \leq t<a, \\ 0, & 0 \leq a \leq t,\end{array} \quad \widetilde{e}(t, a)= \begin{cases}0, & 0 \leq t<a, \\ e(t-a, 0) k(a), & 0 \leq a \leq t,\end{cases}\right.$
for $x=\left(S(0), V(0), e_{0}(a), I(0), R(0)\right) \in \mathscr{X}$, we can state $\Psi(t, x)=K_{1}(t, x)+K_{2}(t, x)$.
Let $\mathscr{B} \subset \mathscr{X}$ be bounded; that is, a positive number $c \geq \frac{\Lambda}{\mu}$ exists, such that $\|x\|_{\mathscr{X}} \leq c$ for each $x \in \mathscr{B}$. Then, we have

$$
\begin{aligned}
\left\|K_{2}(t, x)\right\|_{\mathscr{X}} & =\int_{t}^{+\infty} e_{0}(\theta-t) \frac{k(\theta)}{k(\theta-t)} d \theta \\
& =\int_{0}^{+\infty} e_{0}(u) \frac{k(u+t)}{k(u)} d u \\
& =\int_{0}^{+\infty} e_{0}(u) e^{-\int_{u}^{u+t}(\mu+\delta(l)+\sigma(l)) d l} d u \\
& \leq e^{-\mu t}\|x\| \mathscr{X} \leq c e^{-\mu t}
\end{aligned}
$$

Thus, $\lim _{t \rightarrow+\infty} \operatorname{diam} K_{2}(t, \mathscr{B})=0$. Next, we show that $K_{1}(t, \mathscr{B})$ has compact closure for each $t \geq 0$.

It follows from Proposition 2 that $S(t), V(t), I(t)$, and $R(t)$ remain in the compact set $[0, c]$ for each $t \geq 0$. In the following part, we try to prove that $\widetilde{e}(t, a)$ remains in a precompact subset of $L_{+}^{1}(0,+\infty)$ which is not dependent on $x$. It follows from

$$
0 \leq \widetilde{e}(t, a)= \begin{cases}0, & 0 \leq t<a \\ e(t-a, 0) k(a), & 0 \leq a \leq t\end{cases}
$$

and system (1) that

$$
0 \leq \widetilde{e}(t, a) \leq f^{\prime}(0)(1+\rho) c^{2} e^{-\mu a}
$$

Therefore, conditions (1), (2), and (4) of Lemma 2 hold. Our next task is to demonstrate

$$
\begin{aligned}
& \qquad \lim _{\theta \rightarrow 0^{+}} \int_{0}^{+\infty}|\widetilde{e}(t, a+\theta)-\widetilde{e}(t, a)| d a=0 . \\
& \\
& \quad \int_{0}^{+\infty}|\widetilde{e}(t, a+\theta)-\widetilde{e}(t, a)| d a \\
& = \\
& \int_{0}^{t-\theta}|\widetilde{e}(t, a+\theta)-\widetilde{e}(t, a)| d a+\int_{t-\theta}^{t}|\widetilde{e}(t, a)| d a \\
& = \\
& \int_{0}^{t-\theta}|e(t-a-\theta, 0) k(a+\theta)-e(t-a, 0) k(a)| d a+\int_{t-\theta}^{t}|e(t-a, 0) k(a)| d a \\
& \leq \\
& \int_{0}^{t-\theta}|e(t-a-\theta, 0)||k(a+\theta)-k(a)|+|e(t-a-\theta, 0)-e(t-a, 0)||k(a)| d a \\
& \quad+f^{\prime}(0)(1+\rho) c^{2} \theta,
\end{aligned}
$$

where

$$
\begin{aligned}
& \int_{0}^{t-\theta}|e(t-a-\theta, 0) \| k(a+\theta)-k(a)| d a \\
\leq & f^{\prime}(0)(1+\rho) c^{2}\left(\int_{0}^{t-\theta} k(a) d a-\int_{0}^{t-\theta} k(a+\theta) d a\right) \\
= & f^{\prime}(0)(1+\rho) c^{2}\left(\int_{0}^{t-\theta} k(a) d a-\int_{\theta}^{t} k(s) d s\right) \\
= & f^{\prime}(0)(1+\rho) c^{2}\left(\int_{0}^{\theta} k(a) d a-\int_{t-\theta}^{t} k(s) d s\right) \\
\leq & f^{\prime}(0)(1+\rho) c^{2} \theta .
\end{aligned}
$$

It should be noted that

$$
\begin{gathered}
\left|\frac{d S(t)}{d t}\right| \leq p_{1} \Lambda+f^{\prime}(0) c^{2}+(\mu+\omega) c \\
\left|\frac{d V(t)}{d t}\right| \leq\left(1-p_{1}\right) \Lambda+(\omega+\mu) c+\rho f^{\prime}(0) c^{2} \\
\left|\frac{d I(t)}{d t}\right| \leq\left(\bar{\delta}+\mu_{I}+\alpha+\gamma\right) c
\end{gathered}
$$

then

$$
\begin{aligned}
& |e(t-a-\theta, 0)-e(t-a, 0)| \\
\leq & |S(t-a-\theta) f(I(t-a-\theta))-S(t-a) f(I(t-a))| \\
& +\rho|V(t-a-\theta) f(I(t-a-\theta))-V(t-a) f(I(t-a))| \\
= & (|S(t-a-\theta)||f(I(t-a-\theta))-f(I(t-a))|+|f(I(t-a))||S(t-a-\theta)-S(t-a)|) \\
& +\rho(|V(t-a-\theta)||f(I(t-a-\theta))-f(I(t-a))| \\
& +|f(I(t-a))||V(t-a-\theta)-V(t-a)|) \\
\leq & f^{\prime}(0) \Xi \theta
\end{aligned}
$$

where

$$
\begin{aligned}
\Xi= & (1+\rho) c\left(\bar{\delta}+\mu_{I}+\alpha+\gamma\right) c+c\left(p_{1} \Lambda+f^{\prime}(0) c^{2}+(\mu+\omega) c\right) \\
& +\rho f^{\prime}(0) c\left(\left(1-p_{1}\right) \Lambda+(\omega+\mu) c+\rho f^{\prime}(0) c^{2}\right) .
\end{aligned}
$$

Then,

$$
\int_{0}^{t-\theta}|e(t-a-\theta, 0)-e(t-a, 0)||k(a)| d a \leq f^{\prime}(0) \Xi \theta \int_{0}^{t-\theta} e^{-\mu s} d s \leq \frac{f^{\prime}(0) \Xi}{\mu} \theta
$$

Hence,

$$
\int_{0}^{+\infty}|\widetilde{e}(t, a+\theta)-\widetilde{e}(t, a)| d a \leq\left(2 f^{\prime}(0)(1+\rho) c^{2}+\frac{f^{\prime}(0) \Xi}{\mu}\right) \theta
$$

which means that condition (3) of Lemma 2 holds. Then, we can conclude that $\widetilde{e}(t, a)$ satisfies all conditions of Lemma 2. As a result, we know that $K_{1}(t, \mathscr{B})$ has compact closure for all $t \geq 0$. It follows from Lemma 1 that the continuous semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$ is asymptotically smooth.

By utilizing Proposition 2.2, Theorem 1, and Theorem 2.6 from [30], we can derive the following theorem.

Theorem 2. A global attractor $\mathcal{B}$ exists in $\mathscr{X}$ for the continuous semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$, which can attract any bounded set in $\mathscr{X}$.

## 3. Existence of Equilibrium States

The dynamic system characterized by (1) has a disease-free equilibrium state $E_{0}=$ $\left(S_{0}, V_{0}, O_{L^{1}(0,+\infty)}, 0,0\right)$, where $V_{0}=\frac{\left(1-p_{1}\right) \Lambda}{\mu+\omega}, S_{0}=\frac{p_{1} \Lambda}{\mu}+\frac{\omega V^{0}}{\mu}$. Define the mathematical expression for the basic reproduction number by

$$
\begin{equation*}
\mathscr{R}_{0}=\frac{\gamma \eta \alpha+f^{\prime}(0)\left(S_{0}+\rho V_{0}\right)\left(\mathscr{K}_{1}(\mu+\alpha)+\mathscr{K}_{2} \alpha\right)}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)} . \tag{5}
\end{equation*}
$$

$\mathscr{R}_{0}$ measures the expected number of secondary infectious individuals that a primary infectious individual may infect during the entire infection period in a completely susceptible population. Ref. [22] provides a detailed derivation of $\mathscr{R}_{0}$.

The endemic equilibrium state $\left(S^{*}, V^{*}, e^{*}(a), I^{*}, R^{*}\right)$ of system (1) satisfies the following equations:

$$
\left\{\begin{array}{l}
p_{1} \Lambda-S^{*} f\left(I^{*}\right)-\mu S^{*}+\omega V^{*}=0  \tag{6}\\
\left(1-p_{1}\right) \Lambda-\rho V^{*} f\left(I^{*}\right)-(\mu+\omega) V^{*}=0 \\
\frac{d e^{*}(a)}{d a}=-(\mu+\delta(a)+\sigma(a)) e^{*}(a) \\
e^{*}(0)=\left(S^{*}+\rho V^{*}\right) f\left(I^{*}\right) \\
e^{*}(0) \mathscr{K}_{1}-\mu_{I} I^{*}-\gamma I^{*}+\alpha R^{*}=0 \\
\gamma \eta I^{*}+e^{*}(0) \mathscr{K}_{2}-(\mu+\alpha) R^{*}=0
\end{array}\right.
$$

By performing a simple calculation, we can determine that $I^{*}$ is the root of the following equation:

$$
g(x)=1, \text { where } g(x)=\frac{\gamma \eta \alpha+\frac{f(x)}{x}(\mathscr{S}(x)+\rho \mathscr{V}(x))\left(\mathscr{K}_{1}(\mu+\alpha)+\mathscr{K}_{2} \alpha\right)}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}, x>0
$$

In this equation, $\mathscr{V}(x)=\frac{\left(1-p_{1}\right) \Lambda}{\rho f(x)+\mu+\omega}, \mathscr{S}(x)=\frac{p_{1} \Lambda+\omega V(x)}{f(x)+\mu}$. Clearly, we have $\lim _{x \rightarrow 0^{+}} g(x)=$ $\mathscr{R}_{0}$. From the properties of $f(x)$, we know that $\lim _{x \rightarrow+\infty} f(x)=$ const. or $\lim _{x \rightarrow+\infty} f(x)=+\infty$. If $\lim _{x \rightarrow+\infty} f(x)=$ const., we have $\lim _{x \rightarrow+\infty} g(x)=\frac{\gamma \eta \alpha}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}$. If $\lim _{x \rightarrow+\infty} f(x)=+\infty$, It is not difficult to find that $\lim _{x \rightarrow+\infty} g(x)=\frac{\gamma \eta \alpha}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}$. Thus, $\lim _{x \rightarrow+\infty} g(x)=\frac{\gamma \eta \alpha}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}<1$. Now, we demonstrate that $g^{\prime}(x)$ is negative. We have

$$
g^{\prime}(x)=\frac{\left(\mathscr{K}_{1}(\mu+\alpha)+\mathscr{K}_{2} \alpha\right)}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}\left(\frac{f^{\prime}(x) x-f(x)}{x^{2}}(\mathscr{S}(x)+\rho \mathscr{V}(x))+\frac{f(x)}{x} \frac{d\left(\mathscr{S}(x)+\rho^{\mathscr{V}}(x)\right)}{d x}\right)
$$

where

$$
\begin{aligned}
& \frac{d(\mathscr{S}(x)+\rho \mathscr{V}(x))}{d x} \\
= & -f^{\prime}(x) \Lambda\left(\frac{\rho\left(1-p_{1}\right)(\rho(\mu+f(x))+\omega)}{(\mu+\omega+\rho f(x))^{2}(\mu+f(x))}+\frac{p_{1}(\mu+\omega+\rho f(x))+\omega\left(1-p_{1}\right)}{(\mu+f(x))^{2}(\mu+\omega+\rho f(x))}\right) .
\end{aligned}
$$

Based on the properties of $f(x)$, we can infer that $g^{\prime}(x)$ is negative when $x$ is greater than 0 . Hence, $g(x)=1$ has only a positive and real root if $\mathscr{R}_{0}>1$; namely, if $\mathscr{R}_{0}>1$, system (1) has only a endemic equilibrium state: $E^{*}=\left(S^{*}, V^{*}, e^{*}(a), I^{*}, R^{*}\right)$. For system (1), we arrive at the following result.

Theorem 3. The disease-free equilibrium state $E_{0}$ is always feasible in system (1), while the endemic equilibrium state $E^{*}$ is also feasible if $\mathscr{R}_{0}>1$.

## 4. Uniform Persistence and Global Stability

### 4.1. Uniform Persistence

In this section of the paper, we analyze the uniform persistence of the system (1). Let us define

$$
\begin{aligned}
\Gamma=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \in \mathscr{X} \mid \exists t_{1}, t_{2}\right. & \in \mathbb{R}_{+}: \int_{0}^{+\infty} \delta\left(a+t_{1}\right) x_{3}(a) d a+\int_{0}^{+\infty} \sigma\left(a+t_{2}\right) x_{3}(a) d a \\
& \left.+x_{4}+x_{5}>0\right\},
\end{aligned}
$$

and $\partial \Gamma=\mathscr{X} \backslash \Gamma$. We know that $\mathscr{X}=\Gamma \cup \partial \Gamma$.
Theorem 4. For the semi-flow $\Psi(t, \cdot)$, both $\Gamma$ and $\partial \Gamma$ are positively invariant sets. Moreover, in set $\partial \Gamma$, the equilibrium state $E_{0}$ is globally asymptotically stable.

Proof. Let $\Psi\left(0, x_{0}\right) \in \Gamma$. If $I(0)>0$ or $R(0)>0$, based on system (1), it is easy to verify that $I(t)>I(0) e^{-\left(\gamma+\mu_{I}\right) t}>0$ or $R(t)>R(0) e^{-(\alpha+\mu) t}>0$. Then, $\Gamma$ is a positively invariant set of the semi-flow $\Psi(t, \cdot)$. If $I(0)=0$ and $R(0)=0$, without a loss of generality, we assume that $\exists t_{1} \in \mathbb{R}_{+}$, such that $\int_{0}^{+\infty} \delta\left(a+t_{1}\right) e(0, a) d a>0$. Then, $\forall t \in\left[0, t_{1}\right], s=t_{1}-t \geq 0$, such that

$$
\begin{align*}
\int_{0}^{+\infty} \delta(a+s) e(t, a) d a & \geq \int_{t}^{+\infty} \delta(a+s) e(t, a) d a \\
& =\int_{0}^{+\infty} \delta(a+t+s) e(t, a+t) d a \\
& =\int_{0}^{+\infty} \delta\left(a+t_{1}\right) e(0, a) \frac{k(a+t)}{k(a)} d a  \tag{7}\\
& \geq e^{-(\mu+\bar{\delta}+\bar{\sigma}) t} \int_{0}^{+\infty} \delta\left(a+t_{1}\right) e(0, a) d a>0 .
\end{align*}
$$

If $\exists t_{2} \in\left(0, t_{1}\right]$, such that $I\left(t_{2}\right)>0$, then $I(t)>0$ for $\forall t>t_{2}$. Otherwise, according to (7), we have

$$
\frac{d I\left(t_{1}\right)}{d t} \geq \int_{0}^{+\infty} \delta(a) e\left(t_{1}, a\right) d a>0 .
$$

Then, $I(t)>0$ for $\forall t>t_{1}$. This means that $\Psi(t, \Gamma) \subset \Gamma$ for all $t \geq 0$. That is to say, $\Gamma$ is a positively invariant set of the semi-flow $\Psi(t, \cdot)$.

Let $\Psi\left(0, x_{0}\right) \in \partial \Gamma$. We construct the following model

$$
\left\{\begin{array}{l}
\frac{\partial e(t, a)}{\partial t}+\frac{\partial e(t, a)}{\partial a}=-(\mu+\delta(a)+\sigma(a)) e(t, a)  \tag{8}\\
\frac{d I(t)}{d t}=\int_{0}^{+\infty} \delta(a) e(t, a) d a+\alpha R-\left(\gamma+\mu_{I}\right) I(t) \\
\frac{d R(t)}{d t}=\int_{0}^{+\infty} \sigma(a) e(t, a) d a+\gamma \eta I(t)-(\mu+\alpha) R(t) \\
e(t, 0)=S f(I)+\rho V f(I), \\
e(0, a)=e_{0}(a), I(0)=0, \quad R(0)=0
\end{array}\right.
$$

Since $S(t), V(t) \leq \mathcal{C}$, where $\mathcal{C}=\max \left\{\left\|x_{0}\right\|_{\mathscr{X}}, \frac{\Lambda}{\mu}\right\}$, it is easy to verify that

$$
\begin{equation*}
I(t) \leq \hat{I}(t), \quad R(t) \leq \hat{T}(t),\|e(t, s)\|_{L_{+}^{1}} \leq\|\hat{e}(t, s)\|_{L_{+}^{1}}, \tag{9}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\frac{\partial \hat{e}(t, a)}{\partial t}+\frac{\partial \hat{e}(t, a)}{\partial a}=-(\mu+\delta(a)+\delta(a)) \hat{e}(t, a)  \tag{10}\\
\frac{d \hat{I}(t)}{d t}=\int_{0}^{+\infty} \delta(a) \hat{e}(t, a) d a+\alpha \hat{R}-\left(\gamma+\mu_{I}\right) \hat{I}(t) \\
\frac{d \hat{R}(t)}{d t}=\int_{0}^{+\infty} \sigma(a) \hat{e}(t, a) d a+\gamma \eta \hat{I}(t)-(\mu+\alpha) \hat{R}(t) \\
\hat{e}(t, 0)=\mathcal{C} f(\hat{I})(1+\rho), \\
\hat{e}(0, a)=e_{0}(a), \hat{I}(0)=0, \quad \hat{R}(0)=0
\end{array}\right.
$$

Similar to the formulation (4), we derive

$$
\hat{e}(t, a)= \begin{cases}e_{0}(a-t) \frac{k(a)}{k(a-t)}, & 0 \leq t<a  \tag{11}\\ \hat{e}(t-a, 0) k(a), & 0 \leq a \leq t\end{cases}
$$

By substituting Equation (11) into the second and third equations of (10), we can obtain the following equations

$$
\left\{\begin{array}{l}
\frac{d \hat{I}(t)}{d t}=\int_{0}^{t} \delta(a) \hat{e}(t-a, 0) k(a) d a+G_{1}(t)+\alpha \hat{R}-\left(\gamma+\mu_{I}\right) \hat{I}(t),  \tag{12}\\
\frac{d \hat{R}(t)}{d t}=\gamma \eta \hat{I}(t)+\int_{0}^{t} \sigma(a) \hat{e}(t-a, 0) k(a) d a+G_{2}(t)-(\mu+\alpha) \hat{R}(t), \\
\hat{I}(0)=0, \hat{R}(0)=0 .
\end{array}\right.
$$

where

$$
G_{1}(t)=\int_{t}^{+\infty} \delta(a) e_{0}(a-t) \frac{k(a)}{k(a-t)} d a, G_{2}(t)=\int_{t}^{+\infty} \sigma(a) e_{0}(a-t) \frac{k(a)}{k(a-t)} d a
$$

since

$$
\begin{aligned}
& G_{1}(t) \leq \int_{t}^{+\infty} \delta(a) e_{0}(a-t) d a=\int_{0}^{+\infty} \delta(a+t) e_{0}(a) d a, \\
& G_{2}(t) \leq \int_{t}^{+\infty} \sigma(a) e_{0}(a-t) d a=\int_{0}^{+\infty} \sigma(a+t) e_{0}(a) d a .
\end{aligned}
$$

Based on $\Psi\left(0, x_{0}\right) \in \partial \Gamma$, we know $G_{1}(t), G_{2}(t) \equiv 0$ for $t \geq 0$. Then, the system (12) can be rewritten in the following equations:

$$
\left\{\begin{array}{l}
\frac{d \hat{I}(t)}{d t}=\int_{0}^{t} \delta(a) k(a) \mathcal{C}(1+\rho) f(\hat{I}(t-a)) d a+\alpha \hat{R}-\left(\gamma+\mu_{I}\right) \hat{I}(t) \\
\frac{d \hat{R}(t)}{d t}=\gamma \eta \hat{I}(t)+\int_{0}^{t} \sigma(a) k(a) \mathcal{C}(1+\rho) f(\hat{I}(t-a)) d a-(\mu+\alpha) \hat{R}(t) \\
\hat{I}(0)=0, \quad \hat{R}(0)=0
\end{array}\right.
$$

It is easy to conclude that system (12) has a unique solution: $\hat{I}(t) \equiv 0, \hat{R}(t) \equiv 0$ for $t \geq 0$. Depending on (10) and (11), we know that $\hat{e}(t, s)=0$ for $0 \leq s \leq t$. Thus,

$$
\begin{aligned}
& \|\delta(a+u) \hat{e}(t, a)\|_{L_{+}^{1}}=\int_{t}^{+\infty} \delta(a+u) e_{0}(a-t) \frac{k(a)}{k(a-t)} d a \leq\left\|\delta(t+u+s) e_{0}(s)\right\|_{L_{+}^{1}}=0 \\
& \|\sigma(a+u) \hat{e}(t, a)\|_{L_{+}^{1}}=\int_{t}^{+\infty} \sigma(a+u) e_{0}(a-t) \frac{k(a)}{k(a-t)} d a \leq\left\|\sigma(t+u+s) e_{0}(s)\right\|_{L_{+}^{1}}=0
\end{aligned}
$$

According to (9), we can conclude that

$$
I(t)=0, R(t)=0,\left\|\delta\left(a+t_{1}\right) e(t, a)\right\|_{L_{+}^{1}}=0,\left\|\sigma\left(a+t_{2}\right) e(t, a)\right\|_{L_{+}^{1}}=0, \text { for all } t, t_{1}, t_{2} \geq 0
$$

Thus, $\partial \Gamma$ is a positively invariant set of the semi-flow $\Psi(t, \cdot)$.
In the set $\partial \Gamma$, system (1) reduces to the following system:

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=p_{1} \Lambda-\mu S(t)+\omega V  \tag{13}\\
\frac{d V(t)}{d t}=\left(1-p_{1}\right) \Lambda-(\mu+\omega) V(t)
\end{array}\right.
$$

We can easily find that $\lim _{t \rightarrow+\infty} V(t)=\frac{\left(1-p_{1}\right) \Lambda}{\mu+\omega}$ and $\lim _{t \rightarrow+\infty}(S(t)+V(t))=\frac{\Lambda}{\mu}$. Hence, $\lim _{t \rightarrow+\infty} S(t)=\frac{\Lambda}{\mu}-\frac{\left(1-p_{1}\right) \Lambda}{\mu+\omega}$. In other words, in the set $\partial \Gamma$, the equilibrium state $E_{0}$ is globally asymptotically stable.

Theorem 5. The semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$ is uniformly persistent with respect to $(\Gamma, \partial \Gamma)$ when $\mathscr{R}_{0}>1$. Apart from this, there is a global attractor $\mathcal{B}_{0} \subset \Gamma$ for $\{\Psi(t, \cdot)\}_{t \geq 0}$.

Proof. Theorem 4 proves the global stability of $E_{0}$ for the set $\partial \Gamma$. According to Theorem 4.2 in [31], we only need to verify

$$
\omega_{s}\left(E_{0}\right) \cap \Gamma=\varnothing,
$$

where $\omega_{s}\left(E_{0}\right)=\left\{x \in \mathscr{X} \mid \lim _{t \rightarrow+\infty} \Psi(t, x)=E_{0}\right\}$. Assume that there is a $x_{0}=\left(s_{0}, v_{0}, e_{0}(a), i_{0}, r_{0}\right)$ $\in \Gamma \cap \omega_{s}\left(E_{0}\right)$. Then the sequence $\left\{x_{n}\right\} \subset \Gamma$ exists, such that

$$
\left\|\Psi\left(t, x_{n}\right)-E_{0}\right\|_{\mathscr{X}}<\frac{1}{n}, t \geq 0
$$

Let us define $\Psi\left(t, x_{n}\right)=\left(S_{n}(t), V_{n}(t), e_{n}(t, \cdot), I_{n}(t), R_{n}(t)\right)$. Then,

$$
S_{0}-\frac{1}{n}<S_{n}(t)<S_{0}+\frac{1}{n}, \quad V_{0}-\frac{1}{n}<V_{n}(t)<V_{0}+\frac{1}{n}, \quad 0 \leq I_{n}(t)<\frac{1}{n}
$$

and $\Psi\left(t, x_{n}\right) \subset \Gamma$, for all $t \geq 0$.
Similar to the analysis that $\Gamma$ is a positively invariant set in Theorem 4, we know that $t_{0} \geq 0$ exists, such that $I(t)>0$ or $R(t)>0$ for all $t \geq t_{0}$. We may as well let $t_{0}=0$ and $I_{n}(0)>0$. If $n$ is sufficiently large, we can assume that $S_{0}>\frac{1}{n}, V_{0}>\frac{1}{n}$ and

$$
\begin{equation*}
M(n)=\frac{\gamma \eta \alpha+f^{\prime}\left(\frac{1}{n}\right)\left(\left(S^{0}-\frac{1}{n}\right)+\rho\left(V^{0}-\frac{1}{n}\right)\right)\left(\mathscr{K}_{1}(\mu+\alpha)+\mathscr{K}_{2} \alpha\right)}{\left(\mu_{I}+\gamma\right)(\mu+\alpha)}>1 \tag{14}
\end{equation*}
$$

when $\mathcal{R}_{0}>1$. From the properties of $f(x)$, we know that $f(\hat{I}) \geq f^{\prime}\left(\frac{1}{n}\right) \hat{I}$ if $\hat{I} \leq \frac{1}{n}$. Next, we build the following system:

$$
\left\{\begin{array}{l}
\frac{\partial \hat{e}(t, a)}{\partial t}+\frac{\partial \hat{e}(t, a)}{\partial a}=-(\mu+\delta(a)+\sigma(a)) \hat{e}(t, a)  \tag{15}\\
\frac{d \hat{I}(t)}{d t}=\int_{0}^{+\infty} \delta(a) \hat{e}(t, a) d a+\alpha \hat{R}-\left(\gamma+\mu_{I}\right) \hat{I}(t) \\
\frac{d \hat{R}(t)}{d t}=\int_{0}^{+\infty} \sigma(a) \hat{e}(t, a) d a+\gamma \eta \hat{I}(t)-(\mu+\alpha) \hat{R}(t) \\
\left.\hat{e}(t, 0)=\left(S_{0}-\frac{1}{n}\right)+\rho\left(V_{0}-\frac{1}{n}\right)\right) f^{\prime}\left(\frac{1}{n}\right) \hat{I} \\
\hat{e}(0, a)=e_{n}(0, a), \hat{I}(0)=I_{n}(0), \hat{R}(0)=R_{n}(0)
\end{array}\right.
$$

Similar to the analysis presented in Section 2.2, we can conclude that a unique nonnegative solution exists for system (15). It follows from the comparison principle that

$$
\begin{equation*}
I_{n}(t) \geq \hat{I}(t), \quad R_{n}(t) \geq \hat{R}(t), e_{n}(t, s) \geq \hat{e}(t, s), \text { for } t \geq 0 \tag{16}
\end{equation*}
$$

Similar to the formulation (4), we can obtain

$$
\hat{e}(t, a)= \begin{cases}e_{0}(a-t) \frac{k(a)}{k(a-t)}, & 0 \leq t<a  \tag{17}\\ \hat{e}(t-a, 0) k(a), & 0 \leq a \leq t\end{cases}
$$

We substitute (17) into the second and third equations of (15) and obtain the following inequations:

$$
\left\{\begin{array}{l}
\frac{d \hat{I}(t)}{d t} \geq \int_{0}^{t} \delta(a) k(a)\left(\left(S_{0}-\frac{1}{n}\right)+\rho\left(V_{0}-\frac{1}{n}\right)\right) f^{\prime}\left(\frac{1}{n}\right) \hat{I}(t-a) d a-\left(\mu_{I}+\gamma\right) \hat{I}(t)+\alpha \hat{R}(t)  \tag{18}\\
\frac{d \hat{R}(t)}{d t} \geq \gamma \eta \hat{I}(t)+\int_{0}^{t} \sigma(a) k(a)\left(\left(S_{0}-\frac{1}{n}\right)+\rho\left(V_{0}-\frac{1}{n}\right)\right) f^{\prime}\left(\frac{1}{n}\right) \hat{I}(t-a) d a-(\mu+\alpha) \hat{R}(t) \\
\hat{I}(0)=I_{n}(0), \hat{R}(0)=R_{n}(0)
\end{array}\right.
$$

If $\hat{I}(t)$ and $\hat{R}(t)$ are bounded, we take the Laplace transform of both sides of (18) and obtain the following inequations:

$$
\left\{\begin{array}{l}
-\hat{I}(0)+\lambda \mathcal{L}[\hat{I}](\lambda) \geq \mathcal{L}\left[u_{1}\right](\lambda) \mathcal{L}[\hat{I}](\lambda)-\left(\gamma+\mu_{I}\right) \mathcal{L}[\hat{I}](\lambda)+\alpha \mathcal{L}[\hat{R}](\lambda)  \tag{19}\\
-\hat{R}(0)+\lambda \mathcal{L}[\hat{R}](\lambda) \geq \gamma \eta \mathcal{L}[\hat{I}](\lambda)+\mathcal{L}\left[u_{2}\right](\lambda) \mathcal{L}[\hat{I}](\lambda)-(\mu+\alpha) \mathcal{L}[\hat{R}](\lambda)
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathcal{L}[\hat{I}](\lambda) & =\int_{0}^{+\infty} e^{-\lambda t} \hat{I}(t) d t, \quad \mathcal{L}[\hat{R}](\lambda)=\int_{0}^{+\infty} e^{-\lambda t} \hat{R}(t) d t, \\
\mathcal{L}\left[u_{1}\right](\lambda) & =\int_{0}^{\infty} \delta(a) k(a) f^{\prime}\left(\frac{1}{n}\right)\left(\left(S_{0}-\frac{1}{n}\right)+\rho\left(V_{0}-\frac{1}{n}\right)\right) e^{-\lambda a} d a, \\
\mathcal{L}\left[u_{2}\right](\lambda) & =\int_{0}^{\infty} \sigma(a) k(a) f^{\prime}\left(\frac{1}{n}\right)\left(\left(S_{0}-\frac{1}{n}\right)+\rho\left(V_{0}-\frac{1}{n}\right)\right) e^{-\lambda a} d a .
\end{aligned}
$$

From inequations (19), we can derive

$$
\begin{align*}
& \frac{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}{\alpha}\left[1-\frac{\alpha \gamma \eta+\alpha \mathcal{L}\left[u_{2}\right](\lambda)+\mathcal{L}\left[u_{1}\right](\lambda)(\lambda+\mu+\alpha)}{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}\right] \mathcal{L}[\hat{I}](\lambda)  \tag{20}\\
& \geq \hat{R}(0)+\frac{\lambda+\mu+\alpha}{\alpha} \hat{I}(0)>0 .
\end{align*}
$$

By applying the Dominated Convergence Theorem, we know that $\mathcal{L}\left[u_{i}\right](\lambda) \rightarrow \mathcal{L}\left[u_{i}\right](0)$, $(i=1,2)$ as $\lambda \rightarrow 0$, since

$$
\begin{gathered}
\left.\frac{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}{\alpha}\left[1-\frac{\alpha \gamma \eta+\alpha \mathcal{L}\left[u_{2}\right](\lambda)+\mathcal{L}\left[u_{1}\right](\lambda)(\lambda+\mu+\alpha)}{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}\right]\right|_{\lambda=0} \\
=\frac{(\mu+\alpha)\left(\mu_{I}+\gamma\right)}{\alpha}(1-M(n))<0
\end{gathered}
$$

which means that a positive number $\varepsilon$ exists, such that

$$
\frac{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}{\alpha}\left[1-\frac{\alpha \gamma \eta+\alpha \mathcal{L}\left[u_{2}\right](\lambda)+\mathcal{L}\left[u_{1}\right](\lambda)(\lambda+\mu+\alpha)}{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)}\right]<0,
$$

for each $\lambda \in[0, \varepsilon)$. It follows from (20) that $\mathcal{L}[\hat{I}](\lambda)<0$ for each $\lambda \in(0, \varepsilon)$. But, there is a contradiction with the non-negative of $\hat{I}(t)(t \geq 0)$. That is to say, $\hat{I}(t)$ and $\hat{R}(t)$ cannot both be bounded. It can be inferred from the inequalities $I_{n}(t) \geq \hat{I}(t)$ and $R_{n}(t) \geq \hat{R}(t)$ that both $I_{n}(t)$ and $R_{n}(t)$ cannot be bounded. This contradicts Proposition 2. Thus, $\omega_{s}\left(E_{0}\right) \cap \Gamma=\varnothing$ holds. By using Theorem 4.2 [31], it is easy to show that the semi-flow $\{\Psi(t, \cdot)\}_{t \geq 0}$ of system (1) is uniformly persistent. By using Theorem 3.7 [30], we know that there is a global attractor $\mathcal{B}_{0} \subset \Gamma$ for $\{\Psi(t, \cdot)\}_{t \geq 0}$.

### 4.2. Global Stability

Theorem 6. The disease-free equilibrium state $E_{0}$ is locally asymptotically stable (unstable) for $\mathscr{R}_{0}<1\left(\right.$ for $\left.\mathscr{R}_{0}>1\right)$.

Proof. At $E_{0}$, the linearized system of system (1) can be expressed as the following equations:

$$
\left\{\begin{array}{l}
\frac{d s(t)}{d t}=-f^{\prime}(0) S_{0} i(t)-\mu s(t)+\omega v(t)  \tag{21}\\
\frac{d v(t)}{d t}=-\omega v(t)-f^{\prime}(0) \rho V_{0} i(t)-\mu v(t) \\
\frac{\partial \mathbf{e}(t, a)}{\partial t}+\frac{\partial \mathbf{e}(t, a)}{\partial a}=-(\mu+\delta(a)+\sigma(a)) \mathbf{e}(t, a) \\
\frac{d i(t)}{d t}=\int_{0}^{+\infty} \delta(a) \mathbf{e}(t, a) d a-\left(\mu_{I}+\gamma\right) i(t)+\alpha r(t) \\
\frac{d r(t)}{d t}=\gamma \eta i(t)+\int_{0}^{+\infty} \sigma(a) \mathbf{e}(t, a) d a-(\mu+\alpha) r(t) \\
\mathbf{e}(t, 0)=f^{\prime}(0) S_{0} i(t)+f^{\prime}(0) \rho V_{0} i(t)
\end{array}\right.
$$

where $s(t)=S(t)-S_{0}, v=V(t)-V_{0}, \quad \mathbf{e}(t, a)=e(t, a), \quad i(t)=I(t), \quad \operatorname{andr}(t)=R(t)$.

Let

$$
k_{1}(\lambda)=\int_{0}^{+\infty} \alpha(a) e^{-\int_{0}^{a}(\lambda+\mu+\sigma(s)+\delta(s)) d s} d a, \quad k_{2}(\lambda)=\int_{0}^{+\infty} \delta(a) e^{-\int_{0}^{a}(\lambda+\mu+\sigma(s)+\delta(s)) d s} d a
$$

In system (21), we set $s(t)=S^{0} e^{\lambda t}, v(t)=V^{0} e^{\lambda t}, \mathbf{e}(t, a)=e^{0}(a) e^{\lambda t}, i(t)=I^{0} e^{\lambda t}$, and $r(t)=R^{0} e^{\lambda t}$ and derive the following equations:

$$
\left\{\begin{array}{l}
\lambda S^{0}=-f^{\prime}(0) S_{0} I^{0}-\mu S^{0}+\omega V^{0}  \tag{22}\\
\lambda V^{0}=-\omega V^{0}-f^{\prime}(0) \rho V_{0} I^{0}-\mu V^{0} \\
\dot{e}^{0}(a)=-(\lambda+\mu+\delta(a)+\sigma(a)) e^{0}(a) \\
\left(\lambda+\mu_{I}+\gamma\right) I^{0}=\int_{0}^{+\infty} \delta(a) e^{0}(a) d a+\alpha R^{0} \\
(\lambda+\mu+\alpha) R^{0}=\gamma \eta I^{0}+\int_{0}^{+\infty} \sigma(a) e^{0}(a) d a \\
e^{0}(0)=f^{\prime}(0) S_{0} I^{0}+f^{\prime}(0) \rho V_{0} I^{0}
\end{array}\right.
$$

By solving the system (22), we have

$$
\begin{gathered}
S^{0}=\frac{\omega V^{0}-f^{\prime}(0) S_{0} I^{0}}{\lambda+\mu}, V^{0}=\frac{-\rho f^{\prime}(0) V_{0} I^{0}}{\lambda+\mu+\omega}, R^{0}=\frac{\gamma \eta I^{0}+e^{0}(0) k_{2}(\lambda)}{\lambda+\mu+\alpha}, \\
e^{0}(0)=\frac{\lambda+\mu_{I}+\gamma-\frac{\alpha \gamma \eta}{\lambda+\mu+\alpha}}{k_{1}(\lambda)+\frac{\alpha k_{2}(\lambda)}{\lambda+\mu+\alpha}} I^{0} .
\end{gathered}
$$

By combining the above expressions with the last equation of system (22), we obtain the following equation:

$$
f^{\prime}(0)\left(S_{0}+\rho V_{0}\right) I^{0}=\frac{\left(\lambda+\mu_{I}+\gamma\right)-\frac{\alpha \gamma \eta}{\lambda+\mu+\alpha}}{k_{1}(\lambda)+\frac{\alpha k_{2}(\lambda)}{\lambda+\mu+\alpha}} I^{0}
$$

This indicates that the characteristic equation of system (21) can be expressed in the following form at the equilibrium state $E_{0}$ :

$$
F(\lambda)=\frac{f^{\prime}(0)\left(\rho V_{0}+S_{0}\right)\left[(\lambda+\mu+\alpha) k_{1}(\lambda)+\alpha k_{2}(\lambda)\right]+\alpha \gamma \eta}{(\lambda+\mu+\alpha)\left(\lambda+\mu_{I}+\gamma\right)} .
$$

It is easy to find $F^{\prime}(\lambda)<0, F(0)=\mathscr{R}_{0}$ and $\lim _{\lambda \rightarrow+\infty} F(\lambda)=0$. Hence, when $\mathscr{R}_{0}>1$, a positive real root exists for the equation $F(\lambda)=1$, indicating that the equilibrium state $E_{0}$ is unstable. For $\mathscr{R}_{0}<1$, if $\lambda_{0}=a_{0}+i b_{0}$ is a root of $F(\lambda)=1$ with $a_{0} \geq 0$. However,

$$
\left|F\left(a_{0}+i b_{0}\right)\right| \leq \mathscr{R}_{0}<1
$$

As a consequence, for $\mathscr{R}_{0}<1$, all eigenvalues of $F(\lambda)=1$ have negative real parts, indicating that $E_{0}$ is locally asymptotically stable.

Theorem 7. For system (1), if $\mathcal{R}_{0}<1$, the disease-free equilibrium state $E_{0}$ is globally asymptotically stable.

Proof. Let us define $h(x)=x-\ln x-1$. It is easy to conclude that $h(x)$ achieves a global minimum at $x=1$ and $h(1)=0$. Thus, $h(x)>0$ for all $x>0$ and $x \neq 1$. By following the same reasoning as Lemma 4.2 [32], we can verify that any solution to system (1) on $\mathcal{B}$ is satisfied, such that $S(t), V(t)>0$ for any $t \in \mathbb{R}$. Next, we define the Lyapunov function $W=W_{1}+W_{2}+W_{3}+W_{4}+W_{5}$ on $\mathcal{B}$. It follows from the compactness of $\mathcal{B}$ that $W$ is bounded on $\mathcal{B}$, where
$W_{1}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) S_{0} h\left(\frac{S}{S_{0}}\right), W_{2}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) V_{0} h\left(\frac{V}{V_{0}}\right), W_{4}=I, \quad W_{5}=\frac{\alpha}{\mu+\alpha} R$, $W_{3}=\int_{0}^{+\infty} H(a) e(t, a) d a, \quad H(a)=\int_{a}^{+\infty}\left(\delta(u)+\frac{\alpha}{\mu+\alpha} \sigma(u)\right) e^{-\int_{a}^{u}(\mu+\delta(s)+\sigma(s)) d s} d u$.

Now, we calculate the derivatives of $W_{1}, W_{2}, W_{3}, W_{4}$, and $W_{5}$ along the solutions of (1). Since $\mu=p_{1} \Lambda \frac{1}{S_{0}}+\omega \frac{V_{0}}{S_{0}}$, we have

$$
\dot{W}_{1}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(-p_{1} \Lambda \frac{\left(S-S_{0}\right)^{2}}{S S_{0}}-f(I)\left(S-S_{0}\right)+\omega V_{0}\left(\frac{V}{V_{0}}-\frac{S}{S_{0}}-\frac{S_{0} V}{S V_{0}}+1\right)\right)
$$

Since $\left(1-p_{1}\right) \Lambda=(\mu+\omega) V_{0}$, we have

$$
\dot{W}_{2}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(-(\mu+\omega) \frac{\left(V-V_{0}\right)^{2}}{V}-\rho f(I)\left(V-V_{0}\right)\right)
$$

Further, we have

$$
\begin{aligned}
\dot{W}_{3} & =-\int_{0}^{+\infty} H(a)\left((\mu+\delta(a)+\sigma(a)) e(t, a)+\frac{\partial e}{\partial a}\right) d a \\
& =H(0) e(t, 0)-\int_{0}^{+\infty}\left(\delta(a)+\frac{\alpha}{\mu+\alpha} \sigma(a)\right) e(t, a) d a \\
& =\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)(S+\rho V) f(I)-\int_{0}^{+\infty}\left(\delta(a)+\frac{\alpha}{\mu+\alpha} \sigma(a)\right) e(t, a) d a, \\
\dot{W}_{4} & =\int_{0}^{+\infty} \delta(a) e(t, a) d a-\left(\gamma+\mu_{I}\right) I+\alpha R, \\
\dot{W}_{5} & =\frac{\alpha}{\mu+\alpha}\left(\int_{0}^{+\infty} \sigma(a) e(t, a) d a+\gamma \eta I-(\mu+\alpha) R\right) .
\end{aligned}
$$

Thus, we can obtain

$$
\begin{aligned}
\frac{d W}{d t}= & \left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(S_{0}+\rho V_{0}\right) f(I)-\left(\mu_{I}+\gamma\right) I+\frac{\alpha}{\mu+\alpha} \gamma \eta I \\
& +\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) \omega V_{0}\left(-\frac{S}{S_{0}}-\frac{S_{0} V}{S V_{0}}-\frac{V_{0}}{V}+3\right) \\
& -\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(p_{1} \Lambda \frac{\left(S-S_{0}\right)^{2}}{S S_{0}}+\mu \frac{\left(V-V_{0}\right)^{2}}{V}\right) .
\end{aligned}
$$

Notice that $-\frac{S}{S_{0}}-\frac{S_{0} V}{S V_{0}}-\frac{V_{0}}{V}+3 \leq 0, f(I) \leq f^{\prime}(0) I$. Thus, we have

$$
\frac{d W}{d t} \leq\left(\gamma+\mu_{I}\right) I\left(\mathcal{R}_{0}-1\right)-\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(p_{1} \Lambda \frac{\left(S-S_{0}\right)^{2}}{S S_{0}}+\mu \frac{\left(V-V_{0}\right)^{2}}{V}\right)
$$

As a consequence, if $\mathcal{R}_{0}<1$, then $\frac{d W}{d t} \leq 0$ holds. Let $T$ be the largest invariant subset of $\left\{\left.\frac{d W}{d t}\right|_{(1)}=0\right\}$. The equality holds only if $S(t)=S^{0}, I=0, V=V^{0}$. In $T, S(t)=S^{0}, I=0$, and $V=V^{0}$ for all $t \in \mathbb{R}$. Then, we have $e(t, a)=0$. By combining this with system (1), it follows that $R(t)=0$ for all $t \in \mathbb{R}$. Hence, $T=\left\{E_{0}\right\}$. It follows from the LaSalle invariance principle [33] and Theorem 6 that $E_{0}$ is globally asymptotically stable.

When $\mathcal{R}_{0}>1$, the system (1) has a global attractor $\mathcal{B}_{0} \subset \Gamma$. Let $x \in \mathcal{B}_{0}$. Then, a total trajectory $\{\Psi(t, x)\}_{t \in \mathbb{R}}$ exists in $\mathcal{B}_{0}$. By following the same reasoning as that presented in Section 3.2 in [32], the system (1) reduces to the following total trajectory system:

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=p_{1} \Lambda-S f(I)-\mu S+\omega V  \tag{23}\\
\frac{d V(t)}{d t}=\left(1-p_{1}\right) \Lambda-\rho V f(I)-(\mu+\omega) V \\
e(t, a)=k(a)(S(t-a) f(I(t-a))+\rho V(t-a) f(I(t-a))) \\
\frac{d I(t)}{d t}=\int_{0}^{+\infty} \delta(a) e(t, a) d a+\alpha R-\left(\gamma+\mu_{I}\right) I(t) \\
\frac{d R(t)}{d t}=\gamma \eta I(t)+\int_{0}^{+\infty} \sigma(a) e(t, a) d a-(\mu+\alpha) R(t) \\
(S(0), V(0), e(0, a), I(0), R(0)) \in \mathcal{B}_{0}
\end{array}\right.
$$

To prove that $E^{*}$ is globally stable, it is mandatory to prove that $S(t), V(t), e(t, a), I(t)$, $R(t)>0$.

Lemma 3. All solutions to systems (1) or (23) on $\mathcal{B}_{0}$ satisfy the following inequalities:

$$
\epsilon \leq S(t), V(t), I(t), R(t) \leq M, f(\epsilon)(1+\rho) \epsilon k(a) \leq e(t, a) \leq f(M)(1+\rho) M k(a)
$$

for all $t \in \mathbb{R}, a \in \mathbb{R}_{+}$, where $\epsilon$ and $M$ are positive constants.
Proof. Let $\Psi(t, x)=(S(t), V(t), e(t, a), I(t), R(t)) \subset \mathcal{B}_{0}$.
Now, we are going to prove that $S(t)>0$ for all $t \in \mathbb{R}$. We assume that $S\left(t_{0}\right)=0$ for some $t_{0} \in \mathbb{R}$. Clearly, $\frac{d S\left(t_{0}\right)}{d t} \geq p_{1} \Lambda>0$. We can know from here that $S\left(t_{0}-\eta_{0}\right)<0$ for some $\eta_{0}>0$. This is a contradiction to $\mathcal{B}_{0} \subset \Gamma$. Hence, $S(t)>0$ for all $t \in \mathbb{R}$. Similarly, we can also derive $V(t)>0$ for any $t \in \mathbb{R}$.

Next, we are going to prove that $I(t)>0, R(t)>0$ for any $t \in \mathbb{R}$. We assume that $I\left(t_{0}\right)=0$ and $R\left(t_{0}\right)=0$ for some $t_{0} \in \mathbb{R}$. From (23), it is easy to derive that $I(t)=$ $0, R(t)=0$ when $t \leq t_{0}$. Furthermore, we have $\int_{0}^{+\infty} e(t, a) d a=0$ for all $t \leq t_{0}$. This is a contradiction to $\Psi(t, x) \subset \mathcal{B}_{0}$. Further, we assume that $I\left(t_{0}\right)=0, R\left(t_{0}\right)>0$ for some $t_{0} \in \mathbb{R}$. It follows from (23) that $\frac{d I\left(t_{0}\right)}{d t} \geq \alpha R\left(t_{0}\right)>0$. From here, we know that $I\left(t_{0}-\eta_{1}\right)<0$ for some $\eta_{1}>0$. This is a contradiction to $\mathcal{B}_{0} \subset \Gamma$. Similarly, the assumption that $I\left(t_{0}\right)>0, R\left(t_{0}\right)=0$ for some $t_{0} \in \mathbb{R}$ is not true. Hence, $I(t)>0, R(t)>0$ for any $t \in \mathbb{R}$. Furthermore, it follows from (23) that $e(t, a)>0$ for any $(t, a) \in\left(\mathbb{R}, \mathbb{R}_{+}\right)$. Then, it follows from the compactness of $\mathcal{B}_{0}$ that the conclusions of Lemma 3 hold.

Theorem 8. For systems (1) or (23) in $\Gamma$, if $\mathcal{R}_{0}>1$, the equilibrium state $E^{*}$ is globally asymptotically stable.

Proof. Let us define the Lyapunov function $G(t)=G_{1}+G_{2}+G_{3}+G_{4}+G_{5}$ on $\mathcal{B}_{0}$. It follows from Lemma 3 that $G(t)$ is bounded, where

$$
\begin{gathered}
G_{1}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) S^{*} h\left(\frac{S}{S^{*}}\right), G_{2}=\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) V^{*} h\left(\frac{V}{V^{*}}\right), \\
G_{3}=\int_{0}^{+\infty} H(a) e^{*}(a) h\left(\frac{e(t, a)}{e^{*}(a)}\right) d a, G_{4}=I^{*} h\left(\frac{I}{I^{*}}\right), G_{5}=\frac{\alpha}{\mu+\alpha} R^{*} h\left(\frac{R}{R^{*}}\right),
\end{gathered}
$$

and

$$
h(x)=x-\ln x-1, \quad H(a)=\int_{a}^{+\infty}\left(\delta(u)+\frac{\alpha}{\mu+\alpha} \sigma(u)\right) e^{-\int_{a}^{u}(\mu+\delta(s)+\sigma(s)) d s} d u
$$

Along with any solution to $\mathcal{B}_{0}$, we take the derivative versus time of $G$. Since $p_{1} \Lambda=$ $\mu S^{*}+f\left(I^{*}\right) S^{*}-\omega V^{*}$, we have

$$
\begin{aligned}
\dot{G}_{1}= & \left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(1-\frac{S^{*}}{S}\right)\left[\mu\left(S^{*}-S\right)+\omega\left(V-V^{*}\right)+\left(f\left(I^{*}\right) S^{*}-f(I) S\right)\right] \\
= & \left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left[\mu S^{*}\left(-h\left(\frac{S}{S^{*}}\right)-h\left(\frac{S^{*}}{S}\right)\right)+\omega V^{*}\left(h\left(\frac{V}{V^{*}}\right)-h\left(\frac{S^{*} V}{S V^{*}}\right)+h\left(\frac{S^{*}}{S}\right)\right)\right. \\
& \left.+S^{*} f\left(I^{*}\right)\left(h\left(\frac{f(I)}{f\left(I^{*}\right)}\right)-h\left(\frac{S^{*}}{S}\right)-h\left(\frac{S f(I)}{S^{*} f\left(I^{*}\right)}\right)\right)\right] .
\end{aligned}
$$

Since $\left(1-p_{1}\right) \Lambda=\mu V^{*}+\rho f\left(I^{*}\right) V^{*}+\omega V^{*}$, we have

$$
\begin{aligned}
\dot{G}_{2}= & \left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left(1-\frac{V^{*}}{V}\right)\left[-(\mu+\omega)\left(V-V^{*}\right)-\rho\left(f(I) V-f\left(I^{*}\right) V^{*}\right)\right] \\
= & \left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left[(\mu+\omega) V^{*}\left(-h\left(\frac{V}{V^{*}}\right)-h\left(\frac{V^{*}}{V}\right)\right)\right. \\
& \left.+\rho V^{*} f\left(I^{*}\right)\left(h\left(\frac{f(I)}{f\left(I^{*}\right)}\right)-h\left(\frac{V^{*}}{V}\right)-h\left(\frac{V f(I)}{V^{*} f\left(I^{*}\right)}\right)\right)\right] .
\end{aligned}
$$

Further, we have

$$
\begin{aligned}
\dot{G}_{3}= & \int_{0}^{+\infty} H(a)\left(1-\frac{e^{*}(a)}{e(t, a)}\right) \frac{\partial e}{\partial t} d a=-\int_{0}^{+\infty} H(a) e^{*}(a) \frac{\partial}{\partial a} h\left(\frac{e(t, a)}{e^{*}(a)}\right) d a \\
= & H(0) e^{*}(0) h\left(\frac{e(t, 0)}{e^{*}(0)}\right)-\int_{0}^{+\infty}\left(\delta(a)+\frac{\alpha}{\mu+\alpha} \sigma(a)\right) e^{*}(a) h\left(\frac{e(t, a)}{e^{*}(a)}\right) d a \\
= & H(0) f\left(I^{*}\right) S^{*}\left(h\left(\frac{f(I) S}{f\left(I^{*}\right) S^{*}}\right)-h\left(\frac{e^{*}(0) f(I) S}{e(t, 0) f\left(I^{*}\right) S^{*}}\right)\right) \\
& -\int_{0}^{+\infty}\left(\delta(a)+\frac{\alpha}{\mu+\alpha} \sigma(a)\right) e^{*}(a) h\left(\frac{e(t, a)}{e^{*}(a)}\right) d a \\
& +H(0) \rho f\left(I^{*}\right) V^{*}\left(h\left(\frac{f(I) V}{f\left(I^{*}\right) V^{*}}\right)-h\left(\frac{e^{*}(0) f(I) V}{e(t, 0) f\left(I^{*}\right) V^{*}}\right)\right) .
\end{aligned}
$$

Since $\gamma+\mu_{I}=\frac{1}{I^{*}}\left(\int_{0}^{+\infty} \delta(a) e^{*}(a) d a+\alpha R^{*}\right)$, we have

$$
\begin{aligned}
\dot{G}_{4} & =\int_{0}^{+\infty} \delta(a) e^{*}(a)\left(\frac{e(t, a)}{e^{*}(a)}-\frac{I}{I^{*}}-\frac{e(t, a) I^{*}}{e^{*}(a) I}+1\right) d a+\alpha R^{*}\left(\frac{R}{R^{*}}-\frac{I}{I^{*}}-\frac{I^{*} R}{I R^{*}}+1\right) \\
& =\int_{0}^{+\infty} \delta(a) e^{*}(a)\left(h\left(\frac{e(t, a)}{e^{*}(a)}\right)-h\left(\frac{I}{I^{*}}\right)-h\left(\frac{e(t, a) I^{*}}{e^{*}(a) I}\right)\right) d a+\alpha R^{*}\left(h\left(\frac{R}{R^{*}}\right)-h\left(\frac{I}{I^{*}}\right)-h\left(\frac{I^{*} R}{R^{*} I}\right)\right) .
\end{aligned}
$$

Since $\mu+\alpha=\frac{1}{R^{*}}\left(\int_{0}^{+\infty} \sigma(a) e^{*}(a) d a+\gamma \eta I^{*}\right)$, we have

$$
\begin{aligned}
\dot{G}_{5}= & \frac{\alpha}{\mu+\alpha} \int_{0}^{+\infty} \sigma(a) e^{*}(a)\left(\frac{e(t, a)}{e^{*}(a)}-\frac{R}{R^{*}}-\frac{e(t, a) R^{*}}{e^{*}(a) R}+1\right) d a \\
& +\frac{\alpha}{\mu+\alpha} \gamma \eta I^{*}\left(\frac{I}{I^{*}}-\frac{R}{R^{*}}-\frac{R^{*} I}{R I^{*}}+1\right) \\
= & \frac{\alpha}{\mu+\alpha} \int_{0}^{+\infty} \sigma(a) e^{*}(a)\left(h\left(\frac{e(t, a)}{e^{*}(a)}\right)-h\left(\frac{R}{R^{*}}\right)-h\left(\frac{e(t, a) R^{*}}{e^{*}(a) R}\right)\right) d a \\
& +\frac{\alpha}{\mu+\alpha} \gamma \eta I^{*}\left(h\left(\frac{I}{I^{*}}\right)-h\left(\frac{R}{R^{*}}\right)-h\left(\frac{I R^{*}}{I^{*} R}\right)\right) .
\end{aligned}
$$

Thus, we can obtain

$$
\begin{aligned}
\dot{G}= & -\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) p_{1} \Lambda h\left(\frac{S^{*}}{S}\right)-\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) \mu S^{*} h\left(\frac{S}{S^{*}}\right) \\
& -\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) \omega V^{*} h\left(\frac{S^{*} V}{S V^{*}}\right) \\
& -\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) \mu V^{*} h\left(\frac{V}{V^{*}}\right)-\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right)\left((\mu+\omega) V^{*}+\rho f\left(I^{*}\right) V^{*}\right) h\left(\frac{V^{*}}{V}\right) \\
& -H(0) S^{*} f\left(I^{*}\right) h\left(\frac{e^{*}(0) S f(I)}{e(t, 0) S^{*} f\left(I^{*}\right)}\right)-H(0) \rho V^{*} f\left(I^{*}\right) h\left(\frac{e^{*}(0) V f(I)}{e(t, 0) V^{*} f\left(I^{*}\right)}\right) \\
& -\int_{0}^{+\infty} \delta(a) e^{*}(a) h\left(\frac{e(t, a) I^{*}}{e^{*}(a) I}\right) d a-\alpha R^{*} h\left(\frac{I^{*} R}{R^{*} I}\right)-\frac{\alpha}{\mu+\alpha} \int_{0}^{+\infty} \sigma(a) e^{*}(a) h\left(\frac{e(t, a) R^{*}}{e^{*}(a) R}\right) d a \\
& -\frac{\alpha}{\mu+\alpha} \gamma \eta I^{*} h\left(\frac{I R^{*}}{I^{*} R}\right)+\left(\mathscr{K}_{1}+\frac{\alpha}{\mu+\alpha} \mathscr{K}_{2}\right) e^{*}(0)\left(h\left(\frac{f(I)}{f\left(I^{*}\right)}\right)-h\left(\frac{I}{I^{*}}\right)\right) .
\end{aligned}
$$

From Proposition A. 1 in [26], we know that $h\left(\frac{f(I)}{f\left(I^{*}\right)}\right)-h\left(\frac{I}{I^{*}}\right) \leq 0$. Then, $\frac{d G}{d t} \leq 0$ holds. It follows from the analysis of Theorem 5.6 [27] that $\mathcal{B}_{0}=\left\{E^{*}\right\}$. Therefore, the global asymptotic stability of $E^{*}$ is derived.

## 5. Parameter Estimation and Sensitivity Analysis

### 5.1. Parameter Estimation

In this section, we estimate the parameters of system (1) using annual tuberculosis patient data from China collected between 2007 and 2020. After being infected with TB, some individuals may exhibit symptoms of the disease within a few weeks due to their lack of immunity to the bacillus. As time passes, their immune system gradually fights off the bacillus, reducing the likelihood of displaying symptoms and increasing the chances of recovery $[34,35]$. In the numerical simulation, we use years as the unit with a few weeks being negligible in terms of the time length. Consequently, we establish two monotonic functions to represent $\delta(a)$ and $\sigma(a)$, respectively.

$$
\delta(a)=\delta_{1} e^{-\delta_{2} a}, \quad \sigma(a)=\sigma_{1}\left(1-e^{-\sigma_{2} a}\right)
$$

We also assume that $e_{0}(a)=e(0) \mu e^{-\mu a}$. Since $f(I)$ in (1) is monotonically increasing and concave down, we choose the following function to represent $f(I)$ :

$$
f(I)=I\left(\beta-\frac{\beta_{1} I}{m_{1}+I}\right), \text { where } \beta>\beta_{1} .
$$

Next, we set the values or intervals of all parameters and initial values:
(1) Based on the National Bureau of the Statistics of China (NBSC) data [36], the average newborn population in China was $16,289,670$ persons per year during this period with an average life expectancy was 76.34 years old. Thus, we take $\Lambda=16,289,670$ and $\mu=1 / 76.34$. The World Health Organization estimates that approximately one-quarter of the world's population has been infected with TB and about $85 \%$ of people who
develop TB disease can be successfully treated with a 6-month drug regimen. Thus, we take $S(0)=0.75 * 1,314,480,000$ persons, $\int_{0}^{+\infty} e(0, a) d a=0.25 * 1,314,480,000$ persons, $\eta=0.85$. Trollfors et al. [12] suggested that the BCG vaccine exhibits a significant effect on latent tuberculosis infection (LTBI) with an efficacy rate of $59 \%$. Thus, we take $\rho=$ 0.41. Guo et al. [2] suggested that the death rate due to TB is 0.0056 per year. Thus, $\mu_{I}=\mu+0.0056$ per year. The initial infectious population is $I(0)=5011912$ persons, and the initial recovered population is $R(0)=7493719$ persons. Xue et al. [37] suggested that $1-p_{1}=0.99$ in China.
(2) In [2], The authors adopted the bilinear incidence rate $\beta S I$ and estimated the coefficient value to be $\beta=1.15 \times 10^{-10}$. Thus, we take the range of $\beta$ as $\left[1 \times 10^{-11}, 1 \times\right.$ $\left.10^{-10}\right]$. In order to ensure the non-negativity of $f(I)$, we take the range of $\beta_{1}$ as $[1 \times$ $\left.10^{-12}, 1 \times 10^{-11}\right]$. Assuming $m_{1}$ is on the same order of magnitude as $I(0)$, we take the range of $m_{1}$ as $[1,000,000,2,000,000]$.
(3) As found by Martinez et al. [13], BCG vaccination at birth only provides significant protection against TB for children under 5 years of age and has little effect on adolescents and adults. In [38], Huang et al. found that the BCG is effective against LTBI for adults of at least 18 years of age (adulthood) when given at birth. We assume that $\omega \in[1 / 20,1 / 5]$.
(4) There is no evidence to show the range of the parameters $\delta_{1}, \delta_{2}, \sigma_{1}$, and $\sigma_{2}$. We assume that the range of these parameters is $\left[1 \times 10^{-6}, 1\right]$.
(5) TB treatment generally needs to take 4 to 9 months [10]. But, multidrug-resistant TB treatment takes much longer. Thus, we take the range of $\gamma$ as [0.2, 2]. In [37], the authors suggested that the range of the relapse rate $\alpha$ is [0.005, 0.025].
(6) Based on the newborn population per year and the protection period of the vaccine, we assume that the range is $V(0)=\left[1 \times 10^{8}, 2 \times 10^{8}\right]$.

The data on annual tuberculosis patients (Table 2) were obtained from the Chinese Center for Disease Control and Prevention [39].

Table 2. The data of TB cases in China (persons).

| Year | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cases | $1,163,959$ | $1,169,540$ | $1,076,938$ | 991,350 | 953,275 | 951,508 | 904,434 |
| Year | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 |
| Cases | 889,381 | 864,015 | 836,236 | 835,193 | 823,342 | 775,764 | 670,538 |

Next, we simulate the following parameters and the initial conditions of system (1)

$$
\hat{\Theta}=\left(\delta_{1}, \delta_{2}, \sigma_{1}, \sigma_{2}, \omega, \beta, \beta_{1}, m_{1}, \alpha, \gamma, V(0)\right) .
$$

We represent the number of new tuberculosis patients in the $t$ th year as $P(t, \hat{\Theta})$, which can be expressed as follows:

$$
P(t, \hat{\Theta})=X(t)-X(t-1)
$$

where $X(t)$ denotes the cumulative number of patients with TB disease by the $t$ th year. We can derive the expression for $X(t)$ as:

$$
\frac{d X(t)}{d t}=\int_{0}^{+\infty} \delta(a) e(t, a) d a+\alpha R(t) .
$$

Next, we utilize $P(t, \hat{\Theta})$ to simulate China's annual tuberculosis patient data. We use MATLAB 2018b software to estimate $\hat{\Theta}$. Using the Grey Wolf Optimizer (GWO) algorithm, we can estimate the unknown parameters and initial values for model (1), as shown in Table 3. The results of the simulation are presented in Figure 2.


Figure 2. The comparison between the simulation results of the GWO algorithm and the actual data.
Table 3. Unknown parameters and initial values estimated by the GWO algorithm.

| Parameters | Value | Source | Parameters | Value | Source |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{1}$ | 0.01518682 | Fitting | $\beta_{1}$ | $2.8311140 \times 10^{-12}$ | Fitting |
| $\delta_{2}$ | 0.047465098 | Fitting | $m_{1}$ | $1,805,707$ | Fitting |
| $\sigma_{1}$ | 0.086799875 | Fitting | $\alpha$ | 0.010890517 | Fitting |
| $\sigma_{2}$ | 0.000960051 | Fitting | $\gamma$ | 0.200034765 | Fitting |
| $\omega$ | 0.090614519 | Fitting | $V(0)$ | $129,832,691$ | Fitting |
| $\beta$ | $4.887090 \times 10^{-11}$ |  |  |  |  |

### 5.2. Sensitivity Analysis

The output of the model (1) is determined by its initial values and parameters. The GWO algorithm is used to estimate some parameters and initial values, which may introduce uncertainty into their selection. Therefore, we need to conduct an uncertainty analysis (UA) in order to determine the reliability of parameter estimates. To ensure the reliability of the estimates through the GWO, we employ the Markov Chain Monte Carlo (MCMC) method with the Delayed Rejection and Adaptive Metropolis (DRAM) algorithm [40]. We estimate the convergence of the Markov chain by using Geweke's Z-scores [41]. The expectations, standard deviations, and confidence intervals of the parameters and initial values are listed in Table 4.

Table 4. The parameters and initial values of the model (1).

| Parameters | Mean | Std | $\mathbf{9 5 \%} \mathbf{C I}$ | Gewekes Z-Score |
| :---: | :---: | :---: | :---: | :---: |
| $\delta_{1}$ | 0.015224 | 0.0017461 | $[0.01521682,0.015232125]$ | 0.99492 |
| $\delta_{2}$ | 0.047357 | 0.0054654 | $[0.047333118,0.047381024]$ | 0.9904 |
| $\sigma_{1}$ | 0.08693 | 0.010083 | $[0.0868855,0.086973908]$ | 0.98351 |
| $\sigma_{2}$ | 0.00095903 | 0.00011069 | $[0.000958544,0.000959514]$ | 0.99975 |
| $\omega$ | 0.090725 | 0.010535 | $[0.090678698,0.09077104]$ | 0.99583 |
| $\beta$ | $4.8889 \times 10^{-11}$ | $5.6062 \times 10^{-12}$ | $\left[4.88647 \times 10^{-11}, 4.891385 \times 10^{-11}\right]$ | 0.99636 |
| $\beta_{1}$ | $2.824 \times 10^{-12}$ | $3.2717 \times 10^{-13}$ | $\left[2.82254 \times 10^{-12}, 2.825412 \times 10^{-12}\right]$ | 0.98896 |
| $m_{1}$ | $1,801,600$ | 209,190 | $[1,800,674,1,802,508]$ | 0.99182 |
| $\alpha$ | 0.010882 | 0.0012476 | $[0.010876,0.010887]$ | 0.98807 |
| $\gamma$ | 0.19972 | 0.023108 | $[0.1996197,0.199822]$ | 0.9752 |
| $\gamma(0)$ | $13,038,000$ | $1.5 \times 10^{7}$ | $[130,309,596,130,441,079]$ | 0.99426 |

In this paper, a sensitivity analysis (SA) is used to identify the parameter that has the greatest impact on $\mathcal{R}_{0}$. We use the partial rank correlation coefficient (PRCC) to analyze the sensitivity, which is based on Latin hypercube sampling (LHS). For the parameters presented in Table 4, we let $m_{1}, V(0)$ take the expected value, and we assume that other parameters follow normal distributions with the expectations and standard deviations shown in Table 4. Because the parameters are sampled normally, we can observe that the distribution of $\mathcal{R}_{0}$ is also normal in Figure 3 . Figure 3 shows that the average of $\mathcal{R}_{0}<1$. It follows from Theorem 7 that the model 1 is globally asymptotically stable to the disease-free equilibrium state, which suggests that TB transmission will eventually disappear. However, this does not mean that China will achieve the End TB Strategy of the WHO (reducing the incidence of TB by $90 \%$ by 2035 compared to 2015) [1,2]. Thus, China should find the most effective measures to achieve the goal of the WHO. Figure 4 shows the values of PRCC for $\mathcal{R}_{0}$. It follows from the values of PRCC that $\delta(a), \beta, \alpha$, and $\gamma$ have significant influences on $\mathcal{R}_{0}$.


Figure 3. The distribution histogram of $\mathcal{R}_{0}$.


Figure 4. The PRCC values.

## 6. Discussion and Conclusions

The rate $\delta(a)$ at which latent individuals enter the infectious class has a significant influence on $\mathcal{R}_{0}$. But, we think it is difficult to implement control measures on the parameter in China's public health at present. The parameter $\alpha$ represents the relapse rate. If the relapse rate $\alpha$ is reduced, we can see a significant reduction in $\mathcal{R}_{0}$, which will lead to a significant reduction in the number of new cases. Therefore, gaining a better understanding of the causes and risk factors associated with TB relapse is crucial for controlling the spread of TB in China. The TB transmission coefficient $\beta$ has a significant impact on $\mathcal{R}_{0}$. To decrease $\beta$, effort is needed to prevent susceptible populations from becoming TB latent populations. This includes paying attention to personal protection, accepting TB treatment and prevention education, avoiding unhealthy living habits, and more. The treatment rate $\gamma$ exerts a significant influence on $\mathcal{R}_{0}$. To increase $\gamma$, efforts are needed to expand the coverage of TB treatment and improve treatment success rates for patients with TB disease. Therefore, implementing these measures could effectively reduce the TB incidence rate in China. However, we also found that the waning rate $\omega$ of vaccine-induced protection has no significant effect on $\mathcal{R}_{0}$. We suggest that this does not necessarily mean that the BCG vaccine has no effect on preventing and controlling TB. The possible reason for this is that we assumed a fixed efficacy rate for the vaccine in the simulation. If the vaccine's effectiveness were improved, it would be possible to significantly reduce the number of new TB cases. Therefore, the development of novel vaccines is also a focal point for the goal of TB control.

In this paper, we present an age-structured mathematical model for TB infection based on the characteristics of TB transmission in order to gain a better understanding of the spread of TB in China. The aim of our research was to propose control strategies to mitigate the risk of TB spread. We defined the basic reproduction number $\mathcal{R}_{0}$ and demonstrated that it is the key determinant of the global dynamics in our proposed model. Based on annual data on TB in China collected from 2007 to 2020, we estimated the model parameters and calculated the PRCC between these parameters and the basic reproduction number $\mathcal{R}_{0}$. From the PRCC values, we can see that $\delta(a), \beta, \alpha$, and $\gamma$ have the most important influences on $\mathcal{R}_{0}$. In light of the actual controllability, we proposed some measures to control the spread of TB in China. There are still some deficiencies in our study. Firstly, we did not take into account the time lag caused by treatment in our modeling, which may pose great difficulties for the dynamic analysis of the model. Secondly, we did not consider drug resistance, as the treatment success rate for patients with drug resistance is significantly lower. Thirdly, the distributions of $\delta(a)$ and $\sigma(a)$ are based on our hypothesis and will be studied further when relevant data become publicly available.
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#### Abstract

We show the existence of complex dynamics for a seasonally perturbed version of the Goodwin growth cycle model, both in its original formulation and for a modified formulation, encompassing nonlinear expressions of the real wage bargaining function and of the investment function. The need to deal with a modified formulation of the Goodwin model is connected with the economically sensible position of orbits, which have to lie in the unit square, in contrast to what occurs in the model's original formulation. In proving the existence of chaos, we follow the seminal idea by Goodwin of studying forced models in economics. Namely, the original and the modified formulations of Goodwin model are described by Hamiltonian systems, characterized by the presence of a nonisochronous center, and the seasonal variation of the parameter, representing the ratio between capital and output, which is common to both frameworks, is empirically grounded. Hence, exploiting the periodic dependence on time of that model parameter we enter the framework of Linked Twist Maps. The topological results valid in this context allow us to prove that the Poincaré map, associated with the considered systems, is chaotic, focusing on sets that lie in the unit square, and also when dealing with the original version of the Goodwin model. Accordingly, the trademark features of chaos follow, such as sensitive dependence on initial conditions and positive topological entropy.
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## 1. Introduction

In the last years of his research activity, Goodwin in [1] studied, by means of numerical experiments, what can be obtained by the superimposition of exogenous cycles to cycles endogenously generated by a model, focusing, in particular, on the one by Rössler [2], and concluding that, "At this point it becomes appropriate to consider the relevance, if any, that these forced models have to economics. The answer is not difficult to find: the economy consists of a very large number of separate and distinct parts, with the result that these parts are subject to continual exogenous forces. To begin with there are the individual national economies increasingly acted on by the movements of the world economy. Then within the economy there are various markets with dynamics particular to them. There is the annual solar cycle with its influence on various markets, for example the agricultural, the touristic, the fuel, and any number of others" ([1], pp. 121-123).

Taking inspiration from such considerations, we investigate the effect produced on the dynamics of both the original version and a modified formulation of his celebrated growth cycle model (see [3,4]) (The interested reader can find in [5] a survey on the vast literature about the Goodwin model, concerning possible extensions or modifications of the original
setting, in $[3,4]$ ), by the exogenous periodic variation in one of the model parameters, the seasonal oscillation of which is empirically grounded.

We recall that the Goodwin model represents, in Goodwin's own words, a "starkly schematized", yet incisive, manner, the relationships between capitalists and workers. The need to deal with a modified formulation of the growth cycle model comes from the fact that the original formulation, proposed in [3,4], is not coherent. Indeed, despite the linearity of the real wage bargaining function and of the investment function, the original Goodwin model consists of two nonlinear differential equations of the Lotka-Volterra type, the variables of which are wage share in national income and proportion of labor force employed, which, by definition, cannot exceed unit. On the other hand, orbits of the Goodwin model can lie everywhere in the first quadrant, possibly outside the unit square (Goodwin was aware of this fact and, indeed, in ([3], p. 57), he wrote "Both $u$ [wage share in national income] and $v$ [employment proportion] must be positive and $v$ must, by definition, be less than unity; $u$ normally will be also but may, exceptionally, be greater than unity (wages and consumption greater than total product by virtue of losses and disinvestment)"). Some contributions, such as those by Desai et al. [6] and Harvie et al. [7], were devoted to fixing such an issue in an economically sensible manner. Nonetheless, as shown by Madotto et al. in [8], those works do not solve the problem with the orbit position, since the assumptions made in those two papers are not sufficient to guarantee that orbits lie inside the unit square. Hence, keeping the settings in $[6,7]$ as a starting point, but taking into consideration the results obtained in [8], we deal here with a different reformulation of the Goodwin growth cycle model, which, in its outcomes, is consistent with the meanings of the variables and, in particular, with their admissible ranges. In more detail, in our revisitation of the model, in regard to the real wage bargaining function, we opt for the nonlinear formulation of the Phillips curve proposed by Phillips in [9], and considered, for example, in [6]. For the investment function, we deal with a similar nonlinear formulation, used in the simulative analysis performed in [8], and satisfying the conditions found in that work, so as to ensure that orbits lie in the feasible region. We stress that a nonlinear investment function is also grounded from an economic viewpoint, since, according to [10], followed by [11], it is suitable to encompass the description of a more flexible savings behavior with respect to its linear counterpart. Moreover, the nonlinear version of the Phillips curve [9] was initially considered by Goodwin, too, who then linearized that expression in its well-known model so as to obtain an approximation for it, "in the interest of lucidity and ease of analysis" ([3], p. 55) (see also [6], p. 2666). Still, the economic interpretation requires the real wage bargaining function to be increasing in the proportion of labor force employed, while the investment function has to be decreasing in wage share in the national income.

Since the modified formulation of the Goodwin model that we are going to analyze fulfills the conditions in [8], we know that, like the original framework in [3,4], it is still a Hamiltonian system, characterized by the presence of a global, nonisochronous center. Hence, in order to analytically show the dynamic consequences produced on its periodic orbits by the exogenous periodic variation in one of the model parameters, we use the Linked Twist Maps (LTMs, hereinafter) method, recently employed, for instance, in [12] to show the existence of complex dynamics in two evolutionary game theoretical contexts. In particular, we assume that the chosen parameter alternates in a periodic fashion between two different values, e.g., due to a seasonal effect, and this allows us to prove the existence of chaotic dynamics. In order to make our choice empirically grounded, we focus on the parameter that describes the ratio between capital and output, since, keeping the capital level constant, production is no doubt influenced by phenomena that are periodic in nature. We can, for instance, take into consideration the oscillatory behavior during the solar year of the energy price in electricity markets in consequence of the varying demand over the months, as investigated, for example, in [13,14], or the different supply in the agricultural commodity markets in various seasons. We stress, however, that the same assumption about a periodic variation between two different values made on any other model parameter would produce analogous results in terms of generated dynamics,
since all parameters influence the center position (We remark that this is a sufficient, albeit not necessary, condition in order to apply the LTMs method whenever we deal with a nonisochronous center, as long as the switching times between the regimes described by the two different parameter values are large enough. As shown, for example, in [12,15], the LTMs technique can be used even when, in consequence of the periodic perturbation of one of the model parameters, the center position does not vary, but the shape of the orbits is modified in a suitable manner).

In order to explain the LTMs technique we need to recall, on the one hand, the original setting of linked twist maps, as studied, for instance, in [16-18], with the corresponding assumptions of smoothness, preservation of Lebesgue measure and monotonicity of the angular speed with respect to the radial coordinate, and, on the other hand, the Stretching Along the Paths (henceforth, SAP) method, developed in the planar case in $[19,20]$ and extended to higher dimensional frameworks in [21]. The SAP method is a topological technique that allows the existence of fixed points, periodic points and chaotic dynamics for continuous maps that expand the arcs along one direction and that are defined on sets homeomorphic to the unit cube in Euclidean spaces. The context of LTMs represents a geometrical framework in which it is possible to employ the SAP method in view of proving, as done, for example, in [22,23], the presence of the trademark features of chaos, such as sensitive dependence on initial conditions and positive topological entropy. In more detail, by a Linked Twist Map we mean the composition of two twist maps, each acting on an annulus, with the two annuli linked together, i.e., crossing in the two-dimensional case along two (or more) planar sets homeomorphic to the unit square, that we call generalized rectangles. Since our approach is purely topological, different from that in [16-18], we just need a twist condition on the boundary of the two linked annuli, similar to what is required in the Poincaré-Birkhoff fixed point theorem.

As explained above, in the present paper, we are going to apply the LTMs method to the original and to the modified formulations of the Goodwin model, that, according to the findings in [8], are Hamiltonian systems with nonisochronous centers, the position of the center varying when the value of one of the model parameters changes. In particular, in both frameworks we act on the ratio between capital and output, since it is sensible to assume that it alternates, due to a seasonal effect, in a periodic fashion between two different levels, one of which may be seen as a perturbation of the other. In this manner, starting either from the original or the modified formulation of the Goodwin model, we obtain two conservative systems, the unperturbed and the perturbed ones, and for each system we can consider an annulus made of energy level lines. Under suitable conditions, the orbits the two annuli are linked together, crossing in two disjoint generalized rectangles. In our settings, the LTMs technique consists of finding two such linked annuli, having intersections containing chaotic sets. Their existence is established by applying the SAP method to the Poincaré map obtained as composition of the Poincaré maps associated with the unperturbed system and the perturbed one. This leads us to work with discrete-time dynamical systems. Like what has happened in other contexts in which the LTMs method was used (see e.g., [12,23]), our results about the existence of complex dynamics are robust with respect to small changes, in $L^{1}$ norm, in the coefficients of the considered settings.

We stress that the nonisochronicity of the center plays a crucial role in applying the SAP method, because it implies that the Poincaré maps produce a twist effect on the linked annuli, since the orbits composing them are run with a different speed. In this manner, the generalized rectangles, where the annuli meet, are increasingly deformed with the passing of time. Hence, if the regimes governed by the unperturbed system and by the perturbed one are sufficiently long-lasting, the Poincaré maps transform the generalized rectangles into spiral-like sets, that intersect the same generalized rectangles many times, so that the stretching property required by the SAP method, in order to guarantee the existence of chaotic sets inside the generalized rectangles, is fulfilled.

Regarding the nonisochronicity of the center in the settings that we analyze in this manuscript, for the original formulation proposed in [3,4], we rely on the classical results
in $[24,25]$ about the monotonicity of the period of orbits for the Lotka-Volterra predatorprey model with respect to the energy level, since the Goodwin growth cycle model is a special case of that more general framework. For the modified formulation of the Goodwin model that we take into account we instead make reference to the findings obtained in [8] about the period of small and large cycles for a wide class of Hamiltonian systems encompassing the one here considered. More precisely, although an exhaustive analysis of the period of the orbits does not seem to be easy to perform, as discussed in [8], due to the presence of singularities in the model, Madotto et al. proved, on the one hand, that the approximation of the period length of small cycles by means of the period of the linearized system is valid near the equilibrium point and, on the other hand, that the period length of large cycles, approaching the boundary of the feasible set, i.e., the unit square in our context, is arbitrarily high. In view of illustrating, by means of a concrete example, our main result about the existence of complex dynamics for the modified formulation of the Goodwin model, we numerically checked that the periods of the orbits coinciding with the inner and the outer boundaries of the linked annuli, considered in our example, did not coincide, finding, in particular, that the period of the orbits increased with the energy level, in analogy with the classical results in $[24,25]$ for the original formulation of the Goodwin model. This is in agreement with the simulative experiments performed in [8] for the same setting that we investigate. Indeed, using a different notation, the framework that we study has been essentially proposed in (Section 5.3 in [8]) to illustrate the difficulties which arise when trying to prove that the period map connected with the general class of Hamiltonian systems analyzed in that paper is increasing, even if the detailed numerical simulations performed in [8] suggest that the period monotonicity holds true for the system that we consider.

Hence, our contribution is strongly based, on the one hand, on the results contained in [8] about the period of cycles of a suitable class of Hamiltonian systems. On the other hand, our work belongs to the research strand which, starting from [22,23], shows how to use the LTMs method to prove the existence of complex dynamics in various continuoustime settings (see e.g., [26-28]). In more detail, the paper that is closest to ours is [23], where the LTMs method was applied to investigate the dynamical effects produced by a periodic harvesting in the predator-prey model. Namely, the original formulation of the Goodwin growth cycle model is a special case of the Lotka-Volterra predator-prey model. However, our analysis does not coincide with that performed in [23], since, led by the economic argument about the ratio between capital and output explained above, we perturb in a periodic fashion a different parameter with respect to [23], and this produces a dissimilar effect on the center position. Moreover, orbits were run counterclockwise in [23], while they are run clockwise in the present framework, and this aspect also affects the proof of our result about LTMs, in which we need to count the laps completed by suitable paths around the centers.

In addition to the fact that the LTMs method has not been applied to the Goodwin model yet, two further reasons led us to deal with its original formulation in our investigation.

The first one is to provide robustness to the results that we obtain for the model modified formulation, which, indeed, in their general conclusions do not depend on the particular expression of the equations involved, as long as we enter the class of Hamiltonian systems considered in [8]. Only the kind of geometrical configuration for orbits in the phase plane, and, thus, the way to use the LTMs method, could vary according to the formulation of the model equations and on the basis of how they depend on the parameter that is periodically perturbed. We remark that different nonlinear expressions for the real wage bargaining function, and for the investment function, could be sensible, as well. Nonetheless, we chose two formulations that, in addition to having already been considered in the existing literature, satisfy the conditions found in [8], ensuring that the center is nonisochronous and that orbits lie in the feasible region, i.e., the unit square, since the state variables, being wage share in national income and proportion of labor force employed, can neither be negative, nor exceed unity.

The second reason for considering the Goodwin original formulation of the growth cycle model lies in the possibility of showing how to use the LTMs method to prove the existence of chaotic sets lying inside the unit square, despite the previously mentioned issue with the orbit position in the original Goodwin setting. Namely, the chaotic sets are contained in the detected pair of linked annuli, that jointly constitute an invariant set under the action of the Poincaré map obtained as composition of the Poincaré maps associated with the unperturbed system and the perturbed one, since each annulus, being made of periodic orbits, is invariant under the action of the Poincare map describing the corresponding regime. Choosing linked together annuli contained in the unit square solves the problem. As our illustrative examples show, this can be done even when dealing with parameter configurations analogous to those considered in [6,7]. We stress that the issue with the orbit position did not occur in [23], since the variables in the original LotkaVolterra model, describing the size of prey and predator populations, are not confined to lying in the unit square.

The remainder of the paper is organized as follows. In Section 2, we recall the original formulation of the Goodwin growth cycle model and we explain how to apply the LTMs method in such a context, highlighting the differences with [23]. In Section 3, we introduce the modified formulation of the Goodwin model, for which we check the existence of chaotic dynamics by means of the LTMs technique. In Section 4, we recall the definitions and the results connected with the LTMs method used in the preceding sections. In Section 5, we conclude. Appendix A contains the mathematical proof of our results, as well as some related comments.

## 2. The LTMs Method for the Goodwin Model Original Formulation

Following Goodwin's seminal idea in [1], of studying forced models in economics, we apply the Linked Twist Maps (henceforth, LTMs) method, the main features of which are described in Section 4, to his celebrated growth cycle model, in order to show the effects produced on its dynamics by the exogenous periodic variation in one of the model parameters, the seasonal oscillation of which is empirically grounded.

We start by briefly recalling the model's original formulation proposed in [3,4].
Denoting by $u(t) \in[0,1]$ the wage share in national income and by $v(t) \in[0,1]$ the employment proportion, the Goodwin model reads as

$$
\left\{\begin{array}{l}
u^{\prime}=u(-(\alpha+\chi)+\rho v)  \tag{1}\\
v^{\prime}=v\left(-(\alpha+\beta)+\frac{1-u}{\sigma}\right)
\end{array}\right.
$$

where all parameters are positive and, in particular, $\alpha$ is the exogenous labor productivity growth rate, $\beta$ is the exogenous labor force growth rate, $\sigma$ is the capital-output ratio, while $\chi$ and $\rho$ characterize the real wage growth rate, which is of the form $-\chi+\rho v .$, We stress that, rather than $\chi$, the symbol $\gamma$ is generally used in the Goodwin model. However, we preferred to save $\gamma$ to denote paths (see e.g., Definition 2) in agreement with the existing literature on the SAP method. The first equation in (1) derives from Goodwin's linearized version of the Phillips curve [9] in real wages (see the first equation in (9) for its nonlinear formulation). We refer the interested reader to [6] for the derivation of the second equation, based on the assumptions that capitalists reinvest all profits and workers consume all wages, and to [6,7] for further details on the model.

Although state variables, due to their meanings, can neither be negative nor exceed unity, the latter condition is not guaranteed by (1). Namely, those equations describe a conservative system with closed orbits lying everywhere in the first quadrant of $\mathbb{R}^{2}$ and surrounding the center

$$
P=\left(1-\sigma(\alpha+\beta), \frac{\alpha+\chi}{\rho}\right)
$$

We stress that $P$ lies in the unit square when

$$
\begin{equation*}
\sigma<\frac{1}{\alpha+\beta}, \quad \alpha+\chi<\rho \tag{2}
\end{equation*}
$$

The origin $O=(0,0)$ is an equilibrium, being a saddle. As it is immediate to check, System (1) is a special case of the Lotka-Volterra predator-prey model (see e.g., [29])

$$
\left\{\begin{array}{l}
x^{\prime}=x(a-b y)  \tag{3}\\
y^{\prime}=y(-c+d x)
\end{array}\right.
$$

where $u(t)$ corresponds to $y(t)$ and $v(t)$ corresponds to $x(t)$, even if $x(t)$ and $y(t)$ are not confined to lie in $[0,1]$, since they are non-negative variables describing the size of the prey and of the predator populations, respectively. In particular, as in [23], we focused only on $x(t)>0$ and $y(t)>0$, being therein interested in dynamic outcomes characterized by the coexistence between prey and predator. In what follows we confine our analysis to positive values of $u(t)$ and $v(t)$. Specifically, System (3) describes the twofold, at one time beneficial and detrimental, nature of the interactions between predators and preys. Similarly, the Goodwin model schematically represents the involved relationship between capitalists and workers, with the wage share in national income being the predator variable and the employment proportion being the prey.

Both (1) and (3) describe Hamiltonian systems. In the former case, orbit equations are given by

$$
E(u, v)=\frac{u}{\sigma}-\left(\frac{1}{\sigma}-\alpha-\beta\right) \log (u)+\rho v-(\alpha+\chi) \log (v)=\ell
$$

for some $\ell \geq \ell_{0}$, where $\ell_{0}$ is the minimum energy level attained by $E(u, v)$ on the open unit square $(0,1)^{2}$, i.e., $\ell_{0}=E(P)$. Notice that, under (2), the minimum level attained by $E(u, v)$ on $(0,1)^{2}$ coincides with the minimum level attained on $(0,+\infty)^{2}$, since we assume that $P \in(0,1)^{2}$. Moreover, the period of the orbits of System (1) increases with the energy level, due to the possibility of relying on the classical results in $[24,25]$ on the monotonicity of the period of the orbits for the Lotka-Volterra predator-prey model in (3). On the other hand, contrary to what happens with System (3), orbits for System (1) are run clockwise, as the analysis of the phase portrait shows. This is due to the fact that, as observed above, comparing Systems (1) and (3), $u(t)$ corresponds to $y(t)$ and $v(t)$ corresponds to $x(t)$.

While Goodwin investigated, by means of numerical experiments in [1], the dynamic outcomes that can be obtained by superimposing exogenous cycles to cycles endogenously generated by a model, we analytically show the effect produced on the periodic orbits of System (1) by the exogenous periodic variation in one of the model parameters. In view of making our choice empirically grounded, we focus on $\sigma$, i.e., the capital-output ratio, since, keeping the capital level constant, production is certainly influenced by phenomena that are periodic in nature. We can, for example, consider the oscillatory behavior during the solar year of the energy price in electricity markets in consequence of the varying demand over the months, or the different supply in the agricultural commodity markets in the various seasons. To fix ideas, we concentrate on the second phenomenon, since it is clear that north of the equator, for instance, in Europe and in the United States, supply in the agricultural commodity markets is larger from April to October than during the remaining part of the year. Hence, for the capital-output ratio $\sigma$ we can assume a periodic alternation between a higher value, that we call $\sigma^{(I)}$, referring to fall and winter, and a lower value, which may be seen as a perturbation of the former, that we call $\sigma^{(I I)}$, referring to spring and summer (In regard to seasonal variations in demand and energy price in electricity markets, according to [14], which refers to [13], "Cycles and seasonality have for a long time been observed in electricity markets. There are hourly, daily, weekly, and seasonal fluctuations in prices and demand". See also [30] for a seasonal electricity demand and pricing analysis). We stress, however, that a similar assumption about a periodic variation made on any other
model parameter would produce analogous results in terms of generated dynamics, since all parameters affect, in some way, the center position.

Supposing then that the capital-output ratio alternates between $\sigma^{(I)}$, for $t \in\left[0, T^{(I)}\right)$, and $\sigma^{(I I)}$, for $t \in\left[T^{(I)}, T^{(I)}+T^{(I I)}\right)$, with $\sigma^{(I)}>\sigma^{(I I)}$, and that the same alternation between the two regimes recurs with $T$-periodicity, where $T=T^{(I)}+T^{(I I)}$, we can assume that we are dealing with a system with periodic coefficients of the form

$$
\left\{\begin{array}{l}
u^{\prime}=u(-(\alpha(t)+\chi(t))+\rho(t) v)  \tag{4}\\
v^{\prime}=v\left(-(\alpha(t)+\beta(t))+\frac{1-u}{\sigma(t)}\right)
\end{array}\right.
$$

where

$$
k(t) \equiv k, \text { for } k \in\{\alpha, \beta, \chi, \rho\}, \text { and } \sigma(t)= \begin{cases}\sigma^{(I)} & \text { for } t \in\left[0, T^{(I)}\right)  \tag{5}\\ \sigma^{(I I)} & \text { for } t \in\left[T^{(I)}, T\right)\end{cases}
$$

with

$$
\begin{equation*}
0<\sigma^{(I I)}<\sigma^{(I)}<\frac{1}{\alpha+\beta}, \quad \alpha+\chi<\rho \tag{6}
\end{equation*}
$$

as a consequence of (2). The function $\sigma(t)$ is supposed to be extended to the whole real line by $T$-periodicity.

When the capital-output ratio takes value $\sigma^{(i)}$, and, thus, we are in the regime having dynamics governed by the system that we call $(i)$, the center coincides with $P^{(i)}=\left(1-\sigma^{(i)}(\alpha+\beta), \frac{\alpha+\chi}{\rho}\right)$, for $i \in\{I, I I\}$. Notice that, passing from $P^{(I)}$ to $P^{(I I)}$, the ordinate of the center does not change, while its abscissa rises. In regard to orbits, they are closed for both Systems $(I)$ and $(I I)$, surrounding $P^{(I)}$ and $P^{(I I)}$, respectively, and they are run clockwise. In the former case, orbits have equation

$$
\begin{equation*}
E^{(I)}(u, v)=\frac{u}{\sigma^{(I)}}-\left(\frac{1}{\sigma^{(I)}}-\alpha-\beta\right) \log (u)+\rho v-(\alpha+\chi) \log (v)=\ell \tag{7}
\end{equation*}
$$

for some $\ell \geq \ell_{0}^{(I)}$, while, in the latter case, orbits have equation

$$
\begin{equation*}
E^{(I I)}(u, v)=\frac{u}{\sigma^{(I I)}}-\left(\frac{1}{\sigma^{(I I)}}-\alpha-\beta\right) \log (u)+\rho v-(\alpha+\chi) \log (v)=h \tag{8}
\end{equation*}
$$

for some $h \geq h_{0}^{(I I)}$, where $\ell_{0}^{(I)}$ and $h_{0}^{(I I)}$ are the minimum energy levels attained by $E^{(I)}(u, v)$ and $E^{(I I)}(u, v)$ on $(0,1)^{2}$, respectively, i.e., $\ell_{0}^{(I)}=E^{(I)}\left(P^{(I)}\right)$ and $h_{0}^{(I I)}=E^{(I I)}\left(P^{(I I)}\right)$.

The sets $\Gamma^{(I)}(\ell)=\left\{(u, v) \in(0,+\infty)^{2}: E^{(I)}(u, v)=\ell\right\}$, for $\ell>\ell_{0}^{(I)}$, are simple closed curves surrounding $P^{(I)}$, while $\Gamma^{(I I)}(h)=\left\{(u, v) \in(0,+\infty)^{2}: E^{(I I)}(u, v)=h\right\}$, for $h>h_{0}^{(I I)}$, are simple closed curves surrounding $P^{(I I)}$. We call an annulus around $P^{(I)}$ System (I) any $\operatorname{set} \mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)=\left\{(u, v) \in(0,+\infty)^{2}: \ell_{1} \leq E^{(I)}(u, v) \leq \ell_{2}\right\}$ with $\ell_{0}^{(I)}<\ell_{1}<\ell_{2}$, having an inner boundary coinciding with $\Gamma^{(I)}\left(\ell_{1}\right)$, and an outer boundary coinciding with $\Gamma^{(I)}\left(\ell_{2}\right)$. Similarly, we call an annulus around $P^{(I I)}$ System $(I I)$ any set $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)=$ $\left\{(u, v) \in(0,+\infty)^{2}: h_{1} \leq E^{(I I)}(u, v) \leq h_{2}\right\}$ with $h_{0}^{(I I)}<h_{1}<h_{2}$, having an inner boundary coinciding with $\Gamma^{(I I)}\left(h_{1}\right)$ and an outer boundary coinciding with $\Gamma^{(I I)}\left(h_{2}\right)$. In particular, we are interested in annuli for Systems $(I)$ and $(I I)$ contained in $(0,1)^{2}$, due to the meaning of variables $u$ and $v$. This configuration is achieved by choosing annuli whose outer (and consequently, inner) boundary set lies sufficiently close to the corresponding center, i.e., for low enough values of the energy levels $\ell_{2}>\ell_{0}^{(I)}$ and $h_{2}>h_{0}^{(I I)}$ (see, e.g., Figure 1).

In view of providing conditions of the energy levels that ensure that two annuli are linked together, thus, crossing in two disjoint generalized rectangles (see Section 4 for the corresponding definition), let us consider the straight line $r$ joining $P^{(I)}$ and $P^{(I I)}$, having
equation $v=(\alpha+\chi) / \rho$, the ordering inherited from the horizontal axis, so that, given the points $R=\left(u_{R}, v^{*}\right)$ and $S=\left(u_{S}, v^{*}\right)$ belonging to $r$, and hence with $v^{*}=(\alpha+\chi) / \rho$, it holds that $R \triangleleft S$ (resp. $R \unlhd S$ ) if and only if $u_{R}<u_{S}$ (resp. $u_{R} \leq u_{S}$ ). We are now in a position to introduce the following:

Definition 1. Given the annulus $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $P^{(I)}$ and the annulus $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ around $P^{(I I)}$, we say that they are linked together if

$$
P_{2,-}^{(I)} \triangleleft P_{1,-}^{(I)} \unlhd P_{2,-}^{(I I)} \triangleleft P_{1,-}^{(I I)} \unlhd P_{1,+}^{(I)} \triangleleft P_{2,+}^{(I)} \unlhd P_{1,+}^{(I I)} \triangleleft P_{2,+}^{(I I)}
$$

where, for $j \in\{1,2\}, P_{j,-}^{(I)}$ and $P_{j,+}^{(I)}$ denote the intersection points between $\Gamma^{(I)}\left(\ell_{j}\right)$ and the straight line $r$, with $P_{j,-}^{(I)} \triangleleft P^{(I)} \triangleleft P_{j,+}^{(I)}$, and, similarly, $P_{j,-}^{(I I)}$ and $P_{j,+}^{(I I)}$ denote the intersection points between $\Gamma^{(I I)}\left(h_{j}\right)$ and $r$, with $P_{j,-}^{(I I)} \triangleleft P^{(I I)} \triangleleft P_{j,+}^{(I I)}$.


Figure 1. In (A) we draw in green some energy level lines associated with System (I), surrounding $P^{(I)}$, and in gray some energy level lines associated with System (II), surrounding $P^{(I I)}$, together with the corresponding phase portrait. In (B), we illustrate Definition 1, showing how to obtain two linked together annuli by suitably choosing two level lines for each system. In particular, we call $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right), \mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ the two linked annuli, and $\mathcal{A}$ (colored in dark green), $\mathcal{B}$ (colored in light green) the two disjoint generalized rectangles obtained as the intersection between the two annuli.

We stress that, for $\ell_{j}>\ell_{0}^{(I)}$ and $h_{j}>h_{0}^{(I I)}, j \in\{1,2\}$, the boundary sets $\Gamma^{(I)}\left(\ell_{j}\right)$ and $\Gamma^{(I I)}\left(h_{j}\right)$ intersect the straight line $r$ in exactly two points, because $\left\{(u, v) \in(0,+\infty)^{2}\right.$ : $\left.E^{(I)}(u, v) \leq \ell\right\}$ and $\left\{(u, v) \in(0,+\infty)^{2}: E^{(I I)}(u, v) \leq h\right\}$, coinciding with the lower contour sets of the convex functions $E^{(I)}$ in (7) and $E^{(I I)}$ in (8), are star-shaped for all $\ell>\ell_{0}^{(I)}$ and for every $h>h_{0}^{(I I)}$, respectively. We refer the reader to Figure 1B for a graphical illustration of Definition 1.

We recall that a geometrical configuration analogous to that depicted in Figure 1B, except for the need for orbits to lie in the unit square, was found in [28] (cf. Figure 2 therein), where the LTMs method was applied to a periodically forced asymmetric second order ODE. However, in that case, the abscissa of the center decreased passing from the unperturbed regime to the perturbed one and the centers of the systems corresponding to the two regimes were located on the horizontal axis. Although both dissimilarities would not require the introduction of relevant differences in the statement and proof of the main result in [28] (cf. Theorem 1.2 therein), in adapting them to our framework, we provide a slightly more general (In (Theorem 1.2 in [28]) the special case of Proposition 1 with $m^{(I)}=m \geq 2$ and $m^{(I I)}=1$ considered) version of (Theorem 1.2 in [28]) in Proposition 1, together with a complete proof (contained in the Appendix A) for the reader's convenience.

To achieve such an aim, in addition to exploiting the tools recalled in Section 4 and, in particular, the stretching relation in (16), we need to introduce the Poincaré map $\Psi$ of System (4), which associates with any initial condition $\left(u_{0}, v_{0}\right)$ belonging to $(0,+\infty)^{2}$
the position at time $T$ of the solution $\varsigma\left(\cdot,\left(u_{0}, v_{0}\right)\right)=\left(u\left(\cdot,\left(u_{0}, v_{0}\right)\right), v\left(\cdot,\left(u_{0}, v_{0}\right)\right)\right)$ to (4) starting at time $t=0$ from $\left(u_{0}, v_{0}\right)$. In symbols, $\Psi:(0,+\infty)^{2} \rightarrow(0,+\infty)^{2},\left(u_{0}, v_{0}\right) \mapsto$ $\varsigma\left(T,\left(u_{0}, v_{0}\right)\right)$. The paper's solutions are meant to be considered in the Carathéodory sense, being absolutely continuous and satisfying the corresponding system for almost every $t \in \mathbb{R}$. We recall that a classical method to show the existence of periodic solutions for systems of first order ODEs with periodic coefficients is based on the search of the periodic points for the associated Poincaré map, under the assumption of uniqueness of the solutions for the Cauchy problems (cf. [31]). Notice that $\Psi$ is a homeomorphism on $(0,+\infty)^{2}$ and that it may be decomposed as $\Psi=\Psi^{(I I)} \circ \Psi^{(I)}$, where $\Psi^{(I)}$ is the Poincaré map associated with System $(I)$ for $t \in\left[0, T^{(I)}\right]$ and $\Psi^{(I I)}$ is the Poincaré map associated with System (II) for $t \in\left[0, T^{(I I)}\right]$. Moreover, since every annulus $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $P^{(I)}$ is invariant under the action of the map $\Psi^{(I)}$, being composed of the invariant orbits $\Gamma^{(I)}(\ell)$, for $\ell \in\left[\ell_{1}, \ell_{2}\right]$, and, similarly, since every annulus $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ around $P^{(I I)}$ is invariant under the action of the $\operatorname{map} \Psi^{(I I)}$, it holds that every pair of linked together annuli is invariant under the action of the composite map $\Psi$. In Proposition 1 we denote $\tau^{(I)}(\ell)$, for all $\ell>\ell_{0}^{(I)}$, the period of $\Gamma^{(I)}(\ell)$, i.e., the time needed by the solution $\varsigma^{(I)}\left(\cdot,\left(u_{0}, v_{0}\right)\right)$ to System $(I)$, starting from any $\left(u_{0}, v_{0}\right) \in \Gamma^{(I)}(\ell)$, to complete one turn around $P^{(I)}$ moving along $\Gamma^{(I)}(\ell)$, and by $\tau^{(I I)}(h)$, for all $h>h_{0}^{(I I)}$, the period of $\Gamma^{(I I)}(h)$, i.e., the time needed by the solution $\varsigma^{(I I)}\left(\cdot,\left(u_{0}, v_{0}\right)\right)$ to System (II), starting from any $\left(u_{0}, v_{0}\right) \in \Gamma^{(I I)}(h)$, to complete one turn around $P^{(I I)}$ moving along $\Gamma^{(I I)}(h)$. Orbits surrounding either $P^{(I)}$ or $P^{(I I)}$ are run clockwise and $\tau^{(I)}(\cdot)$ and $\tau^{(I I)}(\cdot)$ are monotonically increasing with the energy levels, since both features are fulfilled for System (1), as remarked above. Hence, for any annulus $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $P^{(I)}$ it holds that $\tau^{(I)}\left(\ell_{1}\right)<\tau^{(I)}\left(\ell_{2}\right)$, as well as for each annulus $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ around $P^{(I I)}$ it holds that $\tau^{(I I)}\left(h_{1}\right)<\tau^{(I I)}\left(h_{2}\right)$.

Our result in regard to System (4) reads as follows:
Proposition 1. For any choice of the positive parameters $\alpha, \beta, \chi, \rho, \sigma^{(I)}, \sigma^{(I I)}$ satisfying (6), given the annulus $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $P^{(I)}$, for some $\ell_{0}^{(I)}<\ell_{1}<\ell_{2}$, and the annulus $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ around $P^{(I I)}$, for some $h_{0}^{(I I)}<h_{1}<h_{2}$, assume that they are linked together, calling $\mathcal{A}$ and $\mathcal{B}$ the connected components of $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap \mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$. Then, for every $m^{(I)} \geq 1$ and $m^{(I I)} \geq 1$ with $m=m^{(I)} m^{(I I)} \geq 2$ there exist two positive constants $t^{(I)}=t^{(I)}\left(m^{(I)}, \bar{\tau}^{(I)}\left(\ell_{1}\right), \tau^{(I)}\left(\overline{\ell_{2}}\right)\right)$ and $t^{(I I)}=t^{(I I)}\left(m^{(I I)}, \tau^{(I I)}\left(h_{1}\right), \tau^{(I I)}\left(h_{2}\right)\right)$ such that if $T^{(i)}>t^{(i)}$, for $i \in\{I, I I\}$, the Poincaré $\operatorname{map} \Psi=\Psi^{(I I)} \circ \Psi^{(I)}$ of System (4) induces chaotic dynamics on $m$ symbols in $\mathcal{A}$ and in $\mathcal{B}$, and all the properties listed in Theorem 1 are fulfilled for $\Psi$.

According to Proposition 1, whenever we have two linked together annuli related to Systems $(I)$ and (II), if the switching times between the regimes described by those two systems are large enough, then the Poincaré map $\Psi=\Psi^{(I I)} \circ \Psi^{(I)}$ induces chaotic dynamics on $m \geq 2$ symbols in the sets in which the two annuli intersect. As is clear from the proof of Proposition 1 (see the Appendix A), chaotic behavior is generated by the twist effect produced on the linked annuli by the different speeds with which their inner and outer boundary sets are run. Namely, after a long enough time, this twist effect suffices to make the image through $\Psi^{(I)}$ and $\Psi^{(I I)}$ of the paths joining the inner and the outer boundary sets of the annuli spiral inside them and cross many times the intersection sets $\mathcal{A}$ and $\mathcal{B}$ between the linked annuli. In this manner, $\Psi$ satisfies the stretching relation described in Theorem 1 and, thus, all properties listed therein hold true for the composite Poincaré map.

We further notice that, under the assumptions in (6), which ensure that the centers of Systems (I) and (II) belong to the open unit square, when applying Proposition 1 to linked annuli, having inner and outer boundary sets lying sufficiently close to the centers, i.e., for low enough values of the energy levels $\ell_{2}>\ell_{1}>\ell_{0}^{(I)}$ and $h_{2}>h_{1}>$ $h_{0}^{(I I)}$, the chaotic invariant sets contained in $\mathcal{A}$ and in $\mathcal{B}$ lie in the open unit square, too. The same is true not only for the chaotic sets, but for a whole pair of linked annuli when the
outer boundary sets $\Gamma^{(I)}\left(\ell_{2}\right)$ and $\Gamma^{(I I)}\left(h_{2}\right)$ are contained in $(0,1)^{2}$. Figure 1 A shows this happening, where the parameter values are $\alpha=0.03, \beta=0.01, \chi=0.63, \rho=0.7, \sigma=3$. We stress that such parameter configuration is analogous to that considered in ([7], p. 77). The parameters in Figure 1A are similar to the those in ([6], p. 2668), where the authors set $\alpha=0.001, \beta=0.001, \chi=0.95, \rho=1, \sigma=3$. In the works mentioned, the symbol $\gamma$ was used instead of $\chi . \alpha=0.02, \beta=0.01, \chi=0.6, \rho=0.7, \sigma^{(I)}=3, \sigma^{(I I)}=2.5$, so that $P^{(I)}=(0.910,0.886)$ and $P^{(I I)}=(0.925,0.886)$. In particular, as shown in Figure 1B, we obtain two linked together annuli $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$, contained in $(0,1)^{2}$ and crossing in the two disjoint generalized rectangles denoted by $\mathcal{A}$ and $\mathcal{B}$, e.g., for $\ell_{1}=1.0274, \ell_{2}=1.0276, h_{1}=1.0943, h_{2}=1.0946$.

Indeed, despite the previously recalled issue (see (2) and the lines above it) with the orbit position for the original formulation of the Goodwin model in (1), every annulus around $P^{(i)}$ for System $(i)$, with $i \in\{I, I I\}$, being made of periodic orbits, is invariant under the action of the Poincaré map $\Psi^{(i)}$. Consequently, each pair of linked annuli jointly constitutes an invariant set under the action of the composite Poincaré map $\Psi=\Psi{ }^{(I I)} \circ \Psi^{(I)}$, so that, even for System (1), the LTMs method allows the detection of complex dynamics that are consistent from an economic viewpoint.

Nonetheless, in Section 3 we introduce and analyze a modified formulation of the Goodwin growth cycle model (cf. (9)), whose orbits are all contained in the unit square, since the necessary and sufficient conditions found in [8] are fulfilled.

Before turning to that new framework, we stress that, like (Theorem 1.2 in [28]), Proposition 1 is also robust with respect to small changes, in $L^{1}$ norm, in the coefficients of System (4). Namely, from the proof of Proposition 1 it follows that, if $T^{(I)}$ and $T^{(I I)}$ satisfy the conditions described in its statement, then, recalling System (4) and the definition of its coefficients in (5), there exists a positive constant $\varepsilon$, such that the same conclusions of Proposition 1 hold true for the system

$$
\left\{\begin{array}{l}
u^{\prime}=u(-(\breve{\alpha}(t)+\breve{\chi}(t))+\breve{\rho}(t) v) \\
v^{\prime}=v\left(-(\breve{\alpha}(t)+\breve{\beta}(t))+\frac{1-u}{\breve{\sigma}(t)}\right)
\end{array}\right.
$$

with $\breve{\alpha}, \breve{\beta}, \breve{\chi}, \breve{\rho}, \breve{\sigma}: \mathbb{R} \rightarrow \mathbb{R}$ being $T$-periodic functions with $T=T^{(I)}+T^{(I I)}$, as long as

$$
\int_{0}^{T}|\breve{k}(t)-k| d t<\varepsilon, \quad \text { for } k \in\{\alpha, \beta, \chi, \rho\}
$$

and

$$
\int_{0}^{T}|\breve{\sigma}(t)-\sigma(t)| d t=\int_{0}^{T^{(I)}}\left|\breve{\sigma}(t)-\sigma^{(I)}\right| d t+\int_{T^{(I)}}^{T}\left|\breve{\sigma}(t)-\sigma^{(I I)}\right| d t<\varepsilon
$$

Due to the similar arguments that are needed in its proof, Proposition 2, i.e., the main result that we present in Section 3 about the Goodwin model modified formulation, is also robust with respect to small changes in the coefficients of System (13), in $L^{1}$ norm.

We conclude the present section by recalling that, in [23], the LTMs method was applied to the Lotka-Volterra System (3) under the assumption of a periodic harvesting, that perturbed the center position, causing an alternation for it between two points. However, since in [23] it was supposed that not only prey, but also predators decrease in number during the harvesting season, then both coordinates of the center change in that framework. Furthermore, orbits of System (3) are run counter-clockwise, rather than clockwise, like happens with the orbits of System (1), and, thus, the definition of the rotation number used in [23] does not coincide with that employed in the proof of Proposition 1 (cf. (A3) and (A4)). Those two differences between [23] and the above described context pushed us to provide a specific, complete presentation in the here analyzed setting of the LTMs method, and in its application to (1) in Proposition 1. Indeed, as recently shown in [12], the way in which the LTMs method can be used depends on the meaning attached to the variables and parameters of the considered model. Moreover, the detailed presentation of the LTMs
method provided above is useful in view of Section 3, too, where it suffices for us to focus on the main steps, highlighting the dissimilarities with what we have already explained.

## 3. The Goodwin Model Modified Formulation

Rather than dealing with the linear expressions for the real wage bargaining function and for the investment function seen in Section 2, we now consider a modified formulation of such a setting, motivated by the issue with the orbit position in the original Goodwin model [3].

In regard to the real wage bargaining function, the most natural choice is given by the Phillips nonlinear specification in [9], even for real, rather than money, wages (cf. the first equation in System (9)). This was indeed what Goodwin initially assumed, before linearizing the Phillips curve so as to obtain the first equation in (1) as an approximation (see [3], p. 55). We recall that the nonlinear formulation of the Phillips curve in [9] was considered by, for example, by Desai et al., in [6], in their attempt to guarantee that the orbits of the growth cycle model lay inside the unit square. On the other hand, as shown by Madotto et al. in [8], the attempt by Desai et al. in [6] was not successful in fixing the problem with the orbit position because of their choice of the investment function (cf. Equation (10) in [6], page 2667), that describes a framework in which capitalists, depending on profitability, do not necessarily invest all profits. We stress that in [8] it is proven that even the modified version of the Goodwin model proposed by Harvie et al. in [7], does not ensure that orbits lie inside the unit square. In order to avoid similar issues, for the investment function we considered a nonlinear formulation (see the second equation in System (9)) satisfying the conditions found in [8], and that are recalled below, so as to guarantee that orbits lay in the feasible region. In more detail, for the investment function we dealt with the formulation used in the simulative analysis performed in (Section 5.3 in [8]). We underline that a nonlinear investment function is grounded also from an economic viewpoint, since, according to [10], followed by [11], it is suitable to describe more flexible savings behavior. Still, the economic interpretation requires the real wage bargaining function to increase in proportion to the labor force employed, while the investment function has decrease in the wage share in national income.

Since the modified formulation of the Goodwin model in (9), that we analyze satisfies the conditions in [8], we know that, like the original framework in [3,4], it is still a Hamiltonian system characterized by the presence of a global, nonisochronous center. Hence, in order to analytically show what the dynamic consequences produced on its periodic orbits by an exogenous periodic variation in one of the model parameters are, we to use the LTMs method. In particular, in view of making our parameter choice empirically grounded, due to the same argument explained in Section 2, we focus on the parameter that describes the ratio between capital and output, assuming that it alternates in a periodic fashion between two different values, due, for example, to a seasonal effect. This allows us to prove the existence of chaotic dynamics for System (13), i.e., the analog of System (4) obtained from (9). Nonetheless, as explained in Section 2, assuming a periodic variation on any other model parameter would lead to analogous conclusions about the system's dynamic behavior, since the center position is influenced by all parameters.

In symbols, $u(t) \in[0,1]$ still denotes the wage share in national income and $v(t) \in[0,1]$ the employment proportion, our modified formulation of the Goodwin model reads as

$$
\left\{\begin{align*}
u^{\prime} & =u\left(-(\chi+\alpha)+\frac{\rho}{(1-v)^{\delta}}\right)  \tag{9}\\
v^{\prime} & =v\left(-(\alpha+\beta)+\frac{1}{\sigma}\left(c-\frac{\eta}{(1-u)^{\mu}}\right)\right)
\end{align*}\right.
$$

where all parameters are positive and, in addition to $\alpha, \beta$ and $\sigma$, that still describe the exogenous labor productivity growth rate, the exogenous labor force growth rate and the capital-output ratio, respectively, we have $\chi, \rho$ and $\delta$ characterizing the real wage growth rate, which, in agreement with [9], is now in the form $-\chi+\frac{\rho}{(1-v)^{\delta}}$, while $c, \eta$ and $\mu$,
together with $\sigma$, characterize the output growth rate, now formulated as $\frac{1}{\sigma}\left(c-\frac{\eta}{(1-u)^{\mu}}\right)$. In particular, as in the model's original version in [3,4], it is assumed that capitalists reinvest all profits and workers consume all wages.

In addition to the origin $O=(0,0)$, which is still a saddle, the other equilibrium for System (9) is given by

$$
\widehat{P}=\left(1-\left(\frac{\eta}{c-\sigma(\alpha+\beta)}\right)^{\frac{1}{\mu}}, 1-\left(\frac{\rho}{\chi+\alpha}\right)^{\frac{1}{\delta}}\right)
$$

that belongs to the open unit square $(0,1)^{2}$ when

$$
\begin{equation*}
\sigma<\frac{c-\eta}{\alpha+\beta}, \quad \rho<\chi+\alpha, \quad \delta \geq 1, \quad \mu \geq 1 \tag{10}
\end{equation*}
$$

In order to ensure that $\widehat{P}$ is a global center for System (9), whose orbits lie in the square $(0,1)^{2}$, which is again the feasible region, due to the meaning of $u$ and $v$, and in view of applying someof the results obtained in [8] on the period of orbits, we need to check the conditions described on p. 778 therein for the general system

$$
\left\{\begin{align*}
u^{\prime} & =u f(u) \psi(v)  \tag{11}\\
v^{\prime} & =-v g(v) \varphi(u)
\end{align*}\right.
$$

are fulfilled with the considered formulations of the real wage bargaining function and of the investment function, under the parameter assumptions in (10). When adapted to our framework, the conditions in [8] require that $f, g:(0,1) \rightarrow(0,+\infty)$ are continuous functions and that $\varphi, \psi:(0,1) \rightarrow \mathbb{R}$ are $\mathcal{C}^{1}$ maps with positive derivative on $(0,1)$, satisfying $\lim _{u \rightarrow 0^{+}} \varphi(u) \in(-\infty, 0), \lim _{v \rightarrow 0^{+}} \psi(v) \in(-\infty, 0), \lim _{u \rightarrow 1^{-}} \varphi(u)>0, \lim _{v \rightarrow 1^{-}} \psi(v)>0$. All this is true in our context, since, setting $f(u)=1, \psi(v)=-(\chi+\alpha)+\frac{\rho}{(1-v)^{\delta}}, g(v)=1$, $\varphi(u)=(\alpha+\beta)-\frac{1}{\sigma}\left(c-\frac{\eta}{(1-u)^{\mu}}\right)$, holds that $f, g$ are continuous maps taking positive values only and $\varphi, \psi$ are $\mathcal{C}^{1}$ increasing maps in ( 0,1 ), satisfying

$$
\begin{aligned}
& \lim _{u \rightarrow 0^{+}} \varphi(u)=\alpha+\beta-\frac{1}{\sigma}(c-\eta) \in(-\infty, 0) \\
& \lim _{v \rightarrow 0^{+}} \psi(v)=-(\chi+\alpha)+\rho \in(-\infty, 0) \\
& \lim _{u \rightarrow 1^{-}} \varphi(u)=+\infty, \quad \lim _{v \rightarrow 1^{-}} \psi(v)=+\infty
\end{aligned}
$$

under (10). Moreover, setting

$$
A(u)=\int \frac{\varphi(u)}{u f(u)} d u=\int \frac{1}{u}\left((\alpha+\beta)-\frac{1}{\sigma}\left(c-\frac{\eta}{(1-u)^{\mu}}\right)\right) d u
$$

and

$$
\begin{equation*}
B(v)=\int \frac{\psi(v)}{v g(v)} d v=\int \frac{1}{v}\left(-(\chi+\alpha)+\frac{\rho}{(1-v)^{\delta}}\right) d v \tag{12}
\end{equation*}
$$

it holds that

$$
\lim _{u \rightarrow 0^{+}} A(u)=\lim _{u \rightarrow 1^{-}} A(u)=\lim _{v \rightarrow 0^{+}} B(v)=\lim _{v \rightarrow 1^{-}} B(v)=+\infty
$$

as required in [8], too. Hence, System (9) admits $\widehat{E}(u, v)=A(u)+B(v)$ as first integral, having $\widehat{P}$ as minimum point and, according to Theorem 3.1 in [8], its solutions are periodic and describe closed orbits, contained in the unit square, around $\widehat{P}$, that is a global center. In symbols, the orbit equations are then given by $\widehat{E}(u, v)=\ell$ for some $\ell \geq \widehat{\ell}_{0}$, where $\widehat{\ell}_{0}=\widehat{E}(\widehat{P})$. Although an exhaustive analysis of the period of the orbits of System (9) seems not to be easy to perform, as discussed in [8], due to the presence of singularities in the
model at $u=v=1$, Madotto et al. prove useful results about the period of small and large orbits for System (11).

On the one hand, they show that the approximation of the period length of small cycles by means of the period of the linearized system is valid near the equilibrium point (cf. Corollary 5.2 in [8]) and, on the other hand, they prove that the period length of large cycles, approaching the boundary of the feasible set, is arbitrarily high, in the case when $f$ and $g$ are, for instance, $\mathcal{C}^{1}$ functions on the open interval $(0,1)$, that are continuous in 0 , too (cf. Theorem 5.3 in [8]), as happens in our framework. As previously mentioned, in view of its applying to System (9), or more precisely to (13) below, the method of the LTMs in some concrete scenarios (cf. Example 1) is used. Firstly, we perturb the center position by supposing that $\sigma$ alternates in a periodic fashion between two different levels, due to a seasonal effect, so as to obtain two conservative systems, for which we can find two linked together annuli and suitably choose an annulus made of energy level lines for each system. Then, we numerically check that the periods of the orbits coinciding with the inner and the outer boundaries of the considered linked annuli do not coincide. Actually, all the numerical simulations that we performed suggest the increasing monotonicity of the period of the orbits for System (9) with respect to the energy level, in analogy with the classical results in $[24,25]$ for the original formulation of the Goodwin model, and in agreement with the numerical simulations reported in [8], even if, to the best of our knowledge, a rigorous proof of the period monotonicity for System (9) is not available in the literature. In fact, using a different, more abstract, notation, such a system was, essentially, proposed in (Section 5.3 in [8]) to illustrate the difficulties which arise when trying to prove that the period map connected with the general framework analyzed in that paper, described by (11), was increasing. The detailed numerical investigations performed in [8] suggest that the desired result holds true for the setting we dealt with, even if the period map had a different behavior in the four regions, called quadrants in [8], in which the feasible set $(0,1)^{2}$ is split by the horizontal and vertical lines passing through the center $\widehat{P}$. In more detail, Figures 3-7 in (Section 5.3 in [8]) show that the period is very long and increases with the energy level in the third quadrant, where both $u$ and $v$ assume low values, while it decreases in the first quadrant, and is not monotone in the second and fourth quadrants.

Let us assume that the capital-output ratio alternates in a $T$-periodic fashion between the same two positive values considered in Section 2, i.e., $\sigma^{(I)}>\sigma^{(I I)}$, for the time intervals $t \in\left[0, T^{(I)}\right.$ ) and $t \in\left[T^{(I)}, T^{(I)}+T^{(I I)}\right)$, respectively (Indeed, the values of $\sigma^{(i)}$ and $T^{(i)}$, for $i \in\{I, I I\}$, are determined by the economic features of the capital-output ratio, rather than by the model formulation. Nonetheless, considering different values for $\sigma^{(i)}$ and $T^{(i)}$ with respect to Section 2 would not affect the way in which the LTMs can be applied and the conclusions that can be drawn, as long as $0<\sigma^{(I I)}<\sigma^{(I)}$ and $T^{(I)}, T^{(I I)}$ are large enough) with $T=T^{(I)}+T^{(I I)}$, where $\sigma^{(I I)}$ may be seen as a perturbation of $\sigma^{(I)}$. We can then suppose that we are dealing with the following system with periodic coefficients

$$
\left\{\begin{array}{l}
u^{\prime}=u\left(-(\chi(t)+\alpha(t))+\frac{\rho(t)}{(1-v)^{\delta(t)}}\right)  \tag{13}\\
v^{\prime}=v\left(-(\alpha(t)+\beta(t))+\frac{1}{\sigma(t)}\left(c(t)-\frac{\eta(t)}{(1-u)^{\mu(t)}}\right)\right)
\end{array}\right.
$$

in which $\kappa(t)$ coincides with $\kappa$, for $\kappa \in\{\alpha, \beta, \chi, c, \delta, \eta, \mu, \rho\}, \sigma(t)$ is as in (5), assuming that it is extended to the whole real line by $T$-periodicity, and

$$
\begin{equation*}
0<\sigma^{(I I)}<\sigma^{(I)}<\frac{c-\eta}{\alpha+\beta^{\prime}}, \quad \rho<\chi+\alpha, \quad \delta \geq 1, \quad \mu \geq 1 \tag{14}
\end{equation*}
$$

as a consequence of (10).

Calling ( $M i$ ), where $M$ stands for "Modified (version of the Goodwin model)", the system that we obtain when the capital-output ratio takes value $\sigma^{(i)}$, for $i \in\{I, I I\}$, it is conservative, with the center coinciding with

$$
\begin{equation*}
\widehat{P}^{(i)}=\left(1-\left(\frac{\eta}{c-\sigma^{(i)}(\alpha+\beta)}\right)^{\frac{1}{\mu}}, 1-\left(\frac{\rho}{\chi+\alpha}\right)^{\frac{1}{\delta}}\right) . \tag{15}
\end{equation*}
$$

Similar to what happened in Section 2, passing from $\widehat{P}^{(I)}$ to $\widehat{P}^{(I I)}$, the abscissa of the center rises, while its ordinate does not change. The orbits of Systems (MI) and (MII) are closed, surrounding the corresponding center, and a straightforward analysis of the phase portrait shows that they run clockwise (cf. Figure 2A). Setting $A^{(i)}(u)=$ $\int \frac{1}{u}\left((\alpha+\beta)-\frac{1}{\sigma^{(i)}}\left(c-\frac{\eta}{(1-u)^{\mu}}\right)\right) d u$, for $i \in\{I, I I\}$, and, recalling the definition of $B(v)$ in (12), the orbits of Systems $(M I)$ and $(M I I)$ have, respectively, equation $\widehat{E}^{(I)}(u, v)=$ $A^{(I)}(u)+B(v)=\ell$ for some $\ell \geq \widehat{\ell}_{0}^{(I)}=\widehat{E}^{(I)}\left(\widehat{P}^{(I)}\right)$ and $\widehat{E}^{(I I)}(u, v)=A^{(I I)}(u)+B(v)=h$ for some $h \geq \widehat{h}_{0}^{(I I)}=\widehat{E}^{(I I)}\left(\widehat{P}^{(I I)}\right)$. The sets $\widehat{\Gamma}^{(I)}(\ell)$ and $\widehat{\Gamma}^{(I I)}(h)$ can then be defined like in Section 2 for $\ell>\widehat{\ell}_{0}^{(I)}$ and $h>\widehat{h}_{0}^{(I I)}$, just replacing $E^{(i)}$ with $\widehat{E}^{(i)}$ for $i \in\{I, I I\}$, and they are still simple closed curves surrounding $\widehat{P}^{(I)}$ and $\widehat{P}^{(I I)}$, respectively. We can proceed analogously to Section 2 in defining the annuli $\widehat{\mathcal{C}}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $\widehat{P}^{(I)}$, with $\widehat{\ell}_{0}^{(I)}<\ell_{1}<\ell_{2}$, for System $(M I)$ and $\widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$ around $\widehat{P}^{(I I)}$, with $\widehat{h}_{0}^{(I I)}<h_{1}<h_{2}$, for System (MII), too. Notice, however, that, differing from Section 2, we do not need to consider energy levels close to $\widehat{\ell}_{0}^{(I)}$ and $\widehat{h}_{0}^{(I I)}$ to have annuli for Systems $(M I)$ and (MII) contained in $(0,1)^{2}$, thanks to the above recalled results obtained in [8] (cf. in particular Theorem 3.1 therein). Due to the similar effect produced by a variation in $\sigma$ on the center position for Systems (1) and (9), the definition of linked together annuli in the new context is analogous to that introduced in Definition 1 as well, being based on the same ordering relation $\triangleleft$, this time on the straight line $\widehat{r}$ joining $\widehat{P}^{(I)}$ and $\widehat{P}^{(I I)}$, which has equation $v=1-\left(\frac{\rho}{\chi+\alpha}\right)^{\frac{1}{\delta}}$. See Figure 2B for a graphical illustration of two linked annuli $\widehat{\mathcal{C}}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$ for System (13). We stress that in the present framework their boundary sets $\widehat{\Gamma}^{(I)}\left(\ell_{j}\right)$ and $\widehat{\Gamma}^{(I I)}\left(h_{j}\right)$, with $j \in\{1,2\}$, also intersect the straight line $\widehat{r}$ in exactly two points because the functions $\widehat{E}^{(I)}$ and $\widehat{E}^{(I I)}$ are convex. Namely, their second derivative is non-negative under (14) because $(1-z)^{v}>(1-z(v+1)), \forall z \in[0,1], \forall v>0$, where, in our case, $z \in\{u, v\}$ and $v \in\{\mu+1, \delta+1\}$, respectively.


Figure 2. In (A) we draw in brown some energy level lines associated with System (MI), around $\widehat{P}^{(I)}$, and in magenta some energy level lines associated with System $(M I I)$, around $\widehat{P}^{(I I)}$, also showing the corresponding phase portrait. In (B), we illustrate two linked together annuli, that we call $\widehat{\mathcal{C}}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$, obtained by suitably choosing two level lines for each system, as well as the two disjoint generalized rectangles $\mathcal{D}$ (colored in dark orange) and $\mathcal{E}$ (colored in light orange) where the annuli meet.

In view of stating our result about System (13) (cf. Proposition 2 below), for which we do not provide a proof, due to its similarity with the verification of Proposition 1, we introduce the Poincaré map $\widehat{\Psi}$ associated with System (13), that can be decomposed as $\widehat{\Psi}=\widehat{\Psi}(I I) \circ \widehat{\Psi}^{(I)}$, where $\widehat{\Psi}^{(I)}$ is the Poincaré map associated with System $(M I)$ for $t \in\left[0, T^{(I)}\right]$ and $\widehat{\Psi}^{(I I)}$ is the Poincaré map associated with System (MII) for $t \in\left[0, T^{(I I)}\right]$. Notice that every pair of linked together annuli for System (13), being made of energy level lines of Systems $(M i), i \in\{I, I I\}$, are invariant under the action of $\hat{\Psi}$. We denote by $\widehat{\tau}^{(I)}(\ell)$, for all $\ell>\widehat{\ell}_{0}^{(I)}$, the period of $\widehat{\Gamma}^{(I)}(\ell)$, and by $\widehat{\tau}^{(I I)}(h)$, for all $h>\widehat{h}_{0}^{(I I)}$, the period of $\widehat{\Gamma}^{(I I)}(h)$, recalling that the period of an orbit is the time needed by the solution to the considered system, starting from a certain point of the orbit, to complete one turn around the corresponding center, moving around the orbit itself. As discussed above, the increasing monotonicity of $\widehat{\tau}^{(I)}(\cdot)$ and $\widehat{\tau}^{(I I)}(\cdot)$ with the energy levels is suggested by the many simulative experiments that we performed and by the accurate numerical analysis in (Section 5.3 in [8]), but, to the best of our knowledge, a rigorous proof is not available in the literature. In the absence of a result showing that the period of orbits of Systems (MI) and (MII) always increases with energy levels, in Proposition 2 we assume that, given two linked together annuli for System (13), the period of the orbits composing their inner boundary is smaller than the period of the orbits composing their outer boundary. The main difference between Propositions 1 and 2 lies, indeed, in the necessity to exclude in the latter the fact that the period remains unchanged between the inner and outer boundaries of the linked annuli, since a variation in the periods is required for the Poincaré map to produce a twist effect on the annuli, which in turn allows the LTMs method to be applied. We recall that for System (4) such a variation was granted by the results in [24,25] on the monotonicity of the period of orbits for the Lotka-Volterra predator-prey model.

Proposition 2. For any choice of the positive parameters $\alpha, \beta, \chi, c, \delta, \eta, \mu, \rho, \widehat{\sigma}^{(I)}, \widehat{\sigma}^{(I I)}$ satisfying (14), given the annulus $\widehat{\mathcal{C}}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ around $\widehat{P}^{(I)}$, for some $\widehat{\ell}_{0}^{(I)}<\ell_{1}<\ell_{2}$, and the annulus $\widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$ around $\widehat{P}^{(I I)}$, for some $\widehat{h}_{0}^{(I I)}<h_{1}<h_{2}$, assume that they are linked together, calling $\mathcal{D}$ and $\mathcal{E}$ the connected components of $\widehat{\mathcal{C}}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap \widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$. Then, if $\widehat{\tau}^{(I)}\left(\ell_{1}\right)<$ $\widehat{\tau}^{(I)}\left(\ell_{2}\right), \widehat{\tau}^{(I I)}\left(h_{1}\right)<\widehat{\tau}^{(I I)}\left(h_{2}\right)$, it holds that for every $\widehat{m}^{(I)} \geq 1$ and $\widehat{m}^{(I I)} \geq 1$ with $\widehat{m}=$ $\widehat{m}^{(I)} \widehat{m}^{(I I)} \geq 2$ there exist two positive constants $\widehat{t}^{(I)}=\widehat{t}^{(I)}\left(\widehat{m}^{(I)}, \widehat{\tau}^{(I)}\left(\ell_{1}\right), \widehat{\tau}^{(I)}\left(\bar{\ell}_{2}\right)\right)$ and $\widehat{t}^{(I I)}=$ $\widehat{t}^{(I I)}\left(\widehat{m}^{(I I)}, \widehat{\tau}^{(I I)}\left(h_{1}\right), \widehat{\tau}^{(I I)}\left(h_{2}\right)\right)$ such that if $T^{(i)}>\widehat{t}^{(i)}$, for $i \in\{I, I I\}$, the Poincaré map $\widehat{\Psi}=\widehat{\Psi}^{(I I)} \circ \widehat{\Psi}^{(I)}$ of System (13) induces chaotic dynamics on $\widehat{m}$ symbols in $\mathcal{D}$ and in $\mathcal{E}$, and all the properties listed in Theorem 1 are fulfilled for $\widehat{\Psi}$.

We remark that the same conclusions in Proposition 2 would also hold true if the period of the inner boundary were larger (rather than smaller) with respect to the period of the outer boundary for at least one of the linked together annuli (Notice that, in those cases, the position of the boundary periods should be exchanged on the denominator of the fractions defining $\widehat{t}^{(I)}$ and/or $\widehat{t}^{(I I)}$, which, respectively, coincide with those for $t^{(I)}$ and $t^{(I I)}$ in the proof of Proposition 1 (see Appendix A), when replacing $\tau^{(i)}$ with $\widehat{\tau}^{(i)}$, for $i \in\{I, I I\}$.) In Proposition 2 we chose to focus on the framework in which the period of the inner boundary is smaller than the period of the outer boundary for both the linked together annuli, because this is the scenario observed in the numerical experiments in (Section 5.3 in [8]), as well as in all the simulations that we performed. We find the same framework in Example 1, that concludes the present investigation of the modified version of the Goodwin model by illustrating a numerical context, in which Proposition 2 can be applied to show the existence of chaotic dynamics.

Notice that the parameter configuration considered in Example 1, and in its illustration in Figure 2, coincides with that used to draw Figure 1 in Section 2, as well as Figures A1 and A2 in Appendix A, except for the parameters $c, \delta, \eta$ and $\mu$, which were not present in the model's original formulation in (1), and parameters $\chi$ and $\rho$, whose values have now been interchanged, in order to satisfy the second condition in (14), i.e., $\rho<\alpha+\chi$, guarantees that the ordinate of the centers for System (13) lies in the interval $(0,1)$. Such
an hypothesis is incompatible with the last condition in (6), which played the same role in regard to the ordinate of the centers for System (4). Hence, some differences in the parameter values for the original and the modified versions of the Goodwin model need to be introduced, but we avoid adding unnecessary ones. In regard to the new parameters $\delta$ and $\mu$, we deal with the same values, i.e., $\delta=1$ and $\mu=1.2$, used in the numerical simulations performed in (Section 5.3 in [8]) where, as already mentioned, the authors illustrate the issues which arise when trying to prove that the period map connected with System (9) is increasing, even if numerical evidence of such a conjecture for the above values of $\delta$ and $\mu$. is found. We stress that the case $\delta=1$ was also considered in [6] (cf. p. 2668 therein), although in that framework the parameter $\mu$ was not present.

Example 1. We take $\alpha=0.02, \beta=0.01, \chi=0.7, \rho=0.6, \sigma^{(I)}=3, \sigma^{(I I)}=2.5, c=$ $0.45, \eta=0.3, \delta=1, \mu=1.2$ and recall (15), System (MI) has a center in $\widehat{P}^{(I)}=(0.141,0.167)$ while System $(M I I)$ has a center in $\widehat{P}^{(I I)}=(0.170,0.167)$.

As shown in Figure 2B, two linked together annuli $\widehat{\mathcal{C}}^{(I)}\left(e_{1}, e_{2}\right)$ and $\widehat{\mathcal{C}}^{(I I)}\left(h_{1}, h_{2}\right)$ can be obtained for $e_{1}=0.8657, e_{2}=0.8696, h_{1}=0.9865, h_{2}=0.9892$, intersecting in the two disjoint generalized rectangles denoted by $\mathcal{D}$ and $\mathcal{E}$. Software-assisted computations show that $\widehat{\tau}^{(I)}\left(e_{1}\right) \approx 111<\widehat{\tau}^{(I)}\left(e_{2}\right) \approx 114$ and $\widehat{\tau}^{(I I)}\left(h_{1}\right) \approx 89<\widehat{\tau}^{(I I)}\left(h_{2}\right) \approx 90$. Hence, Proposition 2 guarantees the existence of chaotic dynamics for the Poincaré map $\widehat{\Psi}=\widehat{\Psi}(I I) \circ \widehat{\Psi}^{(I)}$ associated with System (13) provided that the switching times $\widehat{T}^{(I)}$ and $\widehat{T}^{(I I)}$ are large enough.

## 4. Recalling the Linked Twist Maps Method

In the present section we briefly recall the planar results of the Linked Twist Maps (LTMs) method that we used in Sections 2 and 3, referring the interested reader to [22,23] for further details and to [32] for a three-dimensional version.

Although in the literature different assumptions, connected, for example, with measure theory and differential calculus, have been made on linked twist maps (see, e.g., [16-18]), we rely only on topological hypotheses. Indeed, given two annuli crossing along two (or more) planar sets homeomorphic to the unit square, by means of a linked twist map we mean the composition of two twist maps, each acting on one of the two annuli, which are homeomorphisms and that, similar to what is required in the Poincaré-Birkhoff fixed point theorem, produce a twist effect on the boundary sets of the two annuli, leaving them invariant. In the applications of LTMs illustrated in the present paper, we analyze Hamiltonian systems with a nonisochronous center, the position of which varies when modifying a parameter for which it is sensible to assume, due to a seasonal effect, a periodic alternation between two different values, one of which may be seen as a perturbation of the other. Thanks to this alternation, we obtain two conservative systems with a nonisochronous center and for each of them we can consider an annulus composed of energy level lines. Under certain conditions on the orbits, the two annuli cross in two generalized rectangles. The LTMs method consists in proving the presence of chaotic dynamics for the Poincaré map obtained as a composition of the Poincaré maps associated with the unperturbed system and with the perturbed one, which are homeomorphisms, by checking that they satisfy suitable stretching relations (cf. conditions $\left(C_{F}\right)$ and $\left(C_{G}\right)$ in Theorem 1, as well as (16)). We stress that the nonisochronicity of the centers is crucial in the above described procedure, because it implies that the orbits composing the linked annuli run with a different speed, so that the Poincaré maps produce a twist effect on the linked annuli, despite the invariance of closed orbits under the action of the Poincaré maps.

The stretching relation in (16) is the kernel of the Stretching Along the Paths (henceforth, SAP) method, i.e., the topological technique developed in the planar case in $[19,20]$ and extended to the N -dimensional framework in [21], that allows the existence of fixed points, periodic points and chaotic dynamics for continuous maps that expand the arcs along one direction and that are defined on sets homeomorphic to the unit square. We start by introducing its main aspects, in order to be able to state Theorem 1, so that we can then more precisely describe what we mean by chaos.

We call path in $\mathbb{R}^{2}$ any continuous function $\gamma:[0,1] \rightarrow \mathbb{R}^{2}$ and we set $\bar{\gamma}:=\gamma([0,1])$. By a generalized rectangle we mean a subset $\mathcal{R}$ of $\mathbb{R}^{2}$ homeomorphic to the unit square $[0,1]^{2}$, through a homeomorphism $H: \mathbb{R}^{2} \supseteq[0,1]^{2} \rightarrow \mathcal{R} \subseteq \mathbb{R}^{2}$. We also introduce the left and the right sides of $\mathcal{R}$, defined respectively as $\mathcal{R}_{l}^{-}:=H(\{0\} \times[0,1])$ and $\mathcal{R}_{r}^{-}:=H(\{1\} \times[0,1])$. We call the pair

$$
\widetilde{\mathcal{R}}:=\left(\mathcal{R}, \mathcal{R}^{-}\right)
$$

an oriented rectangle of $\mathbb{R}^{2}$, where $\mathcal{R}^{-}:=\mathcal{R}_{l}^{-} \cup \mathcal{R}_{r}^{-}$.
The stretching along the paths relation for maps between oriented rectangles can then be defined as follows:

Definition 2. Given $\widetilde{\mathcal{N}}:=\left(\mathcal{N}, \mathcal{N}^{-}\right)$and $\widetilde{\mathcal{O}}:=\left(\mathcal{O}, \mathcal{O}^{-}\right)$oriented rectangles of $\mathbb{R}^{2}$, let $F: \mathcal{N} \rightarrow$ $\mathbb{R}^{2}$ be a function and $\mathcal{H} \subseteq \mathcal{N}$ be a compact set. We say that $(\mathcal{H}, F)$ stretches $\widetilde{\mathcal{N}}$ to $\widetilde{\mathcal{O}}$ along the paths, and write

$$
\begin{equation*}
(\mathcal{H}, F): \widetilde{\mathcal{N}} \bumpeq \widetilde{\mathcal{O}}, \tag{16}
\end{equation*}
$$

if

- $\quad F$ is continuous on $\mathcal{H}$;
- for every path $\gamma:[0,1] \rightarrow \mathcal{N}$ with $\gamma(0) \in \mathcal{N}_{l}^{-}$and $\gamma(1) \in \mathcal{N}_{r}^{-}$or with $\gamma(0) \in \mathcal{N}_{r}^{-}$and $\gamma(1) \in \mathcal{N}_{l}^{-}$there exists $\left[t^{\prime}, t^{\prime \prime}\right] \subseteq[0,1]$ such that $\gamma\left(\left[t^{\prime}, t^{\prime \prime}\right]\right) \subseteq \mathcal{H}, F \circ \gamma\left(\left[t^{\prime}, t^{\prime \prime}\right]\right) \subseteq \mathcal{O}$, with $F\left(\gamma\left(t^{\prime}\right)\right) \in \mathcal{O}_{l}^{-}$and $F\left(\gamma\left(t^{\prime \prime}\right)\right) \in \mathcal{O}_{r}^{-}$or with $F\left(\gamma\left(t^{\prime}\right)\right) \in \mathcal{O}_{r}^{-}$and $F\left(\gamma\left(t^{\prime \prime}\right)\right) \in \mathcal{O}_{l}^{-}$.

We stress that to check the stretching relation in (16) we may need to consider paths $\gamma:[0,1] \rightarrow \mathcal{N}$ with $\gamma(0) \in \mathcal{N}_{r}^{-}$and $\gamma(1) \in \mathcal{N}_{l}^{-}$; for example, when dealing with the composition of two functions (like in (17) where $\Phi:=G \circ F$ ), since the image through the first map of paths joining the opposite sides of a certain oriented rectangle $\widetilde{\mathcal{M}}$ from left to right can connect the sides of $\mathcal{N}^{-}$from right to left through a path that is the starting point of the second function. Nonetheless in the proof of Proposition 1, contained in Appendix A, it suffices for us to focus on paths joining the left and the right sides of the generalized rectangles where the functions start from, since we are not directly dealing with composite mappings. Namely, thanks to Theorem 1 (cf. in particular $\left(C_{F}\right)$ and $\left(C_{G}\right)$ therein), in order to check the existence of chaotic dynamics for the Poincaré map obtained as a composition of the Poincaré maps associated with the unperturbed Hamiltonian system and with the perturbed one, we can deal with the two Poincaré maps separately.

Theorem 1. Let $F: \mathbb{R}^{2} \supseteq D_{F} \rightarrow \mathbb{R}^{2}$ and $G: \mathbb{R}^{2} \supseteq D_{G} \rightarrow \mathbb{R}^{2}$ be continuous maps defined on the sets $D_{F}$ and $D_{G}$, respectively. Let also $\widetilde{\mathcal{N}}:=\left(\mathcal{N}, \mathcal{N}^{-}\right)$and $\widetilde{\mathcal{O}}:=\left(\mathcal{O}, \mathcal{O}^{-}\right)$be oriented rectangles of $\mathbb{R}^{2}$. Suppose that the following conditions are satisfied:
$\left(C_{F}\right)$ there are $\widehat{m} \geq 1$ pairwise disjoint compact sets $\mathcal{H}_{0}, \ldots, \mathcal{H}_{\widehat{m}-1} \subseteq \mathcal{N} \cap D_{F}$ such that $\left(\mathcal{H}_{i}, F\right): \widetilde{\mathcal{N}} \bumpeq \widetilde{\mathcal{O}}$, for $i=0, \ldots, \widehat{m}-1 ;$
$\left(C_{G}\right)$ there are $\breve{m} \geq 1$ pairwise disjoint compact sets $\mathcal{K}_{0}, \ldots, \mathcal{K}_{\breve{m}-1} \subseteq \mathcal{O} \cap D_{G}$ such that $\left(\mathcal{K}_{j}, G\right): \widetilde{\mathcal{O}} \leadsto \widetilde{\mathcal{N}}$, for $j=0, \ldots, \breve{m}-1 ;$
$\left(C_{m}\right) m:=\widehat{m} \cdot \breve{m} \geq 2$;
$\left(C_{\Phi}\right)$ the composite map $\Phi:=G \circ F$ is injective on

$$
\mathcal{H}^{*}:=\bigcup_{\substack{i=0, \ldots, \widehat{m}-1 \\ j=0, \ldots, \dddot{m}-1}} \mathcal{H}_{i, j}^{\prime}, \quad \text { with } \mathcal{H}_{i, j}^{\prime}:=\mathcal{H}_{i} \cap F^{-1}\left(\mathcal{K}_{j}\right) .
$$

Then, setting

$$
X_{\infty}:=\bigcap_{n=-\infty}^{\infty} \Phi^{-n}\left(\mathcal{H}^{*}\right),
$$

there exists a nonempty compact set

$$
X \subseteq X_{\infty} \subseteq \mathcal{H}^{*}
$$

in which the following properties are fulfilled:
(i) $X$ is invariant for $\Phi$ (that is, $\Phi(X)=X$ );
(ii) $\Phi \upharpoonright_{x}$ is semi-conjugate to the two-sided Bernoulli shift on $m$ symbols, i.e., there exists a continuous map $\pi$ from $X$ onto $\Sigma_{m}:=\{0, \ldots, m-1\}^{\mathbb{Z}}$, endowed with the distance

$$
d\left(s^{\prime}, s^{\prime \prime}\right):=\sum_{i \in \mathbb{Z}} \frac{\left|s_{i}^{\prime}-s_{i}^{\prime \prime}\right|}{m^{|i|+1}},
$$

for $s^{\prime}=\left(s_{i}^{\prime}\right)_{i \in \mathbb{Z}}$ and $s^{\prime \prime}=\left(s_{i}^{\prime \prime}\right)_{i \in \mathbb{Z}} \in \Sigma_{m}$, such that the diagram

commutes, i.e., $\pi \circ \Phi=\sigma \circ \pi$, where $\sigma: \Sigma_{m} \rightarrow \Sigma_{m}$ is the Bernoulli shift defined by $\sigma\left(\left(s_{i}\right)_{i}\right):=\left(s_{i+1}\right)_{i}, \forall i \in \mathbb{Z} ;$
(iii) the set $\mathcal{P}$ of the periodic points of $\Phi \upharpoonright_{X_{\infty}}$ is dense in $X$ and the preimage $\pi^{-1}(s) \subseteq X$ of every $k$-periodic sequence $s=\left(s_{i}\right)_{i \in \mathbb{Z}} \in \Sigma_{m}$ contains at least one $k$-periodic point.
Furthermore, from conclusion (ii) it follows that:
(iv)

$$
h_{\text {top }}(\Phi) \geq h_{\text {top }}\left(\Phi \upharpoonright_{X}\right) \geq h_{\text {top }}(\sigma)=\log (m),
$$

where $h_{\text {top }}$ is the topological entropy;
(v) there exists a compact invariant set $\Lambda \subseteq X$, such that $\left.\Phi\right|_{\Lambda}$ is semi-conjugate to the two-sided Bernoulli shift on $m$ symbols, topologically transitive and displaying sensitive dependence on initial conditions.

Proof. The crucial step consists in showing that

$$
\begin{equation*}
\left(\mathcal{H}_{i, j}^{\prime}, \Phi\right): \widetilde{\mathcal{N}} \bumpeq \widetilde{\widehat{\mathcal{N}}}, i=0, \ldots, \widehat{m}-1, j=0, \ldots, \breve{m}-1 . \tag{17}
\end{equation*}
$$

See Theorem 3.1 in [33] for a verification of this property in more general spaces for the case $\widehat{m}=m \geq 2, \breve{m}=1$. The condition in (17) is then easy to check (cf. Theorem 3.2 in [33] for a result analogous to ours, which follows as a corollary from Theorem 3.1 therein).

Recalling Definition 2.3 in [33], as a consequence of (17) it holds that $\Phi$ induces chaotic dynamics on $m$ symbols in the set $\mathcal{N}$. Conclusions $(i)-(v)$ then follow by Theorem 2.2 and by Footnote 4 in [34], where however, the case $m=2$ is considered.

In the proof of Theorem 1, we mentioned the concept of a map inducing chaotic dynamics on $m \geq 2$ symbols on a set according to Definition 2.3 in [33]. For brevity's sake, we do not go into detail, but stress that such a notion of chaos for the case $m=2$ bears a deep resemblance to the concept of chaos in the coin-tossing sense, discussed in [35]; however, being stronger than it. Namely, in addition to the requirement in [35] that every two-sided sequence of two symbols is realized through the iterates of the map, jumping between two disjoint compact subsets, Definition 2.3 in [33] also requires periodic sequences of symbols to be reproduced by periodic orbits of the map. We refer the interested reader to [34] for a comparison with other notions of chaos widely considered in the literature.

Notice that, in light of Definition 2.3 in [33], we can rephrase the statement of Theorem 1 above by saying that, when conditions $\left(C_{F}\right),\left(C_{G}\right),\left(C_{m}\right)$ and $\left(C_{\Phi}\right)$ therein are satisfied, the composite map $\Phi=G \circ F$ induces chaotic dynamics on $m \geq 2$ symbols in $\mathcal{N}$, knowing that from this fact all the properties listed in Theorem 1 hold true for $G \circ F$, in regard to the existence of periodic points, too. We indeed used such reformulation of Theorem 1 in Sections 2 and 3 (see, for instance, the statement of Propositions 1 and 2) when dealing with
the composition of the Poincaré maps associated with unperturbed and with perturbed Hamiltonian systems.

## 5. Concluding Remarks

In the present work, following the seminal idea by Goodwin, in [1], that studying forced models in economics, obtained superimposing exogenous cycles to cycles endogenously generated by a model, we showed the existence of complex dynamics in both the original version of his celebrated growth cycle model (see [3,4]), and in a modified formulation of it, encompassing nonlinear expressions of the real wage bargaining function and of the investment function, already considered in the literature. In particular, in regard to the real wage bargaining function we dealt with the formulation proposed by Phillips in [9], while for the investment function we used an expression employed in [8]. The need to consider a modified formulation of the Goodwin model was motivated by the observation that its original version does not guarantee that orbits lie in the unit square, as they should, since the state variables are wage share in national income and proportion of labor force employed, which can neither be negative, nor exceed unity. We, however, underline that a nonlinear investment function is also grounded from an economic viewpoint, since it encompasses a description of more flexible savings behavior (cf. [10,11]). Goodwin initially considered the nonlinear version of the Phillips curve in [9], then linearized it so as to obtain an approximation "in the interest of lucidity and ease of analysis" ([3], p. 55).

Exploiting, in both the original and the modified settings, the periodic dependence on time of one of the model parameters and the Hamiltonian structure, characterized by the presence of a global nonisochronous center, we proved the presence of chaos for the Poincaré map associated with the considered systems by means of the Linked Twist Maps (LTMs) method, used, for example, in [22,23]. This led us to work with discrete-time dynamical systems. We stress that the obtained results, in their general conclusions, do not depend on the particular expression of the equations involved, as long as the class of Hamiltonian systems, considered in [8], is entered, for which it is therein proven that the center is nonisochronous and that orbits lie in the unit square. Concerning the necessary economic assumptions, we recall that the real wage bargaining function has to increase in proportion to the labor force employed, while the investment function has to decrease in wage share in national income.

Despite the issue with the orbit position in the original Goodwin model, even for that formulation we were able to prove the existence of chaotic sets lying in the unit square, thanks to the features of the LTMs method. Namely, the chaotic sets are located inside the generalized rectangular regions obtained as an intersection of the detected pair of linked annuli, that jointly constitute an invariant set under the action of the composite Poincaré map. Indeed each annulus, being made of periodic orbits, is invariant under the action of the Poincaré map describing the corresponding regime. Choosing linked together annuli contained in the unit square solves the problem. As our illustrative examples showed, this can be done even when dealing with parameter configurations analogous to those considered in [6,7].

The seminal idea by Goodwin in [1] of studying forced models in economics has been recently applied to a three-dimensional setting in [36], where the authors investigated the implications of describing exports as a function of the capital stock in the framework introduced in [37], which extended the original Goodwin model in [3] to an open economy setting that included the balance-of-payments constraint (BoPC) on growth. In more detail, in agreement with Goodwin's insight, in [38], that Schumpeterian innovations requiring investment occur periodically, the authors in [36] added a nonlinear forcing term in the capital accumulation function and, referring to their Figure 5 on p. 266, say that "In this way, we obtain a scenario in which a non-linear system with a "natural" oscillation frequency interacts with an external "force" resulting in a chaotic attractor, as shown in Figure 5. The interplay between two or more independent frequencies characterizing the dynamics of the system is a well-known route to more complex behaviour". It would then be interesting to check whether the LTMs
method, or, more generally, the SAP (Stretching Along the Paths) technique, on which the LTMs method is based, could be employed in that setting, too, in order to rigorously prove the existence of complex dynamics.

In regard to three-dimensional applications of the LTMs technique, we recall [32] where, dealing with linked together cylindrical sets, the focus was on a 3D non-Hamiltonian system describing a predator-prey model with a Beddington-DeAngelis functional response in a periodically varying environment. Related to this, we also mention the 3D continuous-time non-Hamiltonian framework representing the Lotka-Volterra model with two predators and one prey in a periodic environment, considered in [39], for which the presence of chaos was shown by means of the SAP technique, without relying on LTMs geometry. Despite such dissimilarity in the employed method, the common starting point in the proofs of chaos for the frameworks analyzed in $[32,39]$ is given by a study of the properties of the classical planar Lotka-Volterra system. Since, as we have seen, the Goodwin growth cycle model in [3,4] is a special case of the predator-prey setting, in view of proving the existence of chaotic phenomena for its 3D extension, proposed in [36], we could try to apply similar arguments to those used in [32,39]. We will investigate this possibility in a future work.
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## Appendix A. Proof of Proposition 1

Proof of Proposition 1. Given the linked together annuli $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$, we call $\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ (resp. $\left.\mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right)\right)$ the subset of $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ which lies above (resp. below) (Namely, $t$ stands for "top" and $b$ stands for "bottom") the horizontal line $r$, joining $P^{(I)}$ and $P^{(I I)}$; analogously, $\mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right)$ (resp. $\mathcal{C}_{b}^{(I I)}\left(h_{1}, h_{2}\right)$ ) is the subset of $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$ which lies above (resp. below) $r$. In this manner it holds that $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)=\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cup \mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)=\mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right) \cup \mathcal{C}_{b}^{(I I)}\left(h_{1}, h_{2}\right)$. Moreover, we introduce the generalized rectangles $\mathcal{A}:=\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap \mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right)$ and $\mathcal{B}:=\mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap \mathcal{C}_{b}^{(I I)}\left(h_{1}, h_{2}\right)$. Let us fix $m^{(I)} \geq 1$ and $m^{(I I)} \geq 1$ such that $m=m^{(I)} m^{(I I)} \geq 2$. We are going to show that, if we orientate $\mathcal{A}$ and $\mathcal{B}$ e.g., by setting $\mathcal{A}^{-}=\mathcal{A}_{l}^{-} \cup \mathcal{A}_{r}^{-}$and $\mathcal{B}^{-}=\mathcal{B}_{l}^{-} \cup \mathcal{B}_{r}^{-}$, with $\mathcal{A}_{l}^{-}:=$ $\mathcal{A} \cap \Gamma^{(I)}\left(\ell_{1}\right), \mathcal{A}_{r}^{-}:=\mathcal{A} \cap \Gamma^{(I)}\left(\ell_{2}\right), \mathcal{B}_{l}^{-}:=\mathcal{B} \cap \Gamma^{(I I)}\left(h_{2}\right), \mathcal{B}_{r}^{-}:=\mathcal{B} \cap \Gamma^{(I I)}\left(h_{1}\right)$, then there exist $m^{(I)} \geq 1$ pairwise disjoint compact subsets $\mathcal{H}_{0}, \ldots, \mathcal{H}_{m^{(I)}-1}$ of $\mathcal{A}$ such that

$$
\begin{equation*}
\left(\mathcal{H}_{i}, \Psi^{(I)}\right): \widetilde{\mathcal{A}} \bumpeq \widetilde{\mathcal{B}}, \quad i=0, \ldots, m^{(I)}-1 \tag{A1}
\end{equation*}
$$

(cf. Figure A1A for a graphical illustration with $m^{(I)}=1$ ), as well as $m^{(I I)} \geq 1$ pairwise disjoint compact subsets $\mathcal{K}_{0}, \ldots, \mathcal{K}_{m^{(I I)}-1}$ of $\mathcal{B}$ such that

$$
\begin{equation*}
\left(\mathcal{K}_{j}, \Psi^{(I I)}\right): \widetilde{\mathcal{B}} \bumpeq \widetilde{\mathcal{A}}, \quad j=0, \ldots, m^{(I I)}-1 \tag{A2}
\end{equation*}
$$

(see Figure A1B for an illustration with $m^{(I I)}=2$ ). If this is the case, $\left(C_{F}\right)$ and $\left(C_{G}\right)$ in Theorem 1 are fulfilled for the oriented rectangles $\widetilde{\mathcal{A}}:=\left(\mathcal{A}, \mathcal{A}^{-}\right)$and $\widetilde{\mathcal{B}}:=\left(\mathcal{B}, \mathcal{B}^{-}\right)$, with $F=\Psi^{(I)}$ and $G=\Psi^{(I I)}$. Since $m=m^{(I)} m^{(I I)} \geq 2$, and $\left(C_{m}\right)$ in Theorem 1 holds true, too, the Poincaré map $\Psi=\Psi^{(I I)} \circ \Psi^{(I)}$ of System (4) induces chaotic dynamics on $m$ symbols in $\mathcal{A}$. Recalling that the Poincaré map $\Psi$ is a homeomorphism on $(0,+\infty)^{2}$, and, thus,
injective and continuous, in particular. on the set $\mathcal{H}^{*}:=\underset{\substack{i=0, \ldots, m^{(I)}-1 \\ j=0, \ldots, m^{(I I)}-1}}{\cup} \mathcal{H}_{i} \cap\left(\Psi^{(I)}\right)^{-1}\left(\mathcal{K}_{j}\right)$, also condition $\left(C_{\Phi}\right)$ in Theorem 1 is satisfied for $\Phi=\Psi$ and it is then possible to apply Theorem 1 to conclude that all the properties listed therein are fulfilled for $\Psi$.


Figure A1. In (A), given the linked together annuli $\mathcal{C}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $\mathcal{C}^{(I I)}\left(h_{1}, h_{2}\right)$, we draw in orange the straight line $r$ joining the centers $P^{(I)}, P^{(I I)}$ and separating the top sets $\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right), \mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right)$, colored, respectively, in green and gray, from the bottom sets $\mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right), \mathcal{C}_{b}^{(I I)}\left(h_{1}, h_{2}\right)$, colored respectively in light green and light gray. For $\mathcal{A}:=\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap \mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right)$ and $\mathcal{B}:=\mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap$ $\mathcal{C}_{b}^{(I I)}\left(h_{1}, h_{2}\right)$, suitably oriented by the choice of their left and right sides, we illustrate in (A) the condition (A1) with $m^{(I)}=1$ and in (B) the condition (A2) with $m^{(I I)}=2$.

In view of checking (A1), we introduce a system of polar coordinates $\left(\rho^{(I)}, \theta^{(I)}\right)$ centered at $P^{(I)}$, so that the solution $\varsigma^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)=\left(u\left(t,\left(u_{0}, v_{0}\right)\right), v\left(t,\left(u_{0}, v_{0}\right)\right)\right)$ to System $(I)$ with initial point in $\left(u_{0}, v_{0}\right) \in(0,+\infty)^{2}$ can be expressed as $\varsigma^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)=\| \varsigma^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)$ $P^{(I)} \|\left(\cos \left(\theta^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)\right), \sin \left(\theta^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)\right)\right)$. Moreover, we define the rotation number, describing the normalized angular displacement during the time interval $[0, t] \subseteq\left[0, T^{(I)}\right]$ of the solution $\varsigma^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)$ as

$$
\begin{equation*}
\operatorname{rot}^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right):=\frac{\theta^{(I)}\left(0,\left(u_{0}, v_{0}\right)\right)-\theta^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)}{2 \pi} \tag{A3}
\end{equation*}
$$

in order to count positive the turns around $P^{(I)}$ in the clockwise sense, since orbits for System $(I)$ are run clockwise. Recalling the definition of $\tau^{(I)}(\ell)$, for $\ell>\ell_{0}^{(I)}$, as a consequence of the star-shape with respect to $P^{(I)}$ of the lower contour sets $\left\{(u, v) \in(0,+\infty)^{2}: E^{(I)} \leq \ell\right\}$, with $E^{(I)}$ as in (7), we find that the following properties hold true for every $\left(u_{0}, v_{0}\right) \in$ $\Gamma^{(I)}(\ell), t \in\left[0, T^{(I)}\right]$ and $n \geq 1$. Hence, we have $\operatorname{rot}^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right) \in(n, n+1) \Longleftrightarrow t \in$ $\left(n \tau^{(I)}(\ell),(n+1) \tau^{(I)}(\ell)\right)$.

$$
\begin{aligned}
\operatorname{rot}^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)<n & \Longleftrightarrow t<n \tau^{(I)}(\ell) \\
\operatorname{rot}^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)=n & \Longleftrightarrow t=n \tau^{(I)}(\ell) \\
\operatorname{rot}^{(I)}\left(t,\left(u_{0}, v_{0}\right)\right)>n & \Longleftrightarrow t>n \tau^{(I)}(\ell)
\end{aligned}
$$

To check (A1), let $\gamma:[0,1] \rightarrow \mathcal{A}$ be a generic path with $\gamma(0) \in \mathcal{A}_{l}^{-}, \gamma(1) \in \mathcal{A}_{r}^{-}$. For every $\lambda \in[0,1]$, we consider $\Psi^{(I)}(\gamma(\lambda))$, i.e., the position at time $T^{(I)}$ of the solution $\varsigma^{(I)}(t, \gamma(\lambda))$ to System $(I)$ starting at $t=0$ from $\gamma(\lambda) \in \mathcal{A}$, together with the corresponding angular coordinate $\theta^{(I)}\left(T^{(I)}, \gamma(\lambda)\right)$. We stress that, due to the continuity of $\gamma$ and by the continuous dependence of the solutions from the initial data, the function $\lambda \mapsto \theta^{(I)}\left(T^{(I)}, \gamma(\lambda)\right)$ is continuous, too. Moreover, recalling that $\tau^{(I)}\left(\ell_{1}\right)<\tau^{(I)}\left(\ell_{2}\right)$ and $\mathcal{A}_{l}^{-} \subset \Gamma^{(I)}\left(\ell_{1}\right), \mathcal{A}_{r}^{-} \subset \Gamma^{(I)}\left(\ell_{2}\right)$, we show that if $T^{(I)}>t^{(I)}:=\left(m^{(I)}+\frac{7}{2}\right) \frac{\tau^{(I)}\left(\ell_{1}\right) \tau^{(I)}\left(\ell_{2}\right)}{\left(\tau^{(I)}\left(\ell_{2}\right)-\tau^{(I)}\left(\ell_{1}\right)\right)}$ then $\theta^{(I)}\left(T^{(I)}, \gamma(1)\right)-\theta^{(I)}\left(T^{(I)}, \gamma(0)\right)>\left(2 m^{(I)}+1\right) \pi$.

If this is true, there exists $n^{*} \in \mathbb{N}$ such that $\left[-2\left(n^{*}+i\right) \pi-\pi,-2\left(n^{*}+i\right) \pi\right]$ is contained in the interval $\left\{\theta^{(I)}\left(T^{(I)}, \gamma(\lambda)\right): \lambda \in[0,1]\right\}$ for $i \in\left\{0, \ldots, m^{(I)}-1\right\}$. Thus, by means of the Bolzano theorem, there are $m^{(I)}$ pairwise disjoint maximal intervals $\left[\lambda_{i}^{\prime}, \lambda_{i}^{\prime \prime}\right]$ of $[0,1]$ such that for $i \in\left\{0, \ldots, m^{(I)}-1\right\}$ it holds that $\left\{\theta^{(I)}\left(T^{(I)}, \gamma(\lambda)\right): \lambda \in\left[\lambda_{i}^{\prime}, \lambda_{i}^{\prime \prime}\right]\right\} \subseteq\left[-2\left(n^{*}+\right.\right.$ i) $\left.\pi-\pi,-2\left(n^{*}+i\right) \pi\right]$, with $\theta^{(I)}\left(T^{(I)}, \gamma\left(\lambda_{i}^{\prime}\right)\right)=-2\left(n^{*}+i\right) \pi-\pi$ and $\theta^{(I)}\left(T^{(I)}, \gamma\left(\lambda_{i}^{\prime \prime}\right)\right)=$ $-2\left(n^{*}+i\right) \pi$. In order to have the stretching relation (A1) satisfied, we then set $\mathcal{H}_{i}:=$ $\left\{\left(u_{0}, v_{0}\right) \in \mathcal{A}: \theta^{(I)}\left(T^{(I)},\left(u_{0}, v_{0}\right)\right) \in\left[-2\left(n^{*}+i\right) \pi-\pi,-2\left(n^{*}+i\right) \pi\right]\right\}$ for $i \in\left\{0, \ldots, m^{(I)}-\right.$ $1\}$. Indeed, for $i \in\left\{0, \ldots, m^{(I)}-1\right\}, \mathcal{H}_{i}$ is a compact set containing $\left.\{\gamma(\lambda)): \lambda \in\left[\lambda_{i}^{\prime}, \lambda_{i}^{\prime \prime}\right]\right\}$. Moreover, for $i \in\left\{0, \ldots, m^{(I)}-1\right\}$ and $\lambda \in\left[\lambda_{i}^{\prime}, \lambda_{i}^{\prime \prime}\right]$, it holds that $\gamma(\lambda) \in \mathcal{H}_{i}, \Psi^{(I)}(\gamma(\lambda)) \in$ $\mathcal{C}_{b}^{(I)}\left(\ell_{1}, \ell_{2}\right)$ and $E^{(I I)}\left(\Psi^{(I I)}\left(\gamma\left(\lambda_{i}^{\prime}\right)\right)\right) \geq h_{2}, E^{(I I)}\left(\Psi^{(I I)}\left(\gamma\left(\lambda_{i}^{\prime \prime}\right)\right)\right) \leq h_{1}$. Hence, there exists an interval $\left[\lambda_{i}^{*}, \lambda_{i}^{* *}\right] \subseteq\left[\lambda_{i}^{\prime}, \lambda_{i}^{\prime \prime}\right]$ such that $\Psi{ }^{(I)}(\gamma(\lambda)) \in \mathcal{B}$ for every $\lambda \in\left[\lambda_{i}^{*}, \lambda_{i}^{* *}\right]$, and $E^{(I I)}\left(\Psi^{(I)}\left(\gamma\left(\lambda_{i}^{*}\right)\right)\right)=h_{2}, E^{(I I)}\left(\Psi^{(I)}\left(\gamma\left(\lambda_{i}^{* *}\right)\right)\right)=h_{1}$. Since $\mathcal{B}_{l}^{-}=\mathcal{B} \cap \Gamma^{(I I)}\left(h_{2}\right), \mathcal{B}_{r}^{-}=\mathcal{B} \cap$ $\Gamma^{(I I)}\left(h_{1}\right)$, this means that $\Psi^{(I)}\left(\gamma\left(\lambda_{i}^{*}\right)\right) \in \mathcal{B}_{l}^{-}$and $\Psi^{(I)}\left(\gamma\left(\lambda_{i}^{* *}\right)\right) \in \mathcal{B}_{r}^{-}$, concluding the verification of (A1).

We then have to check that, for any path, $\gamma:[0,1] \rightarrow \mathcal{A}$ with $\gamma(0) \in \mathcal{A}_{l}^{-}=\mathcal{A} \cap$ $\Gamma^{(I)}\left(\ell_{1}\right)$ and $\gamma(1) \in \mathcal{A}_{r}^{-}=\mathcal{A} \cap \Gamma^{(I)}\left(\ell_{2}\right)$, it holds that $T^{(I)}>t^{(I)}$ then $\theta^{(I)}\left(T^{(I)}, \gamma(1)\right)-$ $\theta^{(I)}\left(T^{(I)}, \gamma(0)\right)>\left(2 m^{(I)}+1\right) \pi$. Since $\operatorname{rot}^{(I)}(t, \gamma(0)) \geq\left\lfloor t / \tau^{(I)}\left(\ell_{1}\right)\right\rfloor$ and $\operatorname{rot}^{(I)}(t, \gamma(1)) \leq$ $\left\lceil t / \tau^{(I)}\left(\ell_{2}\right)\right\rceil$ for every $t>0$, it follows that $\operatorname{rot}^{(I)}(t, \gamma(0))-\operatorname{rot}^{(I)}(t, \gamma(1)) \geq\left\lfloor t / \tau^{(I)}\left(\ell_{1}\right)\right\rfloor-$ $\left\lceil t / \tau^{(I)}\left(\ell_{2}\right)\right\rceil>t \frac{\tau^{(I)}\left(\ell_{2}\right)-\tau^{(I)}\left(\ell_{1}\right)}{\tau^{(I)}\left(\ell_{1}\right) \tau^{(I)}\left(\ell_{2}\right)}-2$ for every $t>0$. Hence, for $T^{(I)}>t^{(I)}$ it holds that

$$
\begin{aligned}
\operatorname{rot}^{(I)}\left(T^{(I)}, \gamma(0)\right)-\operatorname{rot}^{(I)}\left(T^{(I)}, \gamma(1)\right) & >T^{(I)} \frac{\tau^{(I)}\left(\ell_{2}\right)-\tau^{(I)}\left(\ell_{1}\right)}{\tau^{(I)}\left(\ell_{1}\right) \tau^{(I)}\left(\ell_{2}\right)}-2 \\
& >m^{(I)}+\frac{7}{2}-2=m^{(I)}+\frac{3}{2}>m^{(I)}+1 .
\end{aligned}
$$

As a consequence, recalling the definition of $\operatorname{rot}^{(I)}$ given in (A3), we have $\theta^{(I)}\left(T^{(I)}, \gamma(1)\right)-$ $\theta^{(I)}\left(T^{(I)}, \gamma(0)\right)>2\left(m^{(I)}+1\right) \pi+\theta^{(I)}(0, \gamma(1))-\theta^{(I)}(0, \gamma(0))$. Since $\gamma([0,1]) \subset \mathcal{A}:=\mathcal{C}_{t}^{(I)}\left(\ell_{1}, \ell_{2}\right) \cap$ $\mathcal{C}_{t}^{(I I)}\left(h_{1}, h_{2}\right)$, it holds that both $\theta^{(I)}(0, \gamma(0))$ and $\theta^{(I)}(0, \gamma(1))$ belong to $[0, \pi]$, and are, thus, $\theta^{(I)}(0, \gamma(1))-\theta^{(I)}(0, \gamma(0))>-\pi$. It follows that $\theta^{(I)}\left(T^{(I)}, \gamma(1)\right)-\theta^{(I)}\left(T^{(I)}, \gamma(0)\right)>$ $\left(2 m^{(I)}+1\right) \pi$, as needed.

Let us now turn to the proof of the stretching relation in (A2). Due to its similarity with the verification of (A1), we sketch just the main steps. In this case we consider the image through $\Psi^{(I I)}$ of any path $\omega:[0,1] \rightarrow \mathcal{B}$ joining $\mathcal{B}_{l}^{-}$with $\mathcal{B}_{r}^{-}$and check that it completely crosses $\mathcal{A}$, from $\mathcal{A}_{l}^{-}$to $\mathcal{A}_{r}^{-}$, at least $m^{(I I)}$ times when $T^{(I I)}>t^{(I I)}:=$ $\left(m^{(I I)}+\frac{7}{2}\right) \frac{\tau^{(I I)}\left(h_{1}\right) \tau^{(I I)}\left(h_{2}\right)}{\left(\tau^{(I I)}\left(h_{2}\right)-\tau^{(I I)}\left(h_{1}\right)\right)}$, recalling that also orbits for System (II) are run clockwise and that $\tau^{(I I)}\left(h_{1}\right)<\tau^{(I I)}\left(h_{2}\right)$ (see Figure A1B for the case $m^{(I I)}=2$ ). Introducing a system of polar coordinates $\left(\rho^{(I I)}, \theta^{(I I)}\right)$ centered at $P^{(I I)}$, we can define the rotation number as

$$
\begin{equation*}
\operatorname{rot}^{(I I)}\left(t,\left(u_{0}, v_{0}\right)\right):=\frac{\theta^{(I I)}\left(0,\left(u_{0}, v_{0}\right)\right)-\theta^{(I I)}\left(t,\left(u_{0}, v_{0}\right)\right)}{2 \pi} \tag{A4}
\end{equation*}
$$

describing the normalized angular displacement during the time interval $[0, t] \subseteq\left[0, T^{(I I)}\right]$ of the solution $\varsigma^{(I I)}\left(t,\left(u_{0}, v_{0}\right)\right)$ to System $(I I)$ with initial point in $\left(u_{0}, v_{0}\right) \in(0,+\infty)^{2}$. As happened with the proof of (A1), the key step in the verification of (A2) consists in showing that if $T^{(I I)}>t^{(I I)}$ then $\theta^{(I I)}\left(T^{(I I)}, \omega(1)\right)-\theta^{(I I)}\left(T^{(I I)}, \omega(0)\right)>\left(2 m^{(I I)}+1\right) \pi$. Indeed, using the Bolzano Theorem, we can conclude that there are $m^{(I I)} \geq 1$ pairwise disjoint compact subsets $\mathcal{K}_{0}, \ldots, \mathcal{K}_{m^{(I I)}-1}$ of $\mathcal{B}$ which satisfy (A2).

Once the validity of (A1) and (A2) is verified, it follows that $\Psi=\Psi^{(I I)} \circ \Psi^{(I)}$ induces chaotic dynamics in $m$ symbols in $\mathcal{A}$ by Theorem 1, together with all the properties listed therein.

This concludes the first half of our proof, that is complete when we show that $\Psi$ induces chaotic dynamics on $m=m^{(I)} m^{(I I)} \geq 2$ symbols in $\mathcal{B}$, as well. With this aim in mind, we can, for example, orientate $\mathcal{A}$ by setting $\mathcal{A}^{--}=\mathcal{A}_{l}^{--} \cup \mathcal{A}_{r}^{--}$, with $\mathcal{A}_{l}^{--}:=$ $\mathcal{A} \cap \Gamma^{(I I)}\left(h_{1}\right), \mathcal{A}_{r}^{--}:=\mathcal{A} \cap \Gamma^{(I I)}\left(h_{2}\right)$, and $\mathcal{B}$ by setting $\mathcal{B}^{--}=\mathcal{B}_{l}^{--} \cup \mathcal{B}_{r}^{--}$, with $\mathcal{B}_{l}^{--}:=$ $\mathcal{B} \cap \Gamma^{(I)}\left(\ell_{1}\right), \mathcal{B}_{r}^{--}:=\mathcal{B} \cap \Gamma^{(I)}\left(\ell_{2}\right)$, and we verify that the image through $\Psi^{(I)}$ of any path joining in $\mathcal{B}$ the sides $\mathcal{B}_{l}^{--}$and $\mathcal{B}_{r}^{--}$crosses $\mathcal{A}$, from $\mathcal{A}_{l}^{--}$to $\mathcal{A}_{r}^{--}$, at least $m^{(I)}$ times when $T^{(I)}>t^{(I)}$, and then check that the image through $\Psi^{(I I)}$ of any path in $\mathcal{A}$ joining $\mathcal{A}_{l}^{--}$with $\mathcal{A}_{r}^{--}$crosses $\mathcal{B}$, from $\mathcal{B}_{l}^{--}$to $\mathcal{B}_{r}^{--}$, at least $m^{(I I)}$ times when $T^{(I I)}>t^{(I I)}$. Namely, this amounts to show that there exist $m^{(I)} \geq 1$ pairwise disjoint compact subsets $\mathcal{H}_{0}^{\prime}, \ldots, \mathcal{H}_{m^{(I)}-1}^{\prime}$ of $\mathcal{B}$ such that

$$
\begin{equation*}
\left(\mathcal{H}_{i}^{\prime}, \Psi^{(I)}\right): \widetilde{\widetilde{\mathcal{B}}} \leadsto \widetilde{\widetilde{\mathcal{A}}}, \quad i=0, \ldots, m^{(I)}-1 \tag{A5}
\end{equation*}
$$

as well as $m^{(I I)} \geq 1$ pairwise disjoint compact subsets $\mathcal{K}_{0}^{\prime}, \ldots, \mathcal{K}_{m^{(I I)}-1}^{\prime}$ of $\mathcal{A}$ such that

$$
\begin{equation*}
\left(\mathcal{K}_{j}^{\prime}, \Psi(I I): \widetilde{\widetilde{\mathcal{A}}} \bumpeq \widetilde{\widetilde{\mathcal{B}}}, \quad j=0, \ldots, m^{(I I)}-1,\right. \tag{A6}
\end{equation*}
$$

where we set $\widetilde{\widetilde{\mathcal{B}}}:=\left(\mathcal{B}, \mathcal{B}^{--}\right)$and $\widetilde{\widetilde{\mathcal{A}}}:=\left(\mathcal{A}, \mathcal{A}^{--}\right)$(see Figure A2). In such a case, $\left(C_{F}\right)$ and $\left(C_{G}\right)$ in Theorem 1 are fulfilled for the newly introduced oriented rectangles $\widetilde{\mathcal{B}}:=$ $\left(\mathcal{B}, \mathcal{B}^{--}\right), \widetilde{\widetilde{\mathcal{A}}}:=\left(\mathcal{A}, \mathcal{A}^{--}\right)$and with $F=\Psi^{(I)}, G=\Psi^{(I I)}$. Since $m=m^{(I)} m^{(I I)} \geq 2$, it is then possible to apply Theorem 1 to conclude that the Poincaré map $\Psi=\Psi^{(I I)} \circ \Psi^{(I)}$ of System (4) induces chaotic dynamics on $m$ symbols in $\mathcal{B}$, as well. Moreover, $\Psi$ has all the features listed in Theorem 1, because $\left(C_{\Phi}\right)$ therein holds true, as $\Phi=\Psi$ is injective and continuous, in particular on the set $\mathcal{H}^{\prime *}:=\underset{\substack{i=0, \ldots, m^{(I)}-1 \\ j=0, \ldots, m^{(I I)}-1}}{ } \mathcal{H}^{\prime}{ }_{i} \cap\left(\Psi^{(I)}\right)^{-1}\left(\mathcal{K}^{\prime}{ }_{j}\right)$.

Due to their resemblance to (A1) and (A2), we leave the details in the verification of (A5) and (A6), that allow completion of the proof, to the reader.


Figure A2. For the sets $\mathcal{A}$ and $\mathcal{B}$, introduced in Figure A1, we now orientate them in a different manner by suitably choosing the left and the right sides, we illustrate in (A) the stretching relation (A5) with $m^{(I)}=1$ and in (B) the condition (A6) with $m^{(I I)}=2$.

Focusing on the first half of the proof of Proposition 1, in which we show that $\Psi$ induces chaotic dynamics in $\mathcal{A}$, in Figure A1A we provide a qualitative representation of what happens when the stretching relation in (A1) is fulfilled with $m^{(I)}=1$, and, in Figure A1B, we illustrate the condition (A2) with $m^{(I I)}=2$. For (A1) to be satisfied with $m^{(I)}=1$ we need to verify that the image through $\Psi^{(I)}$ of any path $\gamma$ (in cyan) joining in $\mathcal{A}$ its left and right sides crosses $\mathcal{B}$ once from left to right when $T^{(I)}$ is sufficiently large. This is true in Figure A1A since, calling $\mathcal{H}_{0}$ the compact subset of $\mathcal{A}$ in pale blue and setting $\bar{\gamma}:=\gamma([0,1])$, it holds that $\bar{\gamma} \cap \mathcal{H}_{0}$ (in blue) is transformed by $\Psi^{(I)}$ into a path (in blue) connecting $\mathcal{B}_{l}^{-}$and $\mathcal{B}_{r}^{-}$in $\mathcal{B}$. To check (A2) with $m^{(I I)}=2$ we need to verify that the image
through $\Psi^{(I I)}$ of any path $\omega$ (in blue) joining in $\mathcal{B}$ its left and right sides crosses $\mathcal{A}$ twice from left to right when $T^{(I I)}$ is large enough. This is true in Figure A1B, due to the existence of the pairwise disjoint compact subsets $\mathcal{K}_{0}, \mathcal{K}_{1}$ of $\mathcal{B}$ (in yellow) with the property that $\Psi^{(I I)}\left(\bar{\omega} \cap \mathcal{K}_{i}\right)$ (in dark blue) connects $\mathcal{A}_{l}^{-}$and $\mathcal{A}_{r}^{-}$in $\mathcal{A}$, for $i \in\{1,2\}$.

Similarly, in regard to the second half of the proof of Proposition 1, in which we show that $\Psi$ induces chaotic dynamics in $\mathcal{B}$, we illustrate, in Figure A2A, condition (A5) with $m^{(I)}=1$ and, in Figure A2B, condition (A6) with $m^{(I I)}=2$. Notice that $\mathcal{A}$ and $\mathcal{B}$ now need to be oriented in a different manner with respect to Figure A1 to have the stretching relations in (A5) and (A6) satisfied. Indeed, in Figure A2A we draw (in lilac) the compact subset $\mathcal{H}_{0}^{\prime}$ of $\mathcal{B}$ with the property that the restriction to it (represented in orange) of any path $\gamma$ (in light orange) joining $\mathcal{B}_{l}^{--}$and $\mathcal{B}_{r}^{--}$in $\mathcal{B}$ is transformed by $\Psi^{(I)}$ into a path (in orange) connecting $\mathcal{A}_{l}^{--}$and $\mathcal{A}_{r}^{--}$in $\mathcal{A}$. In (B) we draw (in beige) the two disjoint compact subsets $\mathcal{K}_{0}^{\prime}, \mathcal{K}_{1}^{\prime}$ of $\mathcal{A}$ such that the restriction to them (represented in dark orange) of any path $\omega$ (in orange) joining $\mathcal{A}_{l}^{--}$and $\mathcal{A}_{r}^{--}$in $\mathcal{A}$ is transformed by $\Psi^{(I I)}$ into paths (in dark orange) connecting $\mathcal{B}_{l}^{--}$and $\mathcal{B}_{r}^{--}$in $\mathcal{B}$.

## References

1. Goodwin, R.M. Chaotic Economic Dynamics; Oxford University Press: Oxford, UK, 1990.
2. Rössler, O.E. An equation for continuous chaos. Phys. Lett. 1976, 57A, 397-398. [CrossRef]
3. Goodwin, R.M. A growth cycle. In Socialism, Capitalism and Economic Growth; Feinstein, C.H., Ed.; Cambridge University Press: Cambridge, UK, 1967; pp. 54-58.
4. Goodwin, R.M. A growth cycle. In A Critique of Economic Theory; Hunt, E.K., Schwartz, J.G., Eds.; Penguin: Harmondsworth, UK, 1972; pp. 442-449.
5. Veneziani, R.; Mohun, S. Structural stability and Goodwin's growth cycle. Struct. Chang. Econ. Dynam. 2006, 17, 437-451. [CrossRef]
6. Desai, M.; Henry, B.; Mosley, A.; Pemberton, M. A clarification of the Goodwin model of the growth cycle. J. Econ. Dyn. Control 2006, 30, 2661-2670. [CrossRef]
7. Harvie, D.; Kelmanson, M.A.; Knapp, D.G. A dynamical model of business-cycle asymmetries: Extending Goodwin. Econ. Issues 2007, 12, 53-92.
8. Madotto, M.; Gaudenzi, M.; Zanolin, F. A generalized approach for the modeling of Goodwin-type cycles. Adv. Nonlinear Stud. 2016, 16, 775-793. [CrossRef]
9. Phillips, A.W.H. The relationship between unemployment and the rate of change of money wage rates in the United Kingdom, 1861-1957. Economica 1958, 25, 283-299.
10. Flaschel, P. Some stability properties of Goodwin's growth cycle. A critical elaboration. Z. Nationalökon. 1984, 44, 63-69. [CrossRef]
11. Zhang, W. Cyclical economic growth—Re-examining the Goodwin model. Acta Math. Appl. Sin. 1991, 7, 114-120. [CrossRef]
12. Pireddu, M. Chaotic dynamics in the presence of medical malpractice litigation: A topological proof via linked twist maps for two evolutionary game theoretic contexts. J. Math. Anal. Appl. 2021, 501, 125224. [CrossRef]
13. Alvarez-Ramirez, J.; Escarela-Perez, R.; Espinosa-Perez, G.; Urrea, R. Dynamics of electricity market correlations. Physica A 2009, 388, 2173-2188. [CrossRef]
14. Arango, S.; Larsen, E. Cycles in deregulated electricity markets: Empirical evidence from two decades. Energy Policy 2011, 39, 2457-2466. [CrossRef]
15. Pascoletti, A.; Zanolin, F. From the Poincaré-Birkhoff fixed point theorem to linked twist maps: Some applications to planar Hamiltonian systems. In Differential and Difference Equations with Applications; Pinelas, S., Chipot, M., Dosla, Z., Eds.; Springer Proceedings in Mathematics \& Statistics, 47; Springer: New York, NY, USA, 2013; pp. 197-213.
16. Przytycki, F. Ergodicity of toral linked twist mappings. Ann. Sci. École Norm. Super. 1983, 16, 345-354. [CrossRef]
17. Przytycki, F. Periodic points of linked twist mappings. Stud. Math. 1986, 83, 1-18. [CrossRef]
18. Burton, R.; Easton, R.W. Ergodicity of linked twist maps. In Global Theory of Dynamical Systems, Proceedings of the International Conference Held at Northwestern University, Evanston, IL, USA, 18-22 June 1979; Lecture Notes in Mathematics, 819; Springer: Berlin, Germany, 1980; pp. 35-49.
19. Papini, D.; Zanolin, F. On the periodic boundary value problem and chaotic-like dynamics for nonlinear Hill's equations. Adv. Nonlinear Stud. 2004, 4, 71-91. [CrossRef]
20. Papini, D.; Zanolin, F. Fixed points, periodic points, and coin-tossing sequences for mappings defined on two-dimensional cells. Fixed Point Theory Appl. 2004, 2004, 113-134. [CrossRef]
21. Pireddu, M.; Zanolin, F. Cutting surfaces and applications to periodic points and chaotic-like dynamics. Topol. Methods Nonlinear Anal. 2007, 30, 279-319; Erratum in Topol. Methods Nonlinear Anal. 2009, 33, 395.
22. Pascoletti, A.; Zanolin, F. Example of a suspension bridge ODE model exhibiting chaotic dynamics: A topological approach. J. Math. Anal. Appl. 2008, 339, 1179-1198. [CrossRef]
23. Pireddu, M.; Zanolin, F. Chaotic dynamics in the Volterra predator-prey model via linked twist maps. Opusc. Math. 2008, 28/4, 567-592.
24. Rothe, F. The periods of the Volterra-Lotka system. J. Reine Angew. Math. 1985, 355, 129-138.
25. Waldvogel, J. The period in the Lotka-Volterra system is monotonic. J. Math. Anal. Appl. 1986, 114, 178-184. [CrossRef]
26. Burra, L.; Zanolin, F. Chaotic dynamics in a vertically driven planar pendulum. Nonlinear Anal. 2010, 72, 1462-1476. [CrossRef]
27. Margheri, A.; Rebelo, C.; Zanolin, F. Chaos in periodically perturbed planar Hamiltonian systems using linked twist maps. J. Differ. Equ. 2010, 249, 3233-3257. [CrossRef]
28. Pascoletti, A.; Zanolin, F. Chaotic dynamics in periodically forced asymmetric ordinary differential equations. J. Math. Anal. Appl. 2009, 352, 890-906. [CrossRef]
29. Braun, M. Differential Equations and Their Applications. An Introduction to Applied Mathematics, 4th ed.; Texts in Applied Mathematics, 11; Springer: New York, NY, USA, 1993.
30. Lillard, L.A.; Acton, J.P. Seasonal electricity demand and pricing analysis with a variable response model. Bell J. Econ. 1981, 12, 71-92. [CrossRef]
31. Krasnosel'skiĭ, M.A. The Operator of Translation along the Trajectories of Differential Equations; Translations of Mathematical Monographs, 19; American Mathematical Society: Providence, RI, USA, 1968.
32. Ruiz-Herrera, A.; Zanolin, F. An example of chaotic dynamics in 3D systems via stretching along paths. Ann. Mat. Pura Appl. 2014, 193, 163-185. [CrossRef]
33. Pascoletti, A.; Pireddu, M.; Zanolin, F. Multiple periodic solutions and complex dynamics for second order ODEs via linked twist maps. Electron. J. Qual. Theory Differ. Equ. 2008, 14, 1-32.
34. Medio, A.; Pireddu, M.; Zanolin, F. Chaotic dynamics for maps in one and two dimensions: A geometrical method and applications to economics. Int. J. Bifurc. Chaos Appl. Sci. Eng. 2009, 19, 3283-3309. [CrossRef]
35. Kirchgraber, U.; Stoffer, D. On the definition of chaos. Z. Angew. Math. Mech. 1989, 69, 175-185. [CrossRef]
36. Dávila-Fernández, M.J.; Sordi, S. Path dependence, distributive cycles and export capacity in a BoPC growth model. Struct. Chang. Econ. Dyn. 2019, 50, 258-272. [CrossRef]
37. Dávila-Fernández, M.J.; Sordi, S. Distributive cycles and endogenous technical change in a BoPC growth model. Econ. Model. 2019, 77, 216-233. [CrossRef]
38. Goodwin, R. The nonlinear accelerator and the persistence of business cycles. Econometrica 1951, 19, 1-17. [CrossRef]
39. Ruiz-Herrera, A.; Zanolin, F. Horseshoes in 3D equations with applications to Lotka-Volterra systems. NoDEA Nonlinear Differ. Equ. Appl. 2015, 22, 877-897. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

Article

# Asynchronous Switching Control of Discrete Time Delay Linear Switched Systems Based on MDADT 

Jimin $Y u^{1,2}$, Xiaoyu Qi ${ }^{1, *}$ (D) and Yabin Shao ${ }^{1(D)}$<br>1 School of Science, Chongqing University of Posts and Telecommunications, Chongqing 400065, China; yujm@cqupt.edu.cn (J.Y.); shaoyb@cqupt.edu.cn (Y.S.)<br>2 College of Automation, Chongqing University of Posts and Telecommunications, Chongqing 400065, China<br>* Correspondence: s210603010@stu.cqupt.edu.cn

Citation: Yu, J.; Qi, X.; Shao, Y. Asynchronous Switching Control of Discrete Time Delay Linear Switched Systems Based on MDADT. Axioms
2023, 12, 747. https://doi.org/ 10.3390/axioms12080747

Academic Editor: Martin Bohner and Tianwei Zhang

Received: 9 June 2023
Revised: 22 July 2023
Accepted: 26 July 2023
Published: 29 July 2023


[^0]
#### Abstract

Ideally, switching between subsystems and controllers occurs synchronously. In other words, whenever a subsystem requires switching, its corresponding sub-controller will be promptly activated. However, in reality, due to network delays, system detection, etc., the activation of candidate controllers frequently lags, which causes issues with asynchronous switching between controllers and subsystems. This asynchronous switching problem may affect system performance and even make the system unstable because the state between the subsystem and the controller may be inconsistent, resulting in the controller not being able to control the subsystem correctly. To keep the system stable while using asynchronous switching, this work suggests an asynchronous control technique for a class of discrete linear switching systems with time delay based on the modedependent average dwell time (MDADT). First, we construct a state feedback controller and establish a closed-loop system. In the asynchronous and synchronous intervals of subsystems and controllers, different Lyapunov functions are selected, and sufficient conditions for exponential stability and the $H_{\infty}$ performance of the closed-loop system under asynchronous switching are obtained. In addition, using the MDADT switching strategy, the relevant parameters of each subsystem are designed and the corresponding state-feedback controller gain matrix can be obtained. Finally, a switching system with three subsystems is shown. The approach is confirmed by simulating it using the average dwell time (ADT) switching strategy and the MDADT switching strategy separately.
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## 1. Introduction

A discrete system refers to all systems that are not continuous in time and space. They are ubiquitous in practical problems. It is expected that when computers assist people in simulating, controlling, and analyzing systems, they usually need to discretize time. In addition, there are some discrete mathematical models in the fields of biology, industry, and economics. For example, research on image encryption [1], human infectious diseases [2], and changes in the market economy [3] all require the application of discrete systems. A discrete switching system is an important type of discrete system. It realizes different functions and behaviors through state switching, and it can also realize complex logic operations, control, and decision-making functions.

The benefits of switching systems in terms of model composition have garnered increased attention. Switched systems are not only widely studied in theory but also have extensive applications in many engineering fields, such as electronic equipment [4], aerospace technology [5], traffic management [6], environmental governance [7], and others. The switched system is often a dynamical system made up of switching signals and a finite
number of continuous or discrete dynamic subsystems. A piecewise constant function that depends on state or time is the switching signal, which is also known as the switching rule, switching strategy, or switching law. The stability of the switching system is somewhat impacted by the choice of switching signal. When an inappropriate switching signal is selected, the trajectories of the switched system that may make all subsystems stable are divergent; similarly, when a suitable switching signal is selected, it is possible to stabilize a switched system with unstable subsystems.

Research on switching signals is mainly reflected in the design of its dwell time. At present, typical research on switching signals mainly includes arbitrary switching signals [8], dwell time switching signals (DT) [9], average dwell time switching signals (ADT) [10], mode-dependent average dwell time switching signals (MDADT) [11], and persistent dwell time switching signals (PDT) [12]. DT restricts the switching time of two consecutive subsystems to be no less than a constant $\tau$. ADT requires a constant $\tau_{a}$ for the average running time of the subsystem in the limited switching interval. MDADT makes each subsystem have its own ADT, which reduces the conservativeness of research, so it has a broader range of applications compared with the former two. The PDT switching mechanism consists of fast switching and slow switching alternately: the $\tau$ part can represent slow switching and T part can represent fast switching. However, DT and ADT cannot represent fast switching because they have strict constraints on the number of switches in a given period. As this implies, PDT is more general than DT and ADT. The complexity of PDT is much higher than that of DT and ADT, so there are few related studies.

There have been abundant research achievements in switched systems on system stability analysis [13], tracking control problems [14], time delay problems [15], robust control [16], gain analysis [17], etc. In recent years, scholars have also paid more attention to asynchronous switching control [18-23]. Asynchronous switching refers to a situation where the subsystem does not match the controller; that is, the switching signals of the subsystem and the controller are inconsistent. Since the identification of subsystems and the matching of corresponding controllers takes a certain amount of time, asynchronous situations cannot be avoided. In [24], based on the asynchronous switching of subsystems and filters, the design of the filter for discrete switched T-S fuzzy systems was discussed. The challenge of designing a controller for time delay nonlinear switching systems with asynchronous switching was investigated in [25]. During this operation of the system, the system cannot always operate in an ideal state, and signal interference and fault phenomena are inevitable. If the cause and location of the fault cannot be found in time, certain losses will be caused. Therefore, introducing fault diagnosis and detection mechanisms is an essential means to ensure system security. Considering the filter and subsystem asynchrony, fault detection on switched systems is carried out in [26]. The time trigger control is frequently used in sampling control to sample periodically; however, because it samples in the form of cycles, wasting system resources, the proposed event trigger mechanism aims to overcome this problem by monitoring changes in system performance in real time by designing event triggers. Ref. [27] studies the multi-asynchronous switching issue in switching systems with event triggering. In contrast to the prior asynchrony, the system's stability and controller design are investigated, along with the many asynchronous challenges of subsystems, event triggers, and controllers. Due to the reasons of the system itself or the technical limitations of the measurement means, it is impossible to measure all of the system's status information. By constructing an observer and using the input or output information of the original system to construct a new system, studying the new system allows one to discover the pertinent characteristics of the previous system. In [28], the issue of observer design for nonlinear switching systems with asynchronous situations is covered. There are few studies on asynchronous control of discrete switched systems, and most of them are based on the ADT switching strategy. Thus, combining the MDADT approach with asynchronous switching is essential.

The asynchronous control problem of discrete time delay switched systems is investigated in this work using MDADT. The majority of research on switched systems up to now
has centered on synchronous switching. The switched system finds it challenging to sustain synchronous switching in practical circumstances. Since each subsystem and sub-controller in the system operates at a different speed and responds to commands differently, the associated controller may still be working on the current task when the subsystem has begun to execute the next task. This affects the stability of the system by causing confusion over the order in which different subsystems and sub-controllers should be executed. The main problem with current asynchronous switching is how to ensure the stability of the whole system when the subsystem does not match the corresponding sub-controller. In this paper, we present a parameter associated with exponential decay that tackles this problem by restricting the proportion of matching and mismatching durations between the controller and its corresponding subsystem. The majority of earlier investigations used the ADT technique, which meant that the dwell time and other parameters for each subsystem were constant. However, these parameters are not optimal due to the differences in each subsystem. Relatively speaking, MDADT technology is more flexible. It allows each subsystem to choose the most-suitable parameters according to its own needs to determine its dwell time, and it can set the switching delay of each sub-controller so that they do not have to be all the same. The main motivation is to use this feature of MDADT to improve system performance, and this approach to system performance verification differs from earlier ones. The following are its primary contributions:

1. An innovative asynchronous control method is provided for discrete time delay switched systems.
2. Using the MDADT switching strategy, the switched system's exponential stability and the necessary conditions for $H_{\infty}$ performance are discovered, and the gain matrix of the controller is also computed.

The sections of this essay are organized as follows. The problem and definitions that apply to it are presented in Section 2. In Section 3, adequate requirements for exponential stability of discrete time delay switched systems and $H_{\infty}$ performance are laid out, and controllers are also built. To test the efficacy of the asynchronous control method, Section 4 presents a discrete time delay switching system with two subsystems. Simulations are run under the ADT switching signal and the MDADT switching signal. Section 5 presents the results of the simulations of the example and the definition proof.

Notations: $R^{n}$ represents n-dimensional Euclidean vector space, $L_{2}[0, \infty]$ is square integrable function space, $\|\cdot\|$ stands for Euclidean norm, $X>0$ and $X^{T}$ are positive definite matrices and transpose matrices, $\lambda_{\min }\{\cdots\}$ and $\lambda_{\max }\{\cdots\}$ represent the minimum and maximum eigenvalues of the matrix, respectively, $\operatorname{col}\{\cdots\}$ represents a column vector, and $*$ represents the symmetric block in the block matrix.

## 2. Problem Statement

This section presents the discussed system and the design of the controller.

### 2.1. System Description

Consider the following discrete time delay linear switched system:

$$
\begin{align*}
x(\varsigma+1) & =A_{\sigma(\varsigma)} x(\varsigma)+B_{\sigma(\varsigma)} u(\varsigma)+A_{1 \sigma(\varsigma)} x(\varsigma-d)+B_{1 \sigma(\varsigma)} \omega(\varsigma), \varsigma \geq 0 \\
z(\varsigma) & =C_{\sigma(\varsigma)} x(\varsigma)+D_{\sigma(\varsigma)} u(\varsigma), \varsigma \geq 0  \tag{1}\\
x(\varsigma) & =\varphi(\varsigma), \varsigma \in\{-d, \cdots, 0\}
\end{align*}
$$

where $x \in R^{n_{x}}, u \in R^{n_{u}}$, and $z \in R^{n_{z}}$ are the state vector, control input, and controlled output of the system, respectively; $\omega \in R^{n_{\omega}}$ represents the disturbance input and belongs to $L_{2}[0, \infty) ; \varphi(\varsigma)$ represents the initial vector-valued function; and $d$ represents a constant delay time. The symbol $\sigma(\varsigma): N \rightarrow M=\{1,2, \cdots, m\}, m \in N^{+}$stands for the switching signal; $\left\{\left(\varsigma_{0}, \sigma\left(\varsigma_{0}\right)\right),\left(\varsigma_{1}, \sigma\left(\varsigma_{1}\right)\right), \cdots,\left(\varsigma_{l}, \sigma\left(\varsigma_{l}\right)\right), \cdots, l=0,1,2,3, \cdots\right\}$ represents the system's switching time sequence; $\varsigma_{0}$ indicates the initial switching time; and $\varsigma_{l}$ indicates the
$l$-th switching time. If the $l$-th subsystem is turned on, $\varsigma \in\left[\varsigma_{l}, \varsigma_{l+1}\right)$ results. $A_{\sigma(\varsigma)}, B_{\sigma(\varsigma)}$, $A_{1 \sigma(\varsigma)}, B_{1 \sigma(\varsigma)}, C_{\sigma(\varsigma)}$, and $D_{\sigma(\varsigma)}$ are constant matrices.

Definition 1 ([29]). For any switching signal $\sigma(\varsigma)$, let $N_{\sigma, j}\left(\varsigma_{0}, \varsigma\right)$ and $T_{j}\left(\varsigma_{0}, \varsigma\right)$ denote the switching times and running times of the $j$-th subsystem activated on $\left[\varsigma_{0}, \zeta\right)$, respectively. If $\exists N_{0 j}>0$, $\tau_{a j}>0$, such that

$$
N_{\sigma, j}\left(\varsigma_{0}, \varsigma\right) \leq N_{0 j}\left(\varsigma_{0}, \varsigma\right)+\frac{T_{j}\left(\varsigma_{0}, \varsigma\right)}{\tau_{a j}}, \forall \varsigma \geq \varsigma_{0} \geq 0
$$

then $\tau_{a j}$ and $N_{0 j}$ are known as MDADT and the chatter bound, respectively.
Definition 2 ([30]). The switched system is exponentially stable if there exist constants $c>0$ and $0<\zeta<1$ such that the solution of the system satisfies:

$$
\|x(\varsigma)\|_{2}<c \zeta^{\left(\varsigma-\varsigma_{0}\right)}\left\|x\left(\varsigma_{0}\right)\right\|_{2}, \forall \varsigma>\varsigma_{0}
$$

Definition 3 ([30]). Given $\delta>0$ and $c>0$, if the switching system is exponentially stable and under zero initial conditions, for all nonzero $\omega$, the following inequality holds:

$$
\sum_{s=k_{0}}^{\infty} e^{-c s} z^{T}(s) z(s) \leq \delta^{2} \sum_{s=k_{0}}^{\infty} \omega^{T}(s) \omega(s)
$$

Then the switched system is exponentially stable with an exponential $H_{\infty}$ index $\delta$.
Lemma 1 ([31]). For symmetric matrices $X$ and $W>0$ of any appropriate dimension and for any constant $\xi$, the following inequalities hold:

$$
-X W^{-1} X \leq \xi^{2} W-2 \xi X
$$

### 2.2. Controller

Establish a state-feedback controller in System (1):

$$
u(\varsigma)=K_{\sigma^{\prime}(\varsigma)} x(\varsigma),
$$

where $\sigma^{\prime}(\varsigma)$ and $K_{\sigma^{\prime}(\varsigma)}$ represent the switching signal and control gain matrix of the controller, respectively. Let $\Delta_{l}$ be the switching delay time of the controller relative to the subsystem, and satisfy $\Delta_{l}<\varsigma_{l+1}-\varsigma_{l}$. Then $\left\{\left(\varsigma_{0}+\Delta_{0}, \sigma^{\prime}\left(\varsigma_{0}\right)\right),\left(\varsigma_{1}+\Delta_{1}, \sigma^{\prime}\left(\varsigma_{1}\right)\right), \cdots,\left(\varsigma_{l}+\right.\right.$ $\left.\left.\Delta_{l}, \sigma^{\prime}\left(s_{l}\right)\right), \cdots, l=0,1,2,3, \cdots\right\}$ is the controller's switching sequence.

### 2.3. Build a Closed-Loop System

Substituting the dynamic output feedback controller into the switching System (1), the following closed-loop switched system can be obtained:

$$
\begin{align*}
x(\varsigma+1) & =\left(A_{\sigma(\varsigma)}+B_{\sigma(\varsigma)} K_{\sigma^{\prime}(\varsigma)}\right) x(\varsigma)+A_{1 \sigma(\varsigma)} x(\varsigma-d)+B_{1 \sigma(\varsigma)} \omega(\varsigma), \varsigma \geq 0 \\
z(\varsigma) & =\left(C_{\sigma(\varsigma)}+D_{\sigma(\varsigma)} K_{\sigma^{\prime}(\varsigma)}\right) x(\varsigma), \varsigma \geq 0  \tag{2}\\
x(\varsigma) & =\varphi(\varsigma), \forall \varsigma \in\{-d, \cdots, 0\}
\end{align*}
$$

If $\sigma\left(\varsigma_{l}\right)=i$, the $i$-th subsystem is activated at the moment of system switching $s_{l}$; likewise, if $\sigma\left(\varsigma_{l-1}\right)=j$, the $j$-th subsystem is enabled at the time of system switching $\varsigma_{l-1}$. $T^{-}\left(\varsigma_{0}, \varsigma\right)$ and $T^{+}\left(\varsigma_{0}, \varsigma\right)$ are utilized to indicate the matching and mismatching intervals between the subsystem and the controller while the system is running in $\left[\varsigma_{0}, \varsigma\right) \cdot T^{-}\left(\varsigma-\varsigma_{0}\right)$, and $T^{+}\left(\varsigma-\varsigma_{0}\right)$ represent the interval lengths of $T^{-}\left(\varsigma_{0}, \varsigma\right)$ and $T^{+}\left(\varsigma_{0}, \varsigma\right)$.

In $\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right)$, the $l$-th subsystem has already started running, but due to factors such as controller model recognition, the controller at this time is from the $(l-1)$-th subsystem,
which results in a mismatch between the subsystem and the controller. In $\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right)$, the $l$-th controller is activated and the subsystem matches the controller. Thus, System (2) is expressed as follows:

$$
\begin{align*}
& \begin{cases}x(\varsigma+1)=\bar{A}_{i j} x(\varsigma)+A_{1 i} x(\varsigma-d)+B_{1 i} \omega(\varsigma), \\
z(\varsigma)=\bar{C}_{i j} x(\varsigma), & \varsigma \in\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right), \\
x(\varsigma)=\varphi(\varsigma),\end{cases}  \tag{3a}\\
& \left\{\begin{array}{lr}
x(\varsigma+1)=\bar{A}_{i} x(\varsigma)+A_{1 i} x(\varsigma-d)+B_{1 i} \omega(\varsigma), \\
z(\varsigma)=\bar{C}_{i} x(\varsigma), & \varsigma \in\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right), \\
x(\varsigma)=\varphi(\varsigma),
\end{array}\right. \tag{3b}
\end{align*}
$$

where $\bar{A}_{i j}=A_{i}+B_{i} K_{j}, \bar{C}_{i j}=C_{i}+D_{i} K_{j}, \bar{A}_{i}=A_{i}+B_{i} K_{i}, \bar{C}_{i}=C_{i}+D_{i} K_{i}$.
When $\omega=0$, considering the stability of the system, System (3) becomes:

$$
x(\varsigma+1)=\left\{\begin{array}{l}
\bar{A}_{i j} x(\varsigma)+A_{1 i} x(\varsigma-d), \varsigma \in\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right),  \tag{4}\\
\bar{A}_{i} x(\varsigma)+A_{1 i} x(\varsigma-d), \varsigma \in\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right),
\end{array}\right.
$$

where $\bar{A}_{i j}=A_{i}+B_{i} K_{j}, \bar{A}_{i}=A_{i}+B_{i} K_{i}$.

## 3. Main Results

For the above switched System (2), this section mainly discusses two issues:
(1) Solve the sufficient conditions for the time delay closed-loop switched System (2) to be exponentially stable and have the $H_{\infty}$ performance index under asynchronous switching;
(2) Solve for the $H_{\infty}$ controller gains based on the stability condition.

The following theorem gives sufficient conditions to ensure the exponential stability of System (4) by using multiple Lyapunov functions and the MDADT technique.

Theorem 1. For System (4), given the parameters $\alpha_{i}>0, \beta_{i}>0,0<\varepsilon_{i}^{*}<\beta_{i}$, and $\mu_{i}>1$, if there exist matrices $P_{i}>0, Q_{i}>0$, and $R_{i}>0$ satisfying

$$
\begin{align*}
& {\left[\begin{array}{cccc}
-e^{\alpha_{i}} P_{i}+Q_{i} & 0 & \left(\bar{A}_{i j}-I\right)^{T} R_{i} & \bar{A}_{i j}^{T} P_{i} \\
* & -e^{d \alpha_{i}} Q_{i} & A_{1 i}^{T} R_{i} & A_{1 i}^{T} P_{i} \\
* & * & -d^{-1} R_{i} & 0 \\
* & * & * & -P_{i}
\end{array}\right]<0,}  \tag{5}\\
& {\left[\begin{array}{cccc}
-e^{-\beta_{i}} P_{i}+Q_{i} & 0 & \left(\bar{A}_{i}-I\right)^{T} R_{i} & \bar{A}_{i}^{T} P_{i} \\
* & -e^{-d \beta_{i}} Q_{i} & A_{1 i}^{T} R_{i} & A_{1 i}^{T} P_{i} \\
* & * & -d^{-1} R_{i} & 0 \\
* & * & * & -P_{i}
\end{array}\right]<0,}  \tag{6}\\
& P_{i} \leq \mu_{i} P_{j}, Q_{i} \leq \mu_{i} Q_{j}, R_{i} \leq \mu_{i} R_{j},  \tag{7}\\
& \inf \frac{T_{\sigma\left(\varsigma_{f}\right)}^{-}\left(\varsigma_{f+1}-\varsigma_{f}\right)}{T_{\sigma\left(\varsigma_{f}\right)}^{+}\left(\varsigma_{f+1}-\varsigma_{f}\right)} \geq \frac{\alpha_{i}+\varepsilon_{i}^{*}}{\beta_{i}-\varepsilon_{i}^{*}} \tag{8}
\end{align*}
$$

where $f \in \psi(i)=\sigma\left(k_{f}\right)=i, i \in M$, then System (4) is exponentially stable, and any MDADT switching signal satisfies

$$
\begin{equation*}
\tau_{a i}>\frac{\ln \left(\mu_{i} \theta_{i}\right)}{\varepsilon_{i}^{*}} \tag{9}
\end{equation*}
$$

Proof. When $\varsigma \in\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right)$, the subsystem does not match the controller at this time. Consider the following Lyapunov function:

$$
\begin{equation*}
V_{\alpha}\left(x_{\varsigma}, \varsigma\right)=x^{T}(\varsigma) P_{i} x(\varsigma)+\sum_{s=\varsigma-d}^{\varsigma-1} e^{\alpha_{i}(\varsigma-1-s)} x^{T}(s) Q_{i} x(s)+\sum_{r=1-d}^{0} \sum_{s=\varsigma+r-1}^{\varsigma-1} e^{\alpha_{i}(\varsigma-1-s)} h^{T}(s) R_{i} h(s), \tag{10}
\end{equation*}
$$

where $h(s)=x(s+1)-x(s)$.
Denote $\Delta V_{\alpha}\left(x_{\varsigma}, \varsigma\right)=V_{\alpha}\left(x_{\varsigma+1}, \varsigma+1\right)-e^{\alpha_{i}} V_{\alpha}\left(x_{\varsigma}, \varsigma\right)$ and $\xi(\varsigma)=\operatorname{col}(x(\varsigma), x(\varsigma-d))$.
Then

$$
\begin{align*}
\Delta V_{\alpha}\left(x_{\varsigma}, \varsigma\right) & =V_{\alpha}\left(x_{\varsigma+1}, \varsigma+1\right)-e^{\alpha_{i}} V_{\alpha}\left(x_{\varsigma}, \varsigma\right) \\
& \leq x^{T}(\varsigma+1) P_{i} x(\varsigma+1)-e^{\alpha_{i}} x^{T}(\varsigma) P_{i} x(\varsigma)+x^{T}(\varsigma) Q_{i} x(\varsigma)  \tag{11}\\
& -e^{d \alpha_{i}} x^{T}(\varsigma-d) Q_{i} x(\varsigma-d)+d h^{T}(\varsigma) R_{i} h(\varsigma)
\end{align*}
$$

It follows from (4) that

$$
x^{T}(\varsigma+1) P_{i} x(\varsigma+1)=\xi^{T}(\varsigma)\left[\begin{array}{ll}
\bar{A}_{i j} & A_{1 i}
\end{array}\right]^{T} P_{i}\left[\begin{array}{ll}
\bar{A}_{i j} & A_{1 i} \tag{12}
\end{array}\right] \xi(\varsigma),
$$

and

$$
\left.\begin{array}{rl}
d g^{T}(\varsigma) R_{i} g(\varsigma) & =d(x(\varsigma+1)-x(\varsigma))^{T} R_{i}(x(\varsigma+1)-x(\varsigma)) \\
& =d \zeta^{T}(\varsigma)\left[\begin{array}{ll}
\bar{A}_{i j}-I & A_{1 i}
\end{array}\right]^{T} R_{i}\left[\bar{A}_{i j}-I\right.  \tag{13}\\
A_{1 i}
\end{array}\right] \xi(\varsigma) .
$$

From (11)-(13), we can obtain

$$
\begin{equation*}
\Delta V_{\alpha}\left(x_{\varsigma}, \varsigma\right)=V_{\alpha}\left(x_{\varsigma}, \varsigma\right)-e^{\alpha_{i}} V_{\alpha}\left(x_{\varsigma}, \varsigma\right) \leq \xi^{T}(\varsigma) \Omega_{i j} \xi(\varsigma), \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
\Omega_{i j} & =\left[\begin{array}{ll}
\bar{A}_{i j} & A_{1 i}
\end{array}\right]^{T} P_{i}\left[\begin{array}{ll}
\bar{A}_{i j} & A_{1 i}
\end{array}\right]+\operatorname{diag}\left(-e^{\alpha_{i}} P_{i}+Q_{i}-e^{d \alpha_{i}} Q_{i}\right) \\
& +d\left[\begin{array}{ll}
\bar{A}_{i j}-I & A_{1 i}
\end{array}\right]^{T} R_{i}\left[\begin{array}{ll}
\bar{A}_{i j}-I & A_{1 i}
\end{array}\right] . \tag{15}
\end{align*}
$$

According to Schur's complement, Equations (5) and (15) are equivalent; we can obtain

$$
\begin{equation*}
\Delta V_{\alpha}\left(x_{\varsigma}, \varsigma\right)=V_{\alpha}\left(x_{\varsigma+1}, \varsigma+1\right)-e^{\alpha_{i}} V_{\alpha}\left(x_{\varsigma}, \varsigma\right) \leq 0 . \tag{16}
\end{equation*}
$$

This implies

$$
\begin{equation*}
V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \leq e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma^{\prime}-\varsigma_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}\right) . \tag{17}
\end{equation*}
$$

When $\varsigma \in\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right)$, the subsystem is matched with the controller at this time. Consider the following Lyapunov function:

$$
\begin{equation*}
V_{\beta}\left(x_{\varsigma}, \varsigma\right)=x^{T}(\varsigma) P_{i} x(\varsigma)+\sum_{s=\varsigma-d}^{\varsigma-1} e^{\beta_{i}(s-\varsigma+1)} x^{T}(s) Q_{i} x(s)+\sum_{r=1-d}^{0} \sum_{s=\varsigma+r-1}^{\varsigma-1} e^{\beta_{i}(s-\varsigma+1)} h^{T}(s) R_{i} h(s), \tag{18}
\end{equation*}
$$

Denote $\Delta V_{\beta}\left(x_{\varsigma}, \varsigma\right)=V_{\beta}\left(x_{\varsigma+1}, \varsigma+1\right)-e^{-\beta_{i}} V_{\beta}\left(x_{\varsigma}, \varsigma\right)$. Similarly, we have

$$
\begin{equation*}
\Delta V_{\beta}\left(x_{\zeta}, \varsigma\right)=V_{\beta}\left(x_{\varsigma}, \varsigma\right)-e^{-\beta_{i}} V_{\beta}\left(x_{\varsigma}, \varsigma\right) \leq \xi^{T}(\varsigma) \Omega_{i} \xi(\varsigma), \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
\Omega_{i} & =\left[\begin{array}{ll}
\bar{A}_{i} & A_{1 i}
\end{array}\right]^{T} P_{i}\left[\begin{array}{ll}
\bar{A}_{i} & A_{1 i}
\end{array}\right]+\operatorname{diag}\left(-e^{-\beta_{i}} P_{i}+Q_{i},-e^{-d \beta_{i}} Q_{i}\right)  \tag{20}\\
& +d\left[\begin{array}{ll}
\bar{A}_{i}-I & A_{1 i}
\end{array}\right]^{T} R_{i}\left[\begin{array}{ll}
\bar{A}_{i}-I & A_{1 i}
\end{array}\right] .
\end{align*}
$$

According to Schur's complement, Equations (6) and (20) are equivalent; we can obtain

$$
\begin{equation*}
\Delta V_{\beta}\left(x_{\varsigma}, \varsigma\right)=V_{\beta}\left(x_{\varsigma+1}, \varsigma+1\right)-e^{-\beta_{i}} V_{\beta}\left(x_{\varsigma}, \varsigma\right) \leq 0 \tag{21}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}-\Delta_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}+\Delta_{l}\right) \tag{22}
\end{equation*}
$$

In the whole interval $[0, \varsigma]$, the Lyapunov function consists of (10) and (18):

$$
V_{\sigma(\varsigma)}(\varsigma)=\left\{\begin{array}{l}
V_{\alpha \sigma(\varsigma)}, \varsigma \in\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right),  \tag{23}\\
V_{\beta \sigma(\varsigma)}, \varsigma \in\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right) .
\end{array}\right.
$$

From (7), (10) and (18), we have

$$
\begin{equation*}
V_{\beta}\left(x_{\varsigma}, \varsigma\right) \leq \mu_{i} V_{\alpha}\left(x_{\varsigma}, \varsigma\right), V_{\alpha}\left(x_{\varsigma}, \varsigma\right) \leq \theta_{i} V_{\beta}\left(x_{\varsigma}, \varsigma\right),\left(\theta_{i}=\mu_{i} e^{\left(\alpha_{i}+\beta_{i}\right) d}\right) \tag{24}
\end{equation*}
$$

When $\varsigma \in\left[\varsigma_{l}, \varsigma_{l+1}\right)$, from (17), (22) and (24), we have

$$
\begin{align*}
& V_{\sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}+\Delta_{l}}\right) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right) e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}+\Delta_{l}}^{-}\right)} \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-( }\left(\varsigma_{l+1}-\varsigma_{l}\right)} e^{\alpha_{\sigma\left(\varsigma_{l}\right)} T^{+}\left(\varsigma_{l+1}-\varsigma_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}\right) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} \theta_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right)} e^{\alpha_{\sigma\left(\varsigma_{l}\right)} T^{+}\left(\varsigma_{l+1}-\varsigma_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}^{-}\right) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} \theta_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right)} e^{\left.\alpha_{\sigma\left(\varsigma_{l}\right)}\right)^{+}\left(\varsigma_{l+1}-\varsigma_{l}\right)}  \tag{25}\\
& \times \mu_{\sigma\left(\varsigma_{l-1}\right)} \theta_{\sigma\left(\varsigma_{l-1}\right)} e^{-\beta_{\sigma\left(\varsigma_{l-1}\right)} T^{-}\left(\varsigma_{l}-\varsigma_{l-1}\right)} e^{\alpha_{\sigma\left(\varsigma_{l-1}\right)^{1}} T^{+}\left(\varsigma_{l}-\varsigma_{l-1}\right)} \times V_{\beta \sigma\left(\varsigma_{l-1}\right)}\left(x_{\varsigma_{l-1}}^{-}\right) \\
& \leq \cdots \leq \mu_{\sigma\left(\varsigma_{l}\right)} \theta_{\sigma\left(\varsigma_{l}\right)} \mu_{\sigma\left(\varsigma_{l-1)}\right.} \theta_{\sigma\left(\varsigma_{l-1)}\right.} \cdots \mu_{\sigma\left(\varsigma_{1}\right)} \theta_{\sigma\left(\varsigma_{1}\right)} \times e^{-\beta_{\sigma\left(\varsigma_{l}\right)} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right)} e^{\alpha_{\sigma\left(\varsigma_{l}\right)} T^{+}\left(\varsigma_{l+1}-\varsigma_{l}\right)} \\
& \times e^{-\beta_{\sigma\left(\varsigma_{l-1}\right)^{T}} T^{-}\left(\varsigma_{l}-\varsigma_{l-1}\right)} e^{\alpha}{ }_{\sigma\left(\varsigma_{l-1}\right)^{T}} T^{+}\left(\varsigma_{l}-\varsigma_{l-1}\right) \times \cdots \times e^{-\beta_{\sigma\left(\varsigma_{0}\right)} T^{-}\left(\varsigma_{1}-\varsigma_{0}\right)} e^{\alpha} \sigma\left(\varsigma_{0}\right)^{T^{+}\left(\varsigma_{1}-\varsigma_{0}\right)} V_{\sigma\left(\varsigma_{0}\right)} \\
& =\prod_{i \in M}\left(\mu_{i} \theta_{i}\right)^{N_{\sigma, i}} \times e^{i \in M, f \in \psi(i)} \alpha_{i} T^{+}\left(\varsigma_{f+1}-\varsigma_{f}\right)-\beta_{i} T^{-}\left(\varsigma_{f+1}-\varsigma_{f}\right) \quad \times V_{\sigma\left(\varsigma_{0}\right)}\left(x_{\varsigma_{0}}\right) .
\end{align*}
$$

It follows from (8) that

$$
\begin{equation*}
\alpha_{i} T^{+}\left(\varsigma_{l+1}-\varsigma_{l}\right)-\beta_{i} T^{-}\left(\varsigma_{l+1}-\varsigma_{l}\right) \leq-\varepsilon_{i}^{*}\left(\varsigma_{l+1}-\varsigma_{l}\right) \tag{26}
\end{equation*}
$$

From (25) and (26), we can obtain

$$
\begin{align*}
& V_{\sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \\
& \leq \prod_{i \in M}\left(\mu_{i} \theta_{i}\right)^{N_{\sigma, i}} \times e^{i \in M, f \in \psi(i)} \alpha_{i} T^{+}\left(\varsigma_{f+1}-\varsigma_{f}\right)-\beta_{i} T^{-}\left(\varsigma_{f+1}-\varsigma_{f}\right)
\end{align*} V_{\sigma\left(\varsigma_{0}\right)}\left(x_{\varsigma_{0}}\right) .
$$

Meanwhile, considering the Lyapunov function, there are positive numbers $\tilde{a}$ and $\tilde{b}$ satisfying

$$
\begin{equation*}
\tilde{a}\|x(\varsigma)\|^{2} \leq V\left(x_{\varsigma}\right) \leq \tilde{b}\|x(\varsigma)\|^{2} \tag{28}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{a}=\min _{i \in M}\left\{\lambda_{\min }\left(P_{i}\right)\right\}, \\
& \tilde{b}=\max _{i \in M}\left\{\lambda_{\max }\left(P_{i}\right)\right\}+d \max _{i \in M}\left\{e^{d \alpha_{i}} \lambda_{\max }\left(Q_{i}\right)\right\}+\frac{d(d+1)}{2} \max _{i \in M}\left\{e^{d \alpha_{i}} \lambda_{\max }\left(R_{i}\right)\right\} .
\end{aligned}
$$

By Definition 2, $c=\sqrt{\frac{\tilde{b}}{\tilde{a}}} e^{\frac{1}{2} \max _{i \in M}\left\{N_{0, i} \ln \left(\mu_{i} \theta_{i}\right)\right\}}$ is a constant, and $0<\zeta=e^{\left.\frac{1}{2} \max _{i \in M} \frac{\ln \left(\mu_{\mu} \theta_{i}\right)}{\tau_{a i}}-\varepsilon_{i}^{*}\right\}}<$ 1; we have

$$
\begin{equation*}
\|x(\varsigma)\| \leq c \zeta^{\left(\varsigma-\varsigma_{0}\right)}\left\|x\left(\varsigma_{0}\right)\right\| . \tag{29}
\end{equation*}
$$

Therefore, System (4) is exponentially stable .
The following theorem provides sufficient conditions for resolving the controller gain of System (4) based on Theorem 1.

Theorem 2. For System (4), given the parameters $\alpha_{i}>0, \beta_{i}>0,0<\varepsilon_{i}^{*}<\beta_{i}$, and $\mu_{i}>1$, if there exist matrices $X_{i}>0, Q_{i}>0, R_{i}>0$, and $Y_{i}>0$ satisfying

$$
\begin{align*}
& {\left[\begin{array}{ccccc}
\Theta_{1} & 0 & \Theta_{2} & \Theta_{3} & X_{j} \\
* & \Theta_{4} & X_{i} A_{1 i}^{T} & X_{i} A_{1 i}^{T} & 0 \\
* & * & -d^{-1} R_{i}^{\prime} & 0 & 0 \\
* & * & * & -X_{i} & 0 \\
* & * & * & * & -Q_{i}^{\prime}
\end{array}\right]<0,}  \tag{30}\\
& {\left[\begin{array}{ccccc}
\Theta_{1}^{1} & 0 & \Theta_{2}^{1} & \Theta_{3}^{1} & X_{i} \\
* & \Theta_{4}^{1} & X_{i} A_{1 i}^{T} & X_{i} A_{1 i}^{T} & 0 \\
* & * & -d^{-1} R_{i}^{\prime} & 0 & 0 \\
* & * & * & -X_{i} & 0 \\
* & * & * & * & -Q_{i}^{\prime}
\end{array}\right]<0,}  \tag{31}\\
& {\left[\begin{array}{cc}
-\mu_{i} X_{j} & X_{j} \\
* & -X_{i}
\end{array}\right] \leq 0,\left[\begin{array}{cc}
-\mu_{i} Q_{j}^{\prime} & Q_{j}^{\prime} \\
* & -Q_{i}^{\prime}
\end{array}\right] \leq 0,\left[\begin{array}{cc}
-\mu_{i} R_{j}^{\prime} & R_{j}^{\prime} \\
* & -R_{i}^{\prime}
\end{array}\right] \leq 0,} \tag{32}
\end{align*}
$$

where

$$
\begin{aligned}
& \Theta_{1}=e^{\alpha_{i}}\left(X_{i}-2 X_{j}\right), \Theta_{2}=X_{j} A_{i}^{T}+Y_{j}^{T} B_{i}^{T}-X_{j}, \Theta_{3}=X_{j} A_{i}^{T}+Y_{j}^{T} B_{i}^{T}, \Theta_{4}=e^{d \alpha_{i}}\left(Q_{i}^{\prime}-2 X_{i}\right) \\
& \Theta_{1}^{1}=-e^{-\beta_{i}} X_{i}, \Theta_{2}^{1}=X_{i} A_{i}^{T}+Y_{i}^{T} B_{i}^{T}-X_{i}, \Theta_{3}^{1}=X_{i} A_{i}^{T}+Y_{i}^{T} B_{i}^{T}, \Theta_{4}^{1}=e^{-d \beta_{i}}\left(Q_{i}^{\prime}-2 X_{i}\right)
\end{aligned}
$$

Therefore, the corresponding state-feedback controller gain matrix $K_{i}=Y_{i} X_{i}^{-1}$ can be obtained.
Proof. Suppose the controller gain $K_{i}=Y_{i} P_{i}$; let $X_{i}=P_{i}^{-1}, R_{i}^{-1}=R_{i}^{\prime}$ and $Q_{i}^{-1}=Q_{i}^{\prime}$. Multiply both sides of (5) by $\operatorname{diag}\left\{X_{j}, X_{i}, R_{i}^{\prime}, X_{i}\right\}$ at the same time, and multiply both sides of (6) by $\operatorname{diag}\left\{X_{i}, X_{i}, R_{i}^{\prime}, X_{i}\right\}$ at the same time. Through Lemma 1, we can obtain

$$
\begin{equation*}
-X_{j} P_{i} X_{j} \leq X_{i}-2 X_{j},-X_{i} Q_{i} X_{i} \leq Q_{i}^{\prime}-2 X_{i} \tag{33}
\end{equation*}
$$

By Schur's complement and (33), Conditions (30) and (31) are obtained. In addition, Condition (32) is obtained by multiplying both sides of the inequality (7) by $X_{i}, Q_{i}^{\prime}$, and $R_{i}^{\prime}$, respectively.

According to Theorem 1, we establish the exponential stability of System (4) in the absence of perturbations and subsequently demonstrate that System (3) with perturbations satisfies the sufficient conditions for $H_{\infty}$ performance.

Theorem 3. For System (3), given the parameters $\alpha_{i}>0, \beta_{i}>0,0<\varepsilon_{i}^{*}<\beta_{i}, \mu_{i}>1$, and $\gamma>0$, if there exist matrices $P_{i}>0, Q_{i}>0$, and $R_{i}>0$ satisfying

$$
\begin{align*}
& {\left[\begin{array}{cccccc}
-e^{\alpha_{i} P_{i}+Q_{i}} & 0 & 0 & \left(\bar{A}_{i j}-I\right)^{T} R_{i} & \bar{A}_{i j}^{T} P_{i} & \bar{C}_{i j}^{T} \\
* & -e^{d \alpha_{i}} Q_{i} & 0 & A_{1 i 1}^{T} R_{i} & A_{1 i P}^{T} P_{i} & 0 \\
* & * & -\gamma I & B_{1 i}^{T} R_{i} & B_{1 i}^{T} P_{i} & 0 \\
* & * & * & -d^{-1} R_{i} & 0 & 0 \\
* & * & * & * & -P_{i} & 0 \\
* & * & * & * & * & -I
\end{array}\right]<0,}  \tag{34}\\
& {\left[\begin{array}{cccccc}
-e^{-\beta_{i}} P_{i}+Q_{i} & 0 & 0 & \left(\bar{A}_{i}-I\right)^{T} R_{i} & \bar{A}_{i}^{T} P_{i} & \bar{C}_{i}^{T} \\
* & -e^{-d \beta_{i}} Q_{i} & 0 & A_{1 i}^{T} R_{i} & A_{1 i 1}^{T} P_{i} & 0 \\
* & * & -\gamma I & B_{1 i}^{T} R_{i} & B_{1 i}^{T} P_{i} & 0 \\
* & * & * & -d^{-1} R_{i} & 0 & 0 \\
* & * & * & * & -P_{i} & 0 \\
* & * & * & * & * & -I
\end{array}\right]<0,}  \tag{35}\\
& * \tag{3}
\end{align*}
$$

where $f \in \psi(i)=\sigma\left(k_{f}\right)=i, i \in M$, then the switched System (3) is exponentially stable and has $H_{\infty}$ performance index $\bar{\gamma}=\sqrt{\gamma}$. Meanwhile, any MDADT switching signal satisfies

$$
\begin{equation*}
\tau_{a i}>\frac{\ln \left(\mu_{i} \theta_{i}\right)}{\varepsilon_{i}^{*}} . \tag{38}
\end{equation*}
$$

Proof. Consider System (3): denote $F(\varsigma)=z^{T}(\varsigma) z(\varsigma)-\gamma \omega^{T}(\varsigma) \omega(\varsigma)$.
When $\varsigma \in\left[\varsigma_{l}, \varsigma_{l}+\Delta_{l}\right)$, the subsystem does not match the controller at this time; we can obtain

$$
\begin{equation*}
V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \leq e^{\alpha_{\sigma}\left(\xi_{\zeta}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma-1}\right)-F(\varsigma-1) . \tag{39}
\end{equation*}
$$

By iterating through the formula, we have

$$
\begin{align*}
& V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \\
& \leq e^{\sigma\left(\varsigma_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\zeta-1}\right)-F(\varsigma-1) \\
& \leq e^{\left.\alpha_{\sigma\left(\varsigma_{l}\right)}\right)}\left(e^{\left.\alpha_{\sigma\left(\varsigma_{l}\right)}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma-2}\right)-F(\varsigma-2)\right)-F(\varsigma-1)  \tag{40}\\
& \cdots \\
& \leq e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}\right)-\sum_{s=\varsigma_{l}}^{\varsigma_{l}+\Delta_{l}-1} e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{l}+\Delta_{l}-s-1\right)} F(s) .
\end{align*}
$$

When $\varsigma \in\left[\varsigma_{l}+\Delta_{l}, \varsigma_{l+1}\right]$, the subsystem is matched with the controller at this time; we can obtain

$$
\begin{equation*}
V_{\beta \sigma\left(\xi_{l}\right)}\left(x_{\varsigma}\right) \leq e^{-\beta_{i}} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma-1}\right)-F(\varsigma-1) . \tag{41}
\end{equation*}
$$

Similarly, we can obtain

$$
\begin{align*}
& V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \\
& \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma-1}\right)-F(\varsigma-1) \\
& \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(e^{-\beta_{\sigma\left(\varsigma_{l}\right)}} V_{\sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma-2}\right)-F(\varsigma-2)\right)-F(\varsigma-1)}  \tag{42}\\
& \cdots \\
& \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}-\Delta_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}+\Delta_{l}}\right)-\sum_{s=\varsigma_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(\varsigma-s-1)} F(s) .
\end{align*}
$$

From (24), combined with equations (40) and (42), when $\varsigma \in\left[\varsigma_{l}, \varsigma_{l+1}\right)$, it can be known that

$$
\begin{align*}
& V_{\sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma}\right) \\
& \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}-\Delta_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}+\Delta_{l}}\right)-\sum_{s=\varsigma_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(\varsigma-s-1)} F(s) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}-\Delta_{l}\right)} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}+\Delta_{l}}^{-}\right)-\sum_{s=\zeta_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(\varsigma-s-1)} F(s) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{-}-\varsigma_{l}-\Delta_{l}\right)}\left(e^{\alpha_{\sigma\left(\varsigma_{l}\right)} \Delta_{l}} V_{\alpha \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}\right)-\sum_{s=\varsigma_{l}}^{\varsigma_{l}+\Delta_{l}-1} e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{l}+\Delta_{l}-s-1\right)} F(s)\right) \\
& -\sum_{s=\zeta_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(\varsigma-s-1)} F(s) \\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{-}-\varsigma_{l}-\Delta_{l}\right)}\left(e^{\alpha_{\sigma\left(\varsigma_{l}\right)} \Delta_{l}} \theta_{\sigma\left(\varsigma_{l}\right)} V_{\beta \sigma\left(\varsigma_{l}\right)}\left(x_{\varsigma_{l}}^{-}\right)-\sum_{s=\varsigma_{l}}^{\varsigma_{l}+\Delta_{l}-1} e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{l}+\Delta_{l}-s-1\right)} F(s)\right) \\
& -\sum_{s=\zeta_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(\varsigma-s-1)} F(s)  \tag{43}\\
& \leq \mu_{\sigma\left(\varsigma_{l}\right)} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{-}-\varsigma_{l}-\Delta_{l}\right)}\left(e ^ { \alpha _ { \sigma ( \varsigma _ { l } ) } \Delta _ { l } } \theta _ { \sigma ( \varsigma _ { l } ) } \left(\mu_{\sigma\left(\varsigma_{l-1}\right)} \times e^{-\beta_{\sigma\left(\varsigma_{l-1}\right)}\left(\varsigma_{l}-\varsigma_{l-1}-\Delta_{l-1}\right)}\left(e^{\alpha_{\sigma\left(\varsigma_{l-1}\right)^{1}} \Delta_{l-1}} \theta_{\sigma\left(\varsigma_{l-1}\right)}\right.\right.\right. \\
& \left.\left.\times V_{\beta \sigma\left(\varsigma_{l-1}\right)}\left(x_{\varsigma_{l-1}}^{-}\right)-\sum_{s=\varsigma_{l-1}}^{\varsigma_{l-1}+\Delta_{l-1}-1} e^{\alpha_{\sigma\left(\varsigma_{l-1}\right)}\left(\varsigma_{l-1}+\Delta_{l-1}-s-1\right)} F(s)\right)-\sum_{s=\varsigma_{l-1}+\Delta_{l-1}}^{\varsigma_{l}-1} e^{-\beta_{\sigma\left(\varsigma_{l-1}\right)}\left(\varsigma^{-s-1)}\right.} F(s)\right) \\
& \left.-\sum_{s=\varsigma_{l}}^{\varsigma_{l}+\Delta_{l}-1} e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{l}+\Delta_{l}-s-1\right)} F(s)\right)-\sum_{s=\varsigma_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}(s-s-1)} F(s) \\
& \leq \cdots \leq e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma-\varsigma_{l}-\Delta_{l}\right)} \times\left(e^{\alpha_{\sigma\left(\varsigma_{l}\right)} \Delta_{l}} \mu_{\sigma\left(\varsigma_{l}\right)} \theta_{\sigma\left(\varsigma_{l}\right)} \times \cdots \times \mu_{\sigma\left(\varsigma_{1}\right)} \theta_{\sigma\left(\varsigma_{1}\right)} \times\left(e^{\left.-\beta_{\sigma\left(\varsigma_{0}\right)}\right)\left(\varsigma_{1}-\varsigma_{0}-\Delta_{0}\right)}\right.\right. \\
& \left.\times\left(e^{\alpha \sigma\left(\varsigma_{0}\right)^{\Delta_{0}}} V_{\sigma\left(\varsigma_{0}\right)}\left(x_{\varsigma_{0}}\right)-\sum_{s=\varsigma_{0}}^{\varsigma_{0}+\Delta_{0}-1} e^{\alpha} \sigma\left(\varsigma_{0}\right)\left(\varsigma_{0}+\Delta_{0}-s-1\right) F(s)\right)-\sum_{s=\zeta_{0}+\Delta_{0}}^{\varsigma_{1}-1} e^{-\beta_{\sigma\left(\varsigma_{0}\right)}\left(\varsigma_{1}-s-1\right)} F(s)\right) \\
& \left.-\cdots-\sum_{s=\varsigma_{l}}^{\varsigma_{l}+\Delta_{l}-1} e^{\alpha_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma_{l}+\Delta_{l}-s-1\right)} F(s)\right)-\sum_{s=\varsigma_{l}+\Delta_{l}}^{\varsigma-1} e^{-\beta_{\sigma\left(\varsigma_{l}\right)}\left(\varsigma^{-s-1)}\right.} F(s)
\end{align*}
$$

Under zero initial conditions, i.e., $x\left(\varsigma_{0}\right)=0$, from (37) and (43), we have

$$
\sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right) z^{T}(s) z(s) \leq \gamma \sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right) \quad \omega^{T}(s) \omega(s) .
$$

Multiply both sides of (44) by $e^{\sum_{i \in M, f \in \psi(i)} N_{\sigma, i}\left(s, \zeta_{f+1}\right) \ln \left(\mu_{i} \theta_{i}\right)}$; we have

$$
\begin{align*}
& \sum_{s=\varsigma_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right)+N_{\sigma, i}\left(s, \zeta_{f+1}\right) \ln \left(\mu_{i} \theta_{i}\right) \\
& z^{T}(s) z(s)  \tag{45}\\
& \quad \leq \gamma \sum_{s=\varsigma_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right)+N_{\sigma, i}\left(s, \zeta_{f+1}\right) \ln \left(\mu_{i} \theta_{i}\right) \\
& \omega^{T}(s) \omega(s) .
\end{align*}
$$

Multiply both sides of inequality (45) by $e^{\sum_{i \in M, f \in \psi(i)}-N_{\sigma, i}\left(\varsigma_{f}, \zeta_{f+1}\right) \ln \left(\mu_{i} \theta_{i}\right)}$; we have

$$
\begin{align*}
& \sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right)-N_{\sigma, i}\left(\varsigma_{f}, s\right) \ln \left(\mu_{i} \theta_{i}\right) \\
& z^{T}(s) z(s)  \tag{46}\\
& \quad \leq \gamma \sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right)-N_{\sigma, i}\left(\varsigma_{f}, s\right) \ln \left(\mu_{i} \theta_{i}\right) \\
& \omega^{T}(s) \omega(s) .
\end{align*}
$$

Note $N_{\sigma, i}\left(\varsigma_{f}, s\right)<\frac{s-\zeta_{f}}{\tau_{a i}}$. From (38), we have

$$
\begin{equation*}
N_{\sigma, i}\left(\varsigma_{f}, s\right) \ln \left(\mu_{i} \theta_{i}\right) \leq \varepsilon_{i}^{*}\left(s-\varsigma_{f}\right) . \tag{47}
\end{equation*}
$$

It follows from (46) and (47) that

$$
\begin{equation*}
\sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-\zeta_{f}-1\right) \quad z^{T}(s) z(s) \leq \gamma \sum_{s=\zeta_{0}}^{\varsigma-1} e^{\sum_{i \in M, f \in \psi(i)}-\varepsilon_{i}^{*}\left(\varsigma_{f+1}-s-1\right)} \omega^{T}(s) \omega(s) . \tag{48}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sum_{s=\zeta_{0}}^{\varsigma-1} e^{i \in M, f \in \psi(i)} \sum_{i}^{\sum}-\varepsilon_{i}^{*}\left(s-\varsigma_{f}\right) z^{T}(s) z(s) \leq \gamma \sum_{s=\zeta_{0}}^{\varsigma-1} \omega^{T}(s) \omega(s) . \tag{49}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\sum_{s=\zeta_{0}}^{\infty} e^{i \in M, f \in \psi(i)} \sum_{i}^{\sum_{i}^{*}\left(s-S_{f}\right)} z^{T}(s) z(s) \leq \gamma \sum_{s=\zeta_{0}}^{\infty} \omega^{T}(s) \omega(s) . \tag{50}
\end{equation*}
$$

According to Definition 3, System (3) is exponentially stable and has $H_{\infty}$ performance index $\bar{\gamma}=\sqrt{\gamma}$.

The following theorem provides sufficient conditions for resolving the controller gain of System (3) based on Theorem 3.

Theorem 4. For System (3), given the parameters $\alpha_{i}>0, \beta_{i}>0,0<\varepsilon_{i}^{*}<\beta_{i}, \mu_{i}>1$, and $\gamma>0$, if there exist matrices $X_{i}>0, Q_{i}>0, R_{i}>0$, and $Y_{i}>0$ satisfying

$$
\begin{align*}
& {\left[\begin{array}{ccccccc}
\Sigma_{1} & 0 & 0 & \Sigma_{2} & \Sigma_{3} & \Sigma_{4} & X_{j} \\
* & \Sigma_{5} & 0 & X_{i} A_{1 i}^{T} & X_{i} A_{1 i}^{T} & 0 & 0 \\
* & * & -\gamma I & B_{1 i}^{T} & B_{1 i}^{T} & 0 & 0 \\
* & * & * & -d^{-1} R_{i}^{\prime} & 0 & 0 & 0 \\
* & * & * & * & -X_{i} & 0 & 0 \\
* & * & * & * & * & -I & 0 \\
* & * & * & * & * & * & -Q_{i}^{\prime}
\end{array}\right]<0,}  \tag{51}\\
& {\left[\begin{array}{ccccccc}
\Sigma_{1}^{1} & 0 & 0 & \Sigma_{2}^{1} & \Sigma_{3}^{1} & \Sigma_{4}^{1} & X_{i} \\
* & \Sigma_{5}^{1} & 0 & X_{i} A_{1 i}^{T} & X_{i} A_{1 i}^{T} & 0 & 0 \\
* & * & -\gamma I & B_{1 i}^{T} & B_{1 i}^{T} & 0 & 0 \\
* & * & * & -d^{-1} R_{i}^{\prime} & 0 & 0 & 0 \\
* & * & * & * & -X_{i} & 0 & 0 \\
* & * & * & * & * & -I & 0 \\
* & * & * & * & * & * & -Q_{i}^{\prime}
\end{array}\right]} \tag{52}
\end{align*}
$$

where

$$
\begin{aligned}
& \Sigma_{1}=e^{\alpha_{i}}\left(X_{i}-2 X_{j}\right), \Sigma_{2}=X_{j} A_{i}^{T}+Y_{j}^{T} B_{i}^{T}-X_{j}, \Sigma_{3}=X_{j} A_{i}^{T}+Y_{j}^{T} B_{i}^{T}, \Sigma_{4}=X_{j} C_{i}^{T}+Y_{j}^{T} D_{i}^{T}, \\
& \Sigma_{5}=e^{d \alpha_{i}}\left(Q_{i}^{\prime}-2 X_{i}\right), \Sigma_{1}^{1}=e^{-\beta_{i}} X_{i}, \Sigma_{2}^{1}=X_{i} A_{i}^{T}+Y_{i}^{T} B_{i}^{T}-X_{i}, \Sigma_{3}^{1}=X_{i} A_{i}^{T}+Y_{i}^{T} B_{i}^{T}, \\
& \Sigma_{4}^{1}=X_{i} C_{i}^{T}+Y_{i}^{T} D_{i}^{T}, \Sigma_{5}^{1}=e^{-d \beta_{i}}\left(Q_{i}^{\prime}-2 X_{i}\right) .
\end{aligned}
$$

Therefore, the corresponding state-feedback controller gain matrix $K_{i}=Y_{i} X_{i}^{-1}$ can be obtained.
Proof. Multiply both sides of (34) by $\operatorname{diag}\left\{X_{j}, X_{i}, I, R_{i}^{\prime}, X_{i}, I\right\}$ at the same time, and multiply both sides of (35) by $\operatorname{diag}\left\{X_{i}, X_{i}, I, R_{i}^{\prime}, X_{i}, I\right\}$ at the same time. Similarly, by Schur's complement, conditions (51)-(53) can be obtained.

## 4. Numerical Example

Consider the discrete time delay switching System (1) with three subsystems, whose parameters are set as follows:

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{cc}
-0.1 & 0 \\
0 & 0.2
\end{array}\right], B_{1}=\left[\begin{array}{cc}
-0.4 & 0 \\
-1.8 & -0.6
\end{array}\right], A_{11}=\left[\begin{array}{cc}
-0.6 & 0 \\
0.5 & 0.7
\end{array}\right], B_{11}=\left[\begin{array}{cc}
-0.07 & 0 \\
0 & -0.2
\end{array}\right], \\
& C_{1}=\left[\begin{array}{cc}
-0.6 & 0.8 \\
1.7 & 0.5
\end{array}\right], D_{1}=\left[\begin{array}{cc}
-1.9 & 1 \\
0.8 & 1.2
\end{array}\right], A_{2}=\left[\begin{array}{cc}
0.01 & 0 \\
0 & -0.08
\end{array}\right], B_{2}=\left[\begin{array}{cc}
-1.1 & -0.07 \\
1.6 & 0.5
\end{array}\right], \\
& A_{12}=\left[\begin{array}{cc}
0.1 & 0 \\
0 & -0.2
\end{array}\right], B_{12}=\left[\begin{array}{cc}
-0.3 & 0 \\
0 & -0.4
\end{array}\right], C_{2}=\left[\begin{array}{cc}
0.3 & -1.4 \\
-0.8 & -1
\end{array}\right], D_{2}=\left[\begin{array}{cc}
1 & 0.1 \\
-0.3 & -1.5
\end{array}\right], \\
& A_{3}=\left[\begin{array}{cc}
-0.1 & 0 \\
0 & 0.1
\end{array}\right], B_{3}=\left[\begin{array}{cc}
-0.8 & 0.6 \\
1.6 & 0.5
\end{array}\right], A_{13}=\left[\begin{array}{cc}
0.1 & -0.1 \\
0 & -0.8
\end{array}\right], B_{13}=\left[\begin{array}{cc}
-0.008 & 0 \\
0 & -0.1
\end{array}\right], \\
& C_{3}=\left[\begin{array}{cc}
-0.3 & -1.6 \\
-1.5 & 1.1
\end{array}\right], D_{3}=\left[\begin{array}{cc}
-0.4 & 0.7 \\
0.2 & -1.2
\end{array}\right], \omega(\varsigma)=\left[\begin{array}{cc}
2^{-\zeta} \sin (2 \varsigma) & \left.2^{-\varsigma} \cos (2 \zeta)\right]^{T} .
\end{array}\right.
\end{aligned}
$$

We compare this switched system under the MDADT switching strategy and the ADT switching strategy. A set of appropriate data is chosen by contrasting the impact of each parameter on the system, as illustrated in Table 1. The MDADT switching strategy makes each subsystem have its own ADT; that is, the parameters of each subsystem are different. Choose $\alpha_{1}=1.7, \beta_{1}=2.5, \mu_{1}=1.1$, and $\varepsilon_{1}^{*}=1.7$; then obtain $\tau_{a 1}>9.99 \mathrm{~s}$ by solving (9); similarly, choose $\alpha_{2}=1.2, \beta_{2}=2.1, \mu_{2}=2.2$, and $\varepsilon_{2}^{*}=1.4$ and obtain $\tau_{a 2}>10.26 \mathrm{~s}$; choose $\alpha_{3}=1.8, \beta_{3}=2, \mu_{3}=2.3$, and $\varepsilon_{3}^{*}=1.3$ and obtain $\tau_{a 3}>12.97 \mathrm{~s}$. By solving (51)-(53), we can get the gain matrix of the controller:

$$
K_{1}=\left[\begin{array}{cc}
0.4062 & 0.7363 \\
-1.0538 & -1.1525
\end{array}\right], K_{2}=\left[\begin{array}{cc}
-0.2024 & -0.2399 \\
-0.6497 & 0.1711
\end{array}\right], K_{3}=\left[\begin{array}{cc}
0.4055 & -0.1867 \\
-0.7019 & -0.0834
\end{array}\right],
$$

The running time of each subsystem is the same when using the ADT switching strategy, so choose $\alpha=1.8, \beta=2.5, \mu=1.03$, and $\varepsilon^{*}=1.7$, and obtain $\tau_{a}>10.15 \mathrm{~s}$. By solving (51)-(53), we can get the gain matrix of the controller:

$$
K_{1}=\left[\begin{array}{cc}
0.3793 & 1.0235 \\
-1.0086 & -1.2475
\end{array}\right], K_{2}=\left[\begin{array}{cc}
-0.1863 & -0.2506 \\
-0.7474 & 0.2720
\end{array}\right], K_{3}=\left[\begin{array}{cc}
0.5937 & -0.3481 \\
-0.8036 & 0.0012
\end{array}\right],
$$

To eliminate the impact of other variables, the MDADT switching strategy is chosen with the values $\alpha_{1}=\alpha_{2}=\alpha_{3}=1.8, \beta_{1}=\beta_{2}=\beta_{3}=2.5, \mu_{1}=\mu_{2}=\mu_{3}=1.03$, $\varepsilon_{1}^{*}=\varepsilon_{2}^{*}=\varepsilon_{3}^{*}=1.7$; however, two sets of distinct average dwell times $\tau_{a 1}=11 \mathrm{~s}, \tau_{a 2}=12 \mathrm{~s}$, $\tau_{a 3}=14 \mathrm{~s}$ and $\tau_{a 1}=11 \mathrm{~s}, \tau_{a 2}=13 \mathrm{~s}, \tau_{a 3}=15 \mathrm{~s}$ are selected. Because the parameters of these two groups are the same as those under the ADT switching strategy (but the dwell
time of each subsystem is different), the controller gain matrices of these two groups are the same as those under the ADT switching strategy.

Table 1. The parameters and calculation results of the system under the ADT switching signal and the MDADT switching signal.

| Switching Schemes | ADT | MDADT | MDADT | MDADT |
| :---: | :---: | :---: | :---: | :---: |
| Parameters | $\begin{gathered} \alpha=1.8, \beta=2.5 \\ \mu=1.03, \varepsilon^{*}=1.7 \\ d=4 \end{gathered}$ | $\begin{gathered} \alpha_{1}=\alpha_{2}=1.8, \\ \alpha_{3}=1.8, \beta_{1}=2.5, \\ \beta_{2}=\beta_{3}=2.5, \\ \mu_{1}=\mu_{2}=1.03, \\ \mu_{3}=1.03, \varepsilon_{1}^{*}=1.7, \\ \varepsilon_{2}^{*}=\varepsilon_{3}^{*}=1.7, \\ d=4 \end{gathered}$ | $\begin{gathered} \alpha_{1}=\alpha_{2}=1.8, \\ \alpha_{3}=1.8, \beta_{1}=2.5, \\ \beta_{2}=\beta_{3}=2.5, \\ \mu_{1}=\mu_{2}=1.03, \\ \mu_{3}=1.03, \varepsilon_{1}^{*}=1.7, \\ \varepsilon_{2}^{*}=\varepsilon_{3}^{*}=1.7, \\ d=4 \end{gathered}$ | $\begin{gathered} \alpha_{1}=1.7, \alpha_{2}=1.2, \\ \alpha_{3}=1.2, \beta_{1}=2.5, \\ \beta_{2}=2.1, \beta_{3}=2, \\ \mu_{1}=1.1, \mu_{2}=2.2, \\ \mu_{3}=2.3, \varepsilon_{1}^{*}=1.7, \\ \varepsilon_{2}^{*}=1.4, \varepsilon_{3}^{*}=1.3, \\ d=4 \end{gathered}$ |
| Dwell time | $\tau_{a}=11$ | $\begin{gathered} \tau_{a 1}=11, \tau_{a 2}=12 \\ \tau_{a 3}=14 \end{gathered}$ | $\begin{gathered} \tau_{a 1}=11, \tau_{a 2}=13, \\ \tau_{a 3}=15 \end{gathered}$ | $\begin{gathered} \tau_{a 1}=11, \tau_{a 2}=12 \\ \tau_{a 3}=13 \end{gathered}$ |
| $H_{\infty}$ index | 1.14 | 1.14 | 1.14 | 0.78 |

Figures 1-4 describe the switching signals of the subsystem and controller. When $\omega=0$, let $x(0)=[0.3,-2.3]^{T}$. The motion trajectories of the system under the switching strategy of ADT and MDADT are illustrated in Figures 5-8, respectively. According to the graph, under the ADT switching strategy, the system gradually tends to be stable at 30 s , but it is still accompanied by fluctuations until it stabilizes at 60 s . The highest amplitude of the system is about 7.5, and the fluctuation is large before the system is stable. However, under the MDADT switching strategy, we can see that the system has stabilized around 30 s. Figure 6 has obvious fluctuations around 60 s and 96 s, Figure 7 also has obvious fluctuations around 62 s , and Figure 8 almost stabilizes after 30 s . Prior to achieving stability, it is noticeable that the vibration amplitude in Figure 5 is considerably greater than that in Figures 6-8 and exhibits a clear and dramatic variation. On the other hand, the paths of the systems depicted in Figures 6-8 exhibit comparatively smaller fluctuations within a specific range. Hence, we can observe that if the residence time of each subsystem is changed, the motion path of the system will be changed accordingly. In line with the MDADT switching strategy, we have the flexibility to select distinct parameters for each subsystem in order to modify its residence time, thereby facilitating rapid stabilization of the system.


Figure 1. ADT switching signal.


Figure 2. MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, and $\tau_{a 3}=14$.


Figure 3. MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=13$, and $\tau_{a 3}=15$.


Figure 4. MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, and $\tau_{a 3}=13$.


Figure 5. State response of System (4) under ADT switching signal.


Figure 6. State response of System (4) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, $\tau_{a 3}=14$.


Figure 7. State response of System (4) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=13$, and $\tau_{a 3}=15$.


Figure 8. State response of System (4) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, and $\tau_{a 3}=13$.

Let $x(0)=[0,0]^{T}$ when there is a disturbance. Figures 9-12 depict the switching system's movement trajectory under asynchronous switching based on the ADT switching strategy and the MDADT switching strategy. The figure shows that when using the ADT switching strategy, the system in Figure 9 experienced obvious drastic changes before it was stable, and it began to stabilize at about 30 s , but it was still accompanied by obvious fluctuations, and it was not completely stable until 57 s , with the largest amplitude being 0.038. In contrast, under the MDADT switching strategy, the system in Figure 10 tends to be stable at about 30 s , but there are still obvious fluctuations around 59 s and 97 s . The system in Figure 11 is generally stable around 33 s and has minimal fluctuations. The system in Figure 12 is nearly stable around 25 s, has significantly reduced fluctuation compared to Figure 9, and has a maximum amplitude of 0.021.

Therefore, under the MDADT switching strategy, we can set the dwell time for each subsystem so that the system can reach a stable state faster. However, the ADT switching strategy limits the dwell time for each subsystem, resulting in equal dwell times for each subsystem, which has certain limitations. Clearly, compared to the ADT switching strategy, the MDADT switching strategy can better maintain the robust performance of the system.


Figure 9. State response of System (3) under ADT switching signal.


Figure 10. State response of system (3) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, and $\tau_{a 3}=14$.


Figure 11. State response of System (3) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=13$, and $\tau_{a 3}=15$.


Figure 12. State response of System (3) under MDADT switching signal with $\tau_{a 1}=11, \tau_{a 2}=12$, and $\tau_{a 3}=13$.

## 5. Conclusions

This study examines the asynchronous control problem for discrete time delay switched linear systems based on MDADT. In order to address the independent switching delay of the sub-controller in relation to the subsystem, a classification analysis is conducted, and distinct Lyapunov functions are chosen for the matching and mismatching intervals between the subsystem and the controller. According to the MDADT technique, the stability of the asynchronous switching system can be achieved by modifying the proportion between the matching period and the mismatching period. Ultimately, the simulation of a discrete time delay switching system with three subsystems under the ADT technique and the MDADT technique is given. The analysis of the data confirms the effectiveness of the designed asynchronous control method.
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#### Abstract

The fractional order $p$-Laplacian differential equation model is a powerful tool for describing turbulent problems in porous viscoelastic media. The study of such models helps to reveal the dynamic behavior of turbulence. Therefore, this article is mainly concerned with the periodic boundary value problem (BVP) for a class of nonlinear Hadamard fractional differential equation with $p$-Laplacian operator. By virtue of an important fixed point theorem on a complete metric space with two distances, we study the solvability and approximation of this BVP. Based on nonlinear analysis methods, we further discuss the generalized Ulam-Hyers (GUH) stability of this problem. Eventually, we supply two example and simulations to verify the correctness and availability of our main results. Compared to many previous studies, our approach enables the solution of the system to exist in metric space rather than normed space. In summary, we obtain some sufficient conditions for the existence, uniqueness, and stability of solutions in the metric space.
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## 1. Introduction

The $p$-Laplacian differential equation is one of the famous and important secondorder nonlinear ordinary differential equations (ODEs). This equation first appeared in Leibenson's study [1] of turbulence in porous media in 1983. The underlying form of $p$-Laplacian differential equation is written as

$$
\Phi_{p}\left(u^{\prime}(t)\right)^{\prime}=f(t, u(t)), t \in(0,1)
$$

where $\Phi_{p}: x \rightarrow|x|^{p-2} x(p>1)$ is called the $p$-Laplacian operator. Its inverse is $\Phi_{p}^{-1}=\Phi_{q}$ with $\frac{1}{p}+\frac{1}{q}=1$. Due to its description of fundamental mechanical problems in turbulence, $p$-Laplacian differential equations have been extensively and deeply studied. In recent years, some scholars have begun to focus on the nonlinear fractional differential system with $p$-Laplacian. For example, the authors in [2] investigated the multiple positive solutions of a nonlinear high order Riemann-Liouville fractional $p$-Laplacian equation with integral boundary value conditions. In [3], the author explored the existence and GUH-stability of a nonlinear Caputo-Fabrizio fractional coupled Laplacian equations. In [4], based on the GuoKrasnosel'skii fixed point theorem, the authors probed into the multiple positive solutions of a system of mixed Hadamard fractional BVP with ( $p_{1}, p_{2}$ )-Laplacian. In fact, some articles have been disposed of the BVP of $p$-Laplacian system involving Riemann-Liouville or Caputo fractional derivatives (see [5-13]).

Hadamard [14] raised a novel fractional integral and derivative in 1892, which was later named Hadamard-type fractional calculus. There are some obvious differences be-
tween Hadamard fractional calculus and Riemann-Liouville fractional calculus. For example, $k_{H}(t, s)=\left(\log \frac{t}{s}\right)^{\gamma-1}$ is the integral kernel corresponding to $\gamma$-order Hadamard fractional derivative, while $k_{R}(t, s)=(t-s)^{\gamma-1}$ is the integral kernel corresponding to $\gamma$-order Riemann-Liouville fractional derivative. Furthermore, for any $\lambda>0, k_{H}(\lambda t, \lambda s)=k_{H}(t, s)$ is different from $k_{R}(\lambda t, \lambda s)=\lambda^{\gamma-1} k_{R}(t, s) \neq k_{R}(t, s)$. The study on Hadamard fractional differential equations has attracted the attention of many scholars. There have been a series of fruitful achievements (see [15-21]). In 1940s, Ulam and Hyers [22,23] put forward a new stability that describes the stationarity of the exact and approximate solutions of system. Subsequently, extensive and in-depth research was conducted on the Ulam-Hyers stability of various systems. Especially, many excellent research results have emerged regarding the Ulam-Hyers stability of fractional order differential systems (see some of them [3,21,24-32]). Moreover, it is rare to combine the Hadamard fractional derivative with Laplacian operator. Therefore, it is novel and interesting to probe these problems.

Illuminated by the above arguments, this manuscript deals with the periodic BVP of a nonlinear Hadamard fractional differential equation with $p$-Laplacian operator as follows:

$$
\left\{\begin{array}{l}
\mathrm{H}_{\mathscr{D}_{1+}^{\alpha}}^{\alpha}\left[\Phi_{p}\left(\mathrm{H}_{\mathscr{D}^{+}}^{\beta} u(t)\right)\right]=f(t, u(t)), t \in(1, e],  \tag{1}\\
u(1)=u(e), \mathrm{H}_{\mathscr{D}_{1^{+}}^{\beta} u(1)=\mathrm{H}_{\mathscr{D}^{+}}^{\beta} u(e),} .
\end{array}\right.
$$

where $0<\alpha \leq 1,1<\beta \leq 2, p>1,{ }^{\mathrm{H}} \mathscr{D}_{1+}^{*}$ is the $*$-order Hadamard fractional derivative, $\Phi_{p}=|x|^{p-2} x$, and its inverse $\Phi_{p}^{-1}=\Phi_{q}$ with $\frac{1}{p}+\frac{1}{q}=1, f \in C([1, e] \times \mathbb{R}, \mathbb{R})$. In addition, our study has also been inspired by the latest achievements in fractional differential equations, such as numerical algorithms and simulations [33-38], as well as the application of some nonsingular fractional derivative models [34,37-43].

The paper aims to discuss the approximation and GUH-stability of BVP (1). The novelty of this paper is mainly reflected as follows: (a) Since there is no paper dealing with the approximation problem of nonlinear Hadamard fractional differential systems with Laplace operator, we first consider the system (1) to fill this gap. (b) By applying a fixed point theorem on complete metric space with two kinds of distance, we obtain some sufficient conditions to ensure that system (1) has a unique solution. In addition, we build the generalized UlamHyers stability of system (1) based on nonlinear analysis methods and inequality techniques. (c) Many previous papers (see [2-13,17-19,24,25]) usually used some fixed-point theorems on Banach spaces to study the existence of solutions of fractional differential equations. However, we handle the existence of solutions to fractional order differential equations by defining two different distances on a complete distance space. This allows for the discussion of the existence of solutions in a broader space, and there are relatively few restrictions on the existence of solutions. Therefore, our research methods and results are novel and interesting.

The rest sections of this paper are organized as follows. In Section 2, we recollect the definition of Hadamard fractional integrals and derivatives and some necessary lemmas. In Section 3, we discuss the existence, uniqueness, and approximation of solutions to BVP (1) by constructing two different distances and applying an important fixed point theorem on metric space. Furthermore, we use nonlinear analysis methods and inequality techniques to establish the GUH-stability of BVP (1) in Section 4. Section 5 provides the numerical solutions and simulations for two examples by means of ODE113 toolbox in MATLAB. Finally, we have made a brief summary in Section 6.

## 2. Preliminaries

This portion mainly introduces some important concepts and lemmas.
Definition 1 ([44]). For $a>0$, the left-sided Hadamard fractional integral of order $\gamma>0$ for $a$ function $\xi:[a, \infty) \rightarrow \mathbb{R}$ is defined by

$$
\mathrm{H}_{\mathscr{J}^{+}}^{\gamma} \xi(t)=\frac{1}{\Gamma(\gamma)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{\gamma-1} \xi(s) \frac{d s}{s}
$$

provided the integral exists, where $\Gamma(\gamma)=\int_{0}^{\infty} t^{\gamma-1} e^{-t} d t$ and $\log (\cdot)=\log _{e}(\cdot)$.
Definition 2 ([44]). Let $a, \gamma>0$ and $\xi \in C^{m}[a, \infty)$, the $\gamma$-order left-sided Hadamard fractional derivative is defined by

$$
\mathrm{H}_{\mathscr{D}^{+}}^{\alpha} \xi(t)=\frac{1}{\Gamma(m-\gamma)}\left(t \frac{d}{d t}\right)^{m} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{m-\gamma-1} \xi(s) \frac{d s}{s},
$$

where $m-1<\alpha \leq m, m=[\gamma]+1$, and $[\cdot]$ is the Gaussian truncating integer function.
Lemma 1 ([44]). Let $a, b, \gamma>0$ and $\xi \in C^{m}(a, b) \cap L^{1}(a, b)$, then

$$
\mathrm{H}_{\mathscr{J}^{+}}^{\gamma}\left(\mathrm{H}_{\mathscr{D}_{a^{+}}^{\gamma}}^{\gamma}(t)\right)=\xi(t)+\sum_{i=1}^{m} c_{i}\left(\log \frac{t}{a}\right)^{\gamma-i},
$$

where $c_{1}, c_{2}, \ldots, c_{m}$ are some real constants, and $m=[\gamma]+1$.
Lemma 2. Let $p>1$. The $p$-Laplacian operator $\Phi_{p}(z)=|z|^{k-2} z$ has the followings:
(i) If $z \geq 0$, then $\Phi_{p}(z)=z^{p-1}$, and $\Phi_{p}(z)$ is increasing with respect to $z$;
(ii) For all $z, w \in \mathbb{R}, \Phi_{p}(z w)=\Phi_{p}(z) \Phi_{p}(w)$;
(iii) If $\frac{1}{p}+\frac{1}{q}=1$, then $\Phi_{q}\left[\Phi_{p}(z)\right]=\Phi_{p}\left[\Phi_{q}(z)\right]=z$, for all $z \in \mathbb{R}$;
(iv) For all $z, w \geq 0, z \leq w \Leftrightarrow \Phi_{q}(z) \leq \Phi_{q}(w)$;
(v) $0 \leq z \leq \Phi_{q}^{-1}(w) \Leftrightarrow 0 \leq \Phi_{q}(z) \leq w$;
(vi) $\left|\Phi_{q}(z)-\Phi_{q}(w)\right| \leq \begin{cases}(q-1) \bar{M}^{q-2}|z-w|, & q \geq 2,0 \leq z, w \leq \bar{M}, \\ (q-1) \underline{M}^{q-2}|z-w|, & 1<q<2, z, w \geq \underline{M} \geq 0 .\end{cases}$

Now we introduce the following important fixed point theorem on a complete metric space involving two different distances, which will be used to prove the existence and uniqueness of solution to BVP (1).

Lemma 3 ([45]). Let $\rho$ and $\varrho$ be two different metrics on a nonempty set $\mathbb{X}$, and define an operator $\mathscr{T}: \mathbb{X} \rightarrow \mathbb{X}$. Assume that
(a1) For all $x, y \in \mathbb{X}$, there has a constant $\iota>0$ such that $\varrho(\mathscr{T} x, \mathscr{T} y) \leq \varphi(x, y)$;
(a2) $(\mathbb{X}, \varrho)$ is a complete metric space;
(a3) $\mathscr{T}:(\mathbb{X}, \varrho) \rightarrow(\mathbb{X}, \varrho)$ is continuous;
(a4) For all $x, y \in \mathbb{X}$, there has a constant $0<\kappa<1$ such that $\rho(\mathscr{T} x, \mathscr{T} y) \leq \kappa \rho(x, y)$.
Then there has a unique $x^{*} \in \mathbb{X}$ such that $\mathscr{T} x^{*}=x^{*}$, and $\lim _{k \rightarrow \infty} \mathscr{T}^{k} x_{0}=x^{*}$ for any $x_{0} \in \mathbb{X}$.
It is worth noting that the application techniques and related generalization of Lemma 3 can also be found in [46-49] and the references therein.

## 3. Solvability and Approximation

In this portion, we will prove the existence of a unique solution for system (1) based on Lemma 3. To this end, we need the following important lemma.

Lemma 4. Assume that $0<\alpha \leq 1,1<\beta \leq 2$ and $\beta>1$ are some constants, $f \in C([1, e] \times$ $\mathbb{R}, \mathbb{R})$. Then BVP (1) is equivalent to the following integral equation

$$
\begin{equation*}
u(t)=-A_{u}(e)(\log t)^{\beta-1}+A_{u}(t) \tag{2}
\end{equation*}
$$

where $A_{u}(t)=\mathrm{H}_{\mathcal{J}^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathcal{J}_{1}^{+}}^{\alpha} f(t, u(t))\right)\right]$.

Proof. If $u(t) \in C((1, e], \mathbb{R})$ is a solution of system (1), then it follows from Lemma 1 that

$$
\begin{equation*}
\Phi_{\mathfrak{R}}\left(\mathrm{H}_{\mathscr{D}_{1^{+}}^{\beta}} u(t)\right)=c(\log t)^{\alpha-1}+\mathrm{H}_{\mathcal{J}^{+}}^{\alpha} f(t, u(t)), \tag{3}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\mathrm{H}_{\mathscr{D}_{1^{+}}^{\beta} u(t)=\Phi_{q}\left[c(\log t)^{\alpha-1}+{ }^{\mathrm{H}} \mathscr{\mathscr { 1 }}_{1^{+}}^{\alpha} f(t, u(t))\right] . . ~}^{\text {. }} \tag{4}
\end{equation*}
$$

According to the existence of ${ }^{\mathrm{H}} \mathscr{D}_{1^{+}}^{\beta} u(1)$ and (4), we know that $c=0$ and ${ }^{\mathrm{H}} \mathscr{D}_{1^{+}}^{\beta} u(1)=$ 0 . By Lemma 1 and (4), we have

$$
\begin{equation*}
u(t)=d_{1}(\log t)^{\beta-1}+d_{2}(\log t)^{\beta-2}+{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathcal{J}_{1+}^{\alpha}}^{\alpha} f(t, u(t))\right)\right] . \tag{5}
\end{equation*}
$$

Similarly, we drive from $u(1)=u(e)$ and (5) that $d_{2}=0$ and

$$
\begin{equation*}
d_{1}=-\left.\mathrm{H}_{\mathscr{J}^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathscr{J}^{+}}^{\alpha} f(t, u(t))\right)\right]\right|_{t=e}=-A_{u}(e) . \tag{6}
\end{equation*}
$$

In view of (5) and (6), we have

$$
\begin{equation*}
u(t)=-A_{u}(e)(\log t)^{\beta-1}+A_{u}(t) \tag{7}
\end{equation*}
$$

Thus, $u(t) \in C((1, e], \mathbb{R})$ is a solution of system (2). Vice versa, if $u(t) \in C((1, e], \mathbb{R})$ is a solution of (2), then it is also a solution of (1) because the above derivation is completely reversible. The proof is completed.

Let $\mathbb{X}=C([1, e], \mathbb{R})$, two different distances $\rho, \varrho: \mathbb{X} \rightarrow \mathbb{X}$ are respectively defined by

$$
\begin{equation*}
\rho(u(t), v(t))=\sup _{t \in[1, e]}|u(t)-v(t)|, \varrho(u(t), v(t))=\int_{1}^{e}|u(t)-v(t)| d t \tag{8}
\end{equation*}
$$

for all $u(t), v(t) \in \mathbb{X}$. It is easy to prove that $(\mathbb{X}, \rho)$ and $(\mathbb{X}, \varrho)$ are all complete metric spaces. In addition, we need the following underlying assumptions in the whole paper.
(H1) $0<\alpha \leq 1,1<\beta \leq 2$ and $1<\beta \leq 2$ are some constants, $f \in C([1, e] \times \mathbb{R}, \mathbb{R})$.
(H2) There has a constant $M>0$ such that

$$
0 \leq f(t, u) \leq M, \forall t \in[1, e], u \in \mathbb{R}
$$

(H3) There has a function $0 \leq \ell(t) \in C[1, e]$ such that, for all $t \in[1, e]$ and $u, v \in \mathbb{R}$,

$$
|f(t, u)-f(t, v)| \leq \ell(t)|u-v| .
$$

$(\mathrm{H} 4) \kappa=\frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e}<1$, where $\|\ell\|_{e}=\max _{1 \leq t \leq e}\{\ell(t)\}$.
Theorem 1. If (H1)-(H4) are fulfilled, then $B V P(1)$ has a unique solution $u^{*}(t) \in \mathbb{X}$.
Proof. In what follows, we will apply Lemma 3 to prove Theorem 1. Two different distances $\rho, \varrho: \mathbb{X} \rightarrow \mathbb{X}$ are defined as (8), then $(\mathbb{X}, \rho)$ and $(\mathbb{X}, \varrho)$ are all complete metric spaces, which indicates that the condition (a2) holds. According to Lemma 4, for all $u(t) \in \mathbb{X}$, an operator $\mathscr{T}: \mathbb{X} \rightarrow \mathbb{X}$ is defined by

$$
\begin{equation*}
\mathscr{T}(u(t))=-A_{u}(e)(\log t)^{\beta-1}+A_{u}(t), \tag{9}
\end{equation*}
$$

where $A_{u}(t)={ }^{\mathrm{H}} \mathscr{\mathscr { 1 }}_{1^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathcal{J}^{+}}^{\alpha} f(t, u(t))\right)\right]$.

From the continuity of $\Phi_{q}$ and Hadamard fractional integral, we know that $\mathscr{T}:(\mathbb{X}, \varrho)$ $\rightarrow(\mathbb{X}, \varrho)$ is continuous, which means that the condition (a3) holds. By (H2), we have

$$
\begin{equation*}
0 \leq{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f(t, u(t), u(t-\tau(t))) \leq \frac{M}{\Gamma(\alpha+1)}(\log t)^{\alpha} \leq \frac{M}{\Gamma(\alpha+1)}, t \in[1, e] \tag{10}
\end{equation*}
$$

For all $u, v \in \mathbb{X}, t \in[1, e]$, we derive from (vi) in Lemma 2, (H3) and (10) that

$$
\begin{align*}
& \left|A_{u}(t)-A_{v}(t)\right|=\left|{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathscr{J}_{1+}^{+}}^{\alpha} f(t, u(t))\right)-\Phi_{q}\left(\mathrm{H}_{\mathcal{J}_{1}^{+}}^{\alpha} f(t, v(t))\right)\right]\right| \\
\leq & \mathrm{H}_{\mathscr{J}^{+}}^{\beta}\left|\Phi_{q}\left(\mathrm{H}_{\mathcal{J}^{+}}^{\alpha} f(t, u(t))\right)-\Phi_{q}\left({ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f(t, v(t))\right)\right| \\
\leq & \left.\left.(q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\right|^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f(t, u(t))-{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f(t, v(t)) \right\rvert\, \\
\leq & (q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left[{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha}|f(t, u(t))-f(t, v(t))|\right] \\
\leq & (q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2} \mathrm{H}_{\mathscr{J}_{1}^{+}}^{\alpha+\beta}[\ell(t)|u(t)-v(t)|] \\
\leq & (q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2} \frac{1}{\Gamma(\alpha+\beta+1)}\|\ell\|_{e} \cdot \rho(u, v) . \tag{11}
\end{align*}
$$

It follows from (9) and (11) that

$$
\begin{align*}
& |\mathscr{T}(u(t))-\mathscr{T}(v(t))|=\left|-\left(A_{u}(e)-A_{v}(e)\right)(\log t)^{\beta-1}+\left(A_{u}(t)-A_{v}(t)\right)\right| \\
\leq & \left|A_{u}(e)-A_{v}(e)\right|(\log t)^{\beta-1}+\left|\left(A_{u}(t)-A_{v}(t)\right)\right| \\
\leq & \frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \cdot \rho(u, v)=\kappa \rho(u, v) . \tag{12}
\end{align*}
$$

In light of (12), we have

$$
\begin{equation*}
\rho(\mathscr{T}(u), \mathscr{T}(v)) \leq \kappa \rho(u, v), \forall u, v \in \mathbb{X}, t \in[1, e] . \tag{13}
\end{equation*}
$$

According to (H4) and (13), we know that (a4) in Lemma 3 holds.
Similar to (11), noticing that $\left(\log \frac{t}{s}\right)^{\alpha+\beta-1}$ and $\frac{1}{s}$ are monotonically decreasing with respect to $s$ in $[1, e]$, we have

$$
\begin{align*}
& \left|A_{u}(t)-A_{v}(t)\right| \leq(q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2} \mathrm{H} \mathscr{J}_{1^{+}}^{\alpha+\beta}[\ell(t)|u(t)-v(t)|] \\
= & (q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2} \frac{1}{\Gamma(\alpha+\beta)}\|\ell\|_{e} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha+\beta-1}|u(s)-v(s)| \frac{d s}{s} \\
\leq & (q-1)\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2} \frac{1}{\Gamma(\alpha+\beta)}\|\ell\|_{e} \cdot(\log t)^{\alpha+\beta-1} \int_{1}^{t}|u(s)-v(s)| d s \\
\leq & \frac{q-1}{\Gamma(\alpha+\beta)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \cdot(\log e)^{\alpha+\beta-1} \int_{1}^{e}|u(s)-v(s)| d s \\
= & \frac{q-1}{\Gamma(\alpha+\beta)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \cdot \varrho(u, v) . \tag{14}
\end{align*}
$$

Similar to (12), we derive from (14) that

$$
\begin{equation*}
|\mathscr{T}(u(t))-\mathscr{T}(v(t))| \leq \frac{2(q-1)}{\Gamma(\alpha+\beta)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \cdot \varrho(u, v) . \tag{15}
\end{equation*}
$$

From (15), we get

$$
\begin{align*}
& \varrho(\mathscr{T}(u), \mathscr{T}(v))=\int_{1}^{e}|\mathscr{T}(u(t))-\mathscr{T}(v(t))| d t \\
\leq & \frac{2(q-1) e}{\Gamma(\alpha+\beta)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \cdot \varrho(u, v) . \tag{16}
\end{align*}
$$

Equation (16) indicates that (a1) in Lemma 3 also holds. Thus, it follows from Lemma 3 that $\mathscr{T}$ exists a unique fixed point $u^{*}(t) \in \mathbb{X}$, which is the unique solution of $(1)$. The proof is completed.

Next, we shall discuss the approximation of solution for system (1). In fact, from Lemma 3, we conclude that the unique solution $u^{*}(t) \in \mathbb{X}$ of (1) satisfies $u^{*}(t)=\lim _{n \rightarrow \infty} \mathscr{T}^{n} u_{0}$ for any $u_{0} \in \mathbb{X}$. Denote $u_{n}(t)=\mathscr{T}^{n} u_{0}$, then $\left\{u_{n}(t)\right\}$ is a approximation sequence of solution to system (1). Based on (9), $u_{n}(t)$ can be represented as

$$
\begin{equation*}
u_{n}(t)=-A_{u_{n-1}}(e)(\log t)^{\beta-1}+A_{u_{n-1}}(t) \tag{17}
\end{equation*}
$$

where $A_{u_{n-1}}(t)=\mathrm{H} \mathscr{J}_{1^{+}}^{\beta}\left[\Phi_{q}\left({ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f\left(t, u_{n-1}(t)\right)\right)\right]$.
Similar to (12), we derive from (17) that

$$
\left|u_{n+1}(t)-u_{n}(t)\right| \leq \kappa\left|u_{n}(t)-u_{n-1}(t)\right|,
$$

which implies that

$$
\begin{equation*}
\rho\left(u_{n+1}, u_{n}\right) \leq \kappa \rho\left(u_{n}, u_{n-1}\right) \tag{18}
\end{equation*}
$$

By virtue of $(\mathrm{H} 4)$ and (18), we know that $\left\{u_{n}(t)\right\}$ converges exponentially on $(\mathbb{X}, \rho)$.

## 4. Generalized Ulam-Hyers Stability

This section centres on the GUH-stability of BVP (1). We first provide the concept of GUH-stability for BVP (1).

For all $\delta>0$, consider the following fractional differential inequality

$$
\left\{\begin{array}{l}
\mathrm{H}_{D_{1+}^{\alpha}}^{\alpha}\left[\Phi _ { p ^ { 2 } } \left(\mathrm{H}_{\left.\left.\mathscr{D}_{1^{+}}^{\beta} u(t)\right)\right]-f(t, u(t)) \leq \delta, t \in(1, e],}\right.\right.  \tag{19}\\
u(1)=u(e),{ }_{\mathscr{D}_{1^{+}}^{\beta}}^{\beta} u(1)={ }_{\mathscr{D}_{1^{+}}^{\beta}} u(e) .
\end{array}\right.
$$

Definition 3. BVP (1) is said to be generalized Ulam-Hyers (GUH) stable on the metric space $(\mathbb{X}, \rho)$, provided that, for all $\delta>0$ and any solution $u \in \mathbb{X}$ of $(19)$, there have an $\omega \in C\left(\mathbb{R}, \mathbb{R}^{+}\right)$ with $\omega(0)=0$ and a unique solution $u^{*} \in \mathbb{X}$ of (1) such that

$$
\rho\left(u, u^{*}\right) \leq \omega(\delta)
$$

Remark 1. $u(t) \in \mathbb{X}$ solves the inequality (19) iff there has a continuous function $\varphi(t)$ such that

$$
\left\{\begin{array}{l}
|\varphi(t)| \leq \delta, t \in(1, e],  \tag{20}\\
\mathrm{H}_{\mathscr{D}_{1+}^{\alpha}}^{\alpha}\left[\Phi _ { p ^ { \prime } } \left(\mathrm{H}_{\left.\left.\mathscr{D}_{1^{+}}^{\beta} u(t)\right)\right]=f(t, u(t))+\varphi(t), t \in(1, e],}^{u(1)=u(e),{ }^{H^{\beta}}{ }_{1^{+}}^{\beta} u(1)={ }^{\mathrm{H}} \mathscr{D}_{1^{+}}^{\beta} u(e) .}\right.\right.
\end{array}\right.
$$

Theorem 2. If (H1)-(H4) are satisfied, then BVP (1) is GUH-stable.
Proof. On the basis of Lemma 4 and Remark 1, the solution $u(t)$ of inequality (19) is written by

$$
\begin{equation*}
u(t)=-A_{u}^{\varphi}(e)(\log t)^{\beta-1}+A_{u}^{\varphi}(t), \tag{21}
\end{equation*}
$$

where $A_{u}^{\varphi}(t)=\mathrm{H}_{\mathcal{J}_{1+}}^{\beta}\left[\Phi_{q}\left({ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha}[f(t, u(t))+\varphi(t)]\right)\right]$. In the light of Theorem 1 and Lemma 4, the unique solution $u^{*}(t)$ of $\operatorname{BVP}(1)$ is read as

$$
\begin{equation*}
u^{*}(t)=-A_{u^{*}}(e)(\log t)^{\beta-1}+A_{u^{*}}(t) \tag{22}
\end{equation*}
$$

where $A_{u^{*}}(t)={ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left[\Phi_{q}\left(\mathrm{H}_{\mathscr{J}_{1+}^{\alpha}}^{\alpha} f\left(t, u^{*}(t)\right)\right)\right]$.
Similar to (11), we obtain

$$
\begin{align*}
& \left|A_{u}^{\varphi}(t)-A_{u^{*}}(t)\right|=\left|{ }^{\mathrm{H}} \mathcal{J}_{1^{+}}^{\beta}\left[\Phi_{q}\left({ }^{\mathrm{H}} \mathcal{J}_{1+}^{\alpha}[f(t, u(t))+\varphi(t)]\right)-\Phi_{q}\left({ }^{\mathrm{H}} \mathcal{J}_{1+}^{\alpha} f\left(t, u^{*}(t)\right)\right)\right]\right| \\
& \leq{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left|\Phi_{q}\left({ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha}[f(t, u(t))+\varphi(t)]\right)-\Phi_{q}\left({ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f\left(t, u^{*}(t)\right)\right)\right| \\
& \leq(q-1)\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2} \mathrm{H}_{\mathcal{J}^{+}}^{\beta}\left|{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha}[f(t, u(t))+\varphi(t)]-{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\alpha} f\left(t, u^{*}(t)\right)\right| \\
& \leq(q-1)\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2}{ }^{\mathrm{H}} \mathscr{J}_{1^{+}}^{\beta}\left[\mathrm{H}_{1^{+}}^{\alpha}\left[\left|f(t, u(t))-f\left(t, u^{*}(t)\right)\right|+|\varphi(t)|\right]\right] \\
& \leq(q-1)\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2} \mathrm{H}_{\mathcal{J}_{1+}^{\alpha+\beta}}\left[\ell(t)\left|u(t)-u^{*}(t)\right|+|\varphi(t)|\right] \\
& \leq(q-1)\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2} \frac{1}{\Gamma(\alpha+\beta+1)}\left[\|\ell\|_{e} \cdot \rho\left(u, u^{*}\right)+\delta\right] \text {. } \tag{23}
\end{align*}
$$

By the same manner of (12), we derive from (21)-(23) that

$$
\begin{align*}
& \left|u(t)-u^{*}(t)\right|=\left|-\left(A_{u}^{\varphi}(e)-A_{u^{*}}(e)\right)(\log t)^{\beta-1}+\left(A_{u}^{\varphi}(t)-A_{u^{*}}(t)\right)\right| \\
\leq & \left|A_{u}^{\varphi}(e)-A_{u^{*}}(e)\right|(\log t)^{\beta-1}+\left|\left(A_{u}^{\varphi}(t)-A_{u^{*}}(t)\right)\right| \\
\leq & \frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2}\left[\|\ell\|_{e} \cdot \rho\left(u, u^{*}\right)+\delta\right] \\
= & \kappa(\delta) \rho\left(u, u^{*}\right)+\lambda(\delta), \tag{24}
\end{align*}
$$

where $\kappa(\delta)=\frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e}, \lambda(\delta)=\frac{2(q-1) \delta}{\Gamma(\alpha+\beta+1)}\left(\frac{M+\delta}{\Gamma(\alpha+1)}\right)^{q-2}$.
For any sufficiently small $\delta>0$, the condition (H4) ensures that $0<\kappa(\delta)<1$. Thus, we know from (24) that

$$
\begin{equation*}
\rho\left(u, u^{*}\right) \leq \frac{\lambda(\delta)}{1-\kappa(\delta)}=\omega(\delta) \tag{25}
\end{equation*}
$$

Obviously, $\kappa(0)=\kappa<1, \lambda(0)=0$ and $\omega(\delta)=\frac{\lambda(\delta)}{1-\kappa(\delta)}>0$ with $\omega(0)=0$. By virtue of Definition 3, (25) shows that BVP (1) is GUH-stable. The proof is completed.

## 5. Two Examples and Simulations

This section provides two examples and simulations to inspect the correctness and validity of our main results. Consider the following nonlinear Hadamard fractional differential equation with $p$-Laplacian operator

$$
\left\{\begin{array}{l}
\mathrm{H}_{D_{1+}^{\alpha}}^{\alpha}\left[\Phi_{p}\left(\mathrm{H}_{\mathscr{D}_{1+}^{\beta}}^{\beta} u(t)\right)\right]=f(t, u(t)), t \in(1, e],  \tag{26}\\
u(1)=u(e), \mathrm{H}_{D_{1+}^{+}}^{\beta} u(1)=\mathrm{H}_{\mathscr{D}_{1+}^{+}}^{\beta} u(e),
\end{array}\right.
$$

Example 1. In (26), we take $\beta=\frac{5}{4}, \alpha=0.2, \beta=1.4, f(t, u)=\frac{2+\sin (3 t)}{20}\left[\frac{3 \pi}{4}+\arctan (u)\right]$, then a simple computation gives that $q=5>2$, and

$$
\frac{\pi}{80} \leq f(t, u) \leq \frac{3 \pi}{16},|f(t, u)-f(t, v)| \leq \frac{2+\sin (3 t)}{20}|u-v|
$$

In consequent, the conditions $(\mathrm{H} 1)-(\mathrm{H} 3)$ are fulfilled. In addition, $M=\frac{3 \pi}{16}, \ell(t)=\frac{2+\sin (3 t)}{20}$, $\|\ell\|_{e}=\frac{3}{20}$, and

$$
\kappa=\frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \approx 0.1716<1 .
$$

Thus, (H4) holds. From Theorem 1 and Theorem 2, we claim that Example 1 has a unique solution, which is GUH-stable.

Remark 2. In Example 1, $p, \alpha, \beta$ are all rational number. $\alpha=0.2$ is close to 0 , and $\beta=1.4$ is close to 1.5. To further verify the correctness of our results and the sensitivity of numerical simulation to parameters, we choose $\quad 2, \alpha, \beta$ as irrational number satisfying $\alpha$ close to 1 and $\beta$ close to 2 in the following example.

Example 2. In (26), Choose $p=\frac{\sqrt{15}}{2}, \alpha=\sqrt{0.9}, \beta=\sqrt{3.9}$, and $f(t, u)$ be same as Example 1 . Then $q=2.0678>2$, and the conditions $(\mathrm{H} 1)-(\mathrm{H} 3)$ also hold. $M, \ell(t)$ and $\|\ell\|_{e}$ are same as Example 1. In addition,

$$
\kappa=\frac{2(q-1)}{\Gamma(\alpha+\beta+1)}\left(\frac{M}{\Gamma(\alpha+1)}\right)^{q-2}\|\ell\|_{e} \approx 0.0567<1 .
$$

Thus, (H4) is also true. From Theorem 1 and Theorem 2, we claim that Example 2 also has a unique GUH-stable solution.

To perform the numerical simulation on Examples 1 and 2, we need to give a concise algorithm below. Let $v(t)={ }^{\mathrm{H}} \mathscr{D}_{1^{+}}^{\beta} u(t)$, then the Equation (2) can be rewritten as

$$
\left\{\begin{align*}
u(t)= & -\frac{1}{\Gamma(\beta)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\beta-1} v(s) \frac{d s}{s} \cdot(\log t)^{\beta-1}  \tag{27}\\
& +\frac{1}{\Gamma(\beta)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\beta-1} v(s) \frac{d s}{s} \\
v(t)= & {\left[\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s, u(s)) \frac{d s}{s}\right]^{q-1} }
\end{align*}\right.
$$

Taking the derivative at both sides of (27), we get

$$
\left\{\begin{align*}
\frac{d u(t)}{d t}= & -\frac{\beta-1}{\Gamma(\beta)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\beta-1} v(s) \frac{d s}{s} \cdot \frac{(\log t)^{\beta-2}}{t}  \tag{28}\\
& +\frac{\beta-1}{t \Gamma(\beta)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\beta-2} v(s) \frac{d s}{s}, \\
\frac{d v(t)}{d t}= & (q-1)\left[\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s, u(s)) \frac{d s}{s}\right]^{q-2} \\
& \times \frac{\alpha-1}{t \Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-2} f(s, u(s)) \frac{d s}{s} .
\end{align*}\right.
$$

For (28), we can apply the appropriate ODE toolbox in MATLAB to perform numerical solutions and simulations.

Based on the above algorithm, we employ the ODE113 toolbox in MATLAB R2019b on two examples to give their numerical solutions and simulations. Example 1 is shown as Tables 1 and 2, Figures 1 and 2. Example 2 is shown as Tables 3 and 4, Figures 3 and 4. Figure 2 and Tables 1 and 2 show that Example 1 is GUH-stable. Figure 4 and Tables 3 and 4 show that Example 2 is GUH-stable.

Table 1. The numerical solution $u(t)$ to Example 1 which needs to multiply by $10^{10}$.

|  | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 | 2.4 | 2.6 | 2.7183 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta=0$ | 0.0079 | 0.0314 | 0.0497 | 0.0645 | 0.0786 | 0.0963 | 0.1210 | 0.1448 | 0.1501 |
| $\delta=0.001$ | 0.0080 | 0.0318 | 0.0501 | 0.0650 | 0.0790 | 0.0971 | 0.1218 | 0.1447 | 0.1498 |

Table 2. The numerical solution $v(t)$ to Example 1 which needs to multiply by $-10^{10}$.

| $\boldsymbol{t}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 4}$ | $\mathbf{1 . 6}$ | $\mathbf{1 . 8}$ | $\mathbf{2 . 0}$ | $\mathbf{2 . 2}$ | $\mathbf{2 . 4}$ | $\mathbf{2} \mathbf{2 . 6}$ | $\mathbf{2} \mathbf{2 . 7 1 8 3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\delta=0$ | 0.1653 | 0.2690 | 0.3344 | 0.4302 | 0.7319 | 1.7307 | 4.0310 | 7.5843 | 9.7746 |
| $\delta=0.001$ | 0.1671 | 0.2720 | 0.3355 | 0.4327 | 0.7319 | 1.7749 | 3.9019 | 7.2621 | 9.3765 |

Table 3. The numerical solution $u(t)$ to Example 2.

| $\boldsymbol{1}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 4}$ | $\mathbf{1 . 6}$ | $\mathbf{1 . 8}$ | $\mathbf{2 . 0}$ | $\mathbf{2 . 2}$ | $\mathbf{2 . 4}$ | $\mathbf{2} \mathbf{2 . 6}$ | $\mathbf{2} . \mathbf{7 1 8 3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta=0$ | 0.0018 | 0.0121 | 0.0252 | 0.0384 | 0.0507 | 0.0614 | 0.0699 | 0.0749 | 0.0757 |
| $\delta=0.001$ | 0.0019 | 0.0122 | 0.0254 | 0.0387 | 0.0511 | 0.0619 | 0.0704 | 0.0754 | 0.0763 |

Table 4. The numerical solution $v(t)$ to Example 2 which needs to multiply by -1 .

| $\boldsymbol{t}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 4}$ | $\mathbf{1 . 6}$ | $\mathbf{1 . 8}$ | $\mathbf{2 . 0}$ | $\mathbf{2 . 2}$ | $\mathbf{2 . 4}$ | $\mathbf{2 . 6}$ | $\mathbf{2 . 7 1 8 3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\delta=0$ | 0.0818 | 0.1947 | 0.2757 | 0.3530 | 0.4481 | 0.5721 | 0.7189 | 0.8741 | 0.9639 |
| $\delta=0.001$ | 0.0824 | 0.1960 | 0.2779 | 0.3556 | 0.4516 | 0.5767 | 0.7244 | 0.8828 | 0.9723 |



Figure 1. Simulation of solutions to Example 1.


Figure 2. Evolution of the GUH-stability of Example 1.


Figure 3. Simulation of solutions to Example 2.


Figure 4. Evolution of the GUH-stability of Example 2.

## 6. Summaries

It is well known that the $p$-Laplacian differential equation arises from the turbulence problem in porous medium. In viscoelastic mechanics, some studies have shown that fractional order differential equation models are more accurate than integer order differential equation models. Therefore, the fractional $p$-Laplacian differential model has greater advantages in the study of viscoelastic porous medium turbulence. In this article, we study BVP (1) of a nonlinear $p$-Laplacian Hadamard fractional differential equation. Unlike many published papers, we have established the existence, uniqueness, stability, and sequence approximation of solutions for fractional order differential equations on a wide range of complete metric spaces rather than Banach spaces. We have obtained some concise and easily verifiable sufficient criteria. Examples 1 and 2 and simulations demonstrate that our main results are correct and available. Meanwhile, Figures 1 and 2 also indicate that the solution of BVP (1) is sensitive and dependent on parameters $p, \alpha$ and $\beta$. Our results provide theoretical support for revealing the mechanical problems of viscoelastic porous medium turbulence. The mathematical theories and methods used in the article have certain generality in solving similar problems. In addition, based on our recent research findings [50-53], we plan to study some ecosystems involving fractional derivatives or reaction diffusion effects in the future.
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#### Abstract

This paper considers the dual hybrid effects of discrete-time stochastic genetic regulatory networks and discrete-space stochastic genetic regulatory networks in difference formats of exponential Euler difference and second-order central finite difference. The existence of a unique-weight pseudo- $\theta$-almost periodic sequence solution for discrete-time and discrete-space stochastic genetic regulatory networks on the basis of discrete constant variation formulation is discussed, as well as the theory of semi-flow and metric dynamical systems. Furthermore, a finite-time guaranteed cost controller is constructed to reach global exponential stability of these discrete networks via establishing a framework of drive, response, and error networks. The results indicate that spatial diffusions of non-negative dense coefficients have no influence on the global existence of the unique weighted pseudo- $\theta$-almost periodic sequence solution of the networks. The present study is a basic work in the consideration of discrete spatial diffusion in stochastic genetic regulatory networks and serves as a foundation for further study.
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## 1. Introduction

Genetic regulatory networks (GRNs) have been widely recognized due to their possible usages [1]. GRNs are actually a complex dynamical system that describes the regulatory mechanisms of DNA, mRNA, and protein interactions in biological systems at the molecular level $[2,3]$. The analysis of genetic regulatory networks is not only an important way to understand and grasp the operation mechanisms of the activity of cellular life [4], but also has promising applications in the fields of disease genetic prediction and drug target screening [5-8]. For this reason, it is necessary and valuable to propose suitable mathematical models to represent expression mechanisms and signal transduction pathways. Currently, GRNs are generally modeled by Boolean models, Bayesian models, and differential equation models. Two of the most widely used models are Boolean models and differential equation models [9-11]. In particular, differential equations describe the concentration changes in proteins and mRNA [12,13]. This model has received more attention because of its higher accuracy and its ability to accurately describe the nonlinear dynamic behaviour of biological systems.

In general, the majority of models utilised to characterize GRNs in the currently available literature suppose that the concentrations of mRNAs and proteins are spatially
homogeneous at all times. However, this assumption has some limitations, for example the diffusion phenomenon should be considered for the case of non-uniform distributions of gene product concentrations [14]. Therefore, the issue of kinetic analysis of GRNs with reaction-diffusion effects is worth investigating. Moreover, time delay is often inevitable due to the finite processing time of interactions among agents and may influence system performance. As of recently, a great deal of results on GRNs with time delays can be found in the literature, see, e.g., Han et al. [14], who established an asymptotic stability criterion for reaction-diffusion delayed GRNs under Dirichlet and Neumann boundary conditions, respectively, insightfully recognizing that diffusion-reaction information can reduce the conservation of the system. Robust state estimation of delayed genetic regulatory networks with reaction-diffusion terms and uncertainty terms under the Dirichlet boundary condition is considered by Zou et al. in [15]. Xie et al. [16] discuss the stability of genetic regulatory networks, centralised spatial diffusion, and discrete and infinite distribution delays.

During the processes of both computational simulation and analysis, engineers often use discrete-time continuous models to evaluate their structural behaviour. The signals received and operated in digital networks are dependent on discrete-time rather than continuous-time. Therefore, discrete-time GRNs have been studied by many authors. For example, Xue et al. [17] investigate the problems of state boundary description and reachable set estimation for discrete-time delayed genetic regulatory networks with bounded perturbations. Liu et al. [18] study the problem of exponential stability analysis of discrete genetic regulatory networks with time-varying discrete-time delays and unbounded distributed time delays. Yue et al. [19] investigate the dynamics of discrete-time genetic models and obtain conditions for the existence and stability of fixed points. It is shown that the discrete-time genetic network undergoes fold bifurcation, flip bifurcation, and Neimark-Sacker bifurcation, illuminating the richer dynamical properties of the discretetime genetic model than the original continuous-time model. It is worth noting that most of the results on GRNs only concern discrete-time GRNs [17-22], while the results on spatial discrete GRNs have not received sufficient attention in existing studies, probably owing to the partial ineffectiveness of traditional methods in space-time continuous networks, such as the Lyapunov-Krasovskii general functions in discrete-space and -time networks, and the difficulty of computing the difference. To date, there are several reports referring to space-time discrete models [23-25]; nevertheless, the models of stochastic space-time discrete GRNs have not been deeply addressed.

It is well known that stochastic uncertainty is inevitable in various dynamical systems, with reference to its ability to alter the mechanical properties of genetic regulatory networks in practical applications. Therefore, the dynamic behaviour of delayed stochastic genetic regulatory networks has been extensively studied, see the literature [26-29]. For example, Xu et al. [26] investigate the input state stability problem of stochastic gene regulation networks with multiple time delays, and give sufficient conditions for the mean square exponential input state stability of the system using the Lyapunov generalization, Ito's formula, and Dynkin's formula. Wang [29] investigates the dual effects of discrete space and discrete time in stochastic genetic regulatory networks by means of exponential Eulerian differences and central finite differences. In addition, finite-time guaranteed cost control is a very effective method in the engineering field due to its many advantages in practical applications, see references [30-37]. The advantages of finite-time guaranteed cost controllers are listed below: (1) Stability. A finite-time guaranteed cost controller is a feedback controller that adjusts the system to remain stable when it is subject to external disturbances or internal changes. (2) Reliability. It can adjust the control strategy adaptively depending on the state of the system, so as to increase the reliability of the system. In summary, the finite-time cost-preserving controller is an advanced control method for
genetic regulatory networks with many advantages that can assist the system to be more stable, reliable, and robust, and optimise the performance index of the system.

On the other hand, the global exponential stability and almost periodic nature of GRNs are significant and necessary dynamical behaviours that have been extensively researched by many authors in the last two decades, see the literature [18,38-42]. Particularly in stochastic models, the notion of $\theta$-almost periodicity was first introduced in the paper [43] on the basis of semi-flow and metric dynamical system theories, and the existence of $\theta$ almost periodicity for several continuous-time stochastic models was investigated [44,45]. First, pseudo-almost periodicity was introduced in the early 1990s by Zhang [46] as a natural extension of classical probability periodicity. Since then, pseudo-approximate periodic solutions of differential equations have attracted a lot of attention. In the literature [47], Diagana extended pseudo-almost periodicity to weighted pseudo-almost periodicity and reported a number of excellent contributions on weighted pseudo-almost periodicity, see references [48-50]. However, the study of the $\theta$-almost periodicity of stochastic discretetime GRNs, not to mention weighted pseudo- $\theta$-almost periodicity, influenced by spatial diffusion, has not been addressed in depth so far.

Based on the above motivation, the main purpose of this paper is to establish discretetime stochastic genetic regulatory networks (SGRNs) for discrete-space diffusion using exponential Euler difference and central finite difference methods. On this ground, a discrete constant variation formula for discrete SGRNs is derived. On the basis of the discrete constant variation formula, the weighted pseudo- $\theta$-almost periodicity of discrete SGRNs with discrete spatial diffusion is investigated by combining the theory of semi-fluid dynamical systems and metric dynamical systems. In the end, a finite-time guaranteed cost controller for this type of SGRN is designed by the construction of a drive, response, and error network framework. The main studies and innovations of this paper are briefly summarised in turn as follows.
(1) Discrete-time and discrete-space SGRNs are newly introduced, which extends the studied models in reports [18,40].
(2) The weighted pseudo- $\theta$-almost periodicity of this class of SGRNs is considered for the first time, which complements the works on the almost periodicity of GRNs in references [12,38].
(3) Finite-time cost-preserving controllers are designed for this class of SGRNs.

Plan of this paper: In Section 2, a formula for discrete-time and discrete-space SGRNs is given and the concept of weighted pseudo- $\theta$-almost periodicity is presented. Section 3 discusses the global existence of unique weighted pseudo- $\theta$-almost periodic sequence solutions for discrete-time and discrete-space SGRNs on the basis of the theory of semifluid and metric dynamical systems, the discrete constant variation formula, and the fixed-point theorem. Furthermore, in Section 4, finite-time cost-preserving controllers are designed by constructing a framework of drive, response, and error networks for discrete-time and discrete-space SGRNs. Section 5 gives numerical examples of discrete-time and discretespace SGRNs achieving weight pseudo- $\theta$-almost periodicity, finite-time guaranteed cost control, and global exponential stability. The conclusions and main points of the paper are given in Section 6.

Symbols: $\mathbb{R}^{n}$ denotes the space of $n$-dimensional real vectors; $\mathbb{Z}$ is the field of integral numbers; $\mathbb{N}_{0}=\{0,1,2, \ldots\} ; \mathbb{N}=\mathbb{N}_{0} \backslash\{0\} ; \mathbb{N}_{a}^{b}=\{a, a+1, \ldots, b\}$ for any $a, b \in \mathbb{Z} ; I_{J}=I \cap J$, $\forall I, J \subseteq \mathbb{R}$. Let $\xi_{1}=(1,0, \ldots, 0)^{T}, \xi_{2}=(0,1, \ldots, 0)^{T}, \ldots \xi_{m}=(0,0, \ldots, 1)^{T}$.

Define $N_{p} \in \mathbb{N}$ for $p \in \mathbb{N}_{1}^{m}, \mho_{v}:=\left\{v=\left(v_{1}, \ldots, v_{m}\right)^{T}:\left(v_{p}, p\right) \in\left(\mathbb{N}_{1}^{N_{p}-1}, \mathbb{N}_{1}^{m}\right)\right\}$, $\partial \mho_{v}:=\bar{\mho}_{v} \backslash \mho_{v}, \bar{\mho}_{v}=\left\{v=\left(v_{1}, \ldots, v_{m}\right)^{T}:\left(v_{p}, p\right) \in\left(\mathbb{N}_{0}^{N_{p}}, \mathbb{N}_{1}^{m}\right)\right\}$.

For any function $f: \bar{\mho}_{v} \times \mathbb{Z}$ to $\mathbb{R}^{n}$, we denote as $f:=f_{k}^{\langle v\rangle}=\left(f_{1, k}^{\langle\nu\rangle}, \ldots, f_{n, k}^{\langle\nu\rangle}\right)^{T}$, where $(v, k) \in \bar{\mho}_{v} \times \mathbb{Z}$. Sometimes, $f=\left(f_{1}, \ldots, f_{n}\right)^{T}$ is used for simplicity.

## 2. Problem Formulation

In this section, firstly, discrete-time and discrete-space SGRNs are presented, which can be considered as discrete formats of continuous-time SGRNs with reaction diffusion. Secondly, the constant variation formula of the discrete network is obtained by dividing the discrete network into two discrete sub-networks based on the theory of difference equations. In the next step, important inequalities are given, such as the Minkowski inequality in Lemma 2. Finally, the definition of weighted pseudo- $\theta$-almost periodicity is presented.

### 2.1. Space-Time Discrete Stochastic GRNs

This article considers the following space-time discrete stochastic genetic regulatory networks (GRNs) in the Euler form of

$$
\left\{\begin{align*}
\mathbf{m}_{i, k+1}^{\langle\nu\rangle}= & e^{-a_{i, k} h} \mathbf{m}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-a_{i, k} h}}{a_{i, k}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, k}^{\langle\nu\rangle}\right.  \tag{1}\\
& \left.+\sum_{j=1}^{m} b_{i j, k} f_{j}\left(\mathbf{p}_{j, k-\sigma_{j, k}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, k} g_{j}\left(\mathbf{p}_{j, k-\mu_{j, k}}^{\langle\nu\rangle}\right) w_{1 j, k}+I_{i, k}\right] \\
\mathbf{p}_{i, k+1}^{\langle\nu\rangle}= & e^{-c_{i, k} h} \mathbf{p}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-c_{i, k} h}}{c_{i, k}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, k}^{\langle\nu\rangle}+d_{i, k} \mathbf{m}_{i, k}^{\langle\nu\rangle}+\sum_{j=1}^{m} \omega_{i j, k} \eta_{j}\left(\mathbf{m}_{j, k-v_{j, k}}^{\langle\nu\rangle}\right) w_{2 j, k}\right]
\end{align*}\right.
$$

for $(\nu, k) \in \mho_{v} \times \mathbb{Z}$ and $i=1,2, \ldots, m ; \mathbf{m}_{i}$ and $\mathbf{p}_{i}$ denote the concentrations of the $i$ th mRNA and $i$ th protein, respectively;

$$
\tilde{a}_{i}=a_{i}-2 \sum_{q=1}^{n} \frac{\Theta_{i q}}{\hbar^{2}}, \quad \tilde{c}_{i}=c_{i}-2 \sum_{q=1}^{n} \frac{\Pi_{i q}}{\hbar^{2}},
$$

$\tilde{a}_{i}>0$ and $\tilde{c}_{i}>0$ are the decay rates of the $i$ th mRNA and $i$ th protein, respectively; $\Theta_{i q}$ and $\Pi_{i q}$ represent the transmission diffusion matrixes, where $\tilde{\Delta}_{\hbar_{q}}^{2}$ means the discrete-space operator denoted by

$$
\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, \cdot}^{\langle\cdot\rangle}:=\frac{\mathbf{m}_{i, \cdot}^{\left\langle v+\xi_{q}\right\rangle}+\mathbf{m}_{i, \cdot}^{\left\langle v-\xi_{q}\right\rangle}}{\hbar^{2}}, \quad \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, \cdot}^{\langle\cdot\rangle}:=\frac{\mathbf{p}_{i, .}^{\left\langle v+\xi_{q}\right\rangle}+\mathbf{p}_{i, \cdot}^{\left\langle v-\xi_{q}\right\rangle}}{\hbar^{2}}, \quad q \in \mathbb{N}_{1}^{n} ;
$$

$\hbar$ and $h$ denote the length of the space and time steps in order; $\gamma_{i j}$ and $\omega_{i j}$ stand for noise intensities; $d_{i}>0$ is the translation rate; $I_{i}=\sum_{j \in \mathbf{I}_{i}} w_{i j}, w_{i j} \geq 0$ is bounded and $\mathbf{I}_{i}$ is the set of all the $j$ which is a repressor of gene $i ; b_{i j}=w_{i j}$ if transcription factor $j$ is an activator of gene $i, b_{i j}=0$ if there is no link from node $j$ to $i$, and $b_{i j}=-w_{i j}$ if transcription factor $j$ is a repressor of gene $i ; f_{j}, g_{j}$, and $\eta_{j}$ are Hill functions; $w_{1 j, k}:=\frac{1}{h}\left[\mathbf{w}_{1 j}(k h+h)-\mathbf{w}_{1 j}(k h)\right]$, $w_{2 j, k}:=\frac{1}{h}\left[\mathbf{w}_{2 j}(k h+h)-\mathbf{w}_{2 j}(k h)\right]$, and $i, j=1,2, \ldots, m ; \mathbf{w}_{11}, \ldots, \mathbf{w}_{1 m}, \mathbf{w}_{21}, \ldots, \mathbf{w}_{2 m}$ are scalar mutually independent two-sided standard Brown motions on complete probability space $(\Omega, \mathcal{F}, \mathscr{F}, \mathbf{P})$ with filtration

$$
\mathscr{F}_{k}=\sigma\left\{\left(w_{11, q}, \ldots, w_{1 m, q}, w_{21, q}, \ldots, w_{2 m, q}\right): q \in(-\infty, k)_{\mathbb{Z}}\right\}, \forall k \in \mathbb{Z} .
$$

The Dirichlet boundary conditions of GRNs Equation (1) are described as

$$
\begin{equation*}
\left.\mathbf{m}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.\mathbf{p}_{i, k}^{\langle v\rangle}\right|_{v \in \partial \mho_{v}}{ }^{\prime} \quad \forall k \in \mathbb{Z} . \tag{2}
\end{equation*}
$$

Herein, $\mho_{v}$ can be regarded as a discrete form of the rectangle area $\mho$ in $\mathbb{R}^{m}$, which is described by

$$
\mho=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{T} \in \mathbb{R}^{m}: 0<x_{p}<L_{p}:=\hbar N_{p}, p \in \mathbb{N}_{1}^{m}\right\}
$$

Let $\mathbf{m}_{i, k}^{\langle\nu\rangle}=M_{i}(v \hbar, k h)$ and $\mathbf{p}_{i, k}^{\langle\nu\rangle}=P_{i}(v \hbar, k h)$ for $(v, k) \in \mho_{v} \times \mathbb{Z}$. Then, GRNs Equation (1) is a full discretization scheme of the following stochastic GRNs with reaction diffusions

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} M_{i}(x, t)= & \sum_{q=1}^{n} \frac{\partial}{\partial x_{q}}\left[\Theta_{i q} \frac{\partial M_{i}(x, t)}{\partial x_{q}}\right]-\tilde{a}_{i}(t) M_{i}(x, t)  \tag{3}\\
& +\sum_{j=1}^{m} b_{i j}(t) f_{j}\left(P_{j}\left(x, t-\sigma_{j}(t)\right)\right)+I_{i}(t)+\sum_{j=1}^{m} \gamma_{i j}(x, t) g_{j}\left(P_{j}\left(x, t-\mu_{j}(t)\right)\right) \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{W}_{1 j}(t), \\
\frac{\partial}{\partial t} P_{i}(x, t)= & \sum_{q=1}^{n} \frac{\partial}{\partial x_{q}}\left[\Pi_{i q} \frac{\partial P_{i}(x, t)}{\partial x_{q}}\right]-\tilde{c}_{i}(t) P_{i}(x, t) \\
& +d_{i}(x, t) M_{i}(x, t)+\sum_{j=1}^{m} \omega_{i j}(x, t) \eta_{j}\left(M_{j}\left(x, t-v_{j}(t)\right)\right) \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{W}_{2 j}(t), \\
\left.M_{i}(x, t)\right|_{x \in \partial \mho}= & 0=\left.P_{i}(x, t)\right|_{x \in \partial \mho}
\end{align*}\right.
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mho \subseteq \mathbb{R}^{n}$ refers to a space variable.
The discrete techniques in SGRNs Equation (1) are therefore Eulerian difference (ED) for Brownian motion, exponential Eulerian difference (EED) for time variables, and central finite difference (CFD) for spatial variables, respectively. For more information on ED, EED, and CFD, please see the literature [51-55].

Remark 1. By using Euler differences, reports [18,40] considered discrete-time GRNs without spatial diffusions. In this article, SGRNs Equation (1) extends the models in reports [18,40].

Lemma 1. GRNs Equation (1) can be expressed as

$$
\left\{\begin{align*}
\mathbf{m}_{i, k}^{\langle\nu\rangle}= & \prod_{s=k_{0}}^{k-1} e^{-a_{i, s} h} \mathbf{m}_{i, k_{0}}^{\langle\nu\rangle}+\sum_{v=k_{0}}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-a_{i, s} h}\left(1-e^{-a_{i, v} h}\right)}{a_{i, v}}  \tag{4}\\
& \times\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle v\rangle}+\sum_{j=1}^{m} b_{i j, v} f_{j}\left(\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, v} g_{j}\left(\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right) w_{1 j, v}+I_{i, v}\right], \\
\mathbf{p}_{i, k}^{\langle v\rangle}= & \prod_{s=k_{0}}^{k-1} e^{-c_{i, s} h} \mathbf{p}_{i, k_{0}}^{\langle v\rangle}+\sum_{v=k_{0}}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-c_{i, s} h}\left(1-e^{-c_{i, v} h}\right)}{c_{i, v}} \\
& \times\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}+d_{i, v} \mathbf{m}_{i, v}^{\langle\nu\rangle}+\sum_{j=1}^{m} \omega_{i j, v} \eta_{j}\left(\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right) w_{2 j, v}\right]
\end{align*}\right.
$$

where $(v, k) \in \mho_{v} \times\left[k_{0}, \infty\right)_{\mathbb{Z}}$ with some initial point $k_{0} \in \mathbb{Z}, i=1,2, \ldots$, m. Moreover, it holds that

$$
\left.\mathbf{m}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.\mathbf{p}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}, \quad \forall k \in\left[k_{0}, \infty\right)_{\mathbb{Z}}, i=1,2, \ldots, m .
$$

Lemma 2 ([56] (Minkowski inequality)). If $X, Y \in L^{2}(\Omega, \mathbb{R})$, then

$$
\left(\mathbf{E}|X+Y|^{2}\right)^{\frac{1}{2}} \leq\left(\mathbf{E}|X|^{2}\right)^{\frac{1}{2}}+\left(\mathbf{E}|Y|^{2}\right)^{\frac{1}{2}}
$$

Lemma 3 ([56] (Hölder inequality)). Let $a_{k}, b_{k}: \mathbb{Z} \rightarrow \mathbb{R}$. Then,

$$
\left|\sum_{k} a_{k} b_{k}\right|^{2} \leq \sum_{k}\left|a_{k}\right| \sum_{k}\left|a_{k}\right|\left|b_{k}\right|^{2} .
$$

Lemma 4. $\mathbf{E}\left|w_{1 j, k}\right|^{2}=\mathbf{E}\left|w_{2 j, k}\right|^{2}=\frac{1}{h}$ for $j=1,2, \ldots, n$.

Proof. By the definition of $w_{1 j, k}$ and Ito formula, it is derived that

$$
\mathbf{E}\left|w_{1 j, k}\right|^{2}=\frac{1}{h^{2}} \mathbf{E}\left(\int_{k h}^{k h+h} \mathrm{~d}_{\mathbb{W}_{1 j}}(s)\right)^{2}=\frac{1}{h^{2}} \mathbf{E} \int_{k h}^{k h+h} \mathrm{~d} s=\frac{1}{h^{\prime}}, \quad \forall j=1,2, \ldots, n
$$

This completes the proof.

### 2.2. Weighted Pseudo-Almost Periodicity

In the following, assume that $\left(\mathbb{X},\|\cdot\|_{\mathbb{X}}\right)$ is a norm linear space, and $L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ denotes the set of all $p$ th integrable $\mathbb{R}^{n}$-valued random variables with the norm

$$
\|u\|_{p}=\max _{1 \leq i \leq n}\left[\mathbf{E}\left|u_{i}\right|^{p}\right]^{1 / p}, \quad \forall u=\left(u_{1}, \ldots, u_{n}\right)^{T} \in L^{p}\left(\Omega, \mathbb{R}^{n}\right), p>0,
$$

in which $\mathbf{E}$ denotes the expectation operator with respect to probability space $(\Omega, \mathcal{F}, \mathbf{P})$.
Definition 1. Let $X \in \mathbb{X}$ and $\epsilon>0$ be arbitrary. If $v=v_{\epsilon}$ and $\tau \in\left[a, a+v_{\epsilon}\right]_{\mathbb{Z}}$ for any $a \in \mathbb{Z}$, ensuring that

$$
\left\|X_{k+\tau}-X_{k}\right\|_{\mathbb{X}}<\epsilon, \quad \forall k \in \mathbb{Z},
$$

then $\left\{X_{k}\right\}$ is an almost periodic sequence. Herein, $\tau$ is called an $\epsilon$-almost period of $X . A P(\mathbb{Z}, \mathbb{X})$ denotes the set of the whole almost periodic sequences.

Let $\mathbb{U}$ be the set of all weight sequences $\alpha: \mathbb{Z} \rightarrow(0,+\infty)$ satisfying

$$
\begin{gathered}
\frac{\alpha_{k+s}}{\alpha_{k}} \leq \bar{\alpha}, \quad \forall k \in \mathbb{Z}, s \in\left[0, \sigma_{0}\right]_{\mathbb{Z}} ; \\
\mu_{k}(\alpha):=\sum_{s=-k}^{k} \alpha_{s} \rightarrow+\infty, \quad \frac{1}{\mu_{k}(\alpha)} \sum_{s=-k-\sigma_{0}}^{-k} \alpha_{s} \rightarrow 0, \quad \text { as } k \rightarrow+\infty,
\end{gathered}
$$

where $\sigma_{0}=\max _{1 \leq j \leq m} \sup _{k \in \mathbb{Z}}\left\{\sigma_{j, k}, \mu_{j, k}, v_{j, k}\right\}$.
Define $\mathbb{B}(\mathbb{Z}, \mathbb{X})$ as the set of all bounded sequences from $\mathbb{Z}$ to $\mathbb{X}$ and

$$
\operatorname{PAP}_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha):=\left\{X \in \mathbb{B}(\mathbb{Z}, \mathbb{X}): \lim _{k \rightarrow+\infty} \frac{1}{\mu_{k}(\alpha)} \sum_{s=-k}^{k} \alpha_{s}\left\|X_{s}\right\|_{\mathbb{X}}=0\right\}
$$

When $\mathbb{X}=L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ or $\mathbb{R}^{n}$, we use $\operatorname{PAP}_{0}^{\mu}\left(\mathbb{Z}, \mathbb{R}^{n}, \alpha\right)$ to denote $P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$.
Definition 2. Sequence $X \in \mathbb{B}(\mathbb{Z}, \mathbb{X})$ is said to be a weighted pseudo-almost periodic sequence or an $\alpha$-pseudo-almost periodic sequence in the case $X=Y+Z$, where $Y \in A P(\mathbb{Z}, \mathbb{X})$, $Z \in \operatorname{PAP}_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, and $\alpha \in \mathbb{U}$. The space of all $\alpha$-pseudo-almost periodic sequences is represented by $\operatorname{PAP}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$.

Supposing that $(\Omega, \mathcal{F}, \mathbf{P}, \theta)$ is a metric dynamical system, see the pioneering work in [57]. It holds that $\theta_{k}: \Omega \rightarrow \Omega$ is $\mathcal{F}$-measurable, $\mathbf{P}\left(\theta_{k}^{-1}(A)\right)=\mathbf{P}(A)$ for any $A \in \mathcal{F}$, and $\theta_{s+k}=\theta_{s} \circ \theta_{k}, \forall s, k \in \mathbb{Z}$.

Definition 3. The translation to a sequential process $X_{k}$ is defined as

$$
\mathcal{L}_{\tau} X_{k}(\omega):=X_{k+\tau}\left(\theta_{-\tau} \omega\right), \quad \forall \omega \in \Omega, s, k, \tau \in \mathbb{Z}
$$

Definition 4. If $X_{k} \in \mathbb{X}, \forall k \in \mathbb{Z}$, then $X$ is said to be $\theta$-almost periodic in the case that for each $\epsilon>0$ we can find at least one positive integer $v=v(\epsilon)$ and it has a constant $\tau=\tau(\epsilon) \in$ $(a, a+v)_{\mathbb{Z}}$ for arbitrary $a \in \mathbb{Z}$, ensuring that

$$
\left\|\mathcal{L}_{\tau} X_{k}-X_{k}\right\|_{\mathbb{X}} \leq \epsilon, \quad \forall k \in \mathbb{Z}
$$

Herein, $\tau$ is called an $\epsilon$ - $\theta$-almost period of $X$. The space of all $\theta$-almost periodic sequences is represented by $A P^{\theta}(\mathbb{Z}, \mathbb{X})$. If $\mathcal{L}_{\tau} X=X$ with $\tau \in \mathbb{Z}$, then $X$ is said to be $\theta$-periodic.

When $\mathbb{X}=L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ with $p>0$, then $X$ is said to be $\theta$-almost periodic in $p$-mean. If $p=2$, the elements in $\operatorname{PAP}^{\theta}\left(\mathbb{Z}, L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ are called a mean square $\theta$-almost periodic sequence. Hereby, we use a simplified symbol $\operatorname{PAP}^{\theta}\left(\mathbb{Z}, \mathbb{R}^{n}\right)$ to denote $\operatorname{PAP}^{\theta}\left(\mathbb{Z}, L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$.

Definition 5. Sequence $X: \mathbb{Z} \rightarrow \mathbb{X}$ is said to be a weighted pseudo- $\theta$-almost periodic sequence or $\alpha$-pseudo- $\theta$-almost periodic sequence in the case $X=Y+Z$, where $Y \in A P^{\theta}(\mathbb{Z}, \mathbb{X})$, $Z \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, and $\alpha \in \mathbb{U}$. The space of all $\alpha$-pseudo- $\theta$-almost periodic sequences is represented by $P A P^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha)$. If $Y$ is $\theta$-periodic, then $X$ is said to be a weighted pseudo- $\theta$-periodic sequence or an $\alpha$-pseudo- $\theta$-periodic sequence.

When $\mathbb{X}=L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ with $p>0$, then $X$ is said to be a weighted pseudo- $\theta$-almost periodic sequence or an $\alpha$-pseudo- $\theta$-almost periodic sequence in $p$-mean. If $p=2$, the elements in $\operatorname{PAP}^{\theta, \mu}\left(\mathbb{Z}, L^{p}\left(\Omega, \mathbb{R}^{n}\right), \alpha\right)$ are called a weighted pseudo mean square $\theta$-almost periodic sequence or an $\alpha$-pseudo mean square $\theta$-almost periodic sequence. Hereby, a simplified symbol $P A P^{\theta, \mu}\left(\mathbb{Z}, \mathbb{R}^{n}, \alpha\right):=\operatorname{PAP}^{\theta, \mu}\left(\mathbb{Z}, L^{2}\left(\Omega, \mathbb{R}^{n}\right), \alpha\right)$.

## 3. Mean Square $\alpha$-Pseudo- $\boldsymbol{\theta}$-Almost Periodic Sequence

This section focuses on weighted pseudo- $\theta$-almost periodic sequence solutions in the mean square sense of SGRNs Equation (1) based on stochastic calculus theory, the constant variation formula, and the Banach contraction mapping principle.

For any $\mathbf{u}=(\mathbf{m}, \mathbf{p})^{T} \in \operatorname{PAP}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$ with $\mathbf{m}=\left(\mathbf{m}_{1}, \cdots, \mathbf{m}_{m}\right)^{T}$ and $\mathbf{p}=$ $\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{m}\right)^{T}$, define $\Gamma: \operatorname{PAP}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right) \rightarrow \mathbb{R}^{2 m}$ by

$$
\Gamma \mathbf{u}=\left(\left(\Phi \mathbf{u}_{1}\right), \cdots,(\Phi \mathbf{u})_{m},(\Psi \mathbf{u})_{1}, \cdots,(\Psi \mathbf{u})_{m}\right)^{T}
$$

where

$$
\left\{\begin{align*}
(\Phi \mathbf{u})_{i, k}^{\langle\nu\rangle}= & \sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-a_{i, s} h}\left(1-e^{-a_{i, v} h}\right)}{a_{i, v}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right.  \tag{5}\\
& \left.+\sum_{j=1}^{m} b_{i j, v} f_{j}\left(\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle v\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, v} g_{j}\left(\mathbf{p}_{j, v-\mu_{j, v}}^{\langle v\rangle}\right) w_{1 j, v}+I_{i, v}\right] \\
(\Psi \mathbf{u})_{i, k}^{\langle\nu\rangle}= & \sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-c_{i, s} h}\left(1-e^{-c_{i, v} h}\right)}{c_{i, v}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle v\rangle}\right. \\
& \left.+\sum_{j=1}^{m} \omega_{i j, v} \eta_{j}\left(\mathbf{m}_{j, v-v_{j, v}}^{\langle v\rangle}\right) w_{2 j, v}+d_{i, v} \mathbf{m}_{i, v}^{\langle v\rangle}\right], \quad \forall(v, k) \in \mho_{v} \times \mathbb{Z} ;
\end{align*}\right.
$$

$\left.(\Phi \mathbf{u})_{i, k}^{\langle v\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.(\Psi \mathbf{u})_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}, \forall k \in \mathbb{Z}, i=1,2, \ldots, m$.
For $\forall \mathbf{u}=(\mathbf{m}, \mathbf{p}) \in P A P^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$, define the norm as follows:

$$
\|\mathbf{u}\|_{\infty}=\sup _{(v, k) \in \mho_{v} \times \mathbb{Z}^{1 \leq i \leq m}} \max _{1 \leq 1}\left\{\left\|\mathbf{m}_{i, k}^{\langle\nu\rangle}\right\|_{2},\left\|\mathbf{p}_{i, k}^{\langle\nu\rangle}\right\|_{2}\right\}
$$

in which $\left\|\mathbf{m}_{i, k}^{\langle\nu\rangle}\right\|_{2}=\left[\mathbf{E}\left(\mathbf{m}_{i, k}^{\langle\nu\rangle}\right)^{2}\right]^{\frac{1}{2}}$ and $\left\|\mathbf{p}_{i, k}^{\langle\nu\rangle}\right\|_{2}=\left[\mathbf{E}\left(\mathbf{p}_{i, k}^{\langle\nu\rangle}\right)^{2}\right]^{\frac{1}{2}}$ for all $(v, k) \in \mho_{v} \times \mathbb{Z}$, $i=1,2, \ldots, m$.

Define

$$
\begin{gathered}
\underline{a}_{i}:=\inf _{k \in \mathbb{Z}} a_{i, k} \quad \underline{c}_{i}:=\inf _{k \in \mathbb{Z}} c_{i, k}, \quad \bar{d}_{i}:=\sup _{k \in \mathbb{Z}}\left|d_{i, k}\right|, \\
\bar{I}_{i}:=\sup _{k \in \mathbb{Z}}\left|I_{i, k}\right|, \quad \bar{b}_{i j}:=\sup _{k \in \mathbb{Z}}\left|b_{i j, k}\right|, \quad \bar{\gamma}_{i j}:=\sup _{k \in \mathbb{Z}}\left|\gamma_{i j, k}\right|, \quad \bar{\omega}_{i j}:=\sup _{k \in \mathbb{Z}}\left|\omega_{i j, k}\right|,
\end{gathered}
$$

where $i, j=1,2, \ldots, m$.
In the later discussion of this paper, the following assumptions are necessary:
$\left(\mathbf{g}_{1}\right) a_{i}$ and $c_{i}$ are $\mathbb{R}$-valued almost periodic sequences; $\sigma_{j}, \mu_{j}$, and $v_{j}$ are $\mathbb{Z}_{0}$-valued almost periodic sequences; $b_{i j}, \gamma_{i j}, \omega_{i j}, I_{i}$, and $d_{i}$ are $\mathbb{R}$-valued $\alpha$-pseudo-almost periodic sequences.
$\left(\mathbf{g}_{2}\right) f_{j}(0)=g_{j}(0)=\eta_{j}(0)=0$ and there exist positive numbers $L_{j}^{f}, L_{j}^{g}$ and $L_{j}^{\eta}$ such that

$$
\left|f_{j}(u)-f_{j}(v)\right| \leq L_{j}^{f}|u-v|, \quad\left|g_{j}(u)-g_{j}(v)\right| \leq L_{j}^{g}|u-v|, \quad\left|\eta_{j}(u)-\eta_{j}(v)\right| \leq L_{j}^{\eta}|u-v|
$$

for any $u, v \in \mathbb{R}, j=1,2, \ldots, m$.
$\left(\mathbf{g}_{3}\right) \min _{1 \leq i \leq m}\left\{\underline{a}_{i}, \underline{c}_{i}\right\}>0$.

## 3.1. $\alpha$-Pseudo- $\theta$-Almost Periodicity of Operator $\Gamma$

Define a coordinate function $\mathbf{w}_{p j, k}(\omega):=\mathbf{w}_{p j}(k h, \omega):=\omega_{p j, k}$ and $\theta=\left(\theta_{k}\right)_{k \in \mathbb{Z}}$, which is the dynamical system on $(\Omega, \mathcal{F}, \mathbf{P})$, as

$$
\theta_{k} \omega(s)=\left(\mathbf{w}_{11, k+s}-\mathbf{w}_{11, k}, \ldots, \mathbf{w}_{1 m, k+s}-\mathbf{w}_{1 m, k}, \mathbf{w}_{21, k+s}-\mathbf{w}_{21, k}, \ldots, \mathbf{w}_{2 m, k+s}-\mathbf{w}_{2 m, k}\right)^{T}
$$

where $\omega=\left(\omega_{11}, \ldots, \omega_{1 m}, \omega_{21}, \ldots, \omega_{2 m}\right)^{T} \in \Omega, k, s \in \mathbb{Z}, p=1,2, j=1,2, \ldots, m$.
For any $k, \tau \in \mathbb{Z}$ and $\omega \in \Omega$, it holds that

$$
\begin{equation*}
\mathbf{w}_{p j, k+\tau}\left(\theta_{-\tau} \omega\right)=\mathbf{w}_{p j, k}(\omega)-\mathbf{w}_{p j,-\tau}(\omega), \quad p=1,2, j=1,2, \ldots, m \tag{6}
\end{equation*}
$$

Lemma 5. Let $\sigma: \mathbb{Z} \rightarrow\left[0, \sigma_{0}\right]_{\mathbb{Z}}$ with $\sigma_{0}>0$ and $\Delta \sigma<1$. If $\mathbf{x} \in \operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, then $\mathbf{x}_{k-\sigma_{k}} \in \operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha), \forall k \in \mathbb{Z}$.

Proof. By the definition of $\operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, we obtain

$$
\begin{aligned}
\frac{1}{\mu_{k}(\alpha)} \sum_{s=-k}^{k} \alpha_{s}\left\|\mathbf{x}_{s-\sigma_{s}}\right\|_{\mathbb{X}} & \leq \frac{\bar{\alpha}}{\mu_{k}(\alpha)} \sum_{q=-k-\sigma_{-k}}^{k-\sigma_{k}} \alpha_{q}\left\|\mathbf{x}_{q}\right\|_{\mathbb{X}} \\
& \leq \frac{\bar{\alpha}}{\mu_{k}(\alpha)} \sum_{q=-k}^{k} \alpha_{q}\left\|\mathbf{x}_{q}\right\|_{\mathbb{X}}+\frac{\bar{\alpha}}{\mu_{k}(\alpha)} \sum_{q=-k-\sigma_{0}}^{-k} \alpha_{q}\left\|\mathbf{x}_{q}\right\|_{\mathbb{X}} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. This completes the proof.
Corollary 1. If $\mathbf{x} \in \operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, then $\mathbf{x}_{k-1} \in \operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$ for each $k \in \mathbb{Z}$.
Lemma 6. Let $\sigma: \mathbb{Z} \rightarrow\left[0, \sigma_{0}\right]_{\mathbb{Z}}$ be an almost periodic sequence, which satisfies the conditions in Lemma 5. If $\mathbf{x} \in \operatorname{PAP}^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, then $\mathbf{x}_{k-\sigma_{k}} \in \operatorname{PA} P^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha), \forall k \in \mathbb{Z}$.

Proof. Owing to $\mathbf{x} \in \operatorname{PAP}^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha)$, then $\mathbf{x}=\hat{\mathbf{x}}+\breve{\mathbf{x}}$, where $\hat{\mathbf{x}} \in A P^{\theta}(\mathbb{Z}, \mathbb{R})$ and $\breve{\mathbf{x}} \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{R}, \alpha)$. From Lemma $5, \breve{\mathbf{x}}_{k-\sigma_{k}} \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha), \forall k \in \mathbb{Z}$. It suffices to prove $\hat{\mathbf{x}}_{k-\sigma_{k}} \in A P^{\theta}(\mathbb{Z}, \mathbb{X}), \forall k \in \mathbb{Z}$.

Let $\tau \in \mathbb{Z}$ be an $\epsilon$ - $\theta$-almost period of $\sigma$ and $\hat{\mathbf{x}}, \epsilon \in(0,1)$. Noting that $\sigma: \mathbb{Z} \rightarrow \mathbb{Z}$, so

$$
\left|\sigma_{k+\tau}-\sigma_{k}\right|=0<\epsilon, \quad \forall k \in \mathbb{Z},
$$

which derives

$$
\left\|\mathcal{L}_{\tau} \hat{\mathbf{x}}_{k-\sigma_{k}}-\hat{\mathbf{x}}_{k-\sigma_{k}}\right\|_{\mathbb{X}} \leq\left\|\hat{\mathbf{x}}_{k+\tau-\sigma_{k+\tau}}-\hat{\mathbf{x}}_{k-\sigma_{k+\tau}}\right\|_{\mathbb{X}}+\left\|\hat{\mathbf{x}}_{k-\sigma_{k+\tau}}-\hat{\mathbf{x}}_{k-\sigma_{k}}\right\|_{\mathbb{X}}<\epsilon, \quad \forall k \in \mathbb{Z} .
$$

Then, $\hat{\mathbf{x}}_{k-\sigma_{k}} \in A P^{\theta}(\mathbb{Z}, \mathbb{X}), \forall k \in \mathbb{Z}$. This completes the proof.
Lemma 7. If $b \in P A P^{\mu}(\mathbb{Z}, \mathbb{R}, \alpha), \mathbf{x} \in P A P^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha)$ is bounded, $f(0)=0$, and $f: \mathbb{R} \rightarrow \mathbb{R}$ meets the Lipschitz condition with Lipschitz constant $L_{f}>0$, then $b f(\mathbf{x}) \in \operatorname{PAP} P^{\theta, \mu}(\mathbb{Z}, \mathbb{X}, \alpha)$.

Proof. Under the assumptions in Lemma 7, there exist $\hat{b} \in A P(\mathbb{Z}, \mathbb{R}), \breve{b} \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{R}, \alpha)$, $\hat{\mathbf{x}} \in A P^{\theta}(\mathbb{Z}, \mathbb{X})$, and $\breve{\mathbf{x}} \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$ such that

$$
b=\hat{b}+\breve{b}, \quad \mathbf{x}=\hat{\mathbf{x}}+\breve{\mathbf{x}} .
$$

For any $\tau \in \mathbb{Z}$,

$$
\begin{aligned}
\left\|\mathcal{L}_{\tau} \hat{b}_{k} f\left(\hat{\mathbf{x}}_{k}\right)-\hat{b}_{k} f\left(\hat{\mathbf{x}}_{k}\right)\right\|_{\mathbb{X}} & =\left\|\hat{b}_{k+\tau} f\left(\mathcal{L}_{\tau} \hat{\mathbf{x}}_{k}\right)-\hat{b}_{k} f\left(\hat{\mathbf{x}}_{k}\right)\right\|_{\mathbb{X}} \\
& \leq\left|\hat{b}_{k+\tau}-\hat{b}_{k}\right| L_{f}\left\|\hat{\mathbf{x}}_{k+\tau}\left(\theta_{-\tau} \omega\right)\right\|_{\mathbb{X}}+\left|\hat{b}_{k}\right| L_{f}\left\|\mathcal{L}_{\tau} \hat{\mathbf{x}}_{k}-\hat{\mathbf{x}}_{k}\right\|_{\mathbb{X}} \quad \forall k \in \mathbb{Z},
\end{aligned}
$$

which implies $\hat{b} f(\hat{\mathbf{x}}) \in A P^{\theta}(\mathbb{Z}, \mathbb{X})$. Meanwhile,

$$
\|b f(\mathbf{x})-\hat{b} f(\hat{\mathbf{x}})\|_{\mathbb{X}} \leq|\breve{b}| L_{f}\|\mathbf{x}\|_{2}+|\hat{b}| L_{f}\|\breve{\mathbf{x}}\|_{\mathbb{X}}
$$

which induces $b f(\mathbf{x})-\hat{b} f(\hat{\mathbf{x}}) \in \operatorname{PAP} P_{0}^{\mu}(\mathbb{Z}, \mathbb{X}, \alpha)$. This completes the proof.
Lemma 8. If $a \in A P(\mathbb{Z}, \mathbb{R})$ with $\underline{a}=\inf _{k \in \mathbb{Z}} a_{k}>0, \mathbf{x} \in P A P^{\theta, \mu}(\mathbb{Z}, \mathbb{R}, \alpha)$ is bounded and $\mathbf{x}_{k}$ is $\mathscr{F}_{k}$-adaptive for each $k \in \mathbb{Z}$, then
$\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \mathbf{x}_{v} \in \operatorname{PA} P^{\theta, \mu}(\mathbb{Z}, \mathbb{R}, \alpha), \sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \mathbf{x}_{v} w_{p j, v} \in P A P^{\theta, \mu}(\mathbb{Z}, \mathbb{R}, \alpha), \quad \forall k \in \mathbb{Z}$,
where $p=1,2, j=1,2, \ldots, m$.
Proof. Similar to Lemma 7, there exist $\hat{\mathbf{x}} \in A P^{\theta}(\mathbb{Z}, \mathbb{R})$ and $\breve{\mathbf{x}} \in P A P_{0}^{\mu}(\mathbb{Z}, \mathbb{R}, \alpha)$ such that $\mathbf{x}=\hat{\mathbf{x}}+\breve{\mathbf{x}}$.

Let $\bar{a}=\sup _{k \in \mathbb{Z}} a_{k}, \tau \in \mathbb{Z}$ be an $\epsilon-\theta$-almost period of $a$ and $\hat{\mathbf{x}}$,

$$
\hat{\mathcal{I}}_{p j, k}:=\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \hat{\mathbf{x}}_{v} w_{p j, v}, \quad \breve{\mathcal{I}}_{p j, k}:=\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \breve{\mathbf{x}}_{v} w_{p j, v}, \quad \forall k \in \mathbb{Z},
$$

where $p=1,2, j=1,2, \ldots, m$. By using Equation (6) and the Minkowski and Hölder inequalities in Lemmas 2 and 3, we have

$$
\begin{aligned}
\left\|\mathcal{L}_{\tau} \hat{\mathcal{I}}_{p j, k}-\hat{\mathcal{I}}_{p j, k}\right\|_{2}= & \left\{\mathbf{E}\left[\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h}\left(e^{a_{s} h}\left(e^{-a_{s+\tau} h}-e^{-a_{s} h}\right) \hat{\mathbf{x}}_{v+\tau}+\left(\hat{\mathbf{x}}_{v+\tau}-\hat{\mathbf{x}}_{v}\right)\right) w_{p j, v}\right]^{2}\right\}^{\frac{1}{2}} \\
\leq & \left\{\sum_{v=-\infty}^{k-1} e^{-\underline{a}(k-v-1) h} \sum_{v=-\infty}^{k-1} e^{-\underline{a}(k-v-1) h} \mathbf{E}\left[\left(e^{(\bar{a}-\underline{a}) h} \epsilon h\left|\hat{\mathbf{x}}_{v+\tau}\right|+\left|\hat{\mathbf{x}}_{v+\tau}-\hat{\mathbf{x}}_{v}\right|\right) w_{p j, v}\right]^{2}\right\}^{\frac{1}{2}} \\
\leq & \frac{1}{1-e^{-\underline{a} h}}\left(e^{(\bar{a}-\underline{a}) h} h \sup _{k \in \mathbb{Z}}\left\|\hat{\mathbf{x}}_{k}\right\|_{2}+1\right) h^{-\frac{1}{2}} \epsilon, \quad \forall k \in \mathbb{Z}, \\
& \text { which implies } \hat{\mathcal{I}}_{p j} \in A P^{\theta}(\mathbb{Z}, \mathbb{R}), p=1,2, j=1,2, \ldots, m .
\end{aligned}
$$

On the other hand, similar to the before derivation, we attain

$$
\begin{aligned}
\left\|\breve{\mathcal{I}}_{p j, k}\right\|_{2} & =\left\{\mathbf{E}\left[\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \breve{\mathbf{x}}_{v} w_{p j, v}\right]^{2}\right\}^{\frac{1}{2}} \\
& \leq\left[\sum_{v=-\infty}^{k-1} e^{-\underline{a}(k-v-1) h} \sum_{v=-\infty}^{k-1} e^{-\underline{a}(k-v-1) h} \mathbf{E}\left(\breve{\mathbf{x}}_{v}^{2} w_{p j, v}^{2}\right)\right]^{\frac{1}{2}} \\
& \leq\left[\frac{1}{1-e^{-\underline{a} h}} \sum_{v=-\infty}^{k-1} \frac{1}{h} e^{-\underline{a}(k-v-1) h}\left\|\breve{\mathbf{x}}_{v}\right\|_{2}^{2}\right]^{\frac{1}{2}}, \quad \forall k \in \mathbb{Z},
\end{aligned}
$$

$$
\begin{aligned}
\lim _{k \rightarrow+\infty} \frac{1}{\mu_{k}(\alpha)} \sum_{s=-k}^{k} \alpha_{s}\left\|\breve{\mathcal{I}}_{p j, s}\right\|_{2} & \leq \lim _{k \rightarrow+\infty} \frac{1}{\mu_{k}(\alpha)}\left[\sum_{s=-k}^{k} \alpha_{s} \sum_{s=-k}^{k} \alpha_{s}\left\|\breve{\mathcal{I}}_{p j, s}\right\|_{2}^{2}\right]^{\frac{1}{2}} \\
& \leq \lim _{k \rightarrow+\infty}\left[\frac{1}{\mu_{k}(\alpha)\left(1-e^{-\underline{\underline{a} h})}\right.} \sum_{s=-k}^{k} \alpha_{s} \sum_{v=-\infty}^{s-1} \frac{1}{h} e^{-\underline{a}(s-v-1) h}\left\|_{\breve{\mathbf{x}}_{v}}\right\|_{2}^{2}\right]^{\frac{1}{2}} \\
& \leq\left[\frac{\sup _{k \in \mathbb{Z}}\left\|\breve{\mathbf{x}}_{k}\right\|_{2}}{1-e^{-\underline{a} h}} \sum_{q=0}^{\infty} e^{-\underline{a} q h} \frac{1}{h} \lim _{k \rightarrow+\infty} \frac{1}{\mu_{k}(\alpha)} \sum_{s=-k}^{k} \alpha_{s}\left\|\breve{\mathbf{x}}_{s-q-1}\right\|_{2}\right]^{\frac{1}{2}}(q=s-v-1) \\
& =0, \quad p=1,2, j=1,2, \ldots, m .
\end{aligned}
$$

In the above computations, Corollary 1 and the principle of uniform convergence are employed. Thus, $\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \mathbf{x}_{v} w_{\cdots, v} \in \operatorname{PAP}^{\theta, \mu}(\mathbb{Z}, \mathbb{R}, \alpha), \forall k \in \mathbb{Z}$. Furthermore, $\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} e^{-a_{s} h} \mathbf{x}_{v} \in \operatorname{PA} P^{\theta, \mu}(\mathbb{Z}, \mathbb{R}, \alpha)$ can be similarly addressed, and $\forall k \in \mathbb{Z}$. This completes the proof.

Together with Lemmas 5-8, we derive the following:
Theorem 1. Supposing that $\left(\mathbf{g}_{1}\right)-\left(\mathbf{g}_{3}\right)$ hold. Then, $\Gamma$ maps $P A P^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$ to $P_{A P} P^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$.
3.2. Weighted Pseudo-Almost Periodic Sequence Solution to GRNs Equation (1)

Define
where

$$
\varphi=\left(\varphi_{1}, \varphi_{2}, \cdots, \varphi_{m}, 0, \cdots, 0\right)^{T}, \quad \varphi_{i, k}^{\langle\nu\rangle}=\sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-a_{i, s} h}\left(1-e^{-a_{i, v} h}\right)}{a_{i, v}} I_{i, v}
$$

for all $(v, k) \in \mho_{v} \times \mathbb{Z}, i=1,2, \ldots, m$. From the definition of $\varphi$, we derive
$\|\varphi\|_{\infty}=\max _{1 \leq i \leq m} \sup _{(v, k) \in \mho_{v} \times \mathbb{Z}}\left\|\varphi_{i, k}^{\langle\nu\rangle}\right\|_{2}=\max _{1 \leq i \leq m} \sup _{(v, k) \in \mho_{v} \times \mathbb{Z}} \sum_{v=-\infty}^{k-1} \prod_{s=v+1}^{k-1} \frac{e^{-a_{i, s} h}\left(1-e^{-a_{i, v} h}\right)}{a_{i, v}} I_{i, v} \leq \max _{1 \leq i \leq m} \frac{\overline{\bar{I}}_{i}}{\underline{a}_{i}}=\varphi_{0}$,
which induces

$$
\|\mathbf{u}\|_{\infty} \leq\|\mathbf{u}-\varphi\|_{\infty}+\|\varphi\|_{\infty} \leq \frac{\varsigma \varphi_{0}}{1-\varsigma}+\varphi_{0}=\frac{\varphi_{0}}{1-\varsigma}, \quad \forall \mathbf{u} \in P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)
$$

Theorem 2. Let $\left(\mathbf{g}_{1}\right)-\left(\mathbf{g}_{3}\right)$ be valid. GRNs Equation (1) possesses a unique weighted pseudo- or $\alpha$-pseudo-almost periodic sequence solution if the following condition holds.
$\left(\mathbf{g}_{4}\right) \varsigma=\max \left\{\varsigma_{1}, \varsigma_{2}\right\}<1$, where

$$
\begin{gathered}
\varsigma_{1}=\max _{1 \leq i \leq m} \frac{1}{\underline{a}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} h^{-\frac{1}{2}}\right], \\
\varsigma_{2}=\max _{1 \leq i \leq m} \frac{1}{\underline{c}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} h^{-\frac{1}{2}}+\bar{d}_{i}\right] .
\end{gathered}
$$

Proof. Let us prove that the operator $\Gamma$ is self-mapping from $P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$ to $\operatorname{PAP}_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$. Supposing that $\mathbf{u}=(\mathbf{m}, \mathbf{p})^{T}=\left(\mathbf{m}_{1}, \cdots, \mathbf{m}_{m}, \mathbf{p}_{1}, \cdots, \mathbf{p}_{m}\right)^{T} \in$ $P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$. In view of Equation (5) and by utilizing the Minkowski and Hölder inequalities in Lemmas 2 and 3, we have

$$
\begin{align*}
& \left\|(\Phi \mathbf{u})_{i, k}^{\langle\nu\rangle}-\varphi_{i, k}^{\langle\nu}\right\|_{2}=\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } \prod _ { s = v + 1 } ^ { k - 1 } \frac { e ^ { - a _ { i , s } h } ( 1 - e ^ { - a _ { i , v } h } ) } { a _ { i , v } } \left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\tilde{F}_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right.\right.\right. \\
& \left.\left.\left.+\sum_{j=1}^{m} b_{i j, v} f_{j}\left(\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, v} g_{j}\left(\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right) w_{1 j, v}\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{a}_{i} h}}{\underline{a}_{i}}\left\{\mathrm { E } \left(\sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right|\right.\right.\right. \\
& \left.\left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right|\left|w_{1 j, v}\right|\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-a_{i}} h}{\underline{a}_{i}}\left\{\sum_{v=-\infty}^{k-1} e^{-\underline{a}_{i}(k-v-1) h} \sum_{v=-\infty}^{k-1} e^{-\underline{a}_{i}(k-v-1) h}\right. \\
& \left.\times \mathbf{E}\left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right|\left|w_{1 j, v}\right|\right]^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{a}_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf { E } \left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right|\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right|\left|w_{1 j, v}\right|\right]^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}}  \tag{7}\\
& \leq \frac{1-e^{-a_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - a _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf{E}\left(\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, v}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}}\right.\right. \\
& \left.\left.\left.+\left(\mathbf{E}\left(\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}}+\left(\mathbf{E} \sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle} \| w_{1 j, v}\right|\right)^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{a}_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left\{\sum_{q=1}^{n}\left|\Theta_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}\|_{\infty}\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\|\mathbf{u}\|_{\infty}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\|\mathbf{u}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-a_{i} h^{2}}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \left\{\sum_{q=1}^{n}\left|\Theta_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}\|_{\infty}\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\|\mathbf{u}\|_{\infty}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\|\mathbf{u}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1}{\underline{a}_{i}}\left(\sum_{q=1}^{n}\left|\Theta_{i q}\right| \frac{2}{\hbar}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\right)\|\mathbf{u}\|_{\infty} \\
& \leq \frac{\varsigma \varphi_{0}}{1-\varsigma^{\prime}}, \quad i=1,2, \ldots, m,
\end{align*}
$$

as well as

$$
\begin{aligned}
& \left\|(\Psi \mathbf{u})_{i, k}^{\langle\nu\rangle}-0\right\|_{2}=\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } \prod _ { s = v + 1 } ^ { k - 1 } \frac { e ^ { - c _ { i , s } h } ( 1 - e ^ { - c _ { i , v } h } ) } { c _ { i , v } } \left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}\right.\right.\right. \\
& \left.\left.\left.+d_{i, v} \mathbf{m}_{i, v}^{\langle v\rangle}+\sum_{j=1}^{m} \omega_{i j, v} \eta_{j}\left(\mathbf{m}_{j, v-v_{j, v}}^{\langle v\rangle}\right) w_{2 j, v}\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}\right|\right.\right.\right. \\
& \left.\left.\left.+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\sum_{v=-\infty}^{k-1} e^{-\underline{c}_{i}(k-v-1) h} \sum_{v=-\infty}^{k-1} e^{-\underline{c}_{i}(k-v-1) h}\right. \\
& \left.\times \mathbf{E}\left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}\right|+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { c } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf { E } \left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}\right|\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { 1 - e ^ { - c _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf{E}\left(\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{p}_{i, v}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}}\right.\right. \\
& \left.\left.\left.+\left(\mathbf{E}\left(\bar{d}_{i}\left|\mathbf{m}_{j, v}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}}+\left(\mathbf{E} \sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right)^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac{1}{1-e^{-\underline{c}_{i} h}} \sum_{v=-\infty}^{k-1} e^{-\underline{c}_{i}(k-v-1) h}\right. \\
& \left.\times\left\{\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}\|_{\infty}+\bar{d}_{i}\|\mathbf{u}\|_{\infty}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\|\mathbf{u}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac{1}{1-e^{-c_{i} h}} \frac{1}{1-e^{-\underline{c}_{i} h}}\right. \\
& \left.\times\left\{\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}\|_{\infty}+\bar{d}_{i}\|\mathbf{u}\|_{\infty}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\|\mathbf{u}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1}{\underline{c}_{i}}\left(\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}+\bar{d}_{i}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\right)\|\mathbf{u}\|_{\infty} \\
& \leq \frac{\zeta \varphi_{0}}{1-\zeta}, \quad i=1,2, \ldots, m \text {. }
\end{aligned}
$$

In the calculations of the stochastic terms of Equations (7) and (8), Lemma 4 has been employed.

Together with Equations (7) and (8), $\|\Gamma \mathbf{u}-\varphi\|_{\infty} \leq \frac{\varsigma \varphi_{0}}{1-\varsigma}$ and $\Gamma \mathbf{u}$ is well defined in space $\left(P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right),\|\cdot\|_{\infty}\right)$ for any $\mathbf{u} \in P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$.

In the end, the property of contraction to the operator $\Gamma$ in space $P A P_{b}^{\theta, \mu}\left(\mho_{v} \times\right.$ $\left.\mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$ will be demonstrated. Let $\mathbf{u}=\left(\mathbf{m}_{1}, \cdots, \mathbf{m}_{m}, \mathbf{p}_{1}, \cdots, \mathbf{p}_{m}\right)^{T}$ and $\tilde{\mathbf{u}}=\left(\tilde{\mathbf{m}}_{1}, \cdots, \tilde{\mathbf{m}}_{m}\right.$, $\left.\tilde{\mathbf{p}}_{1}, \cdots, \tilde{\mathbf{p}}_{m}\right)^{T}$ belong to space $\operatorname{PAP}_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$, it follows that

$$
\begin{aligned}
& \left\|(\Phi \mathbf{u})_{i, k}^{\langle\nu\rangle}-(\Phi \tilde{\mathbf{u}})_{i, k}^{\langle\nu}\right\|_{2}=\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } \prod _ { s = v + 1 } ^ { k - 1 } \frac { e ^ { - a _ { i , s } h } ( 1 - e ^ { - a _ { i , v } h } ) } { a _ { i , v } } \left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{m}_{i, v}^{\langle\nu}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu}\right)\right.\right.\right. \\
& +\sum_{j=1}^{m} b_{i j, v}\left(f_{j}\left(\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right)-f_{j}\left(\tilde{\mathbf{p}}_{j, v-\sigma_{j, v}}^{\langle \rangle}\right)\right) \\
& \left.\left.\left.+\sum_{j=1}^{m} \gamma_{i j, v}\left(g_{j}\left(\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right)-g_{j}\left(\tilde{\mathbf{p}}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right)\right) w_{1 j, v}\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{a}_{i} h}}{\underline{a}_{i}}\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { \underline { I } } _ { i } ( k - v - 1 ) h } \left[\sum _ { q = 1 } ^ { n } \left|\Theta_{i q} \|\left|\tilde{\Delta}_{\tilde{h}_{q}}^{2}\left(\mathbf{m}_{i, v}^{\langle \rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right)\right|\right.\right.\right.\right. \\
& \left.\left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right|\left|w_{1 j, v}\right|\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-a_{i} h}}{\underline{a}_{i}}\left\{\sum _ { v = - \infty } ^ { k - 1 } e ^ { - a _ { i } ( k - v - 1 ) h } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \mathbf { E } \left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right)\right|\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\mu_{j, v}}^{\langle\nu}\right| \mid w_{1 j, v}\right]^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-q_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf { E } \left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right)\right|\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{|}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right| \mid w_{1 j, v}\right]^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-a_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { a } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { a } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf{E}\left(\sum_{q=1}^{n}\left|\Theta_{i q}\right| \mid \tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right)\right)^{2}\right)^{\frac{1}{2}}\right.\right. \\
& +\left(\mathbf{E}\left(\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left|\mathbf{p}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}} \\
& \left.\left.\left.+\left(\mathbf{E} \sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left|\mathbf{p}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{j, v-\mu_{j, v}}^{\langle\nu}\right|\left|w_{1 j, v}\right|\right)^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-a_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { q } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { \underline { a } } _ { i } ( k - v - 1 ) h } \left\{\sum_{q=1}^{n}\left|\Theta_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-e_{i} h}}{\underline{a}_{i}}\left\{\frac { 1 } { ( 1 - e ^ { - \underline { q } _ { i } ) ^ { 2 } ) ^ { 2 } } } \left\{\sum_{q=1}^{n}\left|\Theta_{i q}\right| 2\|\mathbf{\eta}-\tilde{\mathbf{u}}\|_{\infty}\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1}{\underline{a}_{i}}\left(\sum_{q=1}^{n}\left|\Theta_{i q}\right| \frac{2}{\hbar}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \frac{1}{\sqrt{h}}\right)\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty} \\
& \leq \varsigma\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}, \quad i=1,2, \ldots, m,
\end{aligned}
$$

as well as

$$
\begin{aligned}
& \left\|(\Psi \mathbf{u})_{i, k}^{\langle\nu\rangle}-(\Psi \tilde{\mathbf{u}})_{i, k}^{\langle\nu\rangle}\right\|_{2}=\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } \prod _ { s = v + 1 } ^ { k - 1 } \frac { e ^ { - c _ { i , s } h } ( 1 - e ^ { - c _ { i , v } h } ) } { c _ { i , v } } \left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{p}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{i, v}^{\langle\nu\rangle}\right)\right.\right.\right. \\
& \left.\left.\left.+d_{i, v}\left(\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \omega_{i j, v} \eta_{j}\left(\mathbf{m}_{j, v-v_{j, v}}^{\langle v\rangle}-\tilde{\mathbf{m}}_{j, v-v_{j, v}}^{\langle v\rangle}\right) w_{2 j, v}\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\mathbf { E } \left(\sum _ { v = - \infty } ^ { k - 1 } e ^ { - c _ { i } ( k - v - 1 ) h } \left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{p}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{i, v}^{\langle\nu\rangle}\right)\right|\right.\right.\right. \\
& \left.\left.\left.+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]\right)^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \mathbf { E } \left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{p}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{p}}_{i, v}^{\langle v\rangle}\right)\right|\right.\right. \\
& \left.\left.+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-c_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { 1 - e ^ { - c _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf { E } \left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{p}_{i, v}^{\langle v\rangle}-\tilde{\mathbf{p}}_{i, v}^{\langle\nu\rangle}\right)\right|\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\bar{d}_{i}\left|\mathbf{m}_{i, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{i, v}^{\langle\nu\rangle}\right|+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right]^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { c } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left\{\left(\mathbf{E}\left(\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left|\tilde{\Delta}_{\hbar_{q}}^{2}\left(\mathbf{p}_{i, v}^{\langle v\rangle}-\tilde{\mathbf{p}}_{i, v}^{\langle\nu\rangle}\right)\right|\right)^{2}\right)^{\frac{1}{2}}\right.\right. \\
& \left.\left.\left.+\left(\mathbf{E}\left(\bar{d}_{i}\left|\mathbf{m}_{j, v}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{j, v}^{\langle\nu\rangle}\right|\right)^{2}\right)^{\frac{1}{2}}+\left(\mathbf{E} \sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left|\mathbf{m}_{j, v-v_{j, v}}^{\langle\nu\rangle}-\tilde{\mathbf{m}}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right|\left|w_{2 j, v}\right|\right)^{2}\right)^{\frac{1}{2}}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { 1 - e ^ { - \underline { c } _ { i } h } } \sum _ { v = - \infty } ^ { k - 1 } e ^ { - \underline { c } _ { i } ( k - v - 1 ) h } \left\{\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right.\right. \\
& \left.\left.+\bar{d}_{i}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1-e^{-\underline{c}_{i} h}}{\underline{c}_{i}}\left\{\frac { 1 } { ( 1 - e ^ { - c _ { i } h } ) ^ { 2 } } \left\{\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right.\right. \\
& \left.\left.+\bar{d}_{i}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}\right\}^{2}\right\}^{\frac{1}{2}} \\
& \leq \frac{1}{c_{i}}\left(\sum_{q=1}^{n}\left|\Pi_{i q}\right| \frac{2}{\hbar}+\bar{d}_{i}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \frac{1}{\sqrt{h}}\right)\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty} \\
& \leq \varsigma\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}, \quad i=1,2, \ldots, m \text {. }
\end{aligned}
$$

The inequalities in Equations (9) and (10) exhibit $\|\Gamma \mathbf{u}-\Gamma \tilde{\mathbf{u}}\|_{\infty} \leq \varsigma\|\mathbf{u}-\tilde{\mathbf{u}}\|_{\infty}, \forall \mathbf{u}, \tilde{\mathbf{u}} \in$ $P A P_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$. In line with assumption $\left(\mathbf{g}_{1}\right)$, the operator $\Gamma$ is a contraction mapping. Consequently, $\Gamma$ possess a unique fixed point $\hat{\mathbf{u}}=(\hat{\mathbf{m}}, \hat{\mathbf{p}})^{T} \in P A P_{b}^{\theta, \mu}\left(\mho_{v} \times\right.$ $\left.\mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$, i.e., $\Gamma \hat{\mathbf{u}}=\hat{\mathbf{u}}$. Hence, $\hat{\mathbf{u}}$ is a unique weighted pseudo-almost periodic sequence to GRNs Equation (1). This completes the proof.

Remark 2. Articles $[12,38]$ studied the existence of a unique (weighted pseudo) almost periodic solution of continuous-time GRNs without spatial diffusions. However, this paper not only regards the spatial diffusions, but also studies the corollary responding to multi-variable discrete GRNs. So Theorem 2 complements the works of $[12,38]$.

## 4. Finite-Time Guaranteed Cost Controls in Exponential Form

In this section, finite-time guaranteed cost controllers for SGRNs Equation (1) are designed based on the drive network, response network, and error network. The global exponential stability of SGRNs Equation (1) in the mean square sense is also discussed.

### 4.1. The Frame of Controlling GRNs

Let $\hat{\mathbf{u}}=(\hat{\mathbf{m}}, \hat{\mathbf{p}})^{T} \in \operatorname{PAP}_{b}^{\theta, \mu}\left(\mho_{v} \times \mathbb{Z}, \mathbb{R}^{2 m}, \alpha\right)$ be the unique weighted pseudo-almost periodic sequence to GRNs Equation (1), where $\hat{\mathbf{m}}=\left(\hat{\mathbf{m}}_{1}, \ldots, \hat{\mathbf{m}}_{m}\right)^{T}$ and $\hat{\mathbf{p}}=\left(\hat{\mathbf{p}}_{1}, \ldots, \hat{\mathbf{p}}_{m}\right)^{T}$. That is,

$$
\left\{\begin{align*}
\hat{\mathbf{m}}_{i, k+1}^{\langle\nu\rangle}= & e^{-a_{i, k} h} \hat{\mathbf{m}}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-a_{i, k} h}}{a_{i, k}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \hat{\mathbf{m}}_{i, k}^{\langle\nu\rangle}\right.  \tag{11}\\
& \left.+\sum_{j=1}^{m} b_{i j, k} f_{j}\left(\hat{\mathbf{p}}_{j, k-\sigma_{j, k}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, k} g_{j}\left(\hat{\mathbf{p}}_{j, k-\mu_{j, k}}^{\langle\nu\rangle}\right) w_{1 j, k}+I_{i, k}\right] \\
\hat{\mathbf{p}}_{i, k+1}^{\langle\nu\rangle}= & e^{-c_{i, k} h} \hat{\mathbf{p}}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-c_{i, k} h}}{c_{i, k}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \hat{\mathbf{p}}_{i, k}^{\langle\nu\rangle}\right. \\
& \left.+\sum_{j=1}^{m} \boldsymbol{\omega}_{i j, k} \eta_{j}\left(\hat{\mathbf{m}}_{j, k-v_{j, k}}^{\langle\nu\rangle}\right) w_{2 j, k}+d_{i, k} \hat{\mathbf{m}}_{i, k}^{\langle\nu\rangle}\right], \quad \forall(v, k) \in \mho_{v} \times \mathbb{Z}_{0},
\end{align*}\right.
$$

where $i=1,2, \ldots, m$. The initial and boundary values of GRNs Equation (11) can be described as

$$
\hat{\mathbf{m}}_{i, s}^{\langle\cdot\rangle}=\hat{\varphi}_{i, s}^{\langle\cdot\rangle}, \quad \hat{\mathbf{p}}_{i, s}^{\langle\cdot\rangle}=\hat{\phi}_{i, s}^{\langle\cdot\rangle}, \quad \forall s \in\left[-\sigma_{0}, 0\right]_{\mathbb{Z}} ;\left.\quad \hat{\mathbf{m}}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.\hat{\mathbf{p}}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}{ }^{\prime}} \quad \forall k \in \mathbb{Z}_{0}
$$

where $i=1,2, \ldots, m$.
A controlling network is constructed as below:

$$
\left\{\begin{align*}
\mathbf{m}_{i, k+1}^{\langle\nu\rangle}= & e^{-a_{i, k} h} \mathbf{m}_{i, k}^{\langle\nu}+\frac{1-e^{-a_{i, k} h}}{a_{i, k}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{m}_{i, k}^{\langle\nu\rangle}\right.  \tag{12}\\
& \left.+\sum_{j=1}^{m} b_{i j, k} f_{j}\left(\mathbf{p}_{j, k-\sigma_{j, k}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, k} g_{j}\left(\mathbf{p}_{j, k-\mu_{j, k}}^{\langle\nu\rangle}\right) w_{1 j, k}+I_{i, k}\right]+\rho_{i, k}^{\langle\nu\rangle}, \\
\mathbf{p}_{i, k+1}^{\langle\nu\rangle}= & e^{-c_{i, k} h \mathbf{p}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-c_{i, k} h}}{c_{i, k}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{q}_{i, k}^{\langle\nu\rangle}\right.} \\
& \left.+\sum_{j=1}^{m} \omega_{i j, k} \eta_{j}\left(\mathbf{m}_{j, k-v_{j, k}}^{\langle\nu\rangle}\right) w_{2 j, k}+d_{i, k} \mathbf{m}_{i, k}^{\langle\nu\rangle}\right]+e_{i, k}^{\langle\nu\rangle}, \quad(v, k) \in \mho_{v} \times \mathbb{Z}_{0},
\end{align*}\right.
$$

where $i=1,2, \ldots, m$. The initial and boundary values of GRNs Equation (12) are given by

$$
\mathbf{m}_{i, s}^{\langle\cdot\rangle}=\varphi_{i, s}^{\langle\cdot\rangle}, \quad \mathbf{p}_{i, s}^{\langle\cdot\rangle}=\phi_{i, s}^{\langle\cdot\rangle},\left.\quad \forall s \in\left[-\sigma_{0}, 0\right]_{\mathbb{Z} ;} \quad \mathbf{m}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.\mathbf{p}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}{ }^{\prime}} \quad \forall k \in \mathbb{Z}_{0},
$$

where $i=1,2, \ldots, m$.

Let $\mathbf{e}_{i}=\mathbf{m}_{i}-\hat{\mathbf{m}}_{i}$ and $\mathbf{w}_{i}=\mathbf{p}_{i}-\hat{\mathbf{p}}_{i}, i=1,2, \ldots, m$. Together with GRNs Equations (12) and (11), it yields

$$
\left\{\begin{align*}
\mathbf{e}_{i, k+1}^{\langle\nu\rangle}= & e^{-a_{i, k} h} \mathbf{e}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-a_{i, k} h}}{a_{i, k}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{e}_{i, k}^{\langle\nu\rangle}\right.  \tag{13}\\
& \left.+\sum_{j=1}^{m} b_{i j, k} \tilde{f}_{j}\left(\mathbf{w}_{j, k-\sigma_{j, k}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, k} \tilde{g}_{j}\left(\mathbf{w}_{j, k-\mu_{j, k}}^{\langle\nu\rangle}\right) w_{1 j, k}\right]+\rho_{i, k}^{\langle\nu\rangle}, \\
\mathbf{w}_{i, k+1}^{\langle\nu\rangle}= & e^{-c_{i, k} h} \mathbf{w}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-c_{i, k} h}}{c_{i, k}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{w}_{i, k}^{\langle\nu\rangle}\right. \\
& \left.+\sum_{j=1}^{m} \omega_{i j, k} \tilde{\eta}_{j}\left(\mathbf{e}_{j, k-v_{j, k}}^{\langle\nu\rangle}\right) w_{2 j, k}+d_{i, k} \mathbf{e}_{i, k}^{\langle\nu\rangle}\right]+e_{i, k}^{\langle\nu\rangle},
\end{align*}\right.
$$

where

$$
\tilde{f}_{j}\left(\mathbf{w}_{j}\right)=f_{j}\left(\mathbf{p}_{j}\right)-f_{j}\left(\hat{\mathbf{p}}_{j}\right), \quad \tilde{g}_{j}\left(\mathbf{w}_{j}\right)=g_{j}\left(\mathbf{p}_{j}\right)-g_{j}\left(\hat{\mathbf{p}}_{j}\right), \quad \tilde{\eta}_{j}\left(\mathbf{e}_{j}\right)=g_{j}\left(\mathbf{m}_{j}\right)-g_{j}\left(\hat{\mathbf{m}}_{j}\right),
$$

in which $(v, k) \in \mho_{v} \times \mathbb{Z}_{0}, i, j=1,2, \ldots, m$.
The state feedback controller is designed:

$$
\begin{equation*}
\rho_{i, k}^{\langle\cdot\rangle}=\kappa_{i} \mathbf{e}_{i, k}^{\langle\cdot\rangle}, \quad \varrho_{i, k}^{\langle\cdot\rangle}=\varkappa_{i} \mathbf{w}_{i, k}^{\langle\cdot\rangle}, \quad \forall k \in \mathbb{Z}_{0}, \tag{14}
\end{equation*}
$$

where $\kappa_{i}$ and $\varkappa_{i}$ denote the controller gains to be determined later, $i=1,2, \ldots, m$.
Substituting controller Equation (14) into the error network Equation (13) leads to

$$
\left\{\begin{align*}
\mathbf{e}_{i, k+1}^{\langle\nu\rangle}= & \left(e^{-a_{i, k} h}+\kappa_{i}\right) \mathbf{e}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-a_{i, k} h}}{a_{i, k}}\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{e}_{i, k}^{\langle\nu\rangle}\right.  \tag{15}\\
& \left.+\sum_{j=1}^{m} b_{i j, k} \tilde{k}_{j}\left(\mathbf{w}_{j, k-\sigma_{j, k}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, k} \tilde{g}_{j}\left(\mathbf{w}_{j, k-\mu_{j, k}}^{\langle\nu\rangle}\right) w_{1 j, k}\right] \\
\mathbf{w}_{i, k+1}^{\langle\nu\rangle}= & \left(e^{-c_{i, k} h}+\varkappa_{i}\right) \mathbf{w}_{i, k}^{\langle\nu\rangle}+\frac{1-e^{-c_{i, k} h}}{c_{i, k}}\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{w}_{i, k}^{\langle\nu\rangle}\right. \\
& \left.+\sum_{j=1}^{m} \omega_{i j, k} \tilde{\eta}_{j}\left(\mathbf{e}_{j, k-v_{j, k}}^{\langle\nu\rangle}\right) w_{2 j, k}+d_{i, k} \mathbf{e}_{i, k}^{\langle\nu\rangle}\right], \quad(v, k) \in \mho_{v} \times \mathbb{Z}_{0}
\end{align*}\right.
$$

where $i=1,2, \ldots, m$.
Similar to the derivation of Formula (4), we achieve

$$
\left\{\begin{align*}
\mathbf{e}_{i, k}^{\langle\nu\rangle}= & \prod_{s=0}^{k-1}\left(e^{-a_{i, s} h}+\kappa_{i}\right) \mathbf{e}_{i, 0}^{\langle\nu\rangle}+\sum_{v=0}^{k-1} \prod_{s=v+1}^{k-1} \frac{\left(e^{-a_{i, s} h}+\kappa_{i}\right)\left(1-e^{-a_{i, v} h}\right)}{a_{i, v}}  \tag{16}\\
& \times\left[\sum_{q=1}^{n} \Theta_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{e}_{i, v}^{\langle\nu\rangle}+\sum_{j=1}^{m} b_{i j, v} \tilde{f}_{j}\left(\mathbf{w}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right)+\sum_{j=1}^{m} \gamma_{i j, v} \tilde{v}_{j}\left(\mathbf{w}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right) w_{1 j, v}\right], \\
\mathbf{w}_{i, k}^{\langle\nu\rangle}= & \prod_{s=0}^{k-1}\left(e^{-c_{i, s} h}+\varkappa_{i}\right) \mathbf{w}_{i, 0}^{\langle\nu\rangle}+\sum_{v=0}^{k-1} \prod_{s=v+1}^{k-1} \frac{\left(e^{-c_{i, s} h}+\varkappa_{i}\right)\left(1-e^{-c_{i, v} h}\right)}{c_{i, v}} \\
& \times\left[\sum_{q=1}^{n} \Pi_{i q} \tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{w}_{i, v}^{\langle\nu\rangle}+d_{i, v} \mathbf{e}_{i, v}^{\langle\nu\rangle}+\sum_{j=1}^{m} \omega_{i j, v} \tilde{\eta}_{j}\left(\mathbf{e}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right) w_{2 j, v}\right], \quad(v, k) \in \mho_{v} \times \mathbb{Z}_{0}
\end{align*}\right.
$$

where $i=1,2, \ldots, m$. Moreover, it holds that
$\mathbf{e}_{i, s}^{\langle\cdot\rangle}=\varphi_{i, s}^{\langle\cdot\rangle}-\hat{\varphi}_{i, s}^{\langle\cdot\rangle}, \quad \mathbf{w}_{i, s}^{\langle\cdot\rangle}=\phi_{i, s}^{\langle\cdot\rangle}-\hat{\phi}_{i, s}^{\langle\cdot\rangle}, \quad \forall s \in\left[-\sigma_{0}, 0\right]_{\mathbb{Z}} ;\left.\quad \mathbf{e}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}}=0=\left.\mathbf{w}_{i, k}^{\langle\nu\rangle}\right|_{v \in \partial \mho_{v}{ }^{\prime}} \quad \forall k \in \mathbb{Z}_{0}$,
where $i=1,2, \ldots, m$.

Definition 6. State feedback controller Equation (14) finite-time stabilises GRNs Equation (12) with a finite-time exponential convergent form in case the error networks Equation (15) achieves finite-time exponential stability, i.e., for any $\epsilon \in(0,1)$ there exists $\delta>0, \mu>0$ and integer $K>0$, ensuring that

$$
\varphi_{0}:=\max _{1 \leq i \leq m} \max _{(v, s) \in \mho_{v} \times\left[-\sigma_{0}, 0\right]_{\mathbb{Z}}}\left\{\left\|\mathbf{e}_{i, s}^{\langle\nu\rangle}\right\|_{2^{2}}\left\|\mathbf{w}_{i, s}^{\langle\nu\rangle}\right\|_{2}\right\}<\delta
$$

implies that

$$
\begin{equation*}
\max _{1 \leq i \leq m} \max _{v \in \mho_{v}}\left\{\left\|\mathbf{e}_{i, k}^{\langle\nu\rangle}\right\|_{2^{\prime}}\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2}\right\} \leq \epsilon e^{-\mu k h}, \quad \forall k \in[0, K]_{\mathbb{Z}} . \tag{17}
\end{equation*}
$$

Herein, $K$ is called the settling time.
Define a performance index $J_{c}^{K}$ associated with the error networks Equation (15) by

$$
J_{c}^{K}=\mathbf{E} \sum_{k=0}^{K} \max _{v \in \mho_{v}} \mathbf{U}_{k}^{\langle\nu\rangle T} F \mathbf{U}_{k}^{\langle\nu\rangle}
$$

where

$$
\begin{gathered}
\mathbf{U}=\operatorname{col}(\mathbf{e}, \rho, \mathbf{w}, \varrho), \quad F=\operatorname{diag}\left(P_{1}, Q_{1}, P_{2}, Q_{2}\right), \\
\mathbf{e}=\operatorname{col}\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right), \quad \mathbf{w}=\operatorname{col}\left(\mathbf{w}_{1}, \ldots, \mathbf{w}_{m}\right), \\
\rho=\operatorname{col}\left(\rho_{1}, \ldots, \rho_{m}\right), \quad \varrho=\operatorname{col}\left(\varrho_{1}, \ldots, \varrho_{m}\right)
\end{gathered}
$$

$P_{\imath}=P_{\imath}^{T}>0, Q_{\imath}=Q_{\imath}^{T}>0, \imath=1,2$.
Definition 7. State feedback controller Equation (14) is said to be a finite-time guaranteed cost controller to GRNs Equation (12) in case it finite-time stabilises GRNs Equation (12) with an exponential convergent form and meets

$$
J_{c}^{K} \leq \lambda
$$

where $\lambda>0$ is a constant.
4.2. Design of Finite-Time Guaranteed Cost Controllers

From the first equation of the error networks Equation (16), we obtain

$$
\begin{align*}
\left\|\mathbf{e}_{i, k}^{\langle\nu\rangle}\right\|_{2}=\left[\mathbf{E}\left|\mathbf{e}_{i, k}^{\langle v\rangle}\right|^{2}\right]^{\frac{1}{2}} & \leq\left(e^{-\underline{a}_{i} h}+\kappa_{i}\right)^{k}\left\|\mathbf{e}_{i, 0}^{\langle\nu\rangle}\right\|_{2}+\sum_{v=0}^{k-1}\left(e^{-\underline{a}_{i} h}+\kappa_{i}\right)^{k-v-1} \frac{\left(1-e^{-\underline{a}_{i}} h\right)}{\underline{a}_{i}} \\
& \times\left[\sum_{q=1}^{n}\left|\Theta_{i q}\right|\left\|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{e}_{i, v}^{\langle\nu\rangle}\right\|_{2}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}\left\|\mathbf{w}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right\|_{2}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g}\left\|\mathbf{w}_{j, v-\mu_{j, v}}^{\langle v\rangle}\right\|_{2} h^{-\frac{1}{2}}\right], \tag{18}
\end{align*}
$$

where $v \in \mho_{v}, i=1,2, \ldots, m$. Similarly,

$$
\begin{align*}
\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2}=\left[\mathbf{E}\left|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right|^{2}\right]^{\frac{1}{2}} \leq & \left(e^{-\underline{c}_{i} h}+\varkappa_{i}\right)^{k}\left\|\mathbf{w}_{i, 0}^{\langle\nu\rangle}\right\|_{2}+\sum_{v=0}^{k-1}\left(e^{-c_{i} h}+\varkappa_{i}\right)^{k-v-1} \frac{\left(1-e^{-c_{i} h}\right)}{\underline{c}_{i}} \\
& \times\left[\sum_{q=1}^{n}\left|\Pi_{i q}\right|\left\|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{w}_{i, v}^{\langle\nu\rangle}\right\|_{2}+\bar{d}_{i}\left\|\mathbf{e}_{i, v}^{\langle\nu\rangle}\right\|_{2}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta}\left\|\mathbf{e}_{j, v-v_{j, v}}^{\langle v\rangle}\right\|_{2} h^{-\frac{1}{2}}\right], \tag{19}
\end{align*}
$$

where $v \in \mho_{v}, i=1,2, \ldots, m$.
Equations (18) and (19) are equal to

$$
\begin{align*}
\max _{v \in \mho_{v}}\left\|\mathbf{e}_{i, k}^{\langle\nu\rangle}\right\|_{2} \leq & \left(e^{-\underline{a}_{i} h}+\kappa_{i}\right)^{k} \max _{v \in \mho_{v}}\left\|\mathbf{e}_{i, 0}^{\langle\nu}\right\|_{2}+\sum_{v=0}^{k-1}\left(e^{-\underline{a}_{i} h}+\kappa_{i}\right)^{k-v-1} \frac{\left(1-e^{-\underline{a}_{i}} h\right)}{\underline{a}_{i}} \\
& \times\left[\sum_{q=1}^{n}\left|\Theta_{i q}\right| \max _{v \in \mho_{v}}\left\|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{e}_{i, v}^{\langle\nu\rangle}\right\|_{2}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f} \max _{v \in \mho_{v}}\left\|\mathbf{w}_{j, v-\sigma_{j, v}}^{\langle\nu\rangle}\right\|_{2}\right.  \tag{20}\\
& \left.+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} \max _{v \in \mho_{v}}\left\|\mathbf{w}_{j, v-\mu_{j, v}}^{\langle\nu\rangle}\right\|_{2} h^{-\frac{1}{2}}\right],
\end{align*}
$$

and

$$
\begin{align*}
\max _{v \in \mho_{v}}\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2} \leq & \left(e^{-\underline{c}_{i} h}+\varkappa_{i}\right)^{k} \max _{v \in \mho_{v}}\left\|\mathbf{w}_{i, 0}^{\langle\nu\rangle}\right\|_{2}+\sum_{v=0}^{k-1}\left(e^{-c_{i} h}+\varkappa_{i}\right)^{k-v-1} \frac{\left(1-e^{-c_{i} h}\right)}{\underline{c}_{i}} \\
& \times\left[\sum_{q=1}^{n}\left|\Pi_{i q}\right| \max _{v \in \mho_{v}}\left\|\tilde{\Delta}_{\hbar_{q}}^{2} \mathbf{w}_{i, v}^{\langle\nu\rangle}\right\|_{2}+\bar{d}_{i} \max _{v \in \mho_{v}}\left\|\mathbf{e}_{i, v}^{\langle\nu\rangle}\right\|_{2}\right.  \tag{21}\\
& \left.+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} \max _{v \in \mho_{v}}\left\|\mathbf{e}_{j, v-v_{j, v}}^{\langle\nu\rangle}\right\|_{2} h^{-\frac{1}{2}}\right], \quad i=1,2, \ldots, m .
\end{align*}
$$

Theorem 3. If $\left(\mathbf{g}_{2}\right)$ and the following assumptions are fulfilled,
( $\mathbf{g}_{5}$ ) The control gains $\kappa_{i}=e^{-\hat{a}_{i} h}-e^{-\underline{a}_{i} h}$ and $\varkappa_{i}=e^{-\hat{c}_{i} h}-e^{-\underline{c}_{i} h}$, where $\hat{a}_{i}$ and $\hat{c}_{i}$ are positive constants, $i=1,2, \ldots, m$.
( $\mathbf{g}_{6}$ ) It holds that $1-e^{-\underline{\alpha} h}<\max \left\{v_{1}, v_{2}\right\}<\frac{1-e^{-\underline{\alpha} h}}{1-e^{-\bar{\alpha} h}}$, where $\underline{\alpha}=\min _{1 \leq i \leq m}\left\{\hat{a}_{i}, \hat{c}_{i}\right\}$ and $\bar{\alpha}=\max _{1 \leq i \leq m}\left\{\hat{a}_{i}, \hat{c}_{i}\right\}$,

$$
\begin{gathered}
v_{1}=\max _{1 \leq i \leq m} \frac{\left(1-e^{-\underline{a}_{i} h}\right)}{\underline{a}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} h^{-\frac{1}{2}}\right], \\
v_{2}=\max _{1 \leq i \leq m} \frac{\left(1-e^{-c_{i} h}\right)}{\underline{c}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i q}\right|}{\hbar^{2}}+\bar{d}_{i}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} h^{-\frac{1}{2}}\right] .
\end{gathered}
$$

then state feedback controller Equation (14) is a finite-time guaranteed cost controller for GRNs Equation (12) with the settling time K satisfying

$$
K<-\frac{1}{\bar{\alpha} h} \ln \left(1-\frac{1-e^{-\underline{\alpha} h}}{\max \left\{v_{1}, v_{2}\right\}}\right) .
$$

Proof. In accordance with $\left(\mathbf{g}_{6}\right)$, for any $\epsilon>0$, we can select $\delta>0$ and $0<\mu<\underline{\alpha}$ to be small enough, causing

$$
\begin{gathered}
\frac{\delta}{\epsilon}+\max _{1 \leq i \leq m} \frac{1-e^{-\left(\hat{a}_{i}-\mu\right) K h}}{1-e^{-\left(\hat{a}_{i}-\mu\right) h}} \frac{\left(1-e^{-\underline{a}_{i} h}\right) e^{\mu\left(\sigma_{0}+1\right) h}}{\underline{a}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i j} L_{j}^{g} h^{-\frac{1}{2}}\right]<1, \\
\frac{\delta}{\epsilon}+\max _{1 \leq i \leq m} \frac{1-e^{-\left(\hat{c}_{i_{1}}-\mu\right) K h}}{1-e^{-\left(\hat{c}_{i_{1}}-\mu\right) h}} \frac{\left(1-e^{-\underline{c}_{i} h}\right) e^{\mu\left(\sigma_{0}+1\right) h}}{\underline{c}_{i}}\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i q}\right|}{\hbar^{2}}+\bar{d}_{i}+\sum_{j=1}^{m} \bar{\omega}_{i j} L_{j}^{\eta} h^{-\frac{1}{2}}\right]<1 .
\end{gathered}
$$

A method of reduction to absurdity will be adapted here, supposing that Equation (17) holds. If not, then one of the following two cases must be valid.
(a) There exist $k_{0} \in(0, T]_{\mathbb{Z}}$ and $i_{0} \in\{1,2, \ldots, m\}$ such that

$$
\max _{1 \leq i \leq m} \max _{v \in \mho_{v}}\left\{\left\|\mathbf{e}_{i, k}^{\langle v\rangle}\right\|_{2^{\prime}}\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2}\right\} \leq \epsilon e^{-\mu k h}, \quad \forall k \in\left[0, k_{0}\right)_{\mathbb{Z}} ; \quad \max _{v \in \mho_{v}}\left\|\mathbf{e}_{i_{0}, k_{0}}^{\langle\nu\rangle}\right\|_{2}>\epsilon e^{-\mu k_{0} h} .
$$

(b) There exist $k_{1} \in(0, T]_{\mathbb{Z}}$ and $i_{1} \in\{1,2, \ldots, m\}$ ensuring

$$
\max _{1 \leq i \leq m} \max _{v \in \mho_{v}}\left\{\left\|\mathbf{e}_{i, k}^{\langle\nu\rangle}\right\|_{2},\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2}\right\} \leq \epsilon e^{-\mu k h}, \quad \forall k \in\left[0, k_{1}\right)_{\mathbb{Z}} ; \quad \max _{v \in \mho_{v}}\left\|\mathbf{w}_{i_{1}, k_{1}}^{\langle\nu\rangle}\right\|_{2}>\epsilon e^{-\mu k_{1} h}
$$

If (a) holds, from Equation (20) and $\left(\mathbf{g}_{5}\right)$ we obtain

$$
\begin{aligned}
& \max _{v \in \mho_{v}}\left\|\mathbf{e}_{i_{0}, k_{0}}^{\langle\nu\rangle}\right\|_{2} \leq\left(e^{-\underline{a}_{i_{0}} h}+\kappa_{i_{0}}\right)^{k_{0}} \delta+\sum_{v=0}^{k_{0}-1}\left(e^{-\underline{a}_{i_{0}} h}+\kappa_{i_{0}}\right)^{k_{0}-v-1} \frac{\left(1-e^{-\underline{a}_{i_{0}} h}\right)}{\underline{a}_{i_{0}}} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i_{0} q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i_{0} j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i_{0} j} L_{j}^{g} h^{-\frac{1}{2}}\right] e^{\mu \sigma_{0} h} \epsilon e^{-\mu v h} \\
& \leq e^{-\hat{a}_{i_{0}} k_{0} h} \delta+\sum_{v=0}^{k_{0}-1} e^{-\hat{a}_{i_{0}} h\left(k_{0}-v-1\right) \frac{\left(1-e^{-\underline{a}_{i_{0}}}\right)}{\underline{a}_{i_{0}}}} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i_{0} q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i_{0} j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i_{0} j} L_{j}^{g} h^{-\frac{1}{2}}\right] e^{\mu \sigma_{0} h} \epsilon e^{-\mu v h} \\
& =e^{-\hat{a}_{i_{0}} k_{0} h} \delta+\sum_{v=0}^{k_{0}-1} e^{-\left(\hat{a}_{i_{0}}-\mu\right) h\left(k_{0}-v-1\right) \frac{\left(1-e^{-a_{i_{0}} h}\right)}{a_{i_{0}}} e^{\mu\left(\sigma_{0}+1\right) h}} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i_{0} q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i_{0} j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i_{0} j} L_{j}^{g} h^{-\frac{1}{2}}\right] \epsilon e^{-\mu k_{0} h} \\
& \leq\left(\frac{\delta}{\epsilon} e^{-\left(\hat{a}_{i_{0}}-\mu\right) k_{0} h}+\frac{\left.1-e^{-\left(\hat{a}_{i_{0}}\right.}-\mu\right) k_{0} h}{\left.1-e^{-\left(\hat{a}_{i_{0}}\right.}-\mu\right) h} \frac{\left(1-e^{\left.-\underline{a}_{i_{0}} h\right) e^{\mu\left(\sigma_{0}+1\right) h}}\right.}{\underline{a}_{i_{0}}}\right. \\
& \left.\times\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i_{0} q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i_{0} j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i_{0} j} L_{j}^{g} h^{-\frac{1}{2}}\right]\right) \epsilon e^{-\mu k_{0} h} \\
& \leq\left\{\frac{\delta}{\epsilon}+\frac{\left.1-e^{-\left(\hat{a}_{i_{0}}\right.}-\mu\right) K h}{1-e^{-\left(\hat{a}_{i_{0}}-\mu\right) h}} \frac{\left(1-e^{-a_{i_{0}} h}\right) e^{\mu\left(\sigma_{0}+1\right) h}}{\underline{a}_{i_{0}}}\right. \\
& \begin{array}{l}
\left.\times\left[\sum_{q=1}^{n} \frac{2\left|\Theta_{i_{0} q}\right|}{\hbar^{2}}+\sum_{j=1}^{m} \bar{b}_{i_{0} j} L_{j}^{f}+\sum_{j=1}^{m} \bar{\gamma}_{i_{0} j} L_{j}^{g} h^{-\frac{1}{2}}\right]\right\} \epsilon e^{-\mu k_{0} h} \\
\epsilon e^{-\mu k_{0} h},
\end{array}
\end{aligned}
$$

which contradicts fact (a).
On the other hand, if (b) holds, from Equation (21), we can likewise compute

$$
\begin{aligned}
& \max _{v \in \mathcal{U}_{v}}\left\|\mathbf{w}_{i_{1}, k_{1}}^{\langle\nu}\right\|_{2} \leq\left(e^{-\underline{c}_{i_{1}} h}+\varkappa_{i_{1}}\right)^{k_{1}} \delta+\sum_{v=0}^{k_{1}-1}\left(e^{-c_{i_{1}} h}+\varkappa_{i_{1}}\right)^{k_{1}-v-1} \frac{\left(1-e^{-c_{i_{1}} h}\right)}{\underline{c}_{i_{1}}} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i_{1} q}\right|}{\hbar^{2}}+{\overline{d_{i}}}+\sum_{j=1}^{m} \bar{\omega}_{i_{1}} L_{j}^{\eta} h^{-\frac{1}{2}}\right] e^{\mu \sigma_{0} h} e e^{-\mu v h} \\
& \leq e^{-\hat{c}_{1} k_{1} h} \delta+\sum_{v=0}^{k_{1}-1} e^{-\hat{c}_{i_{1}} h\left(k_{1}-v-1\right)} \frac{\left(1-e^{-c_{c_{1}} h}\right)}{\underline{c}_{i_{1}}} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i_{1} q}\right|}{\hbar^{2}}+\bar{d}_{i_{1}}+\sum_{j=1}^{m} \bar{\omega}_{i_{1}} L_{j}^{\eta} h^{-\frac{1}{2}}\right] e^{\mu \sigma_{0} h} e e^{-\mu v h} \\
& =e^{-\hat{c}_{i_{1}} k_{1} h} \delta+\sum_{v=0}^{k_{1}-1} e^{-\left(\hat{c}_{i_{1}}-\mu\right) h\left(k_{1}-v-1\right)} \frac{\left(1-e^{-c_{i} h}\right)}{c_{i_{1}}} e^{\mu\left(\sigma_{0}+1\right) h} \\
& \times\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i_{1}}\right|}{\hbar^{2}}+\bar{d}_{i_{1}}+\sum_{j=1}^{m} \bar{\omega}_{i_{1} j} L_{j}^{\eta} h^{-\frac{1}{2}}\right] \epsilon e^{-\mu k_{1} h} \\
& \leq\left(\frac{\delta}{\epsilon} e^{-\left(\hat{c}_{i_{1}}-\mu\right) k_{1} h}+\frac{\left.1-e^{-\left(\hat{c}_{i_{1}}\right.}-\mu\right) k_{1} h}{\left.1-e^{-( } \hat{c}_{i_{1}}-\mu\right) h} \frac{\left(1-e^{-c_{i_{1}} h}\right) e^{\mu\left(\sigma_{0}+1\right) h}}{c_{i_{1}}}\right. \\
& \left.\times\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i_{1} q}\right|}{\hbar^{2}}+\bar{d}_{i_{1}}+\sum_{j=1}^{m} \bar{\omega}_{i_{1} j} L_{j}^{\eta} h^{-\frac{1}{2}}\right]\right) \epsilon e^{-\mu k_{1} h} \\
& \leq\left\{\frac{\delta}{\epsilon}+\frac{\left.1-e^{-\left(\hat{c}_{i_{1}}\right.}-\mu\right) K h}{\left.1-e^{-\left(\hat{c}_{1}\right.}-\mu\right) h} \frac{\left(1-e^{-c_{i_{1}} h}\right) e^{\mu\left(\sigma_{0}+1\right) h}}{\epsilon_{i_{1}}}\right. \\
& \begin{array}{l}
\left.\times\left[\sum_{q=1}^{n} \frac{2\left|\Pi_{i_{1}}\right|}{\hbar^{2}}+\bar{d}_{i_{1}}+\sum_{j=1}^{m} \bar{\omega}_{i_{1} j} L_{j}^{\eta} h^{-\frac{1}{2}}\right]\right\} \epsilon e^{-\mu k_{1} h} \\
\epsilon e^{-\mu k_{1} h},
\end{array}
\end{aligned}
$$

which contradicts fact (b). As a consequence, state feedback controller Equation (14) with the control gains in $\left(\mathbf{g}_{5}\right)$ stabilises GRNs Equation (12) in finite time.

In light of Definition 7, the finite-time guaranteed cost control will be displayed as follows. It holds that

$$
\begin{aligned}
\mathbf{U}^{T} \mathbf{U} & =(\mathbf{e} \rho \mathbf{w} \varrho)\left(\begin{array}{c}
\mathbf{e} \\
\rho \\
\mathbf{w} \\
\varrho
\end{array}\right) \\
& =\sum_{i=1}^{m}\left(\mathbf{e}_{i}^{2}+\rho_{i}^{2}+\mathbf{w}_{i}^{2}+\varrho_{i}^{2}\right) \\
& =\sum_{i=1}^{m}\left[\left(1+\kappa_{i}^{2}\right) \mathbf{e}_{i}^{2}+\left(1+\varkappa_{i}^{2}\right) \mathbf{w}_{i}^{2}\right] \\
& \leq \sum_{i=1}^{m}\left(2+\kappa_{i}^{2}+\varkappa_{i}^{2}\right) \max \left\{\mathbf{e}_{i}^{2}, \mathbf{w}_{i}^{2}\right\},
\end{aligned}
$$

which induces

$$
J_{\mathcal{c}}^{K}=\mathbf{E} \sum_{k=0}^{K} \max _{v \in \mho_{v}} \mathbf{U}_{k}^{\langle\nu\rangle T} \mathbf{U}_{k}^{\langle\nu\rangle} \leq \vartheta \sum_{k=0}^{K} \max _{1 \leq i \leq m} \max _{v \in \mho_{v}}\left\{\left\|\mathbf{e}_{i, k}^{\langle\nu\rangle}\right\|_{2^{\prime}}\left\|\mathbf{w}_{i, k}^{\langle\nu\rangle}\right\|_{2}\right\} \leq \vartheta \sum_{k=0}^{K} \epsilon e^{-\mu k h} \leq \lambda,
$$

where $\vartheta=\sum_{i=1}^{m}\left(2+\kappa_{i}^{2}+\varkappa_{i}^{2}\right)$ and $\lambda=\frac{\vartheta}{1-e^{-\mu h}}$. Therefore, state feedback controller Equation (14) is a finite-time guaranteed cost controller for GRNs Equation (12). This completes the proof.

If $\kappa_{i}=0=\varkappa_{i}$ in feedback controller Equation (14), then $\rho_{i, k}^{\langle\nu\rangle}$ and $\varrho_{i, k}^{\langle\nu\rangle}$ are vanished from GRNs Equation (12), $\forall(v, k) \in \mho_{v} \times \mathbb{N}_{0}$ and $i=1,2, \ldots, m$. Based upon the proof of Theorem 3, we can easily obtain

Corollary 2. Let assumptions $\left(\mathbf{g}_{2}\right)-\left(\mathbf{g}_{4}\right)$ hold. Then, GRNs Equation (1) is finite-time exponentially stable in a mean-square sense. Further, if $\left(\mathbf{g}_{1}\right)$ holds, then GRNs Equation (1) admits a unique weighted pseudo almost periodic sequence solution, which is finite-time exponentially stable in a mean-square sense.

## 5. Example

This section gives an experimental example to verify the feasibility of the main results for discrete-space and -time stochastic GRNs, which have been addressed in the previous sections of this article.

Considering the following discrete-time stochastic GRNs with discrete spatial diffusions
where $(v, k) \in(0,10) \times \mathbb{Z}_{0}$,

$$
\left.\mathbf{m}_{i, k}^{\langle\nu\rangle}\right|_{v=0}=\left.\mathbf{m}_{i, k}^{\langle\nu\rangle}\right|_{v=10}=0,\left.\quad \mathbf{p}_{i, k}^{\langle\nu\rangle}\right|_{v=0}=\left.\mathbf{p}_{i, k}^{\langle\nu\rangle}\right|_{v=10}=0, \quad \forall k \in \mathbb{Z}_{0}, i=1,2
$$

Taking $h=0.1$ and $\hbar=0.5$. Corresponding to GRNs Equation (1),

$$
\begin{gathered}
a_{1, k}=9, \quad a_{2, k}=10, \quad c_{1, k}=12, \quad c_{2, k}=15, \quad \Theta_{11}=\Theta_{22}=0.2, \quad \Pi_{11}=\Pi_{22}=0.1, \\
\Theta_{12}=\Theta_{21}=\Pi_{12}=\Pi_{21}=0, \quad b_{11, k}=1.2 \cos \left(k \pi+\frac{\pi}{4}\right)+e^{-|k|}, \quad b_{12, k}=0.5, \quad b_{21, k}=0.3, \\
b_{22, k}=1.8 \sin \left(k \pi+\frac{\pi}{4}\right)+e^{-|k|}, \quad \sigma_{1, k}=2, \quad \sigma_{2, k}=1, \quad \gamma_{11, k}=0.2, \quad \gamma_{12, k}=0.1, \quad \gamma_{21, k}=0, \\
\gamma_{22, k}=0.15, \quad I_{1, k}=1+0.2 \cos \left(k \pi+\frac{\pi}{4}\right), \quad I_{2, k}=0.5+0.5 \sin \left(k \pi+\frac{\pi}{4}\right), \quad d_{1, k}=d_{2, k}=0.1, \\
\omega_{11, k}=\cos \left(k \pi+\frac{\pi}{3}\right)+e^{-|k|}, \quad \omega_{12, k}=0.1, \quad \omega_{21, k}=0, \quad \omega_{22, k}=\sin \left(k \pi+\frac{\pi}{5}\right)+e^{-|k|}, \\
f_{1}\left(\mathbf{p}_{1, k-2}^{\langle\nu\rangle}\right)=\frac{\left(\frac{\mathbf{p}_{1, k-2}^{\langle\nu\rangle}}{15}\right)^{2}}{1+\left(\frac{\mathbf{p}_{1, k-2}}{15}\right)^{2}}, \quad f_{2}\left(\mathbf{p}_{2, k-1}^{\langle\nu\rangle}\right)=\frac{\left(\frac{\mathbf{p}_{2, k-1}^{\langle\nu}}{15}\right)^{2}}{1+\left(\frac{\mathbf{p}_{2, k-1}^{\langle\nu\rangle}}{15}\right)^{2}}, \quad g_{i}\left(\mathbf{p}_{i, k-1}^{\langle\nu\rangle}\right)=\frac{\left(\frac{\mathbf{p}_{\mathbf{p}, k-1}^{\langle\nu}}{20}\right)^{2}}{1+\left(\frac{\mathbf{p}_{i, k-1}^{\langle v\rangle}}{20}\right)^{2}}, \\
\eta_{1}\left(\mathbf{m}_{1, k-1}^{\langle\nu\rangle}\right)=\frac{\left(\frac{\left.\mathbf{m}_{1, k-1}^{\langle\nu\rangle}\right)^{\langle\nu\rangle}}{10}\right)^{2}}{1+\left(\frac{\mathbf{m}_{1, k-1}^{\langle\nu\rangle}}{10}\right)^{2}}, \quad \eta_{2}\left(\mathbf{m}_{2, k-2}^{\langle\nu\rangle}\right)=\frac{\left(\frac{\mathbf{m}_{2, k-2}^{\langle\nu\rangle}}{10}\right)^{2}}{1+} \quad i=1,2, \forall(v, k) \in(0,10) \times \mathbb{Z}_{0} .
\end{gathered}
$$

Obviously, $L_{1}^{f}=L_{2}^{f}=\frac{1}{15}, L_{1}^{g}=L_{2}^{g}=0.05, L_{1}^{\eta}=L_{2}^{\eta}=0.1$. It follows from the direct calculation that max $\left\{\varsigma_{1}, \varsigma_{2}\right\}<1$. Therefore, assumptions $\left(\mathbf{g}_{1}\right)-\left(\mathbf{g}_{4}\right)$ in Theorem 2 are valid, i.e., GRNs Equation (22) possesses a unique weighted pseudo- or $\alpha$-pseudo-almost periodic sequence solution, see Figures 1 and 2 . Let $\hat{a}_{1}=1.25, \hat{a}_{2}=12, \hat{c}_{1}=14$, and $\hat{c}_{2}=7$. Then, the state feedback controllers corresponding to Equation (14) are listed as follows:

$$
\begin{equation*}
\rho_{1, k}^{\langle\cdot\rangle}=0.4983 \mathbf{e}_{1, k^{\prime}}^{\langle\cdot\rangle} \quad \rho_{2, k}^{\langle\cdot\rangle}=-0.0667 \mathbf{e}_{2, k}^{\langle\cdot\rangle} \quad \varrho_{1, k}^{\langle\cdot\rangle}=-0.0546 \mathbf{w}_{1, k^{\prime}}^{\langle\cdot\rangle} \quad \varrho_{2, k}^{\langle\cdot\rangle}=0.2735 \mathbf{w}_{2, k^{\prime}}^{\langle\cdot\rangle} \tag{23}
\end{equation*}
$$

where $k \in \mathbb{Z}_{0}$. Moreover, assumptions $\left(\mathbf{g}_{2}\right)$ and $\left(\mathbf{g}_{5}\right)-\left(\mathbf{g}_{6}\right)$ in Theorem 3 hold. Then, the state feedback controller Equation (23) is a finite-time guaranteed cost controller for GRNs Equation (22) with the settling time $K$ satisfying $K<4.0294$, see Figures 3-6. Finally, the trajectories of the finite-time exponential stability of GRNs Equation (22) in threedimensional and two-dimensional spaces are shown in Figures 7-10.


Figure 1. Weighted pseudo-almost periodic sequence solution of $\mathbf{m}_{1, k}^{\langle 3\rangle}$ and $\mathbf{m}_{2, k}^{\langle 3\rangle}$.


Figure 2. Weighted pseudo-almost periodic sequence solution of $\mathbf{p}_{1, k}^{\langle 3\rangle}$ and $\mathbf{p}_{2, k}^{\langle 3\rangle}$.
In Figures 1 and 2, the pictures show the weighted pseudo-almost periodicity of $\mathbf{m}$ and $\mathbf{p}$ in GRNs Equation (22). From these pictures, we can observe that the solution of GRNs Equation (22) is not weighted pseudo-almost periodic at the beginning of the time, but it becomes almost periodic as the time increases.


Figure 3. Finite-time guaranteed cost controller for $\mathbf{m}_{1, k}^{\langle\nu\rangle}$ and $\mathbf{m}_{2, k}^{\langle\nu\rangle}$ with the settling time $K$ satisfying $K<4.0294$.


Figure 4. Finite-time guaranteed cost controller for $\mathbf{p}_{1, k}^{\langle\nu\rangle}$ and $\mathbf{p}_{2, k}^{\langle\nu\rangle}$ with the settling time $K$ satisfying $K<4.0294$.


Figure 5. Finite-time guaranteed cost controller for $\mathbf{m}_{1, k}^{\langle 6\rangle}$ and $\mathbf{m}_{2, k}^{\langle 6\rangle}$ with the settling time $K$ satisfying $K<4.0294$.


Figure 6. Finite-time guaranteed cost controller for $\mathbf{p}_{1, k}^{\langle 6\rangle}$ and $\mathbf{p}_{2, k}^{\langle 6\rangle}$ with the settling time $K$ satisfying $K<4.0294$.

In Figures 3 and 4, the pictures show the trajectories of $\mathbf{m}$ and $\mathbf{p}$ in GRNs Equation (22) with feedback controls in the closed loop. By observing these pictures, we can observe that the solutions of GRNs Equation (22) with different initial values realise finite-time exponential stability in three-dimensional space. Figures 5 and 6 give the trajectories of $\mathbf{m}$ and $\mathbf{p}$ of GRNs Equation (22) with feedback controls in the closed loop when $v=6$.


Figure 7. Finite-time exponential stability of $\mathbf{m}_{1, k}^{\langle\nu\rangle}$ and $\mathbf{m}_{2, k}^{\langle\nu\rangle}$.


Figure 8. Finite-time exponential stability of $\mathbf{p}_{1, k}^{\langle\nu\rangle}$ and $\mathbf{p}_{2, k}^{\langle\nu\rangle}$.


Figure 9. Finite-time exponential stability of $\mathbf{m}_{1, k}^{\langle 8\rangle}$ and $\mathbf{m}_{2, k}^{\langle 8\rangle}$.



Figure 10. Finite-time exponential stability of $\mathbf{p}_{1, k}^{\langle 8\rangle}$ and $\mathbf{p}_{2, k}^{\langle 8\rangle}$.
Figures 7 and 8 show the solutions of GRNs Equation (22) without feedback control, realising finite-time exponential stability in three-dimensional space. Figures 9 and 10 draw the solutions of GRNs Equation (22) without feedback control, realising finite-time exponential stability when $v=8$.

## 6. Conclusions and Perspectives

Utilizing EED and CFT techniques, discrete stochastic genetic regulatory networks with discrete spatial diffusion are presented, which can be considered as fully discrete configurations of stochastic genetic regulatory networks with reaction diffusion. Based on the constant variable formulation in discrete form, the existence uniqueness, the finite-time guaranteed cost control, and the exponential stability of the weighted pseudo- $\theta$-almost
periodic sequence of such discrete stochastic genetic regulatory networks in the meansquare sense are discussed. In addition, Lemmas 2 and 3, among others, have been crucial to the discussion in this paper over the course of the study. Notably, the work in this paper will initiate the development of qualitative problems in discrete-time and discrete-space models, laying the theoretical and practical foundations for future work in this area.
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#### Abstract

The paper is concerned with equilibrium problems for two elastic plates connected by a crossing elastic bridge. It is assumed that an inequality-type condition is imposed, providing a mutual non-penetration between the plates and the bridge. The existence of solutions is proved, and passages to limits are justified as the rigidity parameter of the bridge tends to infinity and to zero. Limit models are analyzed. The inverse problem is investigated when both the displacement field and the elasticity tensor of the plate are unknown. In this case, additional information concerning a displacement of a given point of the plate is assumed be given. A solution existence of the inverse problem is proved.
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## 1. Introduction

Bridged structures are very popular for solving connecting problems. Such structures may be different in type, and their quality depends on the purposes addressed. In this paper, we analyze the structure consisting of two Kirchhoff-Love elastic plates and a junction (bridge) that is in contact with the plates. To describe the behavior of the bridge, we use the Euler-Bernoulli beam model. The junction has the displacement coinciding with the displacement of the plates at two fixed points. Moreover, an inequality-type restriction is assumed to be imposed for the solution to provide a mutual non-penetration between the plates and the bridge. This approach implies that the problem is formulated as a free boundary one.

During the last years, boundary-value problems in elasticity with inequality-type boundary conditions have been under active study. We can refer the reader to the books [1,2] containing results for crack models with the non-penetration boundary conditions for a wide class of elasticity problems. There are many papers related to thin inclusions incorporated into elastic bodies. In the case of delamination of the surrounding elastic body from the inclusion, one more difficulty appears since we obtain an interfacial crack. We pay attention to the paper [3] where an equilibrium problem for two elastic plates is analyzed in the case of thin incorporated inclusion and Neumann type boundary conditions for the plate. Different properties of solutions in equilibrium problems for elastic bodies with thin rigid, semi-rigid, and elastic inclusions and cracks are analyzed in [4-13] and many other papers. In [14-16], one can find models for the analysis of non-homogeneous elastic bodies. Note that a derivation of models for elastic bodies with thin inclusions usually takes into account changing physical and geometrical parameters [17-19]. Contact problems for elastic plates with thin elastic structures were analyzed in [20,21]. We can also mention a number of applied studies related to thin inclusions of different nature in elastic bodies [22-29]. An application of the finite element method for planar mechanical elastic systems can be found in [30]. As for inverse problems in elasticity, the literature in this field is very vast. We will only mention the articles $[31,32]$ and the links in them.

The structure of the paper is as follows. Section 2 addresses variational and differential formulations of the equilibrium problem. Passages to limits, as a rigidity parameter of the bridge tends to infinity and to zero, are investigated in Sections 3 and 4. We provide a justification of the limit procedure and analyze the limit models. Section 5 is concerned with the analysis of the inverse problem.

## 2. Setting the Problem

Let $\Omega_{1}, \Omega_{2} \subset \mathbb{R}^{2}$ be bounded domains with Lipschitz boundaries $\Gamma^{1}, \Gamma^{2}$, respectively, such that $\bar{\Omega}_{1} \cap \bar{\Omega}_{2}=\varnothing$. Assume that $\Gamma^{i}$ is divided into two smooth parts $\Gamma_{N}^{i}$ and $\Gamma_{D}^{i}$, meas $\Gamma_{D}^{i}>0, i=1,2$. We set $b=(-2,2) \times\{0\}, b_{1}=(-2,-1) \times\{0\}$, $b_{2}=(1,2) \times\{0\}, b_{0}=(-1,1) \times\{0\}$. Moreover, we assume that $b_{i} \subset \Omega_{i}$, and $b$ crosses $\Gamma_{N}^{i}, \quad b_{0} \cap \Omega_{i}=\varnothing, i=1,2$, see Figure 1. Denote by $v=(0,1), n=\left(n_{1}, n_{2}\right)$ unit normal vectors to $b, \Gamma^{i}$, respectively, and set $\Omega=\Omega_{1} \cup \Omega_{2}, \Omega_{b}=\Omega \backslash \bar{b}$.


Figure 1. Elastic plates $\Omega_{1}, \Omega_{2}$ with crossing bridge $b$.
The set $\Omega$ corresponds to two elastic plates, and $b$ fits to a thin elastic crossing bridge between two plates. We describe $b$ in the frame of the Euler-Bernoulli beam model. In what follows, the crossing bridge $b$ will be characterized by a rigidity parameter $\alpha>0$. At the first step, this parameter is fixed being equal to 1 , and in the sequel we analyze passages to the limit as $\alpha$ goes to infinity and to zero.

Let $w$ be a scalar-valued function. We use the notations $w_{n}=\frac{\partial w}{\partial n}, w_{v}=\frac{\partial w}{\partial v}$. If $M=\left\{M_{i j}\right\}, i, j=1,2$, then $\nabla \nabla M=M_{i j, i j}$. We also put $\nabla \nabla w=\left\{w_{i j}\right\}, i, j=1,2$. Summation convention over repeated indices is used; all functions with two lower indices are assumed to be symmetric in those indices.

In the domains $\Omega_{1}, \Omega_{2}$, elasticity tensors $A=\left\{a_{i j k l}\right\}, B=\left\{b_{i j k l}\right\}, i, j, k, l=1,2$, are considered with the usual properties of symmetry and positive definiteness,

$$
\begin{array}{r}
a_{i j k l} \in L^{\infty}\left(\Omega_{1}\right),  \tag{1}\\
A \xi \cdot \xi \geq c_{0}|\xi|^{2} \quad \forall \xi=\left\{\xi_{i j}\right\}, \xi_{j i}=\xi_{i j}, c_{0}=\text { const }>0 .
\end{array}
$$

Similar properties are fulfilled for the tensor $B$ on $\Omega_{2}$.
We introduce notations for a bending moment $M_{n}$ and a transverse force $T^{n}=T^{n}(M)$ on the boundaries of the plates,

$$
\begin{equation*}
M_{n}=-M_{i j} n_{j} n_{i} ; T^{n}=-M_{i j, j} n_{i}-M_{i j, k} \tau_{k} \tau_{j} n_{i},\left(\tau_{1}, \tau_{2}\right)=\left(-n_{2}, n_{1}\right) \tag{2}
\end{equation*}
$$

In this case, for smooth functions $w, M=\left\{M_{i j}\right\}, i, j=1,2$, the following Green's formula holds, see [2], Section 1.2.3,

$$
-\int_{\Omega_{i}} M \cdot \nabla \nabla w=-\int_{\Omega_{i}} w \nabla \nabla M+\int_{\Gamma^{i}} M_{n} w_{n}-\int_{\Gamma^{i}} T^{n} w, i=1,2 .
$$

Since the domain $\Omega_{b}$ with the cut $b_{1} \cup b_{2}$ is a union of the domains $\Omega_{1} \backslash b_{1}$ and $\Omega_{2} \backslash b_{2}$, the above Green's formula allows us to write Green's formula for $\Omega_{b}$,

$$
\begin{align*}
-\int_{\Omega_{b}} M \cdot \nabla \nabla w=-\int_{\Omega_{b}} w \nabla \nabla M- & \int_{b_{1} \cup b_{2}}\left[M_{\nu}\right] w_{v}+\int_{b_{1} \cup b_{2}}\left[T^{\nu}\right] w  \tag{3}\\
& +\int_{\Gamma^{1} \cup \Gamma^{2}} M_{n} w_{n}-\int_{\Gamma^{1} \cup \Gamma^{2}} T^{n} w
\end{align*}
$$

where $[h]=h^{+}-h^{-}$is a jump of a function $h$ on $b_{i} ; h^{ \pm}$are the traces of $h$ on the crack faces $b_{i}^{ \pm}, i=1,2$. The signs $\pm$ fit to positive and negative directions of $v$; the values $M_{v}, T^{v}$ with the normal vector $v$ are defined on $b$ similar to (2).

In view of the above notations, an equilibrium problem for the plates $\Omega_{1}, \Omega_{2}$ and the crossing bridge $b$ is formulated as follows. Given external forces $f \in L^{2}(\Omega), g \in L^{2}(b)$ acting on the plates and the crossing bridge, respectively, we have to find a displacement of the plates $w_{, ;}$a moment tensor $M=\left\{M_{i j}\right\}, i, j=1,2$, defined in $\Omega, \Omega_{b}$, respectively; and a crossing bridge displacement $v$ defined on $b$ such that

$$
\begin{array}{r}
\nabla \nabla M+f=0 \text { in } \Omega_{b}, \\
M+E \nabla \nabla w=0 \text { in } \Omega_{b}, \\
v, 1111=g \text { on } b_{0} ; v_{, 1111}=-\left[T^{v}\right]+g \text { on } b_{1} \cup b_{2}, \\
w=w_{n}=0 \text { on } \Gamma_{D}^{1} \cup \Gamma_{D}^{2} ; M_{n}=T^{n}=0 \text { on } \Gamma_{N}^{1} \cup \Gamma_{N}^{2}, \\
w( \pm 2,0)=0 ; v=v, 11=0 \text { as } x_{1}=-2,2, \\
v-w \geq 0,\left[T^{v}\right] \leq 0,(v-w)\left[T^{v}\right]=0 \text { on } b_{1} \cup b_{2}, \\
{[w]=\left[w_{v}\right]=0,\left[M_{v}\right]=0 \text { on } b_{1} \cup b_{2},} \\
{[v( \pm 1)]=\left[v_{1}( \pm 1)\right]=0,[v, 11( \pm 1)]=[v, 111( \pm 1)]=0 .} \tag{11}
\end{array}
$$

Here, $[h(a)]=h(a+0)-h(a-0) ; w_{, 1}=\frac{\partial w}{\partial x_{1}},\left(x_{1}, x_{2}\right) \in \Omega$. The tensor $E$ is equal to $A, B$ in $\Omega_{1}, \Omega_{2}$, respectively. Functions defined on $b$ we identify with functions of the variable $x_{1}$

Relations (4) and (5) are the equilibrium equations for the Kirchhoff-Love elastic plates $\Omega_{1}, \Omega_{2}$ and the constitutive law; (6) is the Euler-Bernoulli equilibrium equations for the crossing bridge parts $b_{i}$, see [1,2]. The right-hand side $-\left[T^{\nu}\right]$ in (6) describes forces acting on $b_{1} \cup b_{2}$ from the elastic plates. The first inequality in (9) provides a non-penetration between the plates and the bridge. Relation (11) provides glue conditions at the points where the bridge $b$ crosses the external boundaries of the elastic plates. Note that, by (9), the contact set between the plates and the bridge is unknown.

We can provide a variational formulation of the problem (4)-(11). Introduce the space

$$
W=H^{2,0}(b) \times H_{D}^{2,0}(\Omega)
$$

with the norm

$$
\|(v, w)\|_{W}^{2}=\|v\|_{H^{2,0}(b)}^{2}+\|w\|_{H_{D}^{2,0}(\Omega)}^{2},
$$

where $H^{2,0}(b), H_{D}^{2,0}(\Omega)$ are the usual Sobolev spaces,

$$
\begin{array}{r}
H_{D}^{2,0}(\Omega)=\left\{w \in H^{2}(\Omega) \mid w=w_{n}=0 \text { on } \Gamma_{D}^{1} \cup \Gamma_{D}^{2} ; w( \pm 2,0)=0\right\} \\
H^{2,0}(b)=\left\{v \in H^{2}(b) \mid v( \pm 2)=0\right\}
\end{array}
$$

and consider the energy functional $\Pi: W \rightarrow \mathbb{R}$,

$$
\Pi(v, w)=\frac{1}{2} C(w, w)-\int_{\Omega} f w+\frac{1}{2} \int_{b} v_{, 11}^{2}-\int_{b} g v .
$$

Here,

$$
C(w, \bar{w})=\int_{\Omega_{1}} a_{i j k l} w_{, k l} \bar{w}_{, i j}+\int_{\Omega_{2}} b_{i j k l} w_{, k l} \bar{w}_{, i j} .
$$

Denote by $S$ the set of admissible displacements,

$$
S=\left\{(v, w) \in W \mid v-w \geq 0 \text { on } b_{1} \cup b_{2}\right\}
$$

and consider the problem:

$$
\text { Find }(v, w) \in S \text { such that } \Pi(v, w)=\inf _{S} \Pi .
$$

This minimization problem has a unique solution since the functional $\Pi$ is weakly lower semicontinuous and coercive. The coercivity of the functional $\Pi$ follows from the Dirichlet boundary conditions on the sets $\Gamma_{D}^{i}$ for the function $w$ and conditions $v( \pm 2)=0$. The set $S$ is weakly closed. The solution of the problem satisfies the following variational inequality

$$
\begin{gather*}
(v, w) \in S,  \tag{12}\\
C(w, \bar{w}-w)-\int_{\Omega} f(\bar{w}-w)  \tag{13}\\
+\int_{b} v, 11(\bar{v}, 11-v, 11)-\int_{b} g(\bar{v}-v) \geq 0 \forall(\bar{v}, \bar{w}) \in S .
\end{gather*}
$$

Theorem 1. Problem formulations (4)-(13) are equivalent for smooth solutions.
Proof. Assume that (12) and (13) hold. We can substitute in (13) test functions of the form $(\bar{v}, \bar{w})=(v, w) \pm(0, \varphi), \varphi \in C_{0}^{\infty}\left(\Omega_{b}\right)$. This provides the equilibrium Equation (4) fulfilled in the distributional sense. Next, test functions of the form $(\bar{v}, \bar{w})=(v, w+\varphi)$ can be substituted in (13), where $\varphi \in C_{0}^{\infty}(\Omega), \varphi \leq 0$ on $b_{1} \cup b_{2} ; \varphi( \pm 2,0)=0$. Taking into account the equilibrium Equation (4) and Green Formula (3), we obtain

$$
-\int_{b_{1} \cup b_{2}}\left[M_{\nu}\right] \varphi_{v}+\int_{b_{1} \cup b_{2}}\left[T^{\nu}\right] \varphi \geq 0
$$

From here, it follows

$$
\begin{equation*}
\left[M_{\nu}\right]=0,\left[T^{\nu}\right] \leq 0 \text { on } b_{1} \cup b_{2} . \tag{14}
\end{equation*}
$$

Now, test functions of the form $(\bar{v}, \bar{w})=(v+\psi, w+\varphi)$ are substituted in (13), $(\psi, \varphi) \in S, \operatorname{supp} \psi \subset\left(b_{1} \cup b_{2}\right)$. This gives

$$
C(w, \varphi)-\int_{\Omega} f \varphi+\int_{b} v, 11 \psi, 11-\int_{b} g \psi \geq 0 .
$$

Consequently, by using the Green Formula (3), in view of (4), (14), we derive

$$
\int_{b_{1} \cup b_{2}}\left[T^{v}\right] \varphi+\int_{b} v^{v}, 1111 \psi-\int_{b} g \psi \geq 0 .
$$

Choosing the above inequality $\psi=\varphi$ on $b_{1} \cup b_{2}$, the following equation

$$
\begin{equation*}
v, 1111=-\left[T^{v}\right]+g \text { on } b_{1} \cup b_{2} \tag{15}
\end{equation*}
$$

is derived. To proceed, take test functions of the form $(\bar{v}, \bar{w})=(v \pm \psi, w)$ in (3), supp $\psi \subset$ $b_{0}$. The following relation is obtained:

$$
\int_{b_{0}} v, 11 \psi, 11-\int_{b_{0}} g \psi=0
$$

Thus,

$$
\begin{equation*}
v, 1111=g \text { on } b_{0} . \tag{16}
\end{equation*}
$$

Now, we are aiming to derive the last relation of (9). Assume that the inequality $v\left(x_{0}\right)-w\left(x_{0}\right)>0$ holds at a point $x_{0} \in b_{1} \cup b_{2}$. In this case, we can take $(\bar{v}, \bar{w})=(v, w) \pm$ $\varepsilon(\psi, \varphi)$ as a test function in (13), where the support of $\psi$ belongs to a small neighborhood of $x_{0}$; the support of $\varphi$ belongs to a small neighborhood of the point $\left(x_{0}, 0\right)$, and $\varepsilon$ is small. This implies

$$
C(w, \varphi)-\int_{\Omega} f \varphi+\int_{b} v_{11} \psi, 11-\int_{b} g \psi=0 .
$$

By (3), (4), and (14), we obtain the relation

$$
\int_{b_{1} \cup b_{2}}\left[T^{v}\right] \varphi+\int_{b} v^{2}, 1111 \psi-\int_{b} g \psi=0 .
$$

In particular, this provides

$$
\left[T^{\nu}\right]=0 \text { in a neighborhood of the point } x_{0} .
$$

This means that

$$
(v-w)\left[T^{\nu}\right]=0 \text { on } b_{1} \cup b_{2} .
$$

The next step of our reasoning is to derive boundary conditions for $v$ at the points $\pm 1, \pm 2$ and the last condition of (7). To this end, we take test function in (13) of the form $(\bar{v}, \bar{w})=$ $(v, w) \pm(\psi, \varphi),(\psi, \varphi) \in W, \varphi=\psi$ on $b_{1} \cup b_{2}$. It provides the equality

$$
C(w, \varphi)-\int_{\Omega} f \varphi+\int_{b_{0}} v, 11 \psi, 11+\int_{b_{1} \cup b_{2}} v, 11 \psi, 11-\int_{b} g \psi=0 .
$$

Applying the Green Formula (3), this relation implies

$$
\begin{array}{r}
-\int_{\Omega_{b}} \nabla \nabla M \cdot \varphi-\int_{\Omega_{b}} f \varphi+\int_{b_{0}} v, 1111 \psi+\int_{b_{1} \cup b_{2}} v, 1111 \psi  \tag{17}\\
-\int_{b_{1} \cup b_{2}}\left[M_{v}\right] \varphi_{v}+\int_{b_{1} \cup b_{2}}\left[T^{v}\right] \varphi+\int_{\Gamma^{1} \cup \Gamma^{2}} M_{n} \varphi_{n}-\int_{\Gamma^{1} \cup \Gamma^{2}} T^{n} \varphi \\
-\int_{b_{0}} g \psi-\int_{b_{1} \cup b_{2}} g \psi-v,\left.111 \psi\right|_{x_{1}=-1} ^{x_{1}=1}+v, 11 \psi,\left.1\right|_{x_{1}=-1} ^{x_{1}=1} \\
-v,\left.111 \psi\right|^{x_{1}=-1}+v, 11 \psi,\left.1\right|_{x_{1}=-2} ^{x_{1}=-1}-v,\left.111 \psi\right|_{x_{1}=1}+v, 11 \psi,\left.1\right|_{x_{1}=1} ^{x_{1}=2}=0 .
\end{array}
$$

From here, it follows that

$$
\begin{equation*}
M_{n}=T^{n}=0 \text { on } \Gamma_{N}^{1} \cup \Gamma_{N}^{2} . \tag{18}
\end{equation*}
$$

Taking into account (4), (14)-(16), from (17) we obtain

$$
\begin{array}{r}
-v_{, 11} \psi_{, 1}(-2)+v_{, 11} \psi_{, 1}(2)-\left[v_{, 11}(1)\right] \psi_{, 1}(1)  \tag{19}\\
+\left[v_{, 111}(1)\right] \psi(1)-\left[v_{, 11}(-1)\right] \psi_{, 1}(-1)+\left[v_{, 111}(-1)\right] \psi(-1)=0 .
\end{array}
$$

Consequently,

$$
v, 11( \pm 2)=0,\left[v_{, 11}( \pm 1)\right]=[v, 111( \pm 1)]=0
$$

Hence, we derived all relations (4)-(11) from (12) and (13).
Let us prove the converse. Assume that (4)-(11) are fulfilled. Then, we have for all $(\bar{v}, \bar{w}) \in S$,

$$
\begin{align*}
-\int_{\Omega_{b}}(\nabla \nabla M & +f)(\bar{w}-w)+\int_{b_{0}}(v, 1111-g)(\bar{v}-v)  \tag{20}\\
& +\int_{b_{1} \cup b_{2}}\left(v, 1111+\left[T^{v}\right]-g\right)(\bar{v}-v)=0
\end{align*}
$$

Integrating by parts in the second and the third integrals of (20) and using the Formula (3), it follows that

$$
\begin{align*}
& -\int_{\Omega_{b}} M \nabla \nabla(\bar{w}-w)-\int_{\Omega_{b}} f(\bar{w}-w)+\int_{b_{0}} v, 11(\bar{v}, 11-v, 11)-\int_{b} g(\bar{v}-v)  \tag{21}\\
& +\int_{b_{1} \cup b_{2}} v, 11(\bar{v}, 11-v, 11)+\int_{b_{1} \cup b_{2}}\left[M_{v}\right]\left(\bar{w}_{v}-w_{v}\right)-\int_{b_{1} \cup b_{2}}\left[T^{v}\right](\bar{w}-w) \\
& -\int_{\Gamma^{1} \cup \Gamma^{2}} M_{n}\left(\bar{w}_{n}-w_{n}\right)+\int_{\Gamma^{1} \cup \Gamma^{2}} T^{n}(\bar{w}-w)+\int_{b_{1} \cup b_{2}}\left[T^{v}\right](\bar{v}-v) \\
& +v,\left.111(\bar{v}-v)\right|_{x_{1}=-1} ^{x_{1}=1}-v,\left.11(\bar{v}, 1-v, 1)\right|_{x_{1}=-1} ^{x_{1}=1}+v,\left.111(\bar{v}-v)\right|_{x_{1}=-2} ^{x_{1}=-1} \\
& -v,\left.11(\bar{v}, 1-v, 1)\right|_{x_{1}=-2} ^{x_{1}=-1}+v,\left.111(\bar{v}-v)\right|_{x_{1}=1} ^{x_{1}=2}-v,\left.11\left(\bar{v}_{, 1}-v, 1\right)\right|_{x_{1}=1} ^{x_{1}=2}=0 .
\end{align*}
$$

We can change the integration over $\Omega_{b}$ by integration over $\Omega$ in the first two integrals of (21) and use boundary conditions for $w, \bar{w}, M_{n}, T^{n}$. To derive the variational inequality (12) and (13) from (21), it suffices to check that

$$
\begin{array}{r}
-\int_{b_{1} \cup b_{2}}\left[T^{v}\right](\bar{w}-w)+\int_{b_{1} \cup b_{2}}\left[T^{v}\right](\bar{v}-v)  \tag{22}\\
+v,\left.111(\bar{v}-v)\right|_{x_{1}=-1} ^{x_{1}=1}-v,\left.11(\bar{v}, 1-v, 1)\right|_{x_{1}=-1} ^{x_{1}=1}+v,\left.111(\bar{v}-v)\right|^{x_{1}=-1} \\
-v,\left.11(\bar{v}, 1-v, 1)\right|^{x_{1}=-1}+v,\left.111(\bar{v}-v)\right|_{x_{1}=1}-v,\left.11(\bar{v}, 1-v, 1)\right|_{x_{1}=1} \leq 0 .
\end{array}
$$

However, the inequality (22) easily follows from (6)-(11). Hence, we proved that (4)-(11) imply (12) and (13). Theorem 1 is proved .

## 3. Convergence of Rigidity Parameter $\alpha$ to Infinity

In this section, we introduce a positive bridge rigidity parameter $\alpha$ into the model (12) and (13) and analyze a passage to the limit as $\alpha \rightarrow \infty$. Our aim is to justify this passage to
the limit and investigate the limit model. Instead of (12) and (13), for any $\alpha>0$, consider the following problem

$$
\begin{array}{r}
\left(v^{\alpha}, w^{\alpha}\right) \in S, \\
C\left(w^{\alpha}, \bar{w}-w^{\alpha}\right)-\int_{\Omega} f\left(\bar{w}-w^{\alpha}\right)  \tag{24}\\
+\alpha \int_{b} v_{, 11}^{\alpha}\left(\bar{v}, 11-v_{, 11}^{\alpha}\right)-\int_{b} g\left(\bar{v}-v^{\alpha}\right) \geq 0 \forall(\bar{v}, \bar{w}) \in S .
\end{array}
$$

The solution $\left(v^{\alpha}, w^{\alpha}\right)$ of this problem is supplied with the index $\alpha$. Note that we can write an equivalent differential formulation of the problem (23) and (24) similar to (4)-(11). In this case, instead of (6) we have the following equations for the crossing bridge

$$
\alpha v_{, 1111}^{\alpha}=g \text { on } b_{0} ; \alpha v_{, 1111}^{\alpha}=-\left[T^{\nu}\right]+g \text { on } b_{1} \cup b_{2} .
$$

In what follows, we justify a passage to the limit as $\alpha \rightarrow \infty$ in (23) and (24). At the first step, a priori estimates of the solutions are derived.

From (23) and (24), the following relation is obtained:

$$
\begin{equation*}
C\left(w^{\alpha}, w^{\alpha}\right)-\int_{\Omega} f w^{\alpha}+\alpha \int_{b}\left(v_{, 11}^{\alpha}\right)^{2}-\int_{b} g v^{\alpha}=0 . \tag{25}
\end{equation*}
$$

From (25), we derive the estimate being uniform in $\alpha \geq \alpha_{0}>0$,

$$
\begin{equation*}
\left\|\left(v^{\alpha}, w^{\alpha}\right)\right\|_{W} \leq c \tag{26}
\end{equation*}
$$

moreover, the relation (25) implies

$$
\begin{equation*}
\int_{b}\left(v_{, 11}^{\alpha}\right)^{2} \leq \frac{c}{\alpha} \tag{27}
\end{equation*}
$$

By estimates (26) and (27), we can assume that as $\alpha \rightarrow \infty$

$$
\begin{array}{r}
\left(v^{\alpha}, w^{\alpha}\right) \rightarrow(v, w) \text { weakly in } W, \\
v\left(x_{1}\right)=a_{0}+a_{1} x_{1}, x_{1} \in(-2,2) ; a_{0}, a_{1} \in \mathbb{R} . \tag{29}
\end{array}
$$

On the other hand, since $v \in H^{2,0}(b)$, consequently, $v=0$ on $b$.
Then introduce the set of admissible displacements for the limit problem,

$$
S_{\infty}=\left\{w \in H_{D}^{2,0}(\Omega) \mid w \leq 0 \text { on } b_{1} \cup b_{2}\right\}
$$

We take any element $\tilde{w} \in S_{\infty}$. Then, $(0, \tilde{w}) \in S$. Substitute this function in (24). By (28) and (29), it is possible to pass to the limit in (23) and (24) as $\alpha \rightarrow \infty$. The limit relations are of the form

$$
\begin{array}{r}
w \in S_{\infty} \\
C(w, \tilde{w}-w)-\int_{\Omega} f(\tilde{w}-w) \geq 0 \quad \forall \tilde{w} \in S_{\infty} \tag{31}
\end{array}
$$

Thus, we have shown the following result.
Theorem 2. As $\alpha \rightarrow \infty$, the solutions of the problem (23) and (24) converge in the sense (28) and (29) to the solution of (30) and (31).

To conclude this section, we provide a differential formulation of the problem (30) and (31): find functions $w, M=\left\{M_{i j}\right\}, i, j=1,2$, defined in $\Omega, \Omega_{b}$, respectively, such that

$$
\begin{array}{r}
\nabla \nabla M+f=0 \text { in } \Omega_{b} \\
M+E \nabla \nabla w=0 \text { in } \Omega_{b}, \\
w=w_{n}=0 \text { on } \Gamma_{D}^{1} \cup \Gamma_{D}^{2} ; M_{n}=T^{n}=0 \text { on } \Gamma_{N}^{1} \cup \Gamma_{N}^{2} \\
w \leq 0,\left[T^{v}\right] \leq 0, w\left[T^{v}\right]=0 \text { on } b_{1} \cup b_{2} \\
{[w]=\left[w_{v}\right]=0,\left[M_{v}\right]=0 \text { on } b_{1} \cup b_{2} ; w( \pm 2,0)=0 .} \tag{36}
\end{array}
$$

The following statement takes place providing a connection between problems (30)-(36).
Theorem 3. Problem formulations (30)-(36) are equivalent provided that the solutions are smooth.
Proof. Let (32)-(36) be fulfilled. Then, we have

$$
\int_{\Omega_{b}}(\nabla \nabla M+f)(\bar{w}-w)=0, \bar{w} \in S_{\infty} .
$$

From this relation, by (3), it follows that

$$
\begin{equation*}
\int_{\Omega} M \nabla \nabla(\bar{w}-w)+\int_{b_{1} \cup b_{2}}\left[T^{\nu}\right](\bar{w}-w)+\int_{\Omega} f(\bar{w}-w)=0 . \tag{37}
\end{equation*}
$$

In so doing, we changed the integration domain $\Omega_{b}$ by $\Omega$ since $\left[M_{v}\right]=0,[w]=\left[w_{v}\right]=$ 0 on $b_{1} \cup b_{2}$. Thus, to obtain (30) and (31) from (37) it suffices to check that

$$
\begin{equation*}
\int_{b_{1} \cup b_{2}}\left[T^{\nu}\right](\bar{w}-w) \geq 0 \tag{38}
\end{equation*}
$$

However, the inequality (38) easily follows from (35).
Conversely, assume that (30) and (31) hold. We take a test function of the form $\tilde{w}=w+\varphi, \varphi \in C_{0}^{\infty}\left(\Omega_{b}\right)$ and substitute it in (31). This implies the equilibrium Equation (32). The other arguments are reminiscent of those used in the proof of Theorem 1, and we omit them. Theorem 3 is proved.

## 4. Convergence of Rigidity Parameter of $\boldsymbol{b}_{\mathbf{0}}$ to Zero

In this section, we assume that $g=0$ on $b_{0}$. A convergence to zero of the rigidity parameter $\alpha$ will be analyzed when assuming that a change of this parameter happens at $b_{0}$. In this case, the rigidity parameter at $b_{1}, b_{2}$ is fixed and is equal to 1 .

We first provide a formulation of the equilibrium problem such as (4)-(11) for this case: find functions $w^{\alpha}, M=\left\{M_{i j}\right\}, i, j=1,2$, defined in $\Omega, \Omega_{b}$, respectively, and functions $v^{\alpha}$ defined on $b$ such that

$$
\begin{array}{r}
\nabla \nabla M+f=0 \text { in } \Omega_{b}, \\
M+E \nabla \nabla w^{\alpha}=0 \text { in } \Omega_{b}, \\
\alpha v_{, 1111}^{\alpha}=0 \text { on } b_{0} ; v_{, 1111}^{\alpha}=-\left[T^{v}\right]+g \text { on } b_{1} \cup b_{2}, \\
w^{\alpha}=w_{n}^{\alpha}=0 \text { on } \Gamma_{D}^{1} \cup \Gamma_{D}^{2} ; M_{n}=T^{n}=0 \text { on } \Gamma_{N}^{1} \cup \Gamma_{N}^{2} \\
v^{\alpha}=v_{, 11}^{\alpha}=0 \text { as } x_{1}=-2,2 ; w( \pm 2,0)=0, \\
{\left[w^{\alpha}\right]=\left[w_{v}^{\alpha}\right]=0,\left[M_{v}\right]=0 \text { on } b_{1} \cup b_{2},} \\
v^{\alpha}-w^{\alpha} \geq 0,\left[T^{v}\right] \leq 0,\left(v^{\alpha}-w^{\alpha}\right)\left[T^{v}\right]=0 \text { on } b_{1} \cup b_{2}, \\
{\left[v^{\alpha}( \pm 1)\right]=\left[v_{, 1}^{\alpha}( \pm 1)\right]=0, v_{, 11}^{\alpha}( \pm 1 \pm 0)=\alpha v_{, 11}^{\alpha}( \pm 1 \mp 0),} \\
v_{, 111}^{\alpha}( \pm 1 \pm 0)=\alpha v_{, 111}^{\alpha}( \pm 1 \mp 0) . \tag{47}
\end{array}
$$

In relations (46) and (47), we should simultaneously take upper or lower signs.
The problem (39)-(47) can be formulated in a variational form. Indeed, consider the energy functional $\pi_{\alpha}: W \rightarrow \mathbb{R}$,

$$
\pi_{\alpha}(v, w)=\frac{1}{2} C(w, w)-\int_{\Omega} f w+\frac{\alpha}{2} \int_{b_{0}} v_{, 11}^{2}+\frac{1}{2} \int_{b_{1} \cup b_{2}} v_{, 11}^{2}-\int_{b_{1} \cup b_{2}} g v .
$$

Then, the problem

$$
\text { find }\left(v^{\alpha}, w^{\alpha}\right) \in S \text { such that } \pi_{\alpha}\left(v^{\alpha}, w^{\alpha}\right)=\inf _{S} \pi_{\alpha}
$$

has a solution satisfying the variational inequality

$$
\begin{align*}
& \left(v^{\alpha}, w^{\alpha}\right) \in S, C\left(w^{\alpha}, \bar{w}-w^{\alpha}\right)-\int_{\Omega} f\left(\bar{w}-w^{\alpha}\right)  \tag{48}\\
& +\alpha \int_{b_{0}} v_{, 11}^{\alpha}\left(\bar{v}, 11-v_{, 11}^{\alpha}\right)+\int_{b_{1} \cup b_{2}} v_{, 11}^{\alpha}\left(\bar{v}, 11-v_{, 11}^{\alpha}\right)  \tag{49}\\
& \quad-\int_{b_{1} \cup b_{2}} g\left(\bar{v}-v^{\alpha}\right) \geq 0 \quad \forall(\bar{v}, \bar{w}) \in S .
\end{align*}
$$

In what follows, we aim to justify a passage to the limit in (48) and (49) as $\alpha \rightarrow 0$. From (48) and (49), the following relation is obtained:

$$
\begin{equation*}
C\left(w^{\alpha}, w^{\alpha}\right)-\int_{\Omega} f w^{\alpha}+\alpha \int_{b_{0}}\left(v_{, 11}^{\alpha}\right)^{2}+\int_{b_{1} \cup b_{2}}\left(v_{, 11}^{\alpha}\right)^{2}-\int_{b_{1} \cup b_{2}} g v^{\alpha}=0 . \tag{50}
\end{equation*}
$$

This relation provides the following estimate being uniform in $\alpha$

$$
\begin{equation*}
\left\|v^{\alpha}\right\|_{H^{2}\left(b_{1} \cup b_{2}\right)}^{2}+\left\|w^{\alpha}\right\|_{H_{D}^{2,0}(\Omega)}^{2} \leq c \tag{51}
\end{equation*}
$$

moreover, the relation (50) implies

$$
\begin{equation*}
\alpha \int_{b_{0}}\left(v_{, 11}^{\alpha}\right)^{2} \leq c . \tag{52}
\end{equation*}
$$

By estimates (51) and (52), we can assume that, as $\alpha \rightarrow 0$,

$$
\begin{equation*}
v^{\alpha} \rightarrow v \text { weakly in } H^{2}\left(b_{1} \cup b_{2}\right), w^{\alpha} \rightarrow w \text { weakly in } H_{D}^{2,0}(\Omega) . \tag{53}
\end{equation*}
$$

From (51) it follows that uniformly in $\alpha$,

$$
\begin{equation*}
v^{\alpha}( \pm 1 \pm 0), v_{, 1}^{\alpha}( \pm 1 \pm 0) \text { are bounded. } \tag{54}
\end{equation*}
$$

Here, and in (55) below, we should take upper or below signs simultaneously. Taking into account the conditions

$$
\left[v^{\alpha}\right]=\left[v_{, 1}^{\alpha}\right]=0 \text { as } x_{1}= \pm 1
$$

we obtain for small $\alpha$ that

$$
\begin{equation*}
\sqrt{\alpha} v^{\alpha}( \pm 1 \mp 0), \quad \sqrt{\alpha} v_{, 1}^{\alpha}( \pm 1 \mp 0) \text { are bounded. } \tag{55}
\end{equation*}
$$

Consequently, relations (52), (55) imply for small $\alpha$ that
$\sqrt{\alpha} v^{\alpha}$ are bounded in $H^{2}\left(b_{0}\right)$.

Thus, we can assume that as $\alpha \rightarrow 0$,

$$
\begin{equation*}
\sqrt{\alpha} v^{\alpha} \rightarrow \tilde{v} \text { weakly in } H^{2}\left(b_{0}\right) . \tag{56}
\end{equation*}
$$

Now, introduce the set of admissible displacements for the limit problem

$$
\begin{array}{r}
S_{0}=\left\{(v, w) \in H^{2}\left(b_{1} \cup b_{2}\right) \times H_{D}^{2,0}(\Omega) \mid v-w \geq 0 \text { on } b_{1} \cup b_{2} ;\right. \\
v( \pm 2)=0\} .
\end{array}
$$

Take $(\bar{v}, \bar{w}) \in S_{0}$ and extend the function $\bar{v}$ to $b_{0}$ assuming that the extension belongs to the space $H^{2,0}(b)$. In this case $(\bar{v}, \bar{w}) \in S$, and we can substitute $(\bar{v}, \bar{w})$ in (48) and (49) as a test function. Passing to the limit as $\alpha \rightarrow 0$, by (53), (56), the following variational inequality is obtained:

$$
\begin{align*}
& C(w, \bar{w}-w)-\int_{\Omega} f(\bar{w}-w)+\int_{b_{1} \cup b_{2}} v_{, 11}(\bar{v}, 11-v, 11)  \tag{57}\\
&-\int_{b_{1} \cup b_{2}} g(\bar{v}-v) \geq 0 \quad \forall(\bar{v}, \bar{w}) \in S_{0} . \tag{58}
\end{align*}
$$

Thus, the following statement is proved.
Theorem 4. As $\alpha \rightarrow 0$, the solutions of the problem (48) and (49) converge in the sense (53) to the solution of (57) and (58).

To conclude the section, we provide a differential formulation of the problem (57) and (58): find a displacement of the elastic plates $w$, a moment tensor $M=\left\{M_{i j}\right\}, i, j=1,2$, defined in $\Omega, \Omega_{b}$, respectively, and a function $v$ defined on $b_{1} \cup b_{2}$ such that

$$
\begin{array}{r}
\nabla \nabla M+f=0 \text { in } \Omega_{b,} \\
M+E \nabla \nabla w=0 \text { in } \Omega_{b}, \\
v, 1111=-\left[T^{v}\right]+g \text { on } b_{1} \cup b_{2}, \\
w=w_{n}=0 \text { on } \Gamma_{D}^{1} \cup \Gamma_{D}^{2} ; M_{n}=T^{n}=0 \text { on } \Gamma_{N}^{1} \cup \Gamma_{N}^{2}, \\
w( \pm 2,0)=0 ; v=v, 11=0 \text { as } x_{1}=-2,2, \\
v-w \geq 0,\left[T^{v}\right] \leq 0,(v-w)\left[T^{v}\right]=0 \text { on } b_{1} \cup b_{2}, \\
{[w]=\left[w_{v}\right]=0,\left[M_{v}\right]=0 \text { on } b_{1} \cup b_{2},} \\
v, 11( \pm 1)=v, 111( \pm 1)=0 . \tag{66}
\end{array}
$$

The following statement is valid.

Theorem 5. Problem formulations (57)-(59) and (66) are equivalent provided that the solutions are smooth.

We omit the proof of this theorem since it is reminiscent of that of Theorem 1. The only step we have to take is to provide a proof that from (57) and (58) the boundary conditions (66) follow. Indeed, take in (57) and (58) test functions of the form ( $\bar{v}, \bar{w}$ ) $=$ $(v, w) \pm(\tilde{v}, \tilde{w}),(\tilde{v}, \tilde{w}) \in S_{0}, \tilde{v}=\tilde{w}$ on $b_{1} \cup b_{2}$. This gives

$$
\begin{equation*}
C(w, \tilde{w})-\int_{\Omega} f \tilde{w}+\int_{b_{1} \cup b_{2}} v, 11 \tilde{v}, 11-\int_{b_{1} \cup b_{2}} g \tilde{v}=0 . \tag{67}
\end{equation*}
$$

Since

$$
C(w, \bar{w})=-\int_{\Omega} M_{i j}(w) \bar{w}_{, i j},
$$

we can integrate by parts in the third term of (67) and use Green's Formula (3). This implies

$$
\begin{array}{r}
-\int_{\Omega_{b}} \nabla \nabla M \cdot \tilde{w}-\int_{\Omega_{b}} f \tilde{w}+\int_{b_{1} \cup b_{2}} v, 1111 \tilde{v}  \tag{68}\\
-\int_{b_{1} \cup b_{2}}\left[M_{v}\right] \tilde{w}_{v}+\int_{b_{1} \cup b_{2}}\left[T^{v}\right] \tilde{w}+\int_{\Gamma^{1} \cup \Gamma^{2}} M_{n} \tilde{w}_{n}-\int_{\Gamma^{1} \cup \Gamma^{2}} T^{n} \tilde{w} \\
-\int_{b_{1} \cup b_{2}} g \tilde{v}-v,\left.111 \tilde{v}\right|^{x_{1}=-1}+v, 11 \tilde{v}_{1},\left.1\right|^{x_{1}=-1}-v,\left.111 \tilde{v}\right|_{x_{1}=1}+v, 11 \tilde{v},\left.1\right|_{x_{1}=1}=0 .
\end{array}
$$

Since the equilibrium equations (59), (61) hold, and since $\left[M_{v}\right]=0$ on $b_{1} \cup b_{2}$, the relation (68) implies boundary conditions (66) and the second group of boundary conditions (62).

Theorem 5 is proved.
To conclude this section, we note that the problems (59) and (66) describe an equilibrium state for two plates occupying the domains $\Omega_{1}, \Omega_{2}$. In fact, we have two independent problems (for each plate) since there is no connection between the plates.

## 5. Analysis of Inverse Problem

In this section, we analyze an inverse problem related to the equilibrium problem (12) and (13). Elasticity tensors $A, B$ are assumed to be constant. The inverse problem consists in finding displacement fields of the plates and the bridge together with an elasticity tensor $A$ when assuming that additional data are provided by measurement. More precisely, it is assumed that for a given continuous function $\xi$, a value $\xi\left(w\left(x_{0}\right)\right)$ is known, where $w\left(x_{0}\right)$ is the displacement of the plate at a given point $x_{0} \in \Omega_{2}, x_{0} \neq(2,0)$. In particular, we can assume that $\xi\left(w\left(x_{0}\right)\right)=w\left(x_{0}\right)$. Note that from a practical standpoint, it is no problem to provide measurements for finding a displacement $w\left(x_{0}\right)$ of the point $x_{0}$;; consequently, $\xi\left(w\left(x_{0}\right)\right)$. We first introduce the 6D space with the Euclidean metric,

$$
\mathbb{R}_{s y m}=\left\{A=\left\{a_{i j k l}\right\} \mid a_{i j k l}=a_{j i k l}=a_{k l i j}, i, j, k, l=1,2 ; a_{i j k l} \in \mathbb{R}\right\} .
$$

Let $G \subset \mathbb{R}_{\text {sym }}$ be a bounded domain with a smooth boundary whose elements satisfy the inequality (1). Then, for any $A \in \bar{G}$ and the fixed tensor $B$ it is possible to find a solution of the variational inequality

$$
\begin{gather*}
\left(v^{A}, w^{A}\right) \in S  \tag{69}\\
C_{A}\left(w^{A}, \bar{w}-w^{A}\right)-\int_{\Omega} f\left(\bar{w}-w^{A}\right)  \tag{70}\\
+\int_{b} v_{, 11}^{A}\left(\bar{v}, 11-v_{, 11}^{A}\right)-\int_{b} g\left(\bar{v}-v^{A}\right) \geq 0 \forall(\bar{v}, \bar{w}) \in S,
\end{gather*}
$$

where $C_{A}=C$ with the given tensor $A$.
Now, we assume that the elasticity tensor $A$ is unknown in the problems (69) and (70). On the other hand, the plate displacement of the point $x_{0}$ is known. Namely, $w\left(x_{0}\right)$ is known from a measurement. Then, the precise formulation of the inverse problem is as follows. Let $d \in \mathbb{R}$ be given. We have to find $\left(v^{A}, w^{A}\right), A \in \bar{G}$ such that

$$
\begin{equation*}
\left(v^{A}, w^{A}\right) \in S \tag{71}
\end{equation*}
$$

$$
\begin{array}{r}
C_{A}\left(w^{A}, \bar{w}-w^{A}\right)-\int_{\Omega} f\left(\bar{w}-w^{A}\right) \\
+\int_{b} v_{, 11}^{A}\left(\bar{v}, 11-v_{, 11}^{A}\right)-\int_{b} g\left(\bar{v}-v^{A}\right) \geq 0 \forall(\bar{v}, \bar{w}) \in S \\
\xi\left(w^{A}\left(x_{0}\right)\right)=d . \tag{73}
\end{array}
$$

Below, we prove the existence of a solution of the inverse problem (71)-(73).
Theorem 6. $d_{1}, d_{2} \in \mathbb{R}, d_{1} \leq d_{2}$, exist such that for any fixed $d \in\left[d_{1}, d_{2}\right]$, the inverse problem (71)-(73) has a solution.

Proof. We introduce a function $L$ defined on the closed set $\bar{G}$,

$$
\begin{equation*}
L: \bar{G} \rightarrow \mathbb{R}, L(A)=\xi\left(w^{A}\left(x_{0}\right)\right) \tag{74}
\end{equation*}
$$

where $\left(v^{A}, w^{A}\right)$ is the solution of the direct problem (69) and (70) with the given elasticity tensor $A$. In what follows, we prove that this function is continuous on the set $\bar{G}$. Indeed, let $A^{p} \in \bar{G}$,

$$
\begin{equation*}
A^{p} \rightarrow A, A \in \bar{G}, p \rightarrow \infty, \tag{75}
\end{equation*}
$$

where we use the convergence in the Euclidean norm $|\cdot|$. For any $p$, we can find the unique solution of the problem

$$
\begin{gather*}
\left(v^{p}, w^{p}\right) \in S  \tag{76}\\
C_{p}\left(w^{p}, \bar{w}-w^{p}\right)-\int_{\Omega} f\left(\bar{w}-w^{p}\right)  \tag{77}\\
+\int_{b} v_{, 11}^{p}\left(\bar{v}, 11-v_{, 11}^{p}\right)-\int_{b} g\left(\bar{v}-v^{p}\right) \geq 0 \quad \forall(\bar{v}, \bar{w}) \in S,
\end{gather*}
$$

where $C_{p}$ fits the elasticity tensor $A^{p}$. The variational inequality (76) and (77) implies

$$
\begin{equation*}
C_{p}\left(w^{p}, w^{p}\right)-\int_{\Omega} f w^{p}+\int_{b}\left(v_{, 11}^{p}\right)^{2}-\int_{b} g v^{p}=0 . \tag{78}
\end{equation*}
$$

From (78), by the uniformity of this estimate in $p$, it follows that

$$
\begin{equation*}
\left\|\left(v^{p}, w^{p}\right)\right\|_{W} \leq c . \tag{79}
\end{equation*}
$$

Choosing a subsequence, if necessary, we can assume that as $p \rightarrow \infty$,

$$
\begin{equation*}
\left(v^{p}, w^{p}\right) \rightarrow(v, w) \text { weakly in } W . \tag{80}
\end{equation*}
$$

By (75), (80), a passage to the limit in (76) and (77), as $p \rightarrow \infty$, is possible, and the limit relation reads as follows:

$$
\begin{gathered}
(v, w) \in S \\
C_{A}(w, \bar{w}-w)-\int_{\Omega} f(\bar{w}-w) \\
+\int_{b} v_{1} 11(\bar{v}, 11-v, 11)-\int_{b} g(\bar{v}-v) \geq 0 \quad \forall(\bar{v}, \bar{w}) \in S .
\end{gathered}
$$

Consequently, we have $(v, w)=\left(v^{A}, w^{A}\right)$,

$$
\begin{gathered}
\left(v^{A}, w^{A}\right) \in S \\
C_{A}\left(w^{A}, \bar{w}-w^{A}\right)-\int_{\Omega} f\left(\bar{w}-w^{A}\right) \\
+\int_{b} v_{, 11}^{A}\left(\bar{v}, 11-v_{, 11}^{A}\right)-\int_{b} g\left(\bar{v}-v^{A}\right) \geq 0 \forall(\bar{v}, \bar{w}) \in S .
\end{gathered}
$$

Moreover, by (80), we can assume that $w^{p}\left(x_{0}\right) \rightarrow w^{A}\left(x_{0}\right)$ as $p \rightarrow \infty$; consequently,

$$
\xi\left(w^{p}\left(x_{0}\right)\right) \rightarrow \xi\left(w^{A}\left(x_{0}\right)\right) .
$$

We proved, therefore, that the function $L$ is continuous on the compact set $\bar{G}$. By the Weierstrass extreme value theorem, this means that we can find

$$
d_{1}=\min _{A \in \bar{G}} L(A), d_{2}=\max _{A \in \bar{G}} L(A) .
$$

Taking into account the intermediate value theorem for continuous functions, we conclude that for any $d \in\left[d_{1}, d_{2}\right] A \in \bar{G}$ exists such that

$$
L(A)=d
$$

This implies that the inverse problems (71) and (73) have a solution. Theorem 6 is proved.

Note that similar arguments can be used for proving a solution existence to an inverse boundary problem with a different additional information compared to (73). In particular, instead of (73), we can consider

$$
\xi\left(v^{A}\left(y_{0}\right)\right)=d,
$$

where $y_{0} \in(1,2)$ is a given point, and $v^{A}$ is the displacement of the bridge.

## 6. Conclusions

The paper presents a rigorous mathematical analysis of the elastic structure consisting of two Kirchhoff-Love plates and the crossing 1D bridge. An inequality-type restriction is imposed on the solution, which provides a mutual non-penetration between the plates and the bridge. This restriction implies that the boundary-value problem as a whole refers to the problem with unknown set of a contact. The solution existence of the problem is established, and asymptotic analysis is fulfilled with respect to the rigidity parameter of the bridge as this parameter tends to infinity and to zero. Therefore, in the frame of the high-level mathematical model, we provide a correctness of the boundary-value problem and analyze the limit mathematical models. Moreover, the existence of a solution to the inverse problem is proved, which allows us to find both the displacement field and the elasticity tensor of one plate provided that a displacement of the other plate at a given point is known.
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## 1. Introduction

In this paper, we shall establish the existence of extremal solutions for the nonlinear fourth-order differential equation

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f\left(t, u(t), u^{\prime}(t)\right),  \tag{1}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0,
\end{array}\right.
$$

where $f \in C([0,1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$.
Recently, differential equations of fourth-order have received more and more attention due to their various applications in science and engineering such as physics, control of dynamical systems etc. For example, The cantilever beam equation of problem (1) is a simplified mechanical model. This cantilever beam equation models the deformations of an elastic beam in equilibrium state, whose one end-point is fixed and the other is free [1,2]. Owing to its significance in physics, a number of works are devoted to the existence of solutions of fourth-order differential equations with different boundary conditions [3-14]. The methods used in these works are the Krasnosel'skii's fixed point theorem [3,4], critical point theorem [5], the contraction mapping principle [6-8], the topological degree theory $[9,10]$ the fixed point index [10-12], the Ekeland variational principle [13], and bifurcation theory [14].

The existence of positive solutions for the simply fourth-order boundary value problem

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f(t, u(t)), \quad t \in(0,1)  \tag{2}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0
\end{array}\right.
$$

which $f$ does not contain any derivative terms has been discussed by several authors, see [2,15-17]. In References [15-17], (2) appears as a special case of the ( $p, n-p$ ) focal boundary value problems for $p=2$ and $n=4$. In all these works the Krasnoselskii's fixed point theorem are applied.

For the cantilever beam equation with a nonlinear boundary condition of third-order derivative

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f(t, u(t)), \quad t \in(0,1)  \tag{3}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1), u^{\prime \prime \prime}(1)=g(u(1)),
\end{array}\right.
$$

the existence of solutions was considered by Ma [18] and Ma et al. [19] respectively based on variational methods and the contraction principle. The boundary condition in (3) may be interpreted in a material sense as the beam having a clamped end at $x=0$ and a shear force resting on the bearing $g$ at $x=1$.

For the nonlinear fourth-order boundary value problem

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f\left(t, u(t), u^{\prime}(t)\right), \quad t \in(0,1) \\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0
\end{array}\right.
$$

the existence of positive solutions has also been discussed by making use of the monotonically iterative technique and applying the successively approximate method, see [20].

Alves et al. [21] considered the cantilever beam equation

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f\left(t, u(t), u^{\prime}(t)\right), \quad t \in(0,1), \\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1), u^{\prime \prime \prime}(1)=g(u(1)),
\end{array}\right.
$$

where $f:[0,1] \times[0,+\infty) \times[0,+\infty) \rightarrow[0,+\infty)$ is continuous. The existence of monotone positive solutions is obtained by using the monotone iteration method.

Many scholars have considered the case of the fourth-order boundary value problem that $f$ contains the fully derivative terms

$$
\left\{\begin{array}{l}
u^{(4)}(t)=f\left(t, u, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}\right), t \in(0,1),  \tag{4}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0 .
\end{array}\right.
$$

In [22], Li used the fixed point index theory in cones to obtain the existence results of problem (16) when $f\left(t, u_{0}, u_{1}, u_{2}, u_{3}\right)$ is superlinear or sublinear growth on $u_{0}, u_{1}, u_{2}, u_{3}$. In [23], Li and Chen extended the existence result by letting $f$ may be superlinear growth and have negative value. Using the method of lower and upper solutions and the monotone iterative technique, some existence results are obtained in [24]. For fully fourth-order nonlinear BVPs with other boundary conditions, the existence of solutions has been discussed by the use of nonlinear analysis method such as the lower and upper solution method [25], Rus's contraction mapping [26], the monotone iterative technique [27], the Fourier analysis method and Leray-Schauder fixed point theorem [28]. However, the key to the application of the monotone iterative technique use in $[21,24,27]$ is the monotonicity assumptions on nonlinearity $f$.

Inspired by the work mentioned above, the aim of this paper is to discuss the existence of extremal solutions to the boundary value problem of the nonlinear differential Equation (1) by the monotone iterative technique and the upper and lower solution method. According to the author's knowledge, it is the first application of this method to such problems under nomonotonicity assumptions on unknown function and monotonicity assumptions on the first order derivative of unknown function in nonlinearity. The paper is organized as follows. In Section 2, we present here the necessary lemmas and establish two new comparison results. In Section 3, we give the definitions of the upper and lower solutions and obtain the existence results of extremal solutions of the problems (1) and (2).

## 2. Preliminaries

In this sections, we present Green's function, some lemmas and comparison results that will be used to prove our main results.

Let $E=C[0,1]$ be a Banach space endowed with the maximum norm $\|u\|=$ $\max _{0 \leq t \leq 1}|u(t)|$.

Lemma 1 ([21]). For $\sigma \in C[0,1]$, the linear boundary value problem

$$
\left\{\begin{array}{l}
u^{(4)}(t)=\sigma(t), \quad t \in(0,1)  \tag{5}\\
u(0)=a, u^{\prime}(0)=b, u^{\prime \prime}(1)=c, u^{\prime \prime \prime}(1)=-d
\end{array}\right.
$$

has the unique solution

$$
u(t)=\int_{0}^{1} G(t, s) \sigma(s) d s+d\left(\frac{t^{2}}{2}-\frac{t^{3}}{6}\right)+\frac{c t^{2}}{2}+b t+a
$$

where $G(t, s)$ is the Green's function defined by

$$
G(t, s)= \begin{cases}\frac{1}{6} s^{2}(3 t-s), & 0 \leq s \leq t \leq 1 \\ \frac{1}{6} t^{2}(3 s-t), & 0 \leq t<s \leq 1\end{cases}
$$

From the expression of $G$, we easily verify that $G_{t}(t, s)$, the partial derivative of $G(t, s)$ to $t$, is given by

$$
G_{t}(t, s)= \begin{cases}\frac{1}{2} s^{2}, & 0 \leq s \leq t \leq 1 \\ t s-\frac{1}{2} t^{2}, & 0 \leq t<s \leq 1\end{cases}
$$

Lemma 2 ([19,22]). The following inequalities hold true.
(1) $G(t, s) \leq \frac{1}{2} s^{2} t$ and $G(t, s) \leq \frac{1}{2} t^{2} s, \forall t, s \in[0,1]$,
(2) $G(t, s) \geq \frac{1}{3} t^{2} s^{2}, \forall t, s \in[0,1]$,
(3) $G_{t}(t, s) \leq t s, \forall t, s \in[0,1]$,
(4) $G_{t}(t, s) \geq \frac{1}{2} t s^{2}, \forall t, s \in[0,1]$.

Lemma 3. Assume that the nonnegative constant $M$ satisfies

$$
\begin{equation*}
\frac{1}{8} M<1 \tag{6}
\end{equation*}
$$

the boundary value problem

$$
\left\{\begin{array}{l}
u^{(4)}(t)=-M u(t)+\sigma(t), t \in(0,1)  \tag{7}\\
u(0)=a, u^{\prime}(0)=b, u^{\prime \prime}(1)=c, u^{\prime \prime \prime}(1)=-d
\end{array}\right.
$$

has the unique solution

$$
u(t)=\psi(t)+\int_{0}^{1} H(t, s) \sigma(s) d s+\int_{0}^{1} Q(t, s) \psi(s) d s
$$

where

$$
\begin{aligned}
& \begin{array}{l}
\psi(t)=d\left(\frac{t^{2}}{2}-\frac{t^{3}}{6}\right)+\frac{c t^{2}}{2}+b t+a, \\
K_{1}(t, s)=-M G(t, s), \\
K_{m}(t, s)=-M \int_{0}^{1} G\left(t, r_{m-1}\right) K_{m-1}\left(r_{m-1}, s\right) d s \\
\quad=(-M)^{m} \int_{0}^{1} \cdots \int_{0}^{1} G\left(t, r_{m-1}\right) \cdots G\left(r_{1}, s\right) d r_{1} \cdots d r_{m-1}, m \geq 2, \\
Q(t, s)=\sum_{m=1}^{+\infty} K_{m}(t, s), \\
H(t, s)=\int_{0}^{1} Q(t, \tau) G(\tau, s) d \tau+G(t, s) .
\end{array}, l
\end{aligned}
$$

Proof. By Lemma 1, we know the solution of problem (7) as follows

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s)(-M u(s)+\sigma(s)) d s+d\left(\frac{t^{2}}{2}-\frac{t^{3}}{6}\right)+\frac{c t^{2}}{2}+b t+a \tag{8}
\end{equation*}
$$

Define the operator $T: E \rightarrow E$ given by

$$
\begin{equation*}
(T u)(t)=M \int_{0}^{1} G(t, s) u(s) d s \tag{9}
\end{equation*}
$$

and let

$$
\varphi(t)=\int_{0}^{1} G(t, s) \sigma(s) d s
$$

It is clear that the operator $T$ is a positive linear continuous operator, and we can rewrite (8) as

$$
\begin{equation*}
(I+T) u=\varphi+\psi \tag{10}
\end{equation*}
$$

where $I$ stands for the identity operator. For any $u \in E$, by the definition of operator norm, it follows that

$$
\begin{aligned}
\|T u\| & =\max _{t \in[0,1]}|T u(t)| \leq \max _{t \in[0,1]} M \int_{0}^{1} G(t, s)|u(s)| d s \\
& \leq \max _{t \in[0,1]} M \int_{0}^{1} G(t, s) d s\|u\|=\max _{t \in[0,1]} M\left(\frac{1}{24} t^{4}-\frac{1}{6} t^{3}+\frac{1}{4} t^{2}\right)\|u\| \\
& =\frac{1}{8} M\|u\| .
\end{aligned}
$$

Note that $0<\frac{1}{8} M<1$, then we get

$$
\|T\| \leq \frac{1}{8} M<1
$$

Thus, the operator $T$ is a contraction mapping. By Banach fixed-point theorem, $T$ has a unique fixed point in $E$, or equivalently, the problem (7) has a unique solution $u \in E$.

It follows from the perturbation theorem of identity operator that $I+T$ has a bounded inverse operator

$$
\begin{aligned}
(I+T)^{-1} & =\sum_{i=0}^{+\infty}(-1)^{i}(T)^{i} \\
& =I-T+T^{2}-\cdots+(-1)^{i}(T)^{i}+\cdots
\end{aligned}
$$

Though direct calculation, we have

$$
\begin{aligned}
(I \varphi)(t) & =\int_{0}^{1} G(t, s) \sigma(s) d s \\
(T \varphi)(t) & =M \int_{0}^{1} G(t, \tau) d \tau \int_{0}^{1} G(\tau, s) \sigma(s) d s=(-1) \int_{0}^{1}\left[\int_{0}^{1} K_{1}(t, \tau) G(\tau, s) d \tau\right] \sigma(s) d s \\
\left(T^{2} \varphi\right)(t) & =M \int_{0}^{1} G\left(t, r_{1}\right)(T \varphi)\left(r_{1}\right) d r_{1} \\
& =M^{2} \int_{0}^{1} G\left(t, r_{1}\right) d r_{1} \int_{0}^{1} G\left(r_{1}, \tau\right) d \tau \int_{0}^{1} G(\tau, s) \sigma(s) d s \\
& =M^{2} \int_{0}^{1}\left[\int_{0}^{1}\left[\int_{0}^{1} G\left(t, r_{1}\right) G\left(r_{1}, \tau\right) d r_{1}\right] G(\tau, s) d \tau\right] \sigma(s) d s \\
& =(-1)^{2} \int_{0}^{1}\left[\int_{0}^{1} K_{2}(t, \tau) G(\tau, s) d \tau\right] \sigma(s) d s,
\end{aligned}
$$

then, we can obtain

$$
\begin{aligned}
\left(T^{m} \varphi\right)(t) & =M \int_{0}^{1} G\left(t, r_{m-1}\right)\left(T^{m-1} \varphi\right)\left(r_{m-1}\right) d r_{m-1} \\
& =M^{m} \int_{0}^{1} G\left(t, r_{m-1}\right) d r_{m-1} \cdots \int_{0}^{1} G\left(r_{2}, r_{1}\right) d r_{1} \int_{0}^{1} G\left(r_{1}, \tau\right) d \tau \int_{0}^{1} G(\tau, s) \sigma(s) d s \\
& =(-1)^{m} \int_{0}^{1}\left[\int_{0}^{1} K_{m}(t, \tau) G(\tau, s) d \tau\right] \sigma(s) d s
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& {\left[\left(I-T+T^{2}+\cdots+(-1)^{m} T^{m}+\cdots\right) \varphi\right](t) } \\
= & \int_{0}^{1}\left[G(t, s)+\int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, \tau) G(\tau, s) d \tau\right] \sigma(s) d s \\
= & \int_{0}^{1} H(t, s) \sigma(s) d s .
\end{aligned}
$$

Similarly, we can obtain

$$
\begin{aligned}
& (I \psi)(t)=d\left(\frac{t^{2}}{2}-\frac{t^{3}}{6}\right)+\frac{c t^{2}}{2}+b t+a \\
& (T \psi)(t)=M \int_{0}^{1} G(t, s) \psi(s) d s=(-1) \int_{0}^{1} K_{1}(t, s) \psi(s) d s \\
& \left(T^{2} \psi\right)(t)=M^{2} \int_{0}^{1} \int_{0}^{1} G\left(t, t_{1}\right) G\left(t_{1}, s\right) \psi(s) d t_{1} d s=(-1)^{2} \int_{0}^{1} K_{2}(t, s) \psi(s) d s
\end{aligned}
$$

and

$$
\begin{aligned}
\left(T^{m} \psi\right)(t) & =M^{m} \int_{0}^{1} \cdots \int_{0}^{1} G\left(t, t_{m-1}\right) \cdots G\left(t_{1}, s\right) \psi(s) d t_{m-1} \cdots d t_{1} d s \\
& =(-1)^{m} \int_{0}^{1} K_{m}(t, s) \psi(s) d s, \quad m \geq 2
\end{aligned}
$$

This is,

$$
\begin{aligned}
& {\left[\left(I-T+T^{2}+\cdots+(-1)^{m} T^{m}+\cdots\right) \psi\right](t) } \\
= & \psi(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, s) \psi(s) d s \\
= & \psi(t)+\int_{0}^{1} Q(t, s) \psi(s) d s
\end{aligned}
$$

Thus, we get the solution of problem (4)

$$
u(t)=\psi(t)+\int_{0}^{1} H(t, s) \sigma(s) d s+\int_{0}^{1} Q(t, s) \psi(s) d s
$$

Remark 1. It follows from the proof of Lemma 3 that the series $\sum_{m=1}^{+\infty} K_{m}(t, s)$ converges uniformly on $[0,1] \times[0,1]$ and all functions $K_{n}(t, s), Q(t, s), H(t, s)$ are continuous on $[0,1] \times[0,1]$. Furthermore, by the differentiability of parametrized integrals, we obtain

$$
\begin{aligned}
Q_{t}(t, s) & =\sum_{m=1}^{+\infty} \frac{\partial K_{m}}{\partial t}(t, s) \\
& =-M G_{t}(t, s)-M \sum_{m=2}^{+\infty} \int_{0}^{1} G_{t}\left(t, r_{m-1}\right) K_{m-1}\left(r_{m-1}, s\right) d s
\end{aligned}
$$

and

$$
H_{t}(t, s)=\int_{0}^{1} Q_{t}(t, \tau) G(\tau, s) d \tau+G_{t}(t, s)
$$

This together with the expression of $G_{t}$ implies that $Q_{t}(t, s), H_{t}(t, s)$ are continuous on $[0,1] \times[0,1]$.

Define $F: C[0,1] \rightarrow C^{1}[0,1]$ by

$$
\begin{equation*}
(F u)(t)=\int_{0}^{1} H(t, s) u(s) d s \tag{11}
\end{equation*}
$$

Based on the continuity of functions $H$ and $H_{t}$, standard arguments show that the following lemma hold.

Lemma 4. F is complete continuous.
Lemma 5. (Comparison result) Assume $u \in C^{4}[0,1]$ satisfies

$$
\left\{\begin{array}{l}
u^{(4)}(t) \geq-M u(t), \quad t \in(0,1) \\
u(0)=0, u^{\prime}(0) \geq 0, u^{\prime \prime}(1) \geq 0, u^{\prime \prime \prime}(1) \leq 0
\end{array}\right.
$$

where the nonnegative constant $M$ satisfying (6) and

$$
\begin{align*}
& \frac{1}{3}-\frac{M}{12}-\frac{2\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{\left(\frac{M}{15}\right)^{2}}{3\left[1-\left(\frac{M}{15}\right)^{2}\right]} \geq 0  \tag{12}\\
& \frac{1}{3}-\frac{M}{6}-\frac{4\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{13\left(\frac{M}{15}\right)^{2}}{36\left[1-\left(\frac{M}{15}\right)^{2}\right]} \geq 0  \tag{13}\\
& \frac{1}{2}-\frac{M}{6}-\frac{4\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{\left(\frac{M}{15}\right)^{2}}{2\left[1-\left(\frac{M}{15}\right)^{2}\right]} \geq 0 \tag{14}
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{2}-\frac{M}{3}-\frac{8\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{13\left(\frac{M}{15}\right)^{2}}{24\left[1-\left(\frac{M}{15}\right)^{2}\right]} \geq 0 \tag{15}
\end{equation*}
$$

then $u(t) \geq 0$ and $u^{\prime}(t) \geq 0$ for $t \in[0,1]$.
Proof. Let $\sigma(t)=u^{(4)}(t)+M u(t)$ and $a=u(0), b=u^{\prime}(0), c=u^{\prime \prime}(1), d=-u^{\prime \prime \prime}(1)$, then $\sigma(t) \geq 0$ for $t \in[0,1]$ and $a=0, b \geq 0, c \geq 0, d \geq 0$. By Lemma 3, the linear problem (7) has a unique solution

$$
u(t)=\psi(t)+\int_{0}^{1} H(t, s) \sigma(s) d s+\int_{0}^{1} Q(t, s) \psi(s) d s
$$

## Moreover,

$$
u^{\prime}(t)=\psi^{\prime}(t)+\int_{0}^{1} H_{t}(t, s) \sigma(s) d s+\int_{0}^{1} Q_{t}(t, s) \psi(s) d s
$$

Now, we consider $\int_{0}^{1} H(t, s) \sigma(s) d s$ for $t \in[0,1]$. Let $m=2 k+1, k=1,2, \cdots$, by Lemma 2, we have

$$
\begin{aligned}
K_{2 k+1}(t, s) & =-M^{2 k+1} \int_{0}^{1} \cdots \int_{0}^{1} G\left(t, r_{2 k}\right) \cdots G\left(r_{1}, s\right) d r_{1} \cdots d r_{2 k} \\
& \geq-M^{2 k+1} \int_{0}^{1} \cdots \int_{0}^{1}\left(\frac{1}{2} t^{2} \cdot r_{2 k}\right)\left(\frac{1}{2} r_{2 k}^{2} \cdot r_{2 k-1}\right) \cdots\left(\frac{1}{2} r_{2}^{2} \cdot r_{1}\right) \cdot\left(\frac{1}{2} r_{1} \cdot s^{2}\right) d r_{1} \cdots d r_{2 k} \\
& =-\frac{16 M^{2 k+1}}{3 \cdot 8^{2 k+1}} t^{2} s^{2} .
\end{aligned}
$$

Let $m=2 k, k=1,2, \cdots$, we have

$$
\begin{aligned}
K_{2 k}(t, s) & =M^{2 k} \int_{0}^{1} \cdots \int_{0}^{1} G\left(t, r_{2 k-1}\right) \cdots G\left(r_{1}, s\right) d r_{1} \cdots d r_{2 k-1} \\
& \geq M^{2 k} \int_{0}^{1} \cdots \int_{0}^{1}\left(\frac{1}{3} t^{2} \cdot r_{2 k-1}^{2}\right) \cdots\left(\frac{1}{3} r_{2}^{2} \cdot r_{1}^{2}\right)\left(\frac{1}{3} r_{1}^{2} \cdot s^{2}\right) d r_{1} \cdots d r_{2 k-1} \\
& =\frac{5 M^{2 k}}{15^{2 k}} t^{2} s^{2}
\end{aligned}
$$

Thus, we can gain

$$
\begin{aligned}
H(t, s) & =\int_{0}^{1} Q(t, \tau) G(\tau, s) d \tau+G(t, s) \\
= & \int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, \tau) G(\tau, s) d \tau+G(t, s) \\
\geq & G(t, s)-M \int_{0}^{1} G(t, \tau) G(\tau, s) d \tau+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m+1}(t, \tau) G(\tau, s) d \tau \\
& +\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m}(t, \tau) G(\tau, s) d \tau \\
& \geq \frac{1}{3} t^{2} s^{2}-M \int_{0}^{1}\left(\frac{1}{2} t^{2} \tau\right)\left(\frac{1}{2} \tau s^{2}\right) d \tau-\sum_{m=1}^{+\infty} \frac{16 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \int_{0}^{1} t^{2} \tau^{2}\left(\frac{1}{2} \tau s^{2}\right) d \tau \\
& +\sum_{m=1}^{+\infty} \frac{5 M^{2 m}}{15^{2 m}} \int_{0}^{1} t^{2} \tau^{2}\left(\frac{1}{3} \tau^{2} s^{2}\right) d \tau \\
= & \frac{1}{3} t^{2} s^{2}-\frac{M}{12} t^{2} s^{2}-\frac{2}{3} \sum_{m=1}^{+\infty} \frac{M^{2 m+1}}{8^{2 m+1}} t^{2} s^{2}+\frac{1}{3} \sum_{m=1}^{+\infty} \frac{M^{2 m}}{15^{2 m}} t^{2} s^{2} .
\end{aligned}
$$

Since $0<\frac{1}{8} M<1$ and $\sum_{m=1}^{+\infty} \frac{M^{2 m+1}}{8^{2 m+1}}, \sum_{m=1}^{+\infty} \frac{M^{2 m}}{15^{2 m}}$ is convergence, we get

$$
H(t, s) \geq\left\{\frac{1}{3}-\frac{M}{12}-\frac{2\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{\left(\frac{M}{15}\right)^{2}}{3\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t^{2} s^{2} .
$$

By (12), we know $\int_{0}^{1} H(t, s) \sigma(s) d s \geq 0$ for $t \in[0,1]$.
Next, we claim that $\psi(t)+\int_{0}^{1} Q(t, s) \psi(s) d s \geq 0$ for $t \in[0,1]$. Let $n(t)=t, p(t)=$ $\frac{t^{2}}{2}, q(t)=\frac{t^{2}}{2}-\frac{t^{3}}{6}$, then we have $\psi(t)=d q(t)+c p(t)+b n(t)$. By simple calculation and deduction, we can get

$$
\begin{aligned}
& n(t)+\int_{0}^{1} Q(t, s) n(s) d s \\
= & n(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, s) n(s) d s \\
= & t-M \int_{0}^{1} G(t, s) n(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m+1}(t, s) n(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m}(t, s) n(s) d s \\
\geq & t^{2}-M\left(\frac{t^{3}}{120}-\frac{t}{12}+\frac{1}{6}\right) t^{2}-\sum_{m=1}^{+\infty} \frac{16 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{t^{2}}{4}+\sum_{m=1}^{+\infty} \frac{5 M^{2 m}}{15^{2 m}} \frac{t^{2}}{4} \\
\geq & \left\{1-\frac{M}{6}-\frac{4\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{5\left(\frac{M}{15}\right)^{2}}{4\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t^{2} \\
= & n_{1}(t) \geq 0, \\
& p(t)+\int_{0}^{1} Q(t, s) p(s) d s \\
= & p(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, s) p(s) d s \\
= & \frac{1}{2} t^{2}-M \int_{0}^{1} G(t, s) p(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m+1}(t, s) p(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m}(t, s) p(s) d s \\
\geq & \frac{1}{2} t^{2}-M\left(\frac{t^{4}}{720}-\frac{t}{36}+\frac{1}{16}\right) t^{2}-\sum_{m=1}^{+\infty} \frac{16 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{t^{2}}{10}+\sum_{m=1}^{+\infty} \frac{5 M^{2 m}}{15^{2 m}} \frac{t^{2}}{10} \\
\geq & \left\{\frac{1}{2}-\frac{M}{16}-\frac{8\left(\frac{M}{8}\right)^{3}}{15\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{\left(\frac{M}{15}\right)^{2}}{2\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t^{2} \\
= & p_{1}(t) \geq 0,
\end{aligned}
$$

and

$$
\begin{aligned}
& q(t)+\int_{0}^{1} Q(t, s) q(s) d s \\
= & q(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} K_{m}(t, s) q(s) d s \\
= & \left(\frac{t^{2}}{2}-\frac{t^{3}}{6}\right)-M \int_{0}^{1} G(t, s) q(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m+1}(t, s) q(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} K_{2 m}(t, s) q(s) d s \\
\geq & \frac{3-t}{6} t^{2}-\frac{M}{120}\left(-\frac{t^{5}}{42}+\frac{t^{4}}{6}-\frac{5 t}{2}+\frac{11}{2}\right) t^{2}-\sum_{m=1}^{+\infty} \frac{16 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{13 t^{2}}{180}+\sum_{m=1}^{+\infty} \frac{5 M^{2 m}}{15^{2 m}} \frac{13 t^{2}}{180} \\
\geq & \left\{\frac{1}{3}-\frac{11 M}{240}-\frac{52\left(\frac{M}{8}\right)^{3}}{135\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{13\left(\frac{M}{15}\right)^{2}}{36\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t^{2} \\
= & q_{1}(t) \geq 0 .
\end{aligned}
$$

By (13), we have

$$
\begin{aligned}
& \psi(t)+\int_{0}^{1} Q(t, s) \psi(s) d s \\
= & {[d q(t)+c p(t)+b n(t)]+\int_{0}^{1} Q(t, s)[d q(s)+c p(s)+b n(s)] d s } \\
= & d\left[q(t)+\int_{0}^{1} Q(t, s) q(s) d s\right]+c\left[p(t)+\int_{0}^{1} Q(t, s) p(s) d s\right]+b\left[n(t)+\int_{0}^{1} Q(t, s) n(s) d s\right] \\
\geq & b n_{1}(t)+c p_{1}(t)+d q_{1}(t) \geq 0 .
\end{aligned}
$$

Thus, we can obtain that $u(t) \geq 0$ for $t \in[0,1]$.
Next, we consider $\int_{0}^{1} H_{t}(t, s) \sigma(s) d s$ for $t \in[0,1]$. Let $m=2 k+1, k=1,2, \cdots$, we gain

$$
\begin{aligned}
\frac{\partial K_{2 k+1}(t, s)}{\partial t} & =-M^{2 k+1} \int_{0}^{1} \cdots \int_{0}^{1} G_{t}\left(t, r_{2 k}\right) \cdots G\left(r_{1}, s\right) d r_{1} \cdots d r_{2 k} \\
& \geq-M^{2 k+1} \int_{0}^{1} \cdots \int_{0}^{1}\left(t \cdot r_{2 k}\right)\left(\frac{1}{2} r_{2 k} \cdot r_{2 k-1}^{2}\right) \cdots\left(\frac{1}{2} r_{2} \cdot r_{1}^{2}\right)\left(\frac{1}{2} r_{1} \cdot s^{2}\right) d r_{1} \cdots d r_{2 k} \\
& =-\frac{32}{3} \frac{M^{2 k+1}}{8^{2 k+1}} t s^{2}
\end{aligned}
$$

Let $m=2 k, k=1,2, \cdots$, we obtain

$$
\begin{aligned}
\frac{\partial K_{2 k}(t, s)}{\partial t} & =M^{2 k} \int_{0}^{1} \cdots \int_{0}^{1} G_{t}\left(t, r_{2 k-1}\right) \cdots G\left(r_{1}, s\right) d r_{1} \cdots d r_{2 k-1} \\
& \geq M^{2 k} \int_{0}^{1} \cdots \int_{0}^{1}\left(\frac{1}{2} t \cdot r_{2 k-1}^{2}\right)\left(\frac{1}{3} r_{2 k-1}^{2} \cdot r_{2 k-2}^{2}\right) \cdots\left(\frac{1}{3} r_{1}^{2} \cdot s^{2}\right) d r_{1} \cdots d r_{2 k-1} \\
& =\frac{15 M^{2 k}}{2 \cdot 15^{2 k}} t s^{2} .
\end{aligned}
$$

Therefore, we know

$$
\begin{aligned}
H_{t}(t, s) & =\int_{0}^{1} Q_{t}(t, \tau) G(\tau, s) d \tau+G_{t}(t, s) \\
& =\int_{0}^{1} \sum_{m=1}^{+\infty} \frac{\partial K_{m}(t, \tau)}{\partial t} G(\tau, s) d \tau+G_{t}(t, s) \\
& \geq G_{t}(t, s)-M \int_{0}^{1} G_{t}(t, \tau) G(\tau, s) d \tau+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m+1}(t, \tau)}{\partial t} G(\tau, s) d \tau \\
& +\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m}(t, \tau)}{\partial t} G(\tau, s) d \tau \\
& \geq \frac{1}{2} t s^{2}-\frac{M}{6} t s^{2}-\frac{4}{3} \sum_{m=1}^{+\infty} \frac{M^{2 m+1}}{8^{2 m+1}} t s^{2}+\frac{1}{2} \sum_{m=1}^{+\infty} \frac{M^{2 m}}{1^{2 m}} t s^{2}
\end{aligned}
$$

Since $0<\frac{1}{8} M<1$ and $\sum_{m=1}^{+\infty} \frac{M^{2 m+1}}{8^{2 m+1}}, \sum_{m=1}^{+\infty} \frac{M^{2 m}}{15^{2 m}}$ is convergence, we get

$$
H_{t}(t, s) \geq\left\{\frac{1}{2}-\frac{M}{6}-\frac{4\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{\left(\frac{M}{15}\right)^{2}}{2\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t s^{2}
$$

By (14), we know $\int_{0}^{1} H_{t}(t, s) \sigma(s) d s \geq 0$ for $t \in[0,1]$.
Lastly, we consider $\psi^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) \psi(s) d s$ for $t \in[0,1]$, where $\psi_{t}(t)=d q^{\prime}(t)+$ $c p^{\prime}(t)+b n^{\prime}(t)$. Though calculation and deduction, we have

$$
\begin{aligned}
& n^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) n(s) d s \\
= & n^{\prime}(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} \frac{\partial K_{m}(t, s)}{\partial t} n(s) d s \\
= & 1-M \int_{0}^{1} G_{t}(t, s) s d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m+1}(t, s)}{\partial t} n(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m}(t, s)}{\partial t} n(s) d s \\
\geq & 1-M\left(\frac{t^{3}}{24}-\frac{t}{4}+\frac{1}{3}\right) t-\sum_{m=1}^{+\infty} \frac{32 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{t}{4}+\sum_{m=1}^{+\infty} \frac{15 M^{2 m}}{2 \cdot 15^{2 m}} \frac{t}{4} \\
\geq & \left\{1-\frac{M}{3}-\frac{8\left(\frac{M}{8}\right)^{3}}{3\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{15\left(\frac{M}{15}\right)^{2}}{8\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t \\
= & n_{2}(t) \geq 0, \\
& p^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) p(s) d s \\
= & p^{\prime}(t)+\int_{0}^{1} \frac{\sum_{m=1}^{+\infty} \frac{\partial K_{m}(t, s)}{\partial t} p(s) d s}{=} \quad t-M \int_{0}^{1} G_{t}(t, s) \frac{s^{2}}{2} d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m+1}(t, s)}{\partial t} p(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m}(t, s)}{\partial t} p(s) d s \\
\geq & t-M\left(\frac{t^{4}}{120}-\frac{t}{12}+\frac{1}{8}\right) t-\sum_{m=1}^{+\infty} \frac{32 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{t}{10}+\sum_{m=1}^{+\infty} \frac{15 M^{2 m}}{2 \cdot 15^{2 m}} \frac{t}{10} \\
\geq & \left\{1-\frac{M}{8}-\frac{16\left(\frac{M}{8}\right)^{3}}{15\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{3\left(\frac{M}{15}\right)^{2}}{4\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t \\
= & p_{2}(t) \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
& q^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) q(s) d s \\
= & q^{\prime}(t)+\int_{0}^{1} \sum_{m=1}^{+\infty} \frac{\partial K_{m}(t, s)}{\partial t} q(s) d s \\
= & \left(t-\frac{t^{2}}{2}\right)-M \int_{0}^{1} G_{t}(t, s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m+1}(t, s)}{\partial t} q(s) d s+\sum_{m=1}^{+\infty} \int_{0}^{1} \frac{\partial K_{2 m}(t, s)}{\partial t} q(s) d s \\
\geq & \left(1-\frac{t}{2}\right) t-\frac{M}{6}\left(-\frac{t^{5}}{120}+\frac{t^{4}}{20}-\frac{3 t}{8}+\frac{11}{20}\right) t-\sum_{m=1}^{+\infty} \frac{32 M^{2 m+1}}{3 \cdot 8^{2 m+1}} \frac{13 t}{180}+\sum_{m=1}^{+\infty} \frac{15 M^{2 m}}{2 \cdot 15^{2 m}} \frac{13 t}{180} \\
\geq & \left\{\frac{1}{2}-\frac{11 M}{120}-\frac{104\left(\frac{M}{8}\right)^{3}}{135\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{13\left(\frac{M}{15}\right)^{2}}{24\left[1-\left(\frac{M}{15}\right)^{2}\right]}\right\} t \\
= & q_{2}(t) \geq 0 .
\end{aligned}
$$

By (15), we get
$\psi^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) \psi(s) d s$
$=\left[d q^{\prime}(t)+c p^{\prime}(t)+b n^{\prime}(t)\right]+\int_{0}^{1} Q_{t}(t, s)\left[d q^{\prime}(t)+c p^{\prime}(t)+b n^{\prime}(t)\right] d s$
$=d\left[q^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) q^{\prime}(t) d s\right]+c\left[p^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) p^{\prime}(t) d s\right]+b\left[n^{\prime}(t)+\int_{0}^{1} Q_{t}(t, s) n^{\prime}(t) d s\right]$
$\geq d q_{2}(t)+c p_{2}(t)+b n_{2}(t) \geq 0$.
Thus, we can obtain that $u^{\prime}(t) \geq 0$ for $t \in[0,1]$.
If the condition $u(0)=0$ replaced by $u(0) \geq 0$, the result in Lemma 5 may be invalid. However, similar to the proof of Lemma 5, we have the following comparison result.

Lemma 6. Assume $u \in C^{4}[0,1]$ satisfies

$$
\left\{\begin{array}{l}
u^{(4)}(t) \geq-M u(t), \quad t \in(0,1) \\
u(0) \geq 0, u^{\prime}(0) \geq 0, u^{\prime \prime}(1) \geq 0, u^{\prime \prime \prime}(1) \leq 0
\end{array}\right.
$$

where the nonnegative constant $M$ satisfying (6), (12) and

$$
\begin{equation*}
\frac{1}{3}-\frac{M}{4}-\frac{16\left(\frac{M}{8}\right)^{3}}{9\left[1-\left(\frac{M}{8}\right)^{2}\right]}+\frac{13\left(\frac{M}{15}\right)^{2}}{36\left[1-\left(\frac{M}{15}\right)^{2}\right]} \geq 0 \tag{16}
\end{equation*}
$$

then $u(t) \geq 0$ for $t \in[0,1]$.

## 3. Main Results

Definition 1. A function $v \in C^{4}[0,1]$ is called a lower solution of problem (1) if it satisfies

$$
\left\{\begin{array}{l}
v^{(4)}(t) \leq f\left(t, v(t), v^{\prime}(t)\right), t \in(0,1) \\
v(0)=0, v^{\prime}(0) \leq 0, v^{\prime \prime}(1) \leq 0, v^{\prime \prime \prime}(1) \geq 0
\end{array}\right.
$$

Definition 2. A function $w \in C^{4}[0,1]$ is called a upper solution of problem (1) if it satisfies

$$
\left\{\begin{array}{l}
w^{(4)}(t) \geq f\left(t, w(t), w^{\prime}(t)\right), \quad t \in(0,1) \\
w(0)=0, w^{\prime}(0) \geq 0, w^{\prime \prime}(1) \geq 0, w^{\prime \prime \prime}(1) \leq 0
\end{array}\right.
$$

For $v_{0}, w_{0} \in C^{1}[0,1]$, we write $v_{0} \leq w_{0}$ if and only if $v_{0}(t) \leq w_{0}(t)$ and $v_{0}^{\prime}(t) \leq w_{0}^{\prime}(t)$ for all $t \in[0,1]$. In such a case, we denote

$$
\left[v_{0}, w_{0}\right]=\left\{u \in C^{1}[0,1]: v_{0}(t) \leq u(t) \leq w_{0}(t), v_{0}^{\prime}(t) \leq u^{\prime}(t) \leq w_{0}^{\prime}(t) t \in[0,1]\right\}
$$

In the following, we list the assumptions to be used throughout our main results.
$\left(H_{1}\right)$ Assume that the functions $v_{0}, w_{0}$ are lower and upper solutions of the problem (1) respectively, and $v_{0} \leq w_{0}$.
$\left(H_{2}\right)$ For fixed $(t, x) \in[0,1] \times\left[\min _{t \in[0,1]} v_{0}(t), \max _{t \in[0,1]} w_{0}(t)\right], f(t, x, y)$ is monotone nondecreasing to $y$.
$\left(H_{3}\right)$ The function $f \in C([0,1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$ satisfies

$$
f(t, x, z)-f(t, y, z) \geq-M(x-y)
$$

where $M>0$ satisfying Lemma 5 and $v_{0}(t) \leq y \leq x \leq w_{0}(t), v_{0}^{\prime}(t) \leq z \leq w_{0}^{\prime}(t), t \in[0,1]$.
Theorem 1. Assume that $M$ satisfies $\left(H_{1}\right),\left(H_{2}\right)$ and $\left(H_{3}\right)$. Then there exist monotone sequences $\left\{v_{n}(t)\right\},\left\{w_{n}(t)\right\}$ which converge in $C^{1}[0,1]$ to the extremal solutions of the problem (1) in $\left[v_{0}, w_{0}\right]$, respectively.

Proof. For any $\alpha \in\left[v_{0}, w_{0}\right]$, we consider the following problem:

$$
\left\{\begin{array}{l}
u^{(4)}(t)=M(\alpha(t)-u(t))+f\left(t, \alpha(t), \alpha^{\prime}(t)\right), \quad t \in(0,1),  \tag{17}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0 .
\end{array}\right.
$$

From the proof of Lemma 1, the problem (17) has a unique solution $u \in E$, which can be expressed as

$$
u(t)=\int_{0}^{1} H(t, s)\left[f\left(s, \alpha(s), \alpha^{\prime}(s)\right)+M \alpha(s)\right] d s
$$

Define an operator $A:\left[v_{0}, w_{0}\right] \rightarrow C^{1}[0,1]$ written as

$$
A \alpha(t)=\int_{0}^{1} H(t, s)\left[f\left(s, \alpha(s), \alpha^{\prime}(s)\right)+M \alpha(s)\right] d s
$$

So, $u \in\left[v_{0}, w_{0}\right]$ is a solution of the problem (17) if and only if $u \in\left[v_{0}, w_{0}\right]$ is the fixed point of $A$.

Define a Nemytsky operator $Q:\left[v_{0}, w_{0}\right] \rightarrow C[0,1]$ written as

$$
Q \alpha(t)=f\left(t, \alpha(t), \alpha^{\prime}(t)\right)+M \alpha(t), \quad \alpha \in\left[v_{0}, w_{0}\right] .
$$

Obviously, $A=F \circ Q$ and $A$ is compact. Moreover, the operator $A$ has the following properties:
(i) $v_{0} \leq A v_{0}, A w_{0} \leq w_{0}$;
(ii) $A y_{1} \leq A y_{2}$, if $v_{0} \leq y_{1} \leq y_{2} \leq w_{0}$.

To prove (i), let $\alpha=v_{0}, v_{1}=A v_{0}$, and $p=v_{1}-v_{0}$. Then from condition $\left(H_{1}\right)$ and the definition of the lower solution, we obtain

$$
\left\{\begin{aligned}
p^{(4)}(t) & \geq-M v_{1}(t)+f\left(t, v_{0}(t), v_{0}^{\prime}(t)\right)+M v_{0}-f\left(t, v_{0}(t), v_{0}^{\prime}(t)\right) \\
& =-M p(t) \\
p(0) & =0, p^{\prime}(0) \geq 0, p^{\prime \prime}(1) \geq 0, p^{\prime \prime \prime}(1) \leq 0
\end{aligned}\right.
$$

Then, from Lemma 5 , we get $p(t) \geq 0, p^{\prime}(t) \geq 0$ for $t \in[0,1]$, that is, $v_{0} \leq A v_{0}$. Similarly, we can prove that $A w_{0} \leq w_{0}$.

To prove (ii), let $y_{1}, y_{2} \in\left[v_{0}, w_{0}\right]$ with $y_{1} \leq y_{2}$. Suppose that $u_{1}=A y_{1}, u_{2}=A y_{2}$. Let $p=u_{2}-u_{1}$. By condition $\left(H_{3}\right)$, we get

$$
\left\{\begin{aligned}
p^{4}(t)= & f\left(t, y_{2}(t), y_{2}^{\prime}(t)\right)-f\left(t, y_{1}(t), y_{1}^{\prime}(t)\right)+M\left(y_{2}(t)-y_{1}(t)\right) \\
& -M u_{2}(t)+M u_{1}(t) \\
\geq & f\left(t, y_{2}(t), y_{1}^{\prime}(t)\right)-f\left(t, y_{1}(t), y_{1}^{\prime}(t)\right)+M\left(y_{2}(t)-y_{1}(t)\right) \\
& -M u_{2}(t)+M u_{1}(t) \geq-M p(t) \\
p(0)= & p^{\prime}(0)=p^{\prime \prime}(1)=p^{\prime \prime \prime}(1)=0
\end{aligned}\right.
$$

By Lemma 5, we deduce $p(t) \geq 0, p^{\prime}(t) \geq 0$ which implies $A y_{1} \leq A y_{2}$. Therefore, $A$ is a monotone operator on $\left[v_{0}, w_{0}\right]$.

Let $v_{m}=A v_{m-1}, w_{m}=A w_{m-1}$, by (i) and (ii), we have

$$
v_{0}(t) \leq v_{1}(t) \leq v_{2}(t) \leq \cdots \leq v_{m}(t) \leq \cdots \leq w_{m}(t) \leq \cdots \leq w_{2}(t) \leq w_{1}(t) \leq w_{0}(t)
$$

and

$$
v_{0}^{\prime}(t) \leq v_{1}^{\prime}(t) \leq v_{2}^{\prime}(t) \leq \cdots \leq v_{m}^{\prime}(t) \leq \cdots \leq w_{m}^{\prime}(t) \leq \cdots \leq w_{2}^{\prime}(t) \leq w_{1}^{\prime}(t) \leq w_{0}^{\prime}(t)
$$

Note that $\left\{v_{m}(t)\right\}$ and $\left\{v_{m}^{\prime}(t)\right\}$ are monotone nondecreasing and are bounded from above, and that $\left\{w_{m}(t)\right\}$ and $\left\{w_{m}^{\prime}(t)\right\}$ are monotone nonincreasing and are bounded from below. Then, by the completely continuity of operator $A$ and $v_{m}(0)=w_{m}(0)=0$ for all $m \in \mathbb{N}$, we obtain

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} v_{n}(t)=v_{*}(t), \lim _{n \rightarrow \infty} w_{n}(t)=w^{*}(t) \\
& \lim _{n \rightarrow \infty} v_{n}^{\prime}(t)=v_{*}^{\prime}(t), \lim _{n \rightarrow \infty} w_{n}^{\prime}(t)=w^{* \prime}(t)
\end{aligned}
$$

uniformly on $[0,1]$, respectively. And the limit functions $v_{*}, w^{*} \in\left[v_{0}, w_{0}\right]$ are solutions of the problem (1).

In the following, we prove $v_{*}, w^{*}$ are extremal solutions of the problem (1) in $\left[v_{0}, w_{0}\right]$. Let $u \in\left[v_{0}, w_{0}\right]$ be a solution of the problem (1). In view of the monotonicity of $A$ and $u=A u$, we conclude

$$
v_{0} \leq v_{1}=A v_{0} \leq A u=u \leq w_{1}=A w_{0} \leq w_{0}
$$

which yields

$$
v_{0} \leq v_{m} \leq u \leq w_{m} \leq w_{0}, \quad m=1,2, \ldots
$$

Therefore, we have $v_{0} \leq v_{*} \leq u \leq w^{*} \leq w_{0}$. This shows $v_{*}$ and $w^{*}$ are minimal solution and maximal solution of the problem (1) in $\left[v_{0}, w_{0}\right]$, respectively. This ends the proof.

For the boundary value problem (2), appears as the special case of problem (1) that $f$ does not contain first-order derivative term, the definition of the upper and lower solutions can be weakened.

Definition 3 ([24]). A function $v \in C^{4}[0,1]$ is called a lower solution of problem (2) if it satisfies

$$
\left\{\begin{array}{l}
v^{(4)}(t) \leq f(t, v(t)), \quad t \in(0,1) \\
v(0) \leq 0, v^{\prime}(0) \leq 0, v^{\prime \prime}(1) \leq 0, v^{\prime \prime \prime}(1) \geq 0
\end{array}\right.
$$

Definition 4 ([24]). A function $w \in C^{4}[0,1]$ is called a upper solution of problem (2) if it satisfies

$$
\left\{\begin{array}{l}
w^{(4)}(t) \geq f(t, w(t)), \quad t \in(0,1) \\
w(0) \geq 0, w^{\prime}(0) \geq 0, w^{\prime \prime}(1) \geq 0, w^{\prime \prime \prime}(1) \leq 0
\end{array}\right.
$$

Based on Lemma 6, we present the existence of extremal solutions for problem (2).
Theorem 2. Assume that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, problem (2) has a lower solution $v_{0}$ and an upper solution $w_{0}$ with $v_{0}(t) \leq w_{0}(t)$ for $t \in[0,1]$, and $f$ satisfies the following condition:

$$
f(t, x)-f(t, y) \geq-M(x-y)
$$

where $M>0$ satisfying Lemma 6 and $v_{0}(t) \leq y \leq x \leq w_{0}(t), t \in[0,1]$. Then there exist monotone sequences $\left\{v_{n}(t)\right\},\left\{w_{n}(t)\right\}$ which converge in $C[0,1]$ to the extremal solutions of the problem (2) in $\left[v_{0}, w_{0}\right]$, respectively.

## 4. Example

Consider the problem

$$
\left\{\begin{array}{l}
u^{(4)}=-\frac{7}{15}\left(\frac{t^{3}}{6}+u\right)^{3}+\frac{7}{30} t^{4} \sin u+\frac{7}{45}\left(\frac{u^{\prime}}{2}\right)^{6}+\frac{7}{90} t^{6}  \tag{18}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(1)=u^{\prime \prime \prime}(1)=0
\end{array}\right.
$$

Take $f(t, u, v)=-\frac{7}{15}\left(\frac{t^{3}}{6}+u\right)^{3}+\frac{7}{30} t^{4} \sin u+\frac{7}{45}\left(\frac{v}{2}\right)^{6}+\frac{7}{90} t^{6}, v_{0}(t)=0$ and $w_{0}(t)=$ $t^{2}-\frac{t^{3}}{6}$, then we have

$$
\left\{\begin{array}{l}
v_{0}^{(4)}(t)=0 \leq \frac{7}{90} t^{6}\left(1-t^{3}\right)=f\left(t, v_{0}(t), v_{0}^{\prime}(t)\right) \\
v_{0}(0)=0, v_{0}^{\prime}(0) \leq 0, v_{0}^{\prime \prime}(1) \leq 0, v_{0}^{\prime \prime \prime}(1) \geq 0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
w_{0}^{(4)}(t)=0 \geq-\frac{7}{15} t^{6}+\frac{7}{30} t^{4} \sin \left(t^{2}-\frac{t^{3}}{6}\right)+\frac{7}{45}\left(t-\frac{t^{2}}{4}\right)^{6}+\frac{7}{90} t^{6}=f\left(t, w_{0}(t), w_{0}^{\prime}(t)\right) \\
w_{0}(0)=0, w_{0}^{\prime}(0) \geq 0, w_{0}^{\prime \prime}(1) \geq 0, w_{0}^{\prime \prime \prime}(1) \leq 0
\end{array}\right.
$$

It shows that condition $\left(H_{1}\right)$ of Theorem 1 holds.
Note that the definition of $f, f$ is monotone nondecreasing to $y \in\left[v_{0}^{\prime}, w_{0}^{\prime}\right]$ for fixed $(t, x) \in[0,1] \times\left[v_{0}, w_{0}\right]$. Therefore, the condition $\left(H_{2}\right)$ of Theorem 1 holds.

Let $M=\frac{7}{5}$. Then, for $v_{0}(t) \leq y \leq x \leq w_{0}(t), v_{0}^{\prime}(t) \leq z \leq w_{0}^{\prime}(t), t \in[0,1]$,

$$
\begin{aligned}
& f(t, x, z)-f(t, y, z) \\
& \left.=-\frac{7}{15}\left[\frac{t^{3}}{6}+x\right)^{3}-\left(\frac{t^{3}}{6}+y\right)^{3}\right]+\frac{7}{30} t^{4}(\sin x-\sin y) \\
& \geq-\frac{7}{5}(x-y)
\end{aligned}
$$

where $M>0$ satisfying Lemma 5 . Thus, the condition $\left(H_{3}\right)$ of Theorem 1 holds. In consequence, the problem (18) has the extremal solutions in $\left[v_{0}, w_{0}\right]$.

## 5. Conclusions

In this article, on a cantilever beam equation models the deformations of an elastic beam, we use the monotone iterative technique and the methods of lower and upper solutions to investigate the existence results for extremal solutions for problems (1) and (2). At the same time, two sequences are obtained for approximating the extremal solutions of the nonlinear fourth-order differential equation. It should be noted that the proof of comparison result does depend on the the perturbation theorem of identity operator. In the future, we will continue to use the monotone iterative technique to investigate problems (1) under nomonotonicity assumptions on $u$ and $v$ in nonlinearity $f(t, u, v)$.
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#### Abstract

We establish a non-linear diffusion partial differential equation (PDE) model to depict the dynamic mechanism of Internet gaming disorder (IGD). By constructing appropriate super- and sub-solutions and applying Schauder's fixed point theorem and continuation method, we study the existence and asymptotic stability of traveling wave solutions to probe into the oscillating behavior of IGD. An example is numerically simulated to examine the correctness of our outcomes.
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## 1. Introduction

### 1.1. Background and Model

In the past decade, with the continuous popularization of the Internet, the number of Internet users has increased sharply. The convenience and other benefits of the Internet are obvious to all. However, there is also some harmful content on the Internet, such as pornography, violence, online games and so on. In particular, various types of Internet games are full of major Internet websites with legal identities. These Internet games have attracted a large number of game players, especially teenagers. Many game players become addicted to Internet games. People with Internet gaming addiction tend to be impulsive, violent, misanthropic and withdrawn. This not only brings great harm to the physical and mental health of Internet game addicts but also endangers society and their families. In recent years, the number of Internet game addicts has continued to rise. This phenomenon has been widely concerning and studied. The World Health Organization [1] has pointed out that Internet game addiction is a new disease. The disease is named Internet gaming disorder (IGD) and is characterized by "Persistent and recurrent use of the Internet to engage in games, often with other players, leading to clinically significant impairment or distress" [2]. IGD is often referred to as a mental illness. The Diagnostic and Statistical Manual of Mental Disorders [3,4] provides some classifications of IGD. In order to cure and reduce the number of people with IGD, scholars from all walks of life have begun to study IGD from various aspects. Some researchers [5-9] use mathematical theories and methods to study IGD by establishing mathematical models.

In this context, we also try to use calculus methods to establish a differential equation model to study IGD. To this end, we make the underlying assumptions as follows:
(i) Internet game players are simply divided into two categories: moderate gamers $M$ and addictive gamers $A$;
(ii) Because it is very difficult to stop playing games through self-control, Internet game players $M$ and $A$ are treated.
(iii) The spatial distribution of the number of Internet game players is very uneven, which is concentrated in places such as Internet cafes and schools, and then gradually
decreases outward. Based on this, we assume that the population distribution of the two types of Internet game players is diffuse in space.

Below, we give the state changes in Internet game players, as shown in the Figure 1.


Figure 1. General scheme of the state transition of Internet gamers in our modeling.
Based on the assumptions (i)-(iii), we explain the process described in Figure 1 in detail. $M(x, t)$ and $A(x, t)$ stand for the population density of moderate gamers and addictive gamers at time $t$ and position $x$, respectively. In time period $\Delta t$, the moderate gamers $M$ have increased by $\alpha M(x, t) \Delta t$ and $\delta A(x, t) \Delta t$ because some non-gamers have become new gamers and some addictive gamers have converted to moderate gamers after treatment. In the meantime, the moderate gamers $M$ have declined by $\beta M(x, t) A(x, t) \Delta t$ and $\gamma_{1} M(x, t) \Delta t$ because some moderate gamers have become addictive gamers and another moderate gamers have converted to non-gamers after treatment. Vice versa, the addictive gamers $A$ have only raised by $\beta M(x, t) A(x, t) \Delta t$ because of the transformation from moderate gamers to addictive gamers. At the same time, the addictive gamers $M$ have reduced by $\delta A(x, t) \Delta t$ and $\gamma_{2} A(x, t) \Delta t$ because some addictive gamers have become moderate gamers and another addictive gamers have converted to non-gamers after treatment. Furthermore, we added the diffusion terms $d_{1} \frac{\partial^{2} M}{\partial x^{2}} \Delta t$ and $d_{2} \frac{\partial^{2} A}{\partial x^{2}} \Delta t$, where $d_{1}$ and $d_{2}$ are the diffusion coefficients. Through the above analysis, we build a new model as follows:

$$
\left\{\begin{array}{l}
\frac{\partial M}{\partial t}=d_{1} \frac{\partial^{2}}{\partial x^{2}} M(x, t)+\alpha-\beta M(x, t) A(x, t)-\gamma_{1} M(x, t)+\delta A(x, t),  \tag{1}\\
\frac{\partial A}{\partial t}=d_{2} \frac{\partial^{2}}{\partial x^{2}} A(x, t)+\beta M(x, t) A(x, t)-\left(\gamma_{2}+\delta\right) A(x, t),
\end{array}\right.
$$

where $(x, t) \in \mathbb{R} \times(0, \infty), \alpha, \beta, \delta, \gamma_{1}, \gamma_{2}, d_{1}, d_{2}>0$ are some constants.
Remark 1. In (1), if there is lack of treatment and diffusion, then $M+A=M(0)+A(0)+\alpha t \rightarrow$ $+\infty$, as $t \rightarrow+\infty$. This will lead to everyone eventually becoming a gamer. Therefore, proper treatment is necessary. Moreover, there are two kinds of healing effects on addicted gamers. One is to cure them completely and make them non-gamers. The other is to reduce their addiction and make them moderate gamers. This shows that game addiction is a stubborn psychological disease. It is difficult to eradicate completely.

### 1.2. Significance and Contribution

The traveling wave solutions of non-linear reaction-diffusion equations have important applications in many disciplines, such as biological dynamics [10,11], epidemic dynamics [12-14] and tumor dynamics [15,16]. Therefore, the study of traveling wave solutions and their properties of diffusion of non-linear partial differential equation models has attracted the attention of many scholars. There have been many good works [17-23] dealing with the traveling wave of reaction-diffusion equations. Enlightened by the ideas and methods in these references, this paper focuses on the existence of traveling wave
solutions to Equation (1). So, let $M(x, t)=\widetilde{M}(\xi), A(x, t)=\widetilde{A}(\xi), \xi=x+c t(c>0)$, then (1) becomes

$$
\left\{\begin{array}{l}
c \tilde{M}^{\prime}(\xi)-d_{1} \tilde{M}^{\prime \prime}(\xi)=\alpha-\beta \widetilde{M}(\xi) \widetilde{A}(\xi)-\gamma_{1} \tilde{M}(\tilde{\xi})+\delta \widetilde{A}(\xi)  \tag{2}\\
c \widetilde{A}^{\prime}(\tilde{\xi})-d_{2} \widetilde{A}^{\prime \prime}(\tilde{\xi})=\beta \widetilde{M}(\tilde{\xi}) \widetilde{A}(\tilde{\xi})-\left(\gamma_{2}+\delta\right) \widetilde{A}(\tilde{\xi})
\end{array}\right.
$$

It is easy to verify that Equation (2) has a unique non-negative constant solution $(\widetilde{M}(\tilde{\xi}), \widetilde{A}(\xi))=\left(\frac{\alpha}{\gamma_{1}}, 0\right)$. Let $\mathcal{M}(\tilde{\xi})=\widetilde{M}(\tilde{\xi})-\frac{\alpha}{\gamma_{1}}, \mathcal{A}(\xi)=\widetilde{A}(\tilde{\xi})$, then Equation (2) changes into

$$
\left\{\begin{array}{l}
c \mathcal{M}^{\prime}(\xi)-d_{1} \mathcal{M}^{\prime \prime}(\xi)=-\beta \mathcal{M}(\xi) \mathcal{A}(\xi)-\gamma_{1} \mathcal{M}(\xi)-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \mathcal{A}(\xi)  \tag{3}\\
c \mathcal{A}^{\prime}(\xi)-d_{2} \mathcal{A}^{\prime \prime}(\xi)=\beta \mathcal{M}(\xi) \mathcal{A}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}(\xi)
\end{array}\right.
$$

The whole paper requires the following assumptions.
(A) For some given constants $\alpha, \beta, \delta, \gamma_{1}, \gamma_{2}, d_{1}, d_{2}>0$ and an unknown constant $c>0$,
there are $\gamma_{2}+\delta<\alpha \beta \gamma_{1}^{-1}$ and $c>2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}$.
The paper mainly includes the following contributions. (a) We propose a novel diffusion PDE (1) modeling Internet game addiction, which is rare in previous papers. (b) Based on Schauder's fixed point theorem and continuation method, we study the existence and asymptotic stability of traveling waves of the model (1) to reveal the oscillating behavior of IGD. (c) Our research provides some theoretical help for the study and treatment of IGD. The remaining structure of the paper is as follows. Section 2 introduces super- and subsolutions and their properties. Section 3 gives the detailed proof process of the existence of traveling waves. Section 4 studies the global asymptotic stability of traveling waves. In Section 5, we provide an example and carry out numerical simulation to examine the validity of our results. Section 6 is a brief summary.

## 2. Super- and Sub-Solutions

This section provides the upper and lower solutions of (3) and their properties. Define the super-solutions $\bar{P}(\xi)=e^{\lambda \xi}$, and $\bar{Q}(\xi)=e^{\mu \xi}$, where

$$
\lambda=\frac{c+\sqrt{c^{2}+4 d_{1} \gamma_{1}}}{2 d_{1}}, \mu=\frac{c+\sqrt{c^{2}-4 d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}}{2 d_{2}} .
$$

By the condition (B), one has $\lambda, \mu>0$, and

$$
c \bar{P}^{\prime}(\xi)-d_{1} \bar{P}^{\prime \prime}(\xi)=-\gamma_{1} \bar{P}(\xi), c \bar{Q}^{\prime}(\xi)-d_{2} \bar{Q}^{\prime \prime}(\xi)=\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \bar{Q}(\xi)
$$

Take the sub-solutions $\underline{P}(\xi)=e^{\lambda \xi}-\mathcal{P} e^{(\lambda-\epsilon) \xi}$ and $\underline{Q}(\xi)=e^{\mu \xi}-\mathcal{Q} e^{(\mu-\epsilon) \xi}$, where $\mathcal{P}, \mathcal{Q}>1$ and $\epsilon \in(0, \min \{\lambda, \mu\})$ are small enough such that

$$
\begin{aligned}
\rho=- & d_{1}(\lambda-\epsilon)^{2}+c(\lambda-\epsilon)>0, \varrho=-d_{2}(\mu-\epsilon)^{2}+c(\mu-\epsilon)-\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)>0, \\
& \underline{\xi} \triangleq \max \left\{\frac{\ln \mathcal{P}}{\epsilon}, \frac{\ln \mathcal{Q}}{\epsilon}\right\}<\min \left\{\frac{1}{\lambda} \ln \frac{\rho\left(\alpha \beta \gamma_{1}^{-1}-\delta\right)}{\beta \gamma_{1}}, \frac{1}{\mu} \ln \frac{\mathcal{P} \gamma_{1}}{\alpha \beta \gamma_{1}^{-1}-\delta}\right\} \triangleq \bar{\xi} .
\end{aligned}
$$

When $\underline{\xi}<\xi<\bar{\xi}$, we obtain $\underline{P}(\xi), \underline{Q}(\tilde{\xi})>0$, and

$$
\begin{aligned}
& c \underline{P}^{\prime}(\xi)-d_{1} \underline{P}^{\prime \prime}(\xi)+\beta \underline{P}(\xi) \underline{Q}(\xi)+\gamma_{1} \underline{P}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \underline{Q}(\xi) \\
&= c\left[\lambda e^{\lambda \xi}-\mathcal{P}(\lambda-\epsilon) e^{(\lambda-\epsilon) \xi}\right]-d_{1}\left[\lambda^{2} e^{\lambda \xi}-\mathcal{P}(\lambda-\epsilon)^{2} e^{(\lambda-\epsilon) \xi}\right]+\gamma_{1}\left[e^{\lambda \xi}-\mathcal{P} e^{(\lambda-\epsilon) \xi}\right] \\
& \quad+\beta\left[e^{\lambda \xi}-\mathcal{P} e^{(\lambda-\epsilon) \xi}\right]\left[e^{\mu \xi}-\mathcal{Q} e^{(\mu-\epsilon) \xi}\right]+\left(\alpha \beta \gamma_{1}^{-1}-\delta\right)\left[e^{\mu \xi}-b e^{(\mu-\epsilon) \xi}\right] \\
&< {\left[\mathcal{P} d_{1}(\lambda-\epsilon)^{2}-\mathcal{P} c(\lambda-\epsilon)-\mathcal{P} \gamma_{1}\right] e^{(\lambda-\epsilon) \xi}+\beta e^{\lambda \xi} e^{\mu \xi}+\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) e^{\mu \xi} } \\
&<- {\left[\mathcal{P} \rho-\beta e^{\lambda \xi} e^{\mu \xi}+\mathcal{P} \gamma_{1}-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) e^{\mu \xi}\right] e^{(\lambda-\epsilon) \xi} } \\
&<- {\left[\mathcal{P} \rho-\beta \cdot \frac{\rho\left(\alpha \beta \gamma_{1}^{-1}-\delta\right)}{\beta \gamma_{1}} \cdot \frac{\mathcal{P} \gamma_{1}}{\alpha \beta \gamma_{1}^{-1}-\delta}+\mathcal{P} \gamma_{1}-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \cdot \frac{\mathcal{P} \gamma_{1}}{\alpha \beta \gamma_{1}^{-1}-\delta}\right] e^{(\lambda-\epsilon) \xi}=0, } \\
& c \underline{Q}^{\prime}(\xi)-d_{2} \underline{Q}^{\prime \prime}(\xi)-\beta \underline{\mathcal{E}}(\xi) \underline{Q}(\xi)-\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \underline{Q}(\xi) \\
&=c\left[\mu e^{\mu \xi}-\mathcal{Q}(\mu-\epsilon) e^{(\mu-\epsilon) \xi}\right]-d_{2}\left[\mu^{2} e^{\mu \xi}-\mathcal{Q}(\mu-\epsilon)^{2} e^{(\mu-\epsilon) \xi}\right] \\
& \quad-\beta\left[e^{\lambda \xi}-\mathcal{P} e^{(\lambda-\epsilon) \xi}\right]\left[e^{\mu \xi}-\mathcal{Q} e^{(\mu-\epsilon) \xi}\right]-\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)\left[e^{\mu \xi}-\mathcal{Q} e^{(\mu-\epsilon) \xi}\right] \\
& \quad<-\mathcal{Q}\left[-d_{2}(\mu-\epsilon)^{2}+c(\mu-\epsilon)-\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)\right] e^{(\mu-\epsilon) \xi}=-\mathcal{Q} \varrho e^{(\mu-\epsilon) \xi}<0 .
\end{aligned}
$$

Let $\widetilde{P}(\xi)=\max \{0, \underline{P}(\xi)\}, \widetilde{Q}(\xi)=\max \{0, \underline{Q}(\xi)\}, \xi \in \mathbb{R}$, then, we have

$$
\begin{gathered}
c \widetilde{P}^{\prime}(\xi)-d_{1} \widetilde{P}^{\prime \prime}(\xi)+\beta \widetilde{P}(\xi) \widetilde{Q}(\xi)+\gamma_{1} \widetilde{P}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \widetilde{Q}(\xi) \leq 0, \forall \xi \neq \frac{\ln \mathcal{P}}{\epsilon} \\
c \widetilde{Q}^{\prime}(\xi)-d_{2} \widetilde{Q}^{\prime \prime}(\xi)-\beta \widetilde{P}(\xi) \widetilde{Q}(\xi)-\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \widetilde{Q}(\xi) \leq 0, \forall \xi \neq \frac{\ln \mathcal{Q}}{\epsilon}
\end{gathered}
$$

## 3. Existence of Traveling Wave

This section mainly discusses the existence and non-existence of traveling waves and some properties of traveling waves. We boil them down to the following theorem.

Theorem 1. Assume that (A) holds, then the following assertions are true:
(a) For any $c>c^{*}=2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}$, there is a traveling wave solution $\left(\widetilde{M}^{*}(\xi)\right.$, $\widetilde{A}^{*}(\xi)$ ) of model (1) satisfying $\lim _{\xi \rightarrow-\infty} \widetilde{M}^{*}(\xi)=\frac{\alpha}{\gamma_{1}}, \lim _{\xi \rightarrow-\infty} \widetilde{A}^{*}(\tilde{\xi})=0$.
(b) $\exists \xi_{0}>0$, when $\xi \in\left(-\infty,-\tilde{\xi}_{0}\right), \widetilde{M}^{*}(\xi)$ and $\widetilde{A}^{*}(\xi)$ are monotone increasing functions.
(c) There is no traveling wave solution of model (1) provided that $c<c^{*}$.
(d) $\liminf _{\xi \rightarrow+\infty} \widetilde{M}^{*}(\xi)>\frac{\alpha}{\gamma_{1}}, \liminf _{\xi \rightarrow+\infty} \widetilde{A}^{*}(\xi)>0$.

Proof. (1) The proof of assertion (a). Here, we prove it in two steps.
Step 1: Local existence of traveling wave. For $c>2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}$, consider a two-point BVP in $(-l, l)$ of the form

$$
\left\{\begin{align*}
& c \mathcal{M}^{\prime}(\xi)-d_{1} \mathcal{M}^{\prime \prime}(\xi)=-\beta \overline{\mathcal{M}}(\xi) \overline{\mathcal{A}}(\xi)-\gamma_{1} \overline{\mathcal{M}}(\xi)-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \overline{\mathcal{A}}(\xi)  \tag{4}\\
& \triangleq F(\overline{\mathcal{M}}(\xi), \overline{\mathcal{A}}(\xi)), \\
& c \mathcal{A}^{\prime}(\xi)-d_{2} \mathcal{A}^{\prime \prime}(\xi)=\beta \overline{\mathcal{M}}(\xi) \overline{\mathcal{M}}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \overline{\mathcal{A}}(\xi) \triangleq G(\overline{\mathcal{M}}(\xi), \overline{\mathcal{A}}(\xi)) \\
& \mathcal{M}( \pm l)=\widetilde{P}( \pm l), \mathcal{A}( \pm l)=\widetilde{Q}( \pm l), \mathcal{M}^{\prime}( \pm l)=\widetilde{P}^{\prime}( \pm l), \mathcal{A}^{\prime}( \pm l)=\widetilde{Q}^{\prime}( \pm l)
\end{align*}\right.
$$

where $l>\underline{\xi}$, and

$$
\overline{\mathcal{M}}(\xi)= \begin{cases}\mathcal{M}(-l), & \xi<-l,  \tag{5}\\
\mathcal{M}(\xi), & -l \leq \xi \leq l, \quad \overline{\mathcal{A}}(\xi)=\left\{\begin{array}{ll}
\mathcal{A}(-l), & \xi<-l \\
\mathcal{M}(\eta), & \xi>l,
\end{array},-l \leq \xi \leq l\right. \\
\mathcal{A}(l), & \xi>l\end{cases}
$$

By Section 2, for a solution $(\mathcal{M}(\xi), \mathcal{A}(\xi))$ of (4), one has $\widetilde{P}(\xi) \leq \mathcal{M}(\xi) \leq \bar{P}(\xi)$, $\widetilde{Q}(\xi) \leq \mathcal{A}(\xi) \leq \bar{Q}(\xi)$. Introducing a norm

$$
\|(u, v)\|=\max \left\{\sup _{\xi \in[-l, l]}|u(\xi)|, \sup _{\xi \in[-l, l]}|v(\xi)|, \sup _{\xi \in[-l, l]}\left|u^{\prime}(\xi)\right|, \sup _{\xi \in[-l, l]}\left|v^{\prime}(\xi)\right|\right\},
$$

for $(u, v) \in C^{2}\left([-l, l], \mathbb{R}^{2}\right)$, then $C^{2}\left([-l, l], \mathbb{R}^{2}\right)$ is a Banach space. Let $\|(\widetilde{P}, \widetilde{Q})\|=R_{1}$, $\|(\bar{P}, \bar{Q})\|=R_{2}, R_{3}=R_{1}+R_{1} d_{1} c^{-1}\left(e^{\frac{2 c l}{d_{1}}}-1\right)+d_{1} R_{2} c^{-2}\left(\beta R_{2}+\gamma_{1}+\alpha \beta \gamma_{1}^{-1}-\delta\right)\left(e^{\frac{c l}{d_{1}}}-\right.$ 1) $\left(e^{\frac{c l}{d_{1}}}-e^{-\frac{c l}{d_{1}}}\right), R_{4}=R_{1}+R_{1} d_{1} c^{-1}\left(e^{\frac{c c l}{d_{2}}}-1\right)+d_{2} R_{2} c^{-2}\left(\beta R_{2}+\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)\left(e^{\frac{c l}{d_{2}}}-\right.$ 1) $\left(e^{\frac{c l}{d_{2}}}-e^{-\frac{c l}{d_{2}}}\right), R=\max \left\{R_{1}, R_{2}, R_{3}, R_{4}\right\}, \Omega=\left\{(u, v) \in C^{2}\left([-l, l], \mathbb{R}^{2}\right):\|(u, v)\|<R+1\right\}$. For $(u, v) \in \Omega$, define a mapping $\mathscr{L}=\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)^{T}: \Omega \rightarrow \mathbb{R}^{2}$ as

$$
\begin{equation*}
(\mathscr{L}(u, v))(\xi)=\binom{(\mathscr{L}(u, v))(\xi)}{(\mathscr{L}(u, v))(\xi)} \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(\mathscr{L}_{1}(u, v)\right)(\xi)=u(-l)+u^{\prime}(-l) e^{\frac{c l}{d_{1}}} \int_{-l}^{\xi} e^{\frac{c}{d_{1}} \tau} d \tau-\frac{1}{d_{1}} \int_{-l}^{\xi}\left[\int_{-l}^{\tau} e^{-\frac{c}{d_{1}}(s-\tau)} F(\bar{u}(s), \bar{v}(s)) d s\right] d \tau \\
& \left(\mathscr{L}_{2}(u, v)\right)(\xi)=v(-l)+v^{\prime}(-l) e^{\frac{c l}{d_{2}}} \int_{-l}^{\xi} e^{\frac{c}{d_{2}} \tau} d \tau-\frac{1}{d_{2}} \int_{-l}^{\xi}\left[\int_{-l}^{\tau} e^{-\frac{c}{d_{2}}(s-\tau)} G(\bar{u}(s), \bar{v}(s)) d s\right] d \tau .
\end{aligned}
$$

By the boundary conditions, (A) and (6), we have

$$
\begin{align*}
& \left|\left(\mathscr{L}_{1}(u, v)\right)(\tilde{\zeta})\right| \\
= & \left|\widetilde{P}(-l)+\widetilde{P}^{\prime}(-l) e^{\frac{c l}{d_{1}}} \int_{-l}^{\xi} e^{\frac{c}{d_{1}} \tau} d \tau-\frac{1}{d_{1}} \int_{-l}^{\xi}\left[\int_{-l}^{\tau} e^{-\frac{c}{d_{1}}(s-\tau)} F(\bar{u}(s), \bar{v}(s)) d s\right] d \tau\right| \\
\leq & |\widetilde{P}(-l)|+\left|\widetilde{P}^{\prime}(-l)\right| e^{\frac{c l}{d_{1}}} \int_{-l}^{l} e^{\frac{c}{d_{1}} \tau} d \tau+\frac{1}{d_{1}} \int_{-l}^{l}\left[\int_{-l}^{\tau} e^{-\frac{c}{d_{1}}(s-\tau)}|F(\bar{u}(s), \bar{v}(s))| d s\right] d \tau \\
\leq & R_{1}+R_{1} \frac{d_{1}}{c}\left(e^{\frac{2 c l}{d_{1}}}-1\right)+\frac{1}{d_{1}} \int_{-l}^{l}\left[\left.\int_{-l}^{l} e^{-\frac{c}{d_{1}}(s-\tau)}[\beta|\bar{u}(s)| \mid \bar{v}(s)) \right\rvert\,\right. \\
& \left.\left.+\gamma_{1}|\bar{u}(s)|+\left(\alpha \beta \gamma_{1}^{-1}-\delta\right)|\bar{v}(s)|\right] d s\right] d \tau \\
\leq & R_{1}+R_{1} d_{1} c^{-1}\left(e^{\frac{2 c l}{d_{1}}}-1\right)+d_{1} R_{2} c^{-2}\left(\beta R_{2}+\gamma_{1}+\alpha \beta \gamma_{1}^{-1}-\delta\right)\left(e^{\frac{c l}{d_{1}}}-1\right)\left(e^{\frac{c l}{d_{1}}}-e^{-\frac{c l}{d_{1}}}\right) \\
= & R_{3}<R+1 . \tag{7}
\end{align*}
$$

Similar to (7), we obtain

$$
\begin{align*}
& \left|\left(\mathscr{L}_{2}(u, v)\right)(\xi)\right| \\
= & \left|v(-l)+v^{\prime}(-l) e^{\frac{c l}{d_{2}}} \int_{-l}^{\xi} e^{\frac{c}{d_{2}} \tau} d \tau-\frac{1}{d_{2}} \int_{-l}^{\xi}\left[\int_{-l}^{\tau} e^{-\frac{c}{d_{2}}(s-\tau)} G(\bar{u}(s), \bar{v}(s)) d s\right] d \tau\right| \\
\leq & R_{1}+R_{1} d_{1} c^{-1}\left(e^{\frac{2 c l}{d_{2}}}-1\right)+d_{2} R_{2} c^{-2}\left(\beta R_{2}+\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)\left(e^{\frac{c l}{d_{2}}}-1\right)\left(e^{\frac{c l}{d_{2}}}-e^{-\frac{c l}{d_{2}}}\right) \\
= & R_{4}<R+1 . \tag{8}
\end{align*}
$$

From (7) and (8), one knows that $\mathscr{L}(\Omega) \subset \Omega$. Obviously, $\mathscr{L}$ is continuous. Moreover, it is easy to prove by Arzela-Ascoli theorem that $\mathscr{L}$ is compact. Therefore, by applying Schauder's fixed point theorem, $\mathscr{L}$ exists as a fixed point $\left(\mathcal{M}_{l}^{*}(\xi), \mathcal{A}_{l}^{*}(\xi)\right) \in \Omega$, which is the solution of (4). Furthermore, $0 \leq \widetilde{P}(\xi) \leq \mathcal{M}_{l}^{*}(\xi)<R+1$ and $0 \leq \widetilde{Q}(\xi) \leq \mathcal{A}_{l}^{*}(\xi)<R+1$.

Step 2: Global continuation of traveling wave. For $\left(\mathcal{M}_{l}(\xi), \mathcal{A}_{l}(\xi)\right)$, from the standard elliptic estimates, one derives that there is $N_{0}>0$ such that

$$
\left\|\mathcal{M}_{l}(\xi)\right\|_{C^{2, v}\left(-\frac{l}{2}, \frac{l}{2}\right)} \leq N_{0},\left\|\mathcal{A}_{l}(\xi)\right\|_{C^{2, v}\left(-\frac{l}{2}, \frac{l}{2}\right)} \leq N_{0}, \forall l>\max \left\{\frac{\ln \mathcal{P}}{\epsilon}, \frac{\ln \mathcal{Q}}{\epsilon}\right\}
$$

where $v \in(0,1)$ is a constant. Taking $l \rightarrow+\infty$, then, one has $\mathcal{M}_{l}^{*}(\xi) \rightarrow \mathcal{M}^{*}(\xi), \mathcal{A}_{l}^{*}(\xi) \rightarrow$ $\mathcal{A}^{*}(\xi)$ in $C_{\text {loc }}^{2}(\mathbb{R})$, and $\left(\mathcal{M}^{*}(\xi), \mathcal{A}^{*}(\xi)\right)$ satisfies Equation (3). Noticing that $0 \leq \widetilde{P}(\xi) \leq$ $\mathcal{M}^{*}(\xi) \leq e^{\lambda \xi}=\bar{P}(\xi)$ and $0 \leq \widetilde{Q}(\xi) \leq \mathcal{A}^{*}(\xi) \leq e^{\mu \xi}=\bar{Q}(\xi)$, we have $\lim _{\xi \rightarrow-\infty} \mathcal{M}^{*}(\xi)=$ $\lim _{\xi \rightarrow-\infty} \mathcal{A}^{*}(\xi)=0$. Thus, $\widetilde{M}^{*}(\xi)=\mathcal{M}^{*}(\xi)+\frac{\alpha}{\gamma_{1}}$ and $\widetilde{A}^{*}(\xi)=\mathcal{A}^{*}(\xi)$ satisfy the Equation (2).

Therefore, $\left(\widetilde{M}^{*}(\tilde{\xi}), \widetilde{A}^{*}(\tilde{\xi})\right)$ is a traveling wave solution of $(1)$ and satisfies $\lim _{\xi \rightarrow-\infty} \widetilde{M}^{*}(\tilde{\xi})=$ $\frac{\alpha}{\gamma_{1}}$ and $\lim _{\xi \rightarrow-\infty} \widetilde{A}^{*}(\xi)=0$.
(2) The proof of assertion (b). For this purpose, we adopt the reduction to absurdity. Assume that, $\forall \xi>0, \mathcal{M}^{*}(\xi)$, and $\mathcal{A}^{*}(\xi)$ is non-monotonic in $(-\infty, \xi)$, then, there are two infinite points sequences $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ and $\left\{\eta_{k}\right\}_{k=1}^{\infty}$ satisfying $\lim _{k \rightarrow \infty} \xi_{k}=\lim _{k \rightarrow \infty} \eta_{k}=-\infty$, $\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\xi_{k}\right)=\lim _{k \rightarrow \infty} \mathcal{A}\left(\eta_{k}\right)=0$, and $\mathcal{M}^{*}(\xi)$ taking the maximum at $\xi=\xi_{k}\left(k \in \mathbb{N}^{+}\right)$and $\mathcal{A}^{*}(\xi)$ taking the minimum at $\xi=\eta_{k}\left(k \in \mathbb{N}^{+}\right)$. Thus, we have

$$
\left(\mathcal{M}^{*}\right)^{\prime}\left(\xi_{k}\right)=\left(\mathcal{A}^{*}\right)^{\prime}\left(\eta_{k}\right)=0,\left(\mathcal{M}^{*}\right)^{\prime \prime}\left(\xi_{k}\right)<0,\left(\mathcal{A}^{*}\right)^{\prime \prime}\left(\eta_{k}\right)>0,
$$

which, together with (A), implies that

$$
\begin{equation*}
0<c\left(\mathcal{M}^{*}\right)^{\prime}\left(\xi_{k}\right)-d_{1}\left(\mathcal{M}^{*}\right)^{\prime \prime}\left(\xi_{k}\right)=-\beta \mathcal{M}^{*}\left(\xi_{k}\right) \mathcal{A}^{*}\left(\xi_{k}\right)-\gamma_{1} \mathcal{M}^{*}\left(\xi_{k}\right)<0 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
0>c\left(\mathcal{A}^{*}\right)^{\prime}\left(\eta_{k}\right)-d_{2}\left(\mathcal{A}^{*}\right)^{\prime \prime}\left(\eta_{k}\right)=\beta \mathcal{M}^{*}\left(\eta_{k}\right) \mathcal{A}^{*}\left(\eta_{k}\right)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}^{*}\left(\eta_{k}\right)>0 \tag{10}
\end{equation*}
$$

Obviously, (9) and (10) are contradictory in themselves. So, there is a constant $\xi_{0}>0$ such that $\mathcal{M}^{*}(\xi)$ and $\mathcal{A}^{*}(\xi)$ are all monotonous in $\left(-\infty,-\xi_{0}\right)$. Moreover, assume that $\mathcal{M}^{*}(\xi)$ and $\mathcal{A}^{*}(\xi)$ are all monotonically decreasing in $\left(-\infty,-\xi_{0}\right)$, then, for any $-\xi_{0}>\xi>$ $-\infty$, we have $0<\mathcal{M}^{*}(\xi)<\mathcal{M}^{*}(-\infty)=0$ and $0<\mathcal{A}^{*}(\xi)<\mathcal{A}^{*}(-\infty)=0$, which is an evident fallacy. Therefore, $\mathcal{M}^{*}(\xi)$ and $\mathcal{A}^{*}(\xi)$ are all monotonically increasing in $\left(-\infty,-\xi_{0}\right)$. By $\widetilde{M}^{*}(\xi)=\mathcal{M}^{*}(\xi)+\frac{\alpha}{\gamma_{1}}$ and $\widetilde{A}^{*}(\xi)=\mathcal{A}^{*}(\xi)$, one knows that $\widetilde{M}^{*}(\xi)$ and $\widetilde{A}^{*}(\tilde{\xi})$ are all monotonically increasing in $\left(-\infty,-\xi_{0}\right)$ as well.
(3) The proof of assertion (c). We still adopt the fallacy reduction. Assume that, when $c<c^{*}$, the model (1) has a traveling wave solution $(\widetilde{M}(\widetilde{\xi}), \widetilde{A}(\xi)$ ), then, the Equation (3) has a traveling wave solution $\mathcal{M}(\xi)=\widetilde{M}(\xi)-\frac{\alpha}{\gamma_{1}}, \mathcal{A}(\tilde{\xi})=\widetilde{A}(\xi)$. Choose an infinite point sequence $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ such that $\lim _{k \rightarrow \infty} \xi_{k}=-\infty$, and let $\mathcal{M}_{k}(\xi)=\frac{\mathcal{M}\left(\xi+\xi_{k}\right)}{\mathcal{M}\left(\xi_{k}\right)}, \mathcal{A}_{k}(\xi)=$ $\frac{\mathcal{A}\left(\xi+\xi_{k}\right)}{\mathcal{A}\left(\xi_{k}\right)}, \widehat{\mathcal{M}}_{k}(\xi)=\mathcal{M}\left(\xi+\xi_{k}\right)$ and $\widehat{\mathcal{A}}_{k}(\xi)=\mathcal{A}\left(\xi+\xi_{k}\right)$, then, $\widehat{\mathcal{M}}_{k}(\xi)$ and $\widehat{\mathcal{A}}_{k}(\xi)$ satisfy the Equation (3), which yields

$$
\begin{equation*}
c \widehat{\mathcal{A}}_{k}^{\prime}(\xi)-d_{2} \widehat{\mathcal{A}}_{k}^{\prime \prime}(\xi)=\beta \widehat{\mathcal{M}}_{k}(\xi) \widehat{\mathcal{A}}_{k}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \widehat{\mathcal{A}}_{k}(\xi) \tag{11}
\end{equation*}
$$

Dividing by $\mathcal{A}\left(\xi_{k}\right)$ at both ends of (11) leads to

$$
\begin{equation*}
c \mathcal{A}_{k}^{\prime}(\xi)-d_{2} \mathcal{A}_{k}^{\prime \prime}(\xi)=\beta \widehat{\mathcal{M}}_{k}(\xi) \mathcal{A}_{k}(\xi)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}_{k}(\xi) \tag{12}
\end{equation*}
$$

In addition, $\mathcal{M}_{k}(0)=\mathcal{A}_{k}(0)=1$ and $\left(\widehat{\mathcal{M}}_{k}(\xi), \widehat{\mathcal{A}}_{k}(\xi)\right) \rightarrow(0,0)$ as $k \rightarrow \infty$ because of $(\mathcal{M}(\xi), \mathcal{A}(\xi)) \rightarrow(0,0)$ as $\xi \rightarrow-\infty$. Setting $k \rightarrow \infty$ on both sides of (12), and denoting $\lim _{k \rightarrow \infty} \mathcal{A}_{k}(\xi)=\mathcal{A}_{0}(\xi)$ in $C_{\text {loc }}^{2}(\mathbb{R})$, then, we obtain

$$
\begin{equation*}
c \mathcal{A}_{0}^{\prime}(\xi)-d_{2} \mathcal{A}_{0}^{\prime \prime}(\xi)=\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}_{0}(\xi) \tag{13}
\end{equation*}
$$

The general solution of ODE (13) is

$$
\begin{equation*}
\mathcal{A}_{0}(\xi)=C_{1} e^{\mu_{1} \xi}+C_{2} e^{\mu_{2} \xi}, \tag{14}
\end{equation*}
$$

where $C_{1}, C_{2}$ are two arbitrary constants, and the characteristic roots

$$
\mu_{1,2}=\frac{c \pm \sqrt{c^{2}-4 d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}}{2 d_{2}}
$$

Moreover, $\mathcal{A}_{k}(0)=1$ implies $\mathcal{A}_{0}(0)=1$. Since $\mathcal{A}_{k}(\xi)>0$ is monotonically increasing, $\mathcal{A}_{0}(\xi)>0$ is monotonically increasing, too, which indicates that $\mu_{1,2} \in \mathbb{R}$. Thus, we obtain $c>c^{*}=2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}$, which is contradictory to $c<c^{*}$. So, the model (1) has no traveling wave solution when $c<c^{*}$.
(4) The proof of assertion (d). Let us first prove that $\liminf _{\xi \rightarrow+\infty}\left[\mathcal{M}^{*}(\xi)+\mathcal{A}^{*}(\xi)\right]>0$. Indeed, since $\mathcal{M}^{*}(\xi), \mathcal{A}^{*}(\xi)>0$, one has $\liminf _{\xi \rightarrow+\infty}\left[\mathcal{M}^{*}(\xi)+\mathcal{A}^{*}(\xi)\right] \geq 0$. Now, we just need to prove $\liminf _{\xi \rightarrow+\infty}\left[\mathcal{M}^{*}(\xi)+\mathcal{A}^{*}(\xi)\right] \neq 0$. By application of fallacy reduction, suppose that the conclusion is not true, then, there is an infinite point sequence $\left.\left\{\zeta_{k}\right\}\right)_{k=1}^{\infty}$ such that $\lim _{k \rightarrow \infty} \zeta_{k}=+\infty$ and $\lim _{k \rightarrow \infty}\left[\mathcal{M}^{*}\left(\zeta_{k}\right)+\mathcal{A}^{*}\left(\zeta_{k}\right)\right]=0$, which deduces $\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\zeta_{k}\right)=$ $\lim _{k \rightarrow \infty} \mathcal{A}^{*}\left(\zeta_{k}\right)=0$. Let $\zeta_{k}=-\omega_{k}, \mathcal{M}^{*}\left(\zeta_{k}\right)=\widehat{\mathcal{M}}^{*}\left(-\zeta_{k}\right)$ and $\mathcal{A}^{*}\left(\zeta_{k}\right)=\widehat{\mathcal{A}}^{*}\left(-\zeta_{k}\right)$, then $\lim _{k \rightarrow \infty} \omega_{k}=-\infty, \lim _{k \rightarrow \infty} \widehat{\mathcal{M}}^{*}\left(\omega_{k}\right)=\lim _{k \rightarrow \infty} \widehat{\mathcal{A}}^{*}\left(\omega_{k}\right)=0, \widehat{\mathcal{M}}^{*}\left(\omega_{k}\right)$ and $\widehat{\mathcal{A}}^{*}\left(\omega_{k}\right)$ satisfy

$$
\begin{equation*}
(-c) \widehat{\mathcal{A}}^{\prime}\left(\omega_{k}\right)-d_{2} \widehat{\mathcal{A}}^{\prime \prime}\left(\omega_{k}\right)=\beta \widehat{\mathcal{M}}\left(\omega_{k}\right) \widehat{\mathcal{A}}\left(\omega_{k}\right)+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \widehat{\mathcal{A}}\left(\omega_{k}\right) . \tag{15}
\end{equation*}
$$

Meanwhile, from the assertion (b), we know that $\mathcal{M}^{*}\left(\omega_{k}\right)$ and $\mathcal{A}^{*}\left(\omega_{k}\right)$ are monotonically increasing in $\left(-\infty, \xi_{0}\right)$. Similar to the proof process of assertion (c), only when $-c>2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}, \mathcal{M}^{*}\left(\omega_{k}\right)$ and $\mathcal{A}^{*}\left(\omega_{k}\right)$ satisfying (15) are monotonically increasing in $\left(-\infty, \xi_{0}\right)$. Thus, we obtain $c<2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}=c^{*}$, which is contradictory to the hypothesis $c>c^{*}$.

Next, we show that $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi)>0$ and $\liminf _{\xi \rightarrow+\infty} \mathcal{A}^{*}(\xi)>0$. One can easily obtain $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi) \geq 0$ and $\liminf _{\xi \rightarrow+\infty} \mathcal{A}^{*}(\xi) \geq 0$ due to $\mathcal{M}^{*}(\xi), \mathcal{A}^{*}(\xi)>0$. Now, we apply the proof by contradiction to prove that $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi) \neq 0$ and $\liminf _{\xi \rightarrow+\infty} \mathcal{A}^{*}(\xi) \neq 0$. Consider $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi) \neq 0$ at first, if $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi)=0$, there exists an infinite point $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ such that $\lim _{k \rightarrow \infty} \xi_{k}=+\infty$ and $\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\xi_{k}\right)=0$. For $\mathcal{A}^{*}(\xi)$, there are two cases, namely, Case 1 : $\liminf _{k \rightarrow \infty} \mathcal{A}^{*}\left(\xi_{k}\right)=0$ and Case $2: \liminf _{k \rightarrow \infty} \mathcal{A}^{*}\left(\xi_{k}\right)>0$. In Case 1 , there is a sub-sequence $\left\{\xi_{k}^{*}\right\} \subset$ $\left\{\xi_{k}\right\}$ such that $\lim _{k \rightarrow \infty} \mathcal{A}^{*}\left(\xi_{k}^{*}\right)=\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\xi_{k}^{*}\right)=0$. Similar to the proof of $\liminf _{\xi \rightarrow+\infty}\left[\mathcal{M}^{*}(\xi)+\right.$ $\left.\mathcal{A}^{*}(\xi)\right]>0$, we find the contradiction between $c>c^{*}$ and $c<c^{*}$. In Case 2, there is a sub-sequence $\left\{\xi_{k}^{* *}\right\} \subset\left\{\xi_{k}\right\}$ such that $\lim _{k \rightarrow \infty} \mathcal{A}^{*}\left(\zeta_{k}^{* *}\right)>0$ and $\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\mathcal{\zeta}_{k}^{* *}\right)=0$ and satisfies

$$
\begin{align*}
& c\left(\mathcal{M}^{*}\right)^{\prime}\left(\xi_{k}^{* *}\right)-d_{1}\left(\mathcal{M}^{*}\right)^{\prime \prime}\left(\xi_{k}^{* *}\right) \\
= & -\beta \mathcal{M}^{*}\left(\xi_{k}^{* *}\right) \mathcal{A}^{*}\left(\xi_{k}^{* *}\right)-\gamma_{1} \mathcal{M}\left(\xi_{k}^{* *}\right)-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \mathcal{A}^{*}\left(\xi_{k}^{* *}\right) \tag{16}
\end{align*}
$$

It is worth noting that we apply $\lim _{k \rightarrow \infty} \mathcal{M}^{*}\left(\xi_{k}^{* *}\right)=0$ and Taylor expansion formula to obtain $\lim _{k \rightarrow \infty}\left(\mathcal{M}^{*}\right)^{\prime}\left(\xi_{k}^{* *}\right)=\lim _{k \rightarrow \infty}\left(\mathcal{M}^{*}\right)^{\prime \prime}\left(\xi_{k}^{* *}\right)=0$. So, taking the limit $k \rightarrow \infty$ at both ends of (16), we have $0=0-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \lim _{k \rightarrow \infty} \mathcal{A}^{*}\left(\zeta_{k}^{* *}\right)<0$, which is an evident falsehood. Thus, we completed the proof of $\liminf _{\xi \rightarrow+\infty} \mathcal{M}^{*}(\xi)>0$. Similar discussions can prove that $\liminf _{\xi \rightarrow+\infty} \mathcal{A}^{*}(\xi)>0$ hold, and the specific proof process is omitted. Noticing the transformation $\mathcal{M}(\xi)=\widetilde{M}(\xi)-\frac{\alpha}{\gamma_{1}}$ and $\mathcal{A}(\xi)=\widetilde{A}(\xi)$, one obtains $\liminf _{\xi \rightarrow+\infty} \widetilde{A}^{*}(\xi)>\frac{\alpha}{\gamma_{1}}$ and $\liminf _{\xi \rightarrow+\infty} \widetilde{A}^{*}(\xi)>0$.

So far, we completed the proof of all the propositions of the Theorem 1.

## 4. Asymptotical Stability of Traveling Wave

This section focuses on the stability of the traveling wave solution of the model (1). Some preparatory work is necessary. According to the actual situation, our model considers the distribution and change in the number of Internet game addicts in a fixed spatial area, so we assume that there is no flow between the population in the spatial area and the outside of the area. Based on this assumption, we give the initial and boundary value conditions for the model (1) as follows:

$$
\begin{cases}\frac{\partial M(x, t)}{\partial \vec{V}}=\frac{\partial A(x, t)}{\partial \vec{v}}=0, & (x, t) \in \partial \Lambda \times \mathbb{R}^{+},  \tag{17}\\ M(x, 0)=\phi_{1}(x), A(x, 0)=\phi_{2}(x), & x \in \Lambda\end{cases}
$$

here, $\mathbb{R}^{+}=(0, \infty), \Lambda \subset \mathbb{R}$ is bounded with smooth boundary $\partial \Lambda, \vec{v}$ is outer normal vector of $\partial \Lambda$ and $\phi_{1}(x), \phi_{2}(x)>0$ are continuous.

Let $\mathscr{X}=C^{3}\left(\bar{\Lambda} \times \mathbb{R}^{+}, \mathbb{R}^{2}\right)$ be a Banach space, then $\mathscr{X}^{+}=\{(u, v) \in \mathscr{X}: u>0, v>0\}$ is a closed positive cone of $\mathscr{X}$. We discuss the stability of traveling wave solutions of model (1). Obviously, $(M(x, t), A(x, t))=\left(\frac{\alpha}{\gamma_{1}}, 0\right)$ is a non-negative constant stationary solution of model (1). Here, we have the following result about the stability of the model (1).

Theorem 2. If (A) is true, then the traveling wave solution $\left(M^{*}(x, t), A^{*}(x, t)\right)$ of model (1) satisfying condition (17) is globally asymptotically stable in $\mathscr{X}^{+}$.

Proof. Let $\mathcal{M}(x, t)=M(x, t)-\frac{\alpha}{\gamma_{1}}$ and $\mathcal{A}(x, t)=A(x, t)$, then system (1) and condition (17) change into

$$
\begin{cases}\frac{\partial \mathcal{M}}{\partial t}=d_{1} \Delta \mathcal{M}-\beta \mathcal{M} \mathcal{A}-\gamma_{1} \mathcal{M}-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \mathcal{A}, & (x, t) \in \Lambda \times \mathbb{R}^{+},  \tag{18}\\ \frac{\partial \mathcal{A}}{\partial t}=d_{2} \Delta \mathcal{A}+\beta \mathcal{M} \mathcal{A}+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}, & (x, t) \in \Lambda \times \mathbb{R}^{+}, \\ \frac{\partial \mathcal{M}(x, t)}{\partial \vec{v}}=\frac{\partial \mathcal{A}(x, t)}{\partial \vec{v}}=0, & (x, t) \in \partial \Lambda \times \mathbb{R}^{+}, \\ \mathcal{M}(x, 0)=\phi_{1}(x)-\frac{\alpha}{\gamma_{1}}, \mathcal{A}(x, 0)=\phi_{2}(x), & x \in \Lambda .\end{cases}
$$

Now, it suffices to prove that the traveling wave solution $\left(\mathcal{M}^{*}(x, t), \mathcal{A}^{*}(x, t)\right)$ of (18) is globally asymptotically stable in $\mathscr{X}^{+}$. To this end, build a functional $V(t)=$ $\int_{\Lambda}[\mathcal{M}(x, t)+\mathcal{A}(x, t)] d x$. Obviously, $V(t)$ is smooth, $V(t)>0$ for all $t \neq 0$ and $V(0)=0$ in
$\mathscr{X}^{+}$. It follows from [24] that $\{t \in \mathbb{R}: V(t) \leq \mu\}$ is bounded for $\mu \geq 0$. Thus, calculating the derivative of $V(t)$ along (18), we have

$$
\begin{align*}
\frac{d V}{d t}= & \int_{\Lambda}\left[\frac{\partial \mathcal{M}}{\partial t}+\frac{\partial \mathcal{A}}{\partial t}\right] d x=\int_{\Lambda}\left[d_{1} \Delta \mathcal{M}-\beta \mathcal{M} \mathcal{A}-\gamma_{1} \mathcal{M}-\left(\alpha \beta \gamma_{1}^{-1}-\delta\right) \mathcal{A}\right. \\
& \left.+d_{2} \Delta \mathcal{A}+\beta \mathcal{M} \mathcal{A}+\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right) \mathcal{A}\right] d x \\
= & \int_{\Lambda}\left[d_{1} \Delta \mathcal{M}+d_{2} \Delta \mathcal{A}-\gamma_{1} \mathcal{M}-\gamma_{2} \mathcal{A}\right] d x \\
= & \int_{\Lambda}\left[d_{1} \Delta \mathcal{M}+d_{2} \Delta \mathcal{A}\right] d x-\int_{\Lambda}\left[\gamma_{1} \mathcal{M}+\gamma_{2} \mathcal{A}\right] d x \tag{19}
\end{align*}
$$

From the boundary value condition $\frac{\partial \mathcal{M}(x, t)}{\partial \vec{v}}=\frac{\partial \mathcal{A}(x, t)}{\partial \vec{v}}=0$, we obtain

$$
\begin{equation*}
\int_{\Lambda} \Delta \mathcal{M} d x=\left.\frac{\partial \mathcal{M}}{\partial x}\right|_{\partial \Lambda}=0, \int_{\Lambda} \Delta \mathcal{A} d x=\left.\frac{\partial \mathcal{A}}{\partial x}\right|_{\partial \Lambda}=0 \tag{20}
\end{equation*}
$$

(19) and (20) yield

$$
\begin{equation*}
\frac{d V}{d t}=-\int_{\Lambda}\left[\gamma_{1} \mathcal{M}+\gamma_{2} \mathcal{A}\right] d x<0 \tag{21}
\end{equation*}
$$

In view of (21) and [24], we know that $V(t)$ is a Lyapunov function of (18). From the parabolic $L^{p}$-theory, the Sobolev Embedding Theorem and the standard compactness argument [25], we conclude that there are some constants $N, t_{0}>0$ such that $\|\mathcal{M}\|_{C^{2}(\bar{\Lambda})}+$ $\|\mathcal{A}\|_{C^{2}(\bar{\Lambda})} \leq N, \forall t>t_{0}$. So, we apply the Sobolev Embedding Theorem [26] to obtain that $(\mathcal{M}, \mathcal{A}) \rightarrow(0,0)$ in $L^{2}(\Lambda) \times L^{2}(\Lambda)$, as $t \rightarrow \infty$. Additionally, $\frac{d V}{d t}=0 \operatorname{iff}(\mathcal{M}, \mathcal{A})=(0,0)$, which leads to $\left\{(\mathcal{M}, \mathcal{A}): \frac{d V}{d t}=0\right\}=\{(0,0)\}$. Thus, according to Lyapunov stability theory, we conclude that the traveling wave solution $\left(\mathcal{M}^{*}(x, t), \mathcal{A}^{*}(x, t)\right)$ of (18) is globally asymptotically stable in $\mathscr{X}^{+}$. The proof is completed.

## 5. Numerical Simulation

Consider the following non-linear diffusion PDE model of IGD

$$
\begin{cases}\frac{\partial M}{\partial t}=d_{1} \Delta M+\alpha-\beta M A-\gamma_{1} M+\delta A, & (x, t) \in \Lambda \times \mathbb{R}^{+}  \tag{22}\\ \frac{\partial A}{\partial t}=d_{2} \Delta A+\beta M A-\left(\gamma_{2}+\delta\right) A, & (x, t) \in \Lambda \times \mathbb{R}^{+} \\ \frac{\partial M(x, t)}{\partial \vec{v}}=\frac{\partial A(x, t)}{\partial \vec{v}}=0, & (x, t) \in \partial \Lambda \times \mathbb{R}^{+} \\ M(x, 0)=\phi_{1}(x), \quad A(x, 0)=\phi_{2}(x), & x \in \Lambda\end{cases}
$$

where $\mathbb{R}^{+}=(0, \infty), \Lambda=(0,10), \alpha=10, \beta=6, \gamma_{1}=3 \gamma_{2}=2, \delta=3, d_{1}=0.5, d_{2}=0.8$, $\phi_{1}(x)=5+3 \sin (x), \phi_{2}(x)=7+4 \cos (x)$.

A simple calculation gives $5=\gamma_{2}+\delta<\alpha \beta \gamma_{1}^{-1}=20$ and $c^{*}=2 \sqrt{d_{2}\left(\alpha \beta \gamma_{1}^{-1}-\gamma_{2}-\delta\right)}$ $=8$. The condition (A) holds. According to Theorem 1 and Theorem 2, for any $c>$ $c^{*}=8$, the model (22) has a traveling wave solution $\left(\widetilde{M}^{*}(\xi), \widetilde{A}^{*}(\xi)\right)$, which is globally asymptotically stable.

Figure 2 shows that when the initial conditions are the periodic functions $\phi_{1}(x)=$ $5+3 \sin (x)$ and $\phi_{2}(x)=7+4 \cos (x)$, the system (22) exists as a globally asymptotically stable oscillatory periodic traveling wave solution.


Figure 2. Evolutions of $M(x, t)$ and $A(x, t)$ over time $t$.

## 6. Conclusions

In the last decade, with the popularity of the Internet, the number of Internet users has continued to increase. While people enjoy the convenience and benefits brought by the Internet, some disadvantages brought by the Internet also begin to appear gradually. For example, Internet game addiction endangers the physical and mental health of players. In particular, many young addictive gamers are trapped in it. Many scholars, including mathematicians, have begun to pay attention to and study this phenomenon. Through the analysis of the dynamic change process of Internet gamers, we put forward a new non-linear diffusion PDE model (1) of IGD in this paper. By applying fixed point theory and Lyapunov stability theory, we study the existence and asymptotic stability of the traveling wave of model (1). With the help of the MATLAB toolbox, an example is numerically simulated to examine the correctness of our outcomes. The major findings of the paper provide theoretical help for the research and treatment of Internet game addiction. For example, our results show that appropriate treatment can ensure that the number of gamers is bounded without unlimited increase. The population density of gamers will gradually stabilize at $\left(\frac{\alpha}{\gamma_{1}}, 0\right)$, which suggests that we can eventually make the gamers disappear by reducing the number of moderate gamers and strengthening their treatment. Our work provides an example for applying mathematical theories and methods to solve social problems such as Internet game addiction, which makes the study of this kind of problem transform from qualitative research to quantitative research. In addition, recently published papers [27-46] enlighten us to discuss the existence, exponential stability and Ulam-Hyers stability of model (1) in the sense of fractional calculus in the future.
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