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Preface

As the expectations for renewable energy increase toward the realization of carbon neutrality,

wind power is taking on a leading role as the primary power source for electricity generation.

Currently, large propeller-type horizontal-axis wind turbines (HAWTs) have become mainstream, and

their development is progressing toward further increasing their size, which is not easy. For floating

offshore wind turbines, vertical-axis wind turbines (VAWTs), in which the tilt of the axis of rotation is

not an issue, could be superior to HAWTs due a large float not being a requirement. There have also

been proposals to increase the output power of small VAWTs via proximity arrangement, which could

lead to the development of a small VAWT wind farm utilizing the land more effectively. Furthermore,

owing to the inherent characteristics of VAWTs, i.e., no wind direction dependence resulting in a

simple structure, low-cost wind power generation equipment can be developed, regardless of the size

and application of the VAWT. As we move toward a carbon-free society, it is important to investigate

the various capabilities of VAWTs. Therefore, this Special Issue collected original papers on various

topics related to VAWTs. The collected papers are classified by the wind turbine type into four

groups, including seven papers on the lift-type Darrieus rotor (including straight-bladed Darrieus

and butterfly wind turbines), one on the drag-type Savonius rotor, one on the cross-flow rotor, and

one on the hybrid type of Darrieus and Savonius rotors. As depicted by research content, four papers

are related to the interaction (output enhancement) among rotors in wind turbine clusters (including

paired wind turbines), four papers related to the optimization of the rotor’s shape/construction

(using machine learning, deflection or end plates, and the gap between the main blade and arm),

one paper to the effects of the rotor axis’s inclination on the offshore floating VAWT performance,

and one paper to the life cycle assessment. The Guest Editors would like to express their gratitude to

all the authors who have contributed to this Special Issue, and anticipate that this Special Issue will

make a contribution to the practical application of vertical-axis wind turbines.

Yutaka Hara and Yoshifumi Jodai

Editors
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Abstract: In this work, a 3D computational model based on computational fluid dynamics (CFD)
is built to simulate the aerodynamic behavior of a Savonius-type vertical axis wind turbine with a
semi-elliptical profile. This computational model is used to evaluate the performance of the wind
turbine in terms of its power coefficient (Cp). Subsequently, a full factorial design of experiments
(DOE) is defined to obtain a representative sample of the search space on the geometry of the wind
turbine. A dataset is built on the performance of each geometry proposed in the DOE. This process is
carried out in an automated way through a scheme of integrated computational platforms. Later,
a surrogate model of the wind turbine is fitted to estimate its performance using machine learning
algorithms. Finally, a process of optimization of the geometry of the wind turbine is carried out
employing metaheuristic optimization algorithms to maximize its Cp; the final optimized designs are
evaluated using the computational model for validating their performance.

Keywords: vertical axis wind turbine; CAE model; computational fluid dynamics; machine learning;
surrogate model; optimization; evolutionary algorithms

1. Introduction

The issue of renewable energy is a topic that has gained relevance in recent years,
mainly due to the depletion of traditional energy sources and the environmental impact.
Consequently, more and more countries are interested in developing a sustainable energy
industry based on renewable energy sources, such as solar, hydro, or wind energy.

The conventional way of harnessing the energy of the wind is through wind turbines.
According to the orientation of its axis of rotation to the direction of the wind flow, two
types are distinguished: the so-called Horizontal Axis Wind Turbine (HAWT) and those of
Vertical Axis Wind Turbine (VAWT).

VAWT represents a good option for implementation in small-scale applications for
self-consumption purposes, in areas with limited space and changing wind conditions,
such as urban and rural environments [1]. In particular, the Savonius VAWT has a simple
design that allows it to operate regardless of wind direction and at relatively low wind
speeds. In addition, it has the advantage of having high capacity for self-starting [2] and
low cost of construction and maintenance. However, the main disadvantage of this wind
turbine resides in its low efficiency in the use of the energy available in the wind, being the
design with the lowest theoretical efficiency of all [3–5].

Despite the inherent advantages of the Savonius VAWT for its implementation in
small-scale power generation applications, its low efficiency makes it an unprofitable
option for its practical implementation. Therefore, its use in practical applications is not
widely spread.

A possible solution with which to solve this problem is the optimization of the design
of the Savonius wind turbine, seeking to maximize its efficiency. In recent years, there has

Energies 2022, 15, 233. https://doi.org/10.3390/en15010233 https://www.mdpi.com/journal/energies
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been growing interest in the design and optimization of vertical axis wind turbines [6,7].
For instance, in [8] the authors performed a study focused on finding the optimal values of
the design parameters of Darrieus VAWT blade airfoil. The authors also studied the effect
of varying the number of blades on the rotor, concluding that a four-blade configuration has
better efficiency than a three-blade configuration. Such an optimization study was carried
out by using the QBlade simulation software for wind turbine blade design. Similarly,
in [9], the authors performed an optimization process on the blade profile of a Savonius
wind turbine. The authors built a 2D computational model for the Savonius wind turbine
by employing the software Ansys Fluent, and later they surrogated the computational
model by means of a Kriging model. Finally, the authors employed the surrogate model
along with a PSO algorithm to optimize the Savonius blade profile, claiming to reach
a maximum Cp of 0.262 with the optimized design. On the other hand, in [10] a fluid-
structure interaction analysis was carried out to study the stresses occurring on the blade of
a small horizontal axis wind turbine designed to operate urban areas. This study employed
a 2D computational model built on Ansys Fluent, which was validated with wind tunnel
tests, showing that the computational model tends to underestimate the wind turbine
performance but has an acceptable level of matching between simulation and experimental
results. Another interesting example is found in [11], where the authors study the effect
of varying the helix angle of blades for a Darrieus VAWT, analyzing its influence on the
aerodynamic performance of the wind turbine. The authors employ a 3D computational
model to simulate the wind turbine’s performance and find the optimal helix angle from a
small set of helix angles. In [12], a review of the rotor parameters on the performance of
Savonius wind turbine is presented. The review focuses on analyzing a series of works
concerning the design parameters modifications of Savonius wind turbines and their effect
on the wind turbine’s performance. The authors highlight some interesting remarks about
the Savonius wind turbine configurations, for instance, better performance is expected from
turbines with two blades rather than turbines with three blades, operating at low wind
speeds. Besides, it is suggested to employ end plates to cover the turbine blades in order to
increase the air volume acting on the advancing blade. Moreover, the existence of an overlap
region between the turbine blades has shown to have a positive effect on the Savonius
wind turbine performance. Finally, it is remarked that the use of curtains or wind deflectors
to guide the airflow to the advancing blade is a promisingly alternative to significantly
improve the Savonius wind turbine performance. A more detailed review about different
proposals of wind deflectors is presented in [13], where the authors analyze different kinds
of wind deflectors designed for a variety of VAWT’s, including some Savonius and Darrieus
wind turbines. It is highlighted that flat wind deflectors are more suitable for Savonius
type wind turbines with two blades; meanwhile, aerodynamic deflector profiles are more
suitable for Darrieus-type wind turbines, even having the possibility of using one single
wind deflector on arrangements of at least two vertical axis wind turbines. Finally, in [14]
the authors present a proposal to improve the performance of VAWT, based on the design
and implementation of an improved wind duct to increase the wind speed. The optimum
parameters of the wind duct are found by means of numerical simulations and a surrogate
model based on DOE and the Kriging method. The authors simulate the behavior of an
H-Darrieus VAWT placed at the inside of the improved wind duct, and the results show
that the VAWT power coefficient can be enhanced up to 2.9 times.

In this work, we propose optimizing the design of a vertical wind turbine type Savo-
nius to maximize its efficiency in terms of its energy conversion capacity through meta-
heuristic algorithms and using a surrogate model of the Savonius wind turbine obtained
through techniques of machine learning.

By performing the optimization process using a surrogate model of the wind turbine,
it intended to reduce the computational cost of the optimization process and, therefore,
reduce the time spent in the design and optimization process of the Savonius wind turbine.

2
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2. State of the Art
2.1. Design and Optimization Based on Experimental Tests

The design methodology based on experimental tests in controlled environments
is one of the classic approaches most used by researchers due to the fidelity of the data
collected concerning the physical phenomenon being studied. The most used technique in
this type of test consists of wind tunnels to carry out the different experiments associated
with the design and optimization process [15–22].

For example, in [23] a series of experimental tests was carried out to design a new
blade profile for the Savonius wind turbine based on progressive modifications on the
Bach and Benesh blade profiles (2013–2015). During this process, the authors sought to
achieve an optimal design for the geometry of the wind turbine blades to maximize the
power coefficient of the wind turbine as a function of the tip speed ratio or TSR. Roy and
Saha’s profile was tested using a prototype with a frontal area of 0.0529 m2 in an open
section wind tunnel. Several other profiles reported in the literature show an increase in
the power coefficient of up to 34.8% compared to the classic semicircular profile, reaching
a maximum Cp of up to 0.31 at a TSR of 0.82 with a Reynolds number of 1.2× 105 and a
wind speed of 6 m/s. The work reported by the authors also considers a correction factor
for their experimental data due to the blocking effect produced by the construction of the
wind tunnel. In these works, the authors carried out the optimization process by trial and
error. The number of prototypes analyzed was small, and therefore the authors explored
a limited search space during the optimization process. The sample was small due to the
time and cost required for construction and experimentation with the prototypes.

On the other hand, work in [23] tests small prototypes, with a frontal area of only
0.0377 to 0.0529 m2, obtaining a meager amount of total energy available in the wind.
Furthermore, the efficiency values achieved with designs in this order of dimension are not
necessarily maintained when scaling up to larger prototypes since these tend to decrease as
the dimension of the wind turbines increases.

2.2. Design and Optimization Based on Computational Models

An alternative methodology to experimental tests in controlled environments is that
which makes use of computational models. This methodology has become quite popular
in recent years because it allows for the modeling of many physical phenomena through
computational tools with relatively high precision, thus reducing the costs and times
associated with the design and optimization process. It reduces the number of experimental
tests required for this process. The most widely used technique in this field is computational
fluid dynamics or CFD, which solves the complex equations that describe the behavior of
fluids using finite element or finite volume methods [24–28].

In 2016, Alom et al. [29] used a CFD model of a Savonius wind turbine with a semi-
elliptical profile and a frontal area of 0.286 m2 to optimize this wind turbine’s geometry. For
this, dynamic simulations are carried out in a 2D space following the sliding mesh method
to simulate the rotation of the wind turbine. The study analyzed the torque and power
coefficients of the wind turbine as a function of the TSR, while the angle Theta varied. They
evaluated four different cut angles. As a result, they obtained an optimal cutting angle of
47.5◦, reaching a maximum power coefficient of up to 0.33 at TSR = 0.80, considering a
wind speed of 6.2 m/s. Subsequently, steady-state simulations were performed in 3D space
to evaluate the wind speed and pressure contours on the wind turbine blades. Finally,
in [30], the authors validated their optimized design through dynamic simulations in a
3D space and experimental tests in a wind tunnel, using a prototype with a frontal area of
0.046 m2 and keeping the wind speed constant at 6.2 m/s, which resulted in significantly
lower performance values than previously estimated in 2D studies and reported in [29,30].
Through 3D simulations, a maximum Cp of 0.1288 was estimated at a TSR = 0.80, while
through experimental wind tunnel tests, a Cp maximum of 0.134 at a TSR = 0.49; this
indicates that the 2D computational model can overestimate the maximum value of Cp by a

3
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factor of up to 2.4 times, while the 3D model estimated values were closer to those obtained
through experimental tests.

They also highlight the differences between the power coefficient values estimated
by the computational models and the values obtained through experimental tests, where
the 2D computational models can overestimate up to a factor of up to 2.4 times the value
of the maximum Cp [29,30]. In contrast, the 3D models show a better correspondence
with the experimental data [30]. This improvement is because neglecting the rotor height
phenomenon leaves out a crucial factor in the design of the Savonius wind turbine, which
directly affects the precision of the estimates made by such 2D models.

2.3. Design and Optimization Based on Surrogate Models

The use of surrogate models in the Savonius wind turbine design and optimization
processes has begun to gain popularity among researchers in recent years [31–33]. This
interest is mainly because these models offer the possibility of modeling complex sys-
tems at a low computational cost and without the need to thoroughly understand the
intrinsic relationships between the inputs and the outputs of the system. In addition,
they have the particularity of being built from data collected from experimental tests and
computer simulations.

In 2018, in Mohammadi et al. [33], the experimental data on the performance of
a Savonius wind turbine reported in 2009 in [34] were taken as a basis. They built a
computational model using CFD software to emulate the experimental results reported
in [34], where wind tunnel tests are carried out with Savonius wind turbine prototypes
with a twisted semicircular profile and frontal areas of around 0.062 m2. The computational
model contemplates a 3D space and uses the sliding mesh method to simulate the rotation
of the wind turbine. Such a model shows an acceptable correspondence with the data
reported in [34]. Subsequently, they built a surrogate model based on artificial neural
networks (ANN) to replace the computational model of the wind turbine, having as input
the geometric parameters of the wind turbine and the characteristic speed and as output the
power coefficient of the wind turbine. This surrogate model was a multilayer perceptron or
MLP and showed an excellent correspondence with the data collected through simulations
using the computational model. Next, an optimization process was carried out through
genetic algorithms using the surrogate model of the computational model. This process
evaluated 100 possible designs for the wind turbine in each generation of the genetic
algorithm, which would demand a high computational cost for the 3D computational
model. However, using the surrogate model during the optimization process makes it
possible to evaluate a more significant number of possible designs for the wind turbine with
a significantly lower computational cost. Finally, the authors assessed the optimized design
of the Savonius wind turbine using the original computational model. This model showed
good correspondence with the performance estimate produced by the surrogate model and
obtained a significant improvement with the base design reported in [34], reaching a Cp
maximum up to 0.222 with a wind speed of 8.75 m/s.

From the works presented in this section, the advantage of substituting computational
models or experimental schemes in wind tunnels with surrogate models stands out; these
allow one to carry out the optimization process in a considerably shorter period, without
losing precision or generality with the results obtained by the original models.

3. Methodology

This work uses the following proposed methodology to optimize the design of a Savo-
nius wind turbine, using a surrogate model based on data collected through simulations
of a wind turbine’s computational model and metaheuristic optimization algorithms to
maximize the power coefficient of the wind turbine.

Figure 1 shows the flow diagram of the methodology to be followed in this work to
optimize the Savonius wind turbine that includes five stages. Each one is detailed later.
However, in general, they consist of the following:

4
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• (A) Geometric model of the wind turbine: a blade profile is chosen for the wind turbine.
Using computer-aided design software (CAD), a 3D model of the wind turbine is built.
The design parameters and their respective limits and restrictions are defined.

• (B) A computational model of the wind turbine: through the use of computer-aided
engineering (CAE) software, a computational model of the wind turbine capable of
simulating the rotor’s interaction with the wind flow is built, allowing one to calculate
its performance.

• (C) Design of experiments: a set of experiments to simulate a representative sample of
the solution space corresponding to the wind turbine design is designed. The necessary
data are collected to form a representative data set on the wind turbine phenomenon.

• (D) Surrogate model of the wind turbine: using the data set collected in the previous
stage, a surrogate model of the wind turbine is built using machine learning algorithms.

• (E) Wind turbine optimization: the optimization process for the wind turbine design
using the surrogate model and metaheuristic optimization algorithms is executed.

Build a CAD model for
the VAWT

No

Yes

Start

Define design
parameters and

restrictions

Build a CAE model for
the VAWT

Define a DOE to
sample the search

space

Simulate the VAWT's 
performance through

the CAE model

Add the VAWT's 
 performance to a

dataset

   The whole  
DOE has been  

simulated?

Fit a surrogate model
for the VAWT's
performance

Optimize VAWT's
design

Assess the optimized
design through the CAE

model

Can the surrogate  
model accurately represent

the performance of the
optimized design? 

End

Yes

No

A

B

C

D

E

General stages of the process: 
 

A) Geometric model of the VAWT
B) Computational model of the VAWT
C) Design of experiments
D) Surrogate model of the VAWT
E) VAWT's optimization 

Has the VAWT's
performance been

improved?

Yes

No

Figure 1. Proposed methodology.

3.1. Geometry

As shown in [8], there are several VAWT configurations and geometries, which include
Darrieus VAWT and different Savonius blade profiles. In order to have a better guidance
on the choice of VAWT type and blade profile, in Table 1 advantages and disadvantages for
some VAWT types and blade profiles are summarized. From such Table 1, it is clear that
Savonius VAWT type is more suitable for self-consumption applications in urban and rural
areas, where normally the wind flow speed is lower and the power demand is not higher
than 1 kW. Moreover, Savonius VAWT with semi circular blade profiles represent one of

5
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the simplest geometry designs, which, however, still have the potential to improve their
capabilities with modifications on their geometric parameters that lead to more promising
designs, such as the semi-elliptical blade profile.

Table 1. Comparison of different VAWT Types.

VAWT Type Advantages Disadvantages

Darrieus type

• Independence of wind
flow direction

• Higher rated power coefficient
• Tolerance to turbulence wind flow
• Scalable to higher dimensions
• Suitable to medium scale

power generation

• Higher cut-in speed
• Higher rated wind speed
• Poor self-starting

capability
• Complex geometry

and construction

Savonius
Semi-circular and
semi-elliptical
blade profiles

• High self starting capability
• Independence of wind

flow direction
• Low cut-in speed
• Lower rated wind speed
• Tolerance to turbulent wind flow
• Simple geometry and construction
• Suitable for small scale

power generation

• Lower rated
power coefficient

• Not suitable for
larger-scale
power generation

Savonius twisted
blade profiles

• High self-starting capability
• Independence of wind

flow direction
• Low cut-in speed
• Lower rated wind speed
• Tolerance to turbulent wind flow
• Suitable for small scale

power generation

• Lower rated
power coefficient

• More complex geometry
and construction

• Not suitable for larger
scale power generation

The profile of the wind turbine blade proposed in this work is semi-elliptical and is
obtained by taking the upper section of the sectional cut made on an ellipse, as shown in
Figure 2a. The geometric parameters that define the semi-elliptical profile are the largest
radius of the ellipse (OA), a minor radius of an ellipse (OB), distance to cut point (OM),
and cut angle (theta).

The rotor configuration of the wind turbine proposed in this work includes two blades
with an overlap between them, without a central axis, and an upper cover and a lower
cover for the rotor. Figure 2b shows the parameters that define the geometry of the wind
turbine rotor and correspond to the overlap distance between blades (e), the length of the
blade chord (d), the rotor height (H), the diameter (D), and the diameter of the rotor caps
(Do). Additionally, Equation (1) defines the dimensionless parameter known as the overlap
ratio (Or).

Or =
e
d

(1)

The design parameters selected in this work and their respective restrictions for the
optimization process are in Table 2. On the other hand, the geometric parameters that
remain constant are in Table 3.

6
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(a) (b)

Figure 2. Geometric aspects of the Savonius wind turbine, (a) Sectional cut of an ellipse, (b) Savonius
rotor geometry.

Table 2. Design parameters of the Savonius wind turbine.

Design Parameter Restriction Units

Cutting angle 40 ≤ θ ≤ 90 ◦

Overlap ratio 0.1 ≤ Or ≤ 0.3 –
Major radius of the ellipse 140 ≤ OA ≤ 200 mm

Table 3. Constant parameters of the geometry of the Savonius wind turbine.

Parameter Value Units

Rotor height (H) 500 mm
Rotor diameter (D) 500 mm
Caps diameter (Do) 1.1× D mm

Distance to cut-off point (OM) 0.54×OA mm

3.2. Computational Model of the Wind Turbine

The study of the aerodynamic characteristics of the Savonius wind turbine is carried
out following the CFD approach and making use of the finite element analysis method to
solve the transport equations that describe the interaction of the wind turbine with a wind
flow at a constant speed. A computational model of the Savonius wind turbine using the
CAE multiphysics simulation software Comsol Multiphysics is built.

3.2.1. Definition of Parameters

A set of global parameters is defined to drive the computational model, shown
in Table 4.
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Table 4. Global parameters of the computational model in Comsol Multiphysics.

Name Value Unit Description

V 6 m/s Wind speed
TSR [0.1:0.1:0.8] - Characteristic speed

R 0.25 m Rotor radius
N (TSR ∗V)/R rad/s Rotor angular velocity

Cutting angle θ ° Cutting angle
Overlap Or - Overlap relationship

Major radius OA mm Major radius of the ellipse

3.2.2. Geometry Construction

The simulation space has two computational domains: a rectangular prismatic domain
to limit the total domain of the air within, called the stationary domain, and a cylindrical
domain that surrounds the geometry of the Savonius wind turbine, called the rotating
domain. Figure 3 illustrates the dimensions corresponding to these domains as a function
of the rotor diameter and the respective contours intended for the inlet and outlet of the
airflow. The simulation is set for the wind to flow from the inlet contour at constant
speed and interacting with the Savonius VAWT on its way to the outlet contour, while the
symmetry contours are set simply as symmetric side walls dedicated to contain the airflow
within the stationary domain. It is worth mentioning that the height of both domains
corresponds to four times the height of the rotor.

Figure 3. 2D view of the computational domain of the CAE model of the Savonius VAWT.

3.2.3. Physics Configuration

The selected physical interface corresponds to a single-phase and laminar flow without
considering any turbulence model. This interface is applied to both the stationary and
rotating domains, adding an inlet boundary condition to set the airflow inlet constant
V velocity.

3.2.4. Sliding Mesh

We use the moving mesh method to simulate the rotation of the wind turbine at a
constant angular speed N. At the same time, it is exposed to airflow at a constant speed
V; this configuration is applied on the rotary domain. The angular speed is −N/(2.pi)
revolutions per second, where N is the angular velocity in rad/s.

3.2.5. Study Configuration

Two study steps are set up: a stationary step called a frozen rotor, and a temporary
step. The function of the frozen rotor study is to approximate the solution to the dynamic
problem of wind turbine rotation through a stationary study, to later use this approximate
solution as initial conditions for the temporary study.

8
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3.2.6. Definition of Study Variables

The total torque τ exerted on the Savonius wind turbine is defined as the difference in
forces exerted between the forward blade and the return blade, as shown in Equation (2).

τ = τav − τret (2)

where τav is the torque exerted by the forward blade and τret is the torque exerted by the
return blade.

To calculate this magnitude in Comsol Multiphysics, firstly, a series of integration
operators are defined: the surface of the concave face of the advance blade (intop1), the sur-
face of the convex face of the advance blade (intop2), the surface of the concave face of
the return blade (intop3), and the surface of the convex face of the return blade (intop4).
Subsequently, the variables in Equations (3) and (4) are defined in Comsol Multiphysics:

F1 = x ∗ (Stressy)− y ∗ (Stressx) (3)

F2 = y ∗ (Stressx)− x ∗ (Stressy) (4)

where x and y denote the position of a point within the Comsol coordinate frame. Stressx
and Stressy refer to the total stresses, which include the contributions of the pressure force
and the viscous force exerted on a point on axes x and y, respectively. In both cases, these
variables are created automatically in the Comsol simulation environment.

Finally, in Equation (5), a variable for the total torque is defined.

Torque = intop1(F1)− intop2(F2)− intop3(F2) + intop4(F1). (5)

3.3. Design of Experiments: Full Factorial

A full factorial design of experiments is designed with three design parameters and
three levels for each one (see Table 5), and the total number of experiments required
is defined as Nexp = 33, which gives a total of 27 experiments that correspond to the
27 combinations of the levels of the design parameters.

Table 5. Design parameter levels.

Design Parameter Level 1 Level 2 Level 3 Units

Cutting angle (θ) 40 65 90 ◦

Overlap ratio (Or) 0.1 0.2 0.3 –
Major radius of the ellipse (OA) 140 170 200 mm

Performance Metrics for the Design of Experiments

The performance of each Savonouis geometry is measured in terms of the power
coefficient and TSR as defined in Equations (6) and (7).

Cp =
Pr

Pv
(6)

TSR =
N · R

V
(7)

Furthermore, Pr and Pv are the rotor and total wind power, respectively, defined in
Equations (8) and (9).

Pr = T · N (8)

Pv =
1
2

ρ · A ·V3 (9)

9
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where T is the average torque of the wind turbine in a time interval, ρ is the density of the
wind, and A is the frontal area of the wind turbine (defined as A = D · H).

Using the computational model of the wind turbine, we obtain Equation (10), which
corresponds to the total torque exerted on the wind turbine rotor during the time interval
from t0 to t f , where t f is the total simulation time. With this, the dynamic behavior of the
total torque over time is computed.

Now, the average torque (T) is obtained by integrating the total torque obtained
from (5) in the period t1 to t2, which is the time interval of the last complete rotation of the
rotor, as shown in Equation (10).

T =

∫ t2
t1

Torque dt

t2 − t1
(10)

Thus, the rotor power is obtained using (10) in (8), and the total wind power is
obtained using ρ = 1.225 in (9). Finally, the value of Cp is obtained by substituting (8) and
(9) in (6). This calculation is repeated for all the TSR values indicated in the parametric
sweep defined in Comsol Multiphysics. We obtained the behavior of the Cp as a function
of the TSR.

3.4. Integration of Computing Platforms

The process of evaluating the performance of the different geometries of the Savonius
wind turbine is carried out automatically through the integration of the different computa-
tional platforms used for the construction and execution of the computational model of the
wind turbine.

For this, a client-server type link is established between Matlab and Comsol Mul-
tiphysics and a direct link between Comsol Multiphysics and SolidWorks; in this way,
the three platforms are perfectly integrated, with Matlab being the base platform from
which the others are driven. Figure 4 shows a diagram of the interaction between the
different integrated computing platforms.

Figure 4. Integration of computing platforms.

3.5. Surrogate Model of the Wind Turbine

The dataset of the Savonius wind turbine obtained through the DOE is made up of
216 values, with the input vector X = [θ, Or, OA, TSR] and as a target Y = Cp, see Figure 5.
This data set is separated into 80% data for the training stage and 20% for the testing stage,
during the surrogate model fitting process.

The aim is to fit a surrogate model that receives the input data X (design parameters
of the wind turbine) and estimates the output Y (power coefficient of the wind turbine).
Figure 1 shows the diagram that illustrates this process. For this purpose, machine learning
algorithms are used for regression, following the supervised learning approach.

The algorithms that are selected to build the surrogate model are the following:

• Support vector machine (SVM);
• Random forest (RFR);

10
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• Bayesian ridge regression (BR);
• Multilayer perceptron (MLP);

The hyperparameters of each of these algorithms are adjusted by means of a grid
search, using the cross-validation method. The metric used during this process is the root
mean square error (MSE), see Equation (11).

MSE =
1
n

n

∑
i=1

(yi − ȳi)
2 (11)

where n is the total number of data, yi is the correct label, and ȳi corresponds to the
estimated label.

In Table 6, the selected values of the hyperparameters of each algorithm and its
performance are shown.

Table 6. Selected hyperparameters for each machine learning algorithm.

Algorithm Selected Hyperparameters Performance (MSE)

SVM kernel = linear; C = 0.01; gamma = 1 9.40× 10−4

RFR
max_depth = None; max_features = log2;
min_samples_leaf = 1; min_samples_split = 2,
n_estimators = 1000

9.95× 10−5

BR alpha_1 = 0.0001; alpha_2 = 1× 10−7; lambda_1
= 1× 10−7; lambda_2 = 0.0001 7.55× 10−4

MLP activation = tanh; hidden_layer_sizes = (30, 30) 6.82× 10−4

Surrogate
Model

q

Or

OA

TSR

Cp

Figure 5. Surrogate model diagram.

3.6. Wind Turbine Optimization

The wind turbine optimization problem is approached as a single objective optimiza-
tion problem in which the objective function to be maximized is the power coefficient of
the wind turbine, while the design parameters to be optimized are the cut angle (theta),
the overlap ratio (Or), and the ellipse’s largest radius (OA), and the TSR. So, the problem
is stated in Equation (12)

fob(X) = Cp, (12)

where Cp ∈ R, X ∈ R1×4, X = [θ, Or, OA, TSR], and it seeks to maximize the value of fob.
Finally, the restrictions of each design parameter are shown in Table 2. Additionally,

we establish that 0.595 ≤ TSR ≤ 0.605.
The optimization process uses metaheuristic algorithms, specifically population algo-

rithms based on hive intelligence and evolutionary algorithms. The algorithms selected to
carry out this task are the following:

• Artificial Bee Colony (ABC);
• Genetic Algorithm (GA);
• Particle Swarm Optimization (PSO).
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Hyperparameters of Optimization Algorithms

The hyperparameters associated with each optimization algorithm are adjusted manually,
seeking to balance each algorithm’s exploration and exploitation capabilities. Tables 7–9 list
the hyperparameters selected for each algorithm during the wind turbine optimization process.

Table 7. Selected hyperparameters for the ABC algorithm

Hyperparameter Value

Number of employed bees 10
Number of Onlookers 10

Selection method Roulette
Number of steps 150
Number of cycles 100

Table 8. Selected hyperparameters for the GA algorithm

Hyperparameter Value

Number of individuals 10
Encoding method Binary
Selection method Tournament [2 Ind.]

Cross method Crosses at 3 points
Mutation method Binary [threshold = 0.01]

Number of iterations 50

Table 9. Selected hyperparameters for the PSO algorithm

Hyperparameter Value

Number of individuals 81
Cognitive constant 1.3

Social constant 0.7
Inertia range [0, 1.2]

Decay of inertia 0.95 every 10 Iter.
Number of iterations 40

4. Experiments and Results
4.1. Computational Model Validation

The CAE computational model is validated based on two criteria: with a mesh inde-
pendence study, where the model’s behavior is analyzed based on the number of mesh
elements, and through a direct comparison of the data on the performance of the Savonius
VAWT calculated with the model against experimental performance data reported in state of
the art to analyze the level of correspondence between the simulated and experimental data.

4.1.1. Mesh Convergence Study

The mesh convergence study is carried out through an iterative mesh refinement
process. This process consists of the following steps:

1. Build different models with increasingly finer mesh elements.
2. Analyze the variations in the output result of the model as a function of the number

of mesh elements used.
3. When no significant variations are observed, the model has reached convergence in

terms of the mesh density.
4. Finish the process since the precision of the model is already totally independent of

the number of mesh elements used, given that better results will not be achieved with
finer meshes.

Figure 6 shows a variation in the model’s output of less than 0.3% in terms of
Cp as the number of mesh elements increases considerably. Therefore, the model has
reached convergence.
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Figure 6. Output values of the CAE model as a function of the number of mesh elements.

4.1.2. Comparison with Experimental Data

Figure 7 shows a direct comparison between the experimental data reported by [30],
referring to the performance of a Savonius wind turbine with a semi-elliptical profile and
the data calculated by the CAE model proposed in this work for a Savonius wind turbine
with the same reported design at [30]. From this Figure, the good shape of the Cp − TSR
curve and good operating range of the wind turbine are observed. However, there is no
precise correspondence in the Cp since there is an average error of 0.0548; this indicates a
tendency for the CAE model to underestimate the value of Cp. However, since the CAE
model presents good convergence in terms of the mesh, the CAE model, although built
correctly, could be leaving out some physical phenomenon, such as the level of turbulence
present in the flow of wind, which could cause this tendency to underestimate the Cp.

Figure 7. Comparison between data calculated using the CAE model and data collected experimentally.

4.2. Validation of Surrogate Models

The coefficient of determination (R2) metric is used to test the performance of surro-
gate models previously adjusted using machine learning algorithms. The coefficient of
determination is a widely used metric to measure the performance of regression algorithms
and is defined in Equation (13), where SSR and SST are determined in (14) and (15).
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R2 = 1− SSR
SST

(13)

SSR =
n

∑
i=1

(yi − ȳi)
2 (14)

SST =
n

∑
i=1

(yi − µ)2 (15)

where n is the total number of data, yi is the target, ȳi is the estimated label, and µ is the
average of the data.

By applying this metric on the surrogate models adjusted with the hyperparameters
of Table 6, Table 10 is obtained. This Table shows that the surrogate model with the best
performance is the Random Forests algorithm, with a coefficient of determination of 0.97
and 0.98 in the training and testing stages, respectively.

Table 10. Performance of the surrogate models of the wind turbine based on the coefficient
of determination.

Algorithm R2 in Training R2 in Testing

SVM −4.19× 1030 0.0
RFR 0.973 0.981
BR −6.03 −6.73

MLP −9.61 −13.63

4.3. Savonius Wind Turbine Optimization

Table 11 groups the design parameters delivered by each optimization algorithm at
the end of this process. It is important to note that, although the TSR does not correspond
to a design parameter of the wind turbine geometry, it is relevant to indicate the maximum
performance point of a given design. However, the performance of each optimized design
must be evaluated over the entire operating range of the TSR (0.1 to 0.8). Figure 8 shows
the Cp vs. TSR curves corresponding to the optimized designs in Table 11, estimated by the
RFR surrogate model. It is observed that the performance of the three designs is practically
identical, as estimated by the surrogate model.
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Figure 8. Cp curves estimated by the RFR model.

Table 11. Design parameters delivered by each optimization algorithm at the end of the process.

Algorithm Design Parameters
[θ, Or , OA, TSR]

Estimated Maximum Value
of Cp

ABC [47.077, 0.135, 192.96, 0.6] 0.1216873
GA [43.72, 0.14, 185.87, 0.59] 0.121364
PSO [40.00005, 0.1000001, 199.999, 0.599] 0.1216873
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It is important to note that during the optimization process, around 8980 evaluations
were carried out. The three algorithms evaluated 8980 possible designs in total, which
consumed around one hour of computational time using the surrogate model. Consid-
ering that each evaluation requires between 1 to 1.5 h of computational time in the CAE
model, the optimization process would have required between 12.47 to 18.7 months to
complete. This meaningful amount of time highlights one of the significant advantages
of using the surrogate model regarding the computation time required to complete the
optimization process.

In Figure 9, the evolution of the population through generations of the GA is shown,
where each dot represents an individual or candidate solution and each color represents a
different generation of the algorithm execution. It is clear that during the first generations
the population is more spread; this happens because at the beginning the algorithm is
doing more exploration on the search space, and this is illustrated by the blue, red, and
pink dots on Figure 9, which are more separate from each other. However, from generation
20 onwards the individuals start concentrating at some local optima near the circled region
on Figure 9 (green, cyan, and dark red dots), where finally a global optima is found at the
last generation (yellow dots).

Figure 9. Evolution of population in genetic algorithm.

Optimized Design Validation

The CAE model evaluates the designs in Table 11 to re-estimate their performance
in terms of Cp, and then they are compared with the estimation of the surrogate model.
Figure 10 shows the comparison between the Cp curves estimated by the RFR surrogate
model and the curves calculated by the CAE model, corresponding to the optimized
designs in Table 11, where a good correspondence between the general shape of the curves
is observed. However, in all cases, the surrogate model underestimates the value of Cp for
all TSR points more significant than 0.1. Specifically, Table 12 shows a comparison between
the maximum Cp values estimated by the RFR model and those calculated by the CAE
model, and the difference or error between them. Finally, notice that the absolute error does
not exceed 0.008; considering that Cp is measured in a range from 0 to 100%, it is equivalent
to a margin of error of less than 1%.

Table 13 shows the MSE and R2 metrics to measure the performance of the RFR model
in the region of the optimized models. It is observed that the value of R2 remains in a
range between 0.80 and 0.95, which indicates that the regression model adjusted by the
RFR algorithm has a reasonably acceptable performance in the region of the search space
that corresponds to the optimal design. Since regression models tend to fail precisely at
critical points in the search space, such as where the optimal design is found, in our case,
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the RFR model’s acceptable performance in this region can be considered as a further test
of the generality of the fitted regression model.

Figure 10. Cp curves estimated by RFR and CAE.

Table 12. Maximum Cp values estimated by the RFR model and calculated by the CAE model for the
optimized designs with TSR = 0.6.

Optimized by Maximum Cp (RFR) Maximum Cp (CAE) Absolute Error in Cp

ABC 0.1216 0.1264 0.0048
GA 0.1216 0.1296 0.008
PSO 0.1216 0.1270 0.0054

Table 13. Error metrics for Cp values of optimized designs.

Optimized by MSE R2

ABC 0.000141 0.831
GA 0.000167 0.801
PSO 3.97× 10−5 0.952

From the same Figure 10 and Table 12, it is observed that the design with the best
overall performance in terms of Cp is the one corresponding to the design delivered by the
GA algorithm, which has a maximum Cp of 0.1296, while the design delivered by the ABC
algorithm reaches a maximum Cp of 0.1264 and the design delivered by the PSO algorithm
reaches a maximum Cp of 0.127, all at a TSR of 0.6, as calculated with the CAE model.

Finally, Figure 11 shows a comparison between the performance of the optimized
design using the GA algorithm and the design with the best performance found during
the DOE, which reached a maximum Cp of 0.1266 at a TSR of 0.6 with a design of θ = 40◦,
Or = 0.10, and OA = 200 mm. In this Figure, observe that the optimized design using
the GA algorithm has superior performance to the best design found during the DOE
throughout all the TSR points. In particular: (1) there is an increase in Cp of up to 9.49% at
a TSR of 0.5, (2) an increase of up to 21.78% at a TSR of 0.8, and (3) an increase of 2.36% in
the maximum Cp at a TSR of 0.6.
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Figure 11. Performance comparison between GA-optimized design and best performance achieved
during DOE.

5. Discussion
5.1. Optimized Geometry Analysis

The optimized geometry of the wind turbine blade, as can be seen in Figure 12a–d,
obtains the following results: 1. it favors the concentration of the airflow directly towards
the tips of the blades; 2. it increases the pressure that is exerted on the tips, which in turn
helps to increase the torque exerted on them; and 3. the pressure lines exerted on the blades
are shown in the instants of time when the torque is more outstanding.

(a) (b)

(c) (d)

Figure 12. Pressure lines (Pa) on the lower half of the geometry of the GA-optimized Savonius
wind turbine, (a) Instant pressure at t = 1.2217, (b) Instant pressure at t = 1.2305, (c) Instant pressure
at t = 1.239, (d) Instant pressure at t = 1.248.

In the same way: (1) The overlap between blades is kept at an intermediate value.
This value indicates that the redirection of flow from the forward blade to the return blade
through the overlap between blades is a vital characteristic to reduce the negative effect
of the return blade; (2) overlap should not be too wide so as not to cause air to escape
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freely through that space. This phenomenon is illustrated in Figure 13a–d, where it is
observed that the wind flows through the overlap between blades with a speed of up to
4 m/s and that same wind flow runs through the entire concave surface of the return blade,
providing it with an extra boost. We provide all necessary material to reproduce these
results (https://tinyurl.com/68sn3ftc (accessed on 26 December 2021)).

(a) (b)

(c) (d)

Figure 13. Wind speed (m/s) over the profile of the GA optimized Savonius wind turbine, (a) Instant
speed at t = 1.2217, (b) Instant speed at t = 1.2305, (c) Instant speed at t = 1.239, (d) Instant speed at
t = 1.248.

5.2. Comparison with the State of the Art

Due to the different approaches and methodologies followed by different studies over
the years on the study of Savonius VAWT, it is complicated to establish a direct comparison
between previous works and the present work. Specifically, such comparison is difficult
because of the variety of blade profiles present in the state of the art and the different
rotor dimensions considered for their prototypes, as well as the wind speeds considered
on their tests. All these factors have been shown to have a strong impact on the final
results, complicating the comparison task. Therefore, a fair comparison must consider
works with similar features on the Savonius blade profile, the rotor dimensions, and the
flow wind speed. The most suitable work complying with these characteristics is the one
developed by Alom et al. on [30], and a comparison between this work and the present work
is presented below.

The optimized design of this work reaches a maximum Cp of 0.1296 at TSR = 0.6; this
is a marginally better performance than observed in the state of the art [30]. Alom et al.,
through a trial-and-error optimization process, report a maximum Cp of 0.1288 at a
TSR = 0.8 for a Savonius wind turbine with a semi-elliptical profile, as estimated by
their 3D computational model for the wind turbine. However, the performance of the
design obtained in this work using metaheuristic optimization algorithms is below to
that obtained by [30] through experimental tests in a wind tunnel, where they report a
maximum Cp of 0.134 for their Savonius wind turbine with a semi-elliptical profile. How-
ever, it is essential to note the tendency of underestimating the Cp values concerning the
experimental measurements reported in [30] that involves the CAE 3D model built in this
work. Therefore, it is necessary to validate the results of this work through experimental
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tests to determine with certainty to what degree an improvement in the performance of
the wind turbine was achieved or not, concerning that reported in state of the art. This
experimental validation is proposed below, along with some other considerations only as
future work.

6. Conclusions and Future Work

The design of a Savonius wind turbine was optimized through a GA. This design
obtained improved performance in Cp, showing an increase of 21.78% with TSR = 0.8 and
up to 2.36% in the maximum Cp with TSR = 0.6. However, the optimal design resulting
from this work was not superior to that found in the state-of-the-art Savonius wind turbines
with the same profile.

From the optimized geometry analysis, it is concluded that Savonius VAWT has better
performance with blade profiles, which tend to concentrate the wind flow at the tips of
the blade, exerting more pressure and, therefore, generating more torque on the blades.
For this to be accomplished, the most relevant parameter is the cut angle, which must keep
values between 40◦ and 50◦ (see Figure 9). Another relevant feature of the optimized blades
is the overlap region between blades, which allow the wind to flow all along the concave
side of the returning blade and, therefore, reduce the negative torque exerted by such blade.
From Figure 9, it is observed that the overlap ratio should be kept at values between 0.14
and 0.15.

These results are valid for the operating conditions considered in this work, i.e, a wind
speed of 6 m/s; a tip speed ratio from 0.1 to 0.8; and a Savonius VAWT with the following
dimensions: diameter = 0.5 m and height = 0.5 m. Any change to these main conditions
may yield slightly different final results on Savonius VAWT performance.

As future work, we plan to: (1) incorporate a turbulence model into the computational
model of the wind turbine in order to capture the interactions of turbulent fluids inside the
wind turbine and thus improve the accuracy of the model, (2) design a more extensive DOE
to collect a more significant amount of data representing a more representative sample of
the problem search space, (3) fit a new surrogate model with the extended data set to obtain
a more accurate model and possibly free of local optimum, and (4) build and implement a
test bench to test the optimized Savonius wind turbine prototype to measure and practically
validate its performance.
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Abstract: The phase-synchronized rotation of a pair of closely spaced vertical-axis wind turbines
has been found in wind tunnel experiments and computational fluid dynamics (CFD) simulations.
During phase synchronization, the two wind turbine rotors rotate inversely at the same mean
angular velocity. The blades of the two rotors pass through the gap between the turbines almost
simultaneously, while the angular velocities oscillate with a small amplitude. A pressure drop in
the gap region, explained by Bernoulli’s law, has been proposed to generate the interaction torque
required for phase synchronization. In this study, an analytical model of the interaction torques
was developed. In our simulations using the model, (i) phase synchronization occurred, (ii) the
angular velocities of the rotors oscillated during the phase synchronization, and (iii) the oscillation
period became shorter and the amplitude became larger as the interaction became stronger. These
observations agree qualitatively with the experiments and CFD simulations. Phase synchronization
was found to occur even for a pair of rotors with slightly different torque characteristics. Our
simulation also shows that the induced flow velocities influence the dependence of the angular
velocities during phase synchronization on the rotation directions of the rotors and the distance
between the rotors.

Keywords: vertical-axis wind turbine; phase synchronization; analytical model; Bernoulli’s law

1. Introduction

A pair of closely spaced vertical-axis wind turbines (VAWTs) can yield more power
than two isolated VAWTs [1]. This idea was extended to a wind farm where many pairs of
small-sized VAWTs were placed in a limited area in order to yield a high power density [2].
VAWTs accept wind from all directions; thus, it is possible to place them in proximity
to each other. In order to investigate the performance and characteristics of such closely
spaced VAWTs, wind tunnel experiments [3–8] and computational fluid dynamics (CFD)
simulations of a pair of VAWTs were performed in two dimensions [9–14], as well as in
three dimensions [6,15].

In Ref. [4,5], wind tunnel experiments of a pair of two-bladed H-type Darrieus turbines
were reported, and synchronization of the rotations was found in both counter-down
(CD) and counter-up (CU) layouts. Note that, in the CD layout, the blades of the two
rotors move in the downwind direction in the gap region between the rotors. In the CU
layout, the blades move in the upwind direction in the gap region. It was found that the
rotational speeds equalize and the power output increases. Let us call this phenomenon
phase synchronization. It was also found that the phase difference between the rotors
oscillates around a mean value, and converges to it during the phase synchronization period.
However, the mechanism of phase synchronization was not discussed in their papers.

Jodai et al. performed wind tunnel experiments on a pair of closely spaced, small-
sized rotors made by a 3D printer and found that phase synchronization occurs when the
distance between the rotors is sufficiently small in the CD layout [7,8]. It was found that
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22



Energies 2022, 15, 4130

the rotational speed with phase synchronization was 13% greater than that for a single
rotor under the extremely small gap condition; the gap distance was 10% of the rotor
diameter. This was the first report on the steep rise of the rotational speed under phase
synchronization of a pair of closely spaced VAWTs with the extremely small gap. The
oscillation of the phase difference was not reported in their papers.

Hara et al. performed a two-dimensional CFD analysis [13,14] to simulate the experi-
ments by Jodai et al. They adopted a dynamic fluid–body interaction (DFBI) model that
enabled the angular velocities of the rotors to change dynamically. The simulation results
showed that phase synchronization also occurred in the CFD analysis for both the CD and
CU layouts. They also found that the angular velocities of the rotors oscillated around the
mean value during phase synchronization. Note that the oscillation of the angular velocities
around the mean value means the same as the oscillation of the phase difference. From the
observations of the CFD simulation results, it was proposed that phase synchronization and
the oscillation of the angular velocities occur because of the interaction torques generated
by pressure fluctuations in the gap between the rotors. In fact, they found that the velocity
increases and the pressure decreases according to Bernoulli’s law when blades of the two
rotors come closer together in the gap region.

In this study, we developed an analytical model for the interaction torques that can
be included in evolution equations of the angular velocities of rotors considered as solid
bodies. Such a model is useful to understand the physics of the observed phenomena.
Here, we present the details of the derivation, as well as numerical results showing the
phase synchronization and the oscillation of the angular velocities. We also perform a
simulation of a pair of rotors with slightly different torque characteristics and show that
phase synchronization also occurs if interaction torques exist.

This paper is organized as follows. The details of the model, including the derivation
of the interaction torques, are explained in Section 2. Then, Section 3 shows the numerical
results based on the model. In particular, in Section 3.2, we report that the phase synchro-
nization and oscillation of the angular velocities occur when using our model. We also
report the dependence of the angular velocities in the phase synchronization regime on
the gap in Section 3.3. The oscillations of the difference in angular velocities are shown
in Section 3.4. The conclusions are given in Section 4. Appendix A shows the verifica-
tion of our model based on comparison with CFD as well as experimental results, while
Appendix B summarizes normalized expressions of our model.

2. Model

Let us consider a pair of VAWTs. The geometry of the layout is shown in Figure 1. The
upstream wind flows from the left of the figure. The rotation directions of the rotors are
shown by the arrows. Co-rotating, Counter Down, and Counter Up layouts are written
as CO, CD, and CU, respectively. In the CD layout, the blades of the rotors move in the
downwind direction in the gap region between the rotors. In contrast, in the CU layout, the
blades move in the upwind direction.

upstream
wind

rotor 1

rotor 2

rotor 1

rotor 2

rotor 1

rotor 2

CO CD CU

Figure 1. Layouts of rotors.
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Figure 2 explains the definitions of variables. The diameter and the radius of a rotor i
are denoted by Di and Ri, respectively. The gap between rotors i and j is given by gij. In
this study, we only considered a pair of rotors. A rotor i has ni blades, and the position of
a blade k is expressed as (xik, yik) in the two-dimensional plane, of which the origin is at
the center of rotor 1. An azimuthal angle of a blade k of a rotor i is expressed by ψik, which
is zero in the direction of the y axis and increases in the counterclockwise direction. The
blades of a rotor are equally spaced in the azimuthal angle, and thus the angle between the
neighboring blades is 2π/ni. The chord length and the area projected along the rotation
direction of a blade k of a rotor i are denoted cik and Sik, respectively.

The distance between the blade k of the rotor i and the blade ` of the rotor j is written
as Wik,j`, which varies in time due to the rotation. As we explain later in this section, we
adopted a model to describe a change in the flow velocity according to the temporal change
of Wik,j`, leading to a pressure fluctuation between the blades according to Bernoulli’s law.
The center of the rotor j is in the direction of an angle φij seen from the center of rotor i.
As with the azimuthal angle ψik, the angle φij is also zero in the direction of the y axis and
increases in the counterclockwise direction. The angle of the center of the rotor i seen from
the center of the rotor j is φji, although only φ12 with i = 1 and j = 2 is shown in Figure 2.

The wind flows in the direction of the x axis. The upstream speed is denoted by V.
The flow velocity experienced by the rotor differs for each rotor. The effective flow velocity
immediately in front of rotor i is written as Vi.

upstream
wind speed

rotor 1

rotor 2

effective
wind speed

effective
wind speed

projected
 area

Figure 2. Definitions of variables.

As mentioned above, we only considered a pair of rotors. The evolution equations
governing the rotation are

Ii
dωi
dt

= Qi − Li + Qpi, (1)

dψi
dt

= ωi, (2)

where i = 1, 2 represent the two rotors, ωi is the angular velocity, ψi := ψi1 is the azimuthal
angle of a representative blade, Ii is the moment of inertia, Qi is the rotor torque, Li is the
load torque, and Qpi is the torque due to the interaction with the other rotor j ( 6= i) through
pressure fluctuation in the gap between them. Note that ψi is not necessarily ψi1 but can be
another ψik with k 6= 1; the meaning is the same for any choice of k = 1, · · · , ni.

In the following section, we explain our torque models. First, we take the rotor torque
Qi as

Qi = −
3
√

3Qmax(Vi)

2ω3
0(Vi)

ωi(ωi + ω0(Vi))(ωi −ω0(Vi))Fni (ψi). (3)
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This torque, without the last term Fni (ψi), simulates the torque characteristics in the two-
dimensional CFD by Hara et al., as shown in Figure 2 of Ref. [14]. Note that the rotor
is operated at an angular velocity, in a sense of average over phase, where the torque in
Equation (3) is balanced by a load torque introduced below. Since the balanced state occurs
at an angular velocity larger than that at the maximum torque in the present choice of
the load torque for a given flow velocity, the rotor torque characteristics at small angular
velocity regime is not essential. Here, Fni (ψi) expresses a modulation in the rotor torque
depending on the angle of the blades, which we explain shortly. Without this modulation,
or setting Fni (ψi) ≡ 1, Qi is a cubic function of ωi for a given Vi and takes a maximum value
Qmax(Vi) when ωi = ω0(Vi)/

√
3 on the positive ωi side. When ωi = ω0 at the positive ωi

side, the rotor torque becomes zero. Thus, ω0 is sometimes called no-load angular velocity.
Here, we take

Qmax(Vi) = c1V2
i , (4)

ω0(Vi) = c2Vi, (5)

where c1 and c2 are constants. As shown in Appendix A, we chose these expressions
by observing the CFD [13,14], as well as the experimental [7,8] data. The actual values
used in our simulation are given in the next section. Note that normalized expressions of
Equations (3)–(5), as well as equations to appear below are given in Appendix B, where it is
shown that the normalized rotor torque Qi is expressed by a tip–speed ratio λi := Riωi/Vi
for the rotor i and normalized Qmax and ω0 only.

The average of Fni (ψ) over ψ is taken to be unity. As shown in Appendix A, it is
known that the rotor torque by a single blade is finite at the upstream side and becomes
maximal when a blade comes to the position ψi = π/2. It decreases to almost zero at the
downstream side when the rotor solidity σi := nicik/(πDi) is large. We assume that

F1(ψ) =

{
4 sin2 ψ (0 ≤ ψ ≤ π)

0 (π < ψ < 2π)
(6)

for a single blade. Figure 3 shows the azimuthal angle ψ dependence of Fn(ψ). In the
figure, n = 1 plots Equation (6). The curve of n = 3 plots a summation of the modulation
function for n = 1 over three blades equally spaced in the azimuthal angle and normalized
such that

∫ 2π
0 F3(ψ)dψ/(2π) = 1. Note that the function for the modulation can be rather

flexibly chosen since it is enough to simulate qualitative aspects of the torque modulation.
Any function with its maximum at ψ = π/2 and almost zero in the downstream half may
be acceptable.

For the effective wind speed, we use

Vi = (1− ai)V + ∑
j 6=i

Γj

2π(Ri + Rj + gij)
cos φij, (7)

where ai is a coefficient of self-induced velocity, and Γj is the circulation of rotor j. The
second term expresses the velocity induced by another rotor. This assumption, assigning a
circulation for a rotor, is similar to the one in Ref. [16]. We take

Γj = c3Vj, (8)

where c3 is a constant. This dependence was also obtained by the CFD results as shown
in Appendix A. By using the effective wind speed Vi, the rotor torque on rotor i can be
calculated. Note that Vi in Equation (7), especially its mutually induced velocity in the
second term of the right-hand side, is evaluated by using the coordinate of the center of
rotor i. In reality, the effective flow velocity is different for each blade, and the summation
of the torques on every blade of a rotor determines the rotor torque. However, in this study,
the effective velocity Vi is used for calculating the rotor torque as an average of the effective
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velocities for all blades in the rotor, and we assume that Vi is the flow velocity immediately
in front of rotor i. Instead of considering the torques on each blade, we take into account
the torque modulation of the rotor torque via Fni (ψ). The modulation expresses the fact
that the blade experiences significantly smaller flow than the upstream when it is in the
downstream half of the rotation.

Figure 3. Modulation function Fn(ψ) of the rotor torque on the azimuthal angle of the blade. The
curves n = 1 and n = 3 plot the modulation for a single blade and a summation over three blades,
respectively. The average of Fn(ψ) over ψ is taken to be unity.

Secondly, we take the load torque as

Li = c4ω2
i . (9)

The dependence, square of angular velocity, is known as the ideal load torque to obtain
highest power at each instance [17]. The CFD simulations by Hara et al. [13,14] also adopted
the ideal load torque of the same form. Within our torque model, it is shown that the load
torque in Equation (9) works to keep the highest power as follows. According to the rotor
torque in Equation (3), the power Qiωi takes a maximum value when ωi = ω0(Vi)/

√
2, and

the corresponding rotor torque is Qi = 3
√

3Qmax(Vi)/4
√

2. By using Equations (4) and (5),
these are written such that the maximum power is obtained when ωi = c2Vi/

√
2 and the

corresponding torque is Qi = 3
√

3c1V2
i /4
√

2. The ideal operation of the turbine is achieved
by balancing the rotor torque Qi by the load torque Li for whatever Vi. This is realized
by setting Li ∝ ω2

i , which is obtained by eliminating Vi in Q by using ωi = c2Vi/
√

2. The
coefficient c4 is determined so that the load torque takes 95% of Qi when the power becomes
maximal for a given Vi in Section 3.1.

Finally, we come to the torque caused by pressure fluctuations between the blades.
The positions of the blades of rotors 1 and 2 are given by

x1k = −R1 sin ψ1k, (10)

y1k = R1 cos ψ1k, (11)

x2` = −R2 sin ψ2`, (12)

y2` = R2 cos ψ2` − (R1 + R2 + g12). (13)

The distance W1k,2` between two blades at (x1k, y1k) and (x2`, y2`) is

W1k,2` =
√
(x1k − x2`)2 + (y1k − y2`)2. (14)
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Here, we consider the flow to be incompressible and assume that

Vav(R1 + R2 + g12) = (Vav + δV)W1k,2`, (15)

where Vav := (V1 + V2)/2 is the average flow velocity, and δV expresses the change in the
flow velocity between the two blades due to a change in distance between them. Note that
the calculation of δV may be improved by taking not only the x component of the flow
velocity but also the y component, or taking the distance in the y direction between the
blades k and ` instead of the distance W1k,2` itself. Let us leave this refinement as a future
issue. We roughly estimate the change of velocity δV in this study. Then, we obtain the
pressure fluctuation δp using Bernoulli’s law

1
2

ρV2
av + p =

1
2

ρ(Vav + δV)2 + p + δp, (16)

as
δp = −1

2
ρ
(

2VavδV + (δV)2
)

. (17)

Here, the air pressure is written as p. Note that we neglected the effects of viscous force
and unsteadiness of the flow. We adopted the Bernoulli’s law to explain interactions
between the blades due to pressure fluctuation through the increase in the flow velocity
in the x direction observed in the CFD results, as shown in Figure 20 of Ref. [14]. The
force on a blade due to this pressure fluctuation is calculated by integrating −∇δp with
the blade volume. The necessary force component is that along the rotation direction
−(∂δp/∂ψik)/Ri for the blade k of the rotor i. As an example, for i = 1, this is calculated as

∂δp
∂ψ1k

= −ρ(Vav + δV)
∂δV
∂ψ1k

= −ρ
R1 + R2 + g12

W1k,2`
Vav

∂δV
∂ψ1k

. (18)

By using Equation (15),

∂δV
∂ψ1k

= −R1 + R2 + g12

W2
1k,2`

Vav
∂W1k,2`

∂ψ1k

= −R1 + R2 + g12

W3
1k,2`

Vav

[
(x1k − x2`)

(
∂x1k
∂ψ1k

− ∂x2`
∂ψ1k

)

+(y1k − y2`)

(
∂y1k
∂ψ1k

− ∂y2`
∂ψ1k

)]
. (19)

Then, we can obtain

∂δp
∂ψ1k

= ρV2
av
(R1 + R2 + g12)

2

W4
1k,2`

R1[R2 sin(ψ1k − ψ2`)

−(R1 + R2 + g12) sin ψ1k], (20)

∂δp
∂ψ2`

= −ρV2
av
(R1 + R2 + g12)

2

W4
1k,2`

R2[R1 sin(ψ1k − ψ2`)

−(R1 + R2 + g12) sin ψ2`]. (21)
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The torque on a blade due to pressure fluctuations may be approximated by multiplying
the blade volume cikSik by the rotor radius Ri. Now, we also assume that the total torque
on a rotor can be obtained by adding contributions from all blades. Then, we obtain

Qp1 = −α
ni

∑
k=1

nj

∑
`=1

c1kS1kρV2
av
(R1 + R2 + g12)

2

W4
1k,2`

R1[R2 sin(ψ1k − ψ2`)

−(R1 + R2 + g12) sin ψ1k], (22)

Qp2 = α

nj

∑
`=1

ni

∑
k=1

c2`S2`ρV2
av
(R1 + R2 + g12)

2

W4
1k,2`

R2[R1 sin(ψ1k − ψ2`)

−(R1 + R2 + g12) sin ψ2`]. (23)

Here, a coefficient α is included to control the strength of the interaction between the blades
due to the pressure fluctuation, since the summation over all blades may be rather rough.
Readers may think that it is strange to add a contribution from a blade at the opposite
side of the gap between the rotors; it is natural to count only contributions from blades
in the gap region. We also considered a model where rotors are taken as solid cylinders
and only considered a narrowed channel between the gap region. This may not be a bad
choice for high solidity rotors; however, the flow goes into the region surrounded by the
blades of a rotor in reality. Thus, we decided to consider all combinations of blades and to
add contributions from all pairs of blades in our model as an average in a sense, although
big contributions must arise when two blades come to the gap region, and thus, other
contributions may not play major roles. From a numerical computation viewpoint, this
assumption, summation over all blades, is far simpler than taking the azimuthal angle of
each blade into account to judge whether we should add its contribution or not. The on/off
nature of the contributions can yield abrupt changes in torque, leading to a strange time
evolution. Thus, we avoid this confusion.

3. Numerical Results
3.1. Characteristics of Rotors

We only consider a pair of rotors and assume that they have completely the same char-
acteristics, except when otherwise stated. The following parameters are chosen. These are
the same as those used in the CFD simulations in Hara et al. [13,14]. The number of blades
per rotor is n1 = n2 = 3. The radius of the rotor is R1 = R2 = 25 mm. The chord length
is c1k = c2` = 20 mm, and the area projected along the rotation direction is S1k = S2` =
43.4 mm× 3.8 mm for k, ` = 1, 2, 3. The moment of inertia is I1 = I2 = 5.574× 10−6 kg m2.
Note that the previous CFD simulation [13,14] was two-dimensional, where the rotor height
was 1 m instead of 43.4 mm, as used for the three-dimensional model, and the moment of
inertia was set at I1 = I2 = 1.284× 10−4 kg m2(= 5.574× 10−6 kg m2 × (1 m/43.4 mm)).

From the CFD simulation for a single rotor with the above parameters, under a
fixed angular velocity condition, it was found that the maximum power is obtained
when ω = 366.52 rad/s for V = 10 m/s. The time-averaged rotor torque in this case is
Q = 0.525 mN ·m. By using these values, we determined Qmax(Vi) and ω0(Vi) for the
rotor torque, Equation (3), and c4 for the load torque, Equation (9). We further determined
that c1 and c2 from Qmax(Vi) and ω0(Vi) via Equations (4) and (5).

In the case of our rotor torque (3), the power Qiωi becomes maximal at ωi = ω0(Vi)/
√

2
for a given Vi. The rotor torque at this angular velocity is Qi = 3

√
3Qmax(Vi)/4

√
2.

We chose this to match the CFD value Q = 0.525 mN ·m. Therefore, it is assumed that
ω0(10 m/s) =

√
2× 366.52 rad/s and Qmax(10 m/s) = (4

√
2/3
√

3)× 0.525 mN ·m. From
Equation (4), we determine that
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c1 =
Qmax(Vi)

V2
i

=
4
√

2× 0.525 mN ·m
3
√

3× (10 m/s)2

= 5.72× 10−6 kg. (24)

Additionally, from Equation (5), we obtain

c2 =

√
2× 366.52 rad/s

10 m/s

= 51.8
rad
m

. (25)

Furthermore, in the CFD simulation, the angular velocity becomes stationary when the
load torque is chosen to be 95% of the optimum rotor torque. We assume the same and
thus obtain

c4 =
Li

ω2
i

=
0.95× 0.525 mN ·m
(366.52 rad/s)2

= 3.71× 10−9 kg ·m2

rad2 . (26)

We will set the value of c3 in Section 3.3.
By using these parameters, we obtain the torque curves shown in Figure 4. The rotor

torque is plotted for V = 6, 8, 10 and 12 m/s without considering the modulation by Fni (ψ)
and the induced velocities. Note that the rotor torque characteristics at angular velocities
lower than the maximum torque for each V are assumed to be different from those of
the CFD and the experimental wind turbines to simplify the analysis. The intersection of
the rotor torque curve for a given flow velocity and the load torque curve is the a stable
steady state. For example, ω ' 370 rad/s is the angular velocity at the steady state when
V = 10 m/s. Note that the angular velocity at the steady state for a given flow velocity does
not change when the rotor torque Q or Qmax(V) is multiplied by a constant factor, since
the load torque L was chosen to also be multiplied by the same factor in the present study.

Note that the adopted angular velocity values ω = 366.52 rad/s (3500 rpm) and the
torque Q = 0.525 mN ·m at the maximum power are slightly different from the values at
the steady state ωSI = 366.1 rad/s (3496 rpm) and QSI = 0.485 mN ·m obtained in the CFD
simulation based on the DFBI for a single rotor [14]. “SI” stands for single. We can use
these values of ωSI and QSI instead of those used above to determine Qmax(V), ω0(V) and
c4 and then c1 and c2 via Equations (4) and (5) by assuming the following three conditions:
(i) the rotor torque balances the load torque at ω = ωSI, (ii) the balanced torque is Q = QSI,
and (iii) QSI is 95% of the torque at the maximum power. We can immediately obtain
Qmax(V) or c1 from the second condition and c4 from the third condition, respectively.
We can also obtain ω0(V) from the first one, which becomes a cubic equation for ω0(V)
for a given ωSI. The resulting values are c1 = 5.56 × 10−6 kg, c2 = 49.5 rad/m, and
c4 = 3.62× 10−9 kg ·m2/rad2, of which relative differences from the values obtained in
Equations (24)–(26) and used in the simulations presented in Sections 3.2–3.4 are within 5%.
Note that ω0(V) was calculated from the cubic equation by a perturbation technique based
on a trivial approximate solution ω0(V)/

√
2 ' ωSI that gives the maximum power in

our model.

29



Energies 2022, 15, 4130

Figure 4. The rotor torques for V = 6, 8, 10, and 12 m/s and load torques are plotted against the
angular velocity of the rotor.

3.2. Phase Synchronization

In this Section 3.2, we demonstrate that phase synchronization occurs due to the
interaction torque generated by the pressure fluctuation. In order to focus on the effect
of the interaction torque, we set ai = 0 and c3 = 0, so that Vi = V, i.e., the effective flow
velocity is the same as the upstream flow velocity. The upstream velocity used in this
section is V = 10 m/s. Furthermore, we set Fni (ψi) ≡ 1 to exclude the effects of torque
modulation due to the azimuthal angle of the blade.

We solve the evolution Equations (1) and (2) for i = 1, 2 by the fourth-order Runge–
Kutta method. The step size is (2π/nωav(0))/30, where ωav(0) = (|ω1(0)|+ |ω2(0)|)/2.

Figure 5 shows the time evolution of ωi for α = 0, 0.05, 0.1, and 0.2 in the CD layout.
The gap between the rotors is g12 = 10 mm. The initial conditions are ω1(0) = 420 rad/s,
ω2(0) = −320 rad/s, ψ1(0) = π, and ψ2(0) = −0.5. The initial angular velocities have
different magnitudes. One of the blades of rotor 1 is at the narrowest position in the gap
initially and that of rotor 2 is slightly ahead.

When α = 0, the rotors just reach their individual steady states since there is no
interaction between the rotors. The rotors have identical characteristics, and thus they
rotate at the same angular velocity at the steady state.

When α is finite, the angular velocities oscillate. This simulates the phase synchro-
nization observed in the experiments as well as in the CFD simulations. Such phase
synchronization and oscillation of phase difference in the wind tunnel experiments of a
pair of two-bladed H-type Darrieus turbines were reported in Section 6.2 of Ref. [4] and in
Section 4.4 of Ref. [5]. The phase synchronization and the oscillation of angular velocities in
the two-dimensional CFD were reported in Section 3.5 and Figures 17–19 of Ref. [14]. The
oscillation period becomes shorter as α increases since the interaction between the rotors
becomes stronger. The oscillation period of the angular velocities is about 0.5 s for α = 0.05
at t ' 4 s, while it is about 0.25 s for α = 0.2. Moreover, the oscillation period becomes
shorter over time.

The oscillation amplitude of the angular velocity becomes larger as α is increased. This
is also because the interaction becomes stronger as α is increased.
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(a) α = 0. (b) α = 0.05.

(c) α = 0.1. (d) α = 0.2.
Figure 5. Time evolution of ωi for α = 0, 0.05, 0.1, and 0.2 in the CD layout with a 10 mm gap.

Figure 6 shows the time evolution of the phase differences δψk = (ψ11 + ψ2k)mod 2π
when α = 0.05 and α = 0.2. The index k takes a value of 1, 2, or 3. Before the phase synchro-
nization, δψk runs over the whole range of azimuthal angles. During phase synchronization,
on the other hand, δψk oscillates around a fixed angle. One of the three blades of rotor 2 has
a phase difference of π with blade 1 of rotor 1, which means that those blades meet in the
gap region every rotation. We see that the oscillation period of the angular velocity during
phase synchronization is shorter for larger α values, as shown in Figure 6. Moreover, the
phase synchronization starts earlier for larger α values.

(a) α = 0.05. (b) α = 0.2.
Figure 6. Time evolution of phase differences δψk = (ψ11 + ψ2k)mod 2π for α = 0.05 and 0.2 in the
CD layout with 10 mm gap.

Phase synchronization occurs also in the CU layout. Since the induced velocity is not
taken into account in the simulations presented in this section, the oscillation period and
amplitude are the same as those in the CD layout.

Surprisingly, phase synchronization also occurs in the CO layout. The time evolution
of ω for α = 0.05 and 0.2 is shown in Figure 7. Compared with the data presented in
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Figure 5 for the CD layout, the oscillation period of the angular velocities of the CO layout
is longer than those of the CD layout with the same α values. We can also see that the
oscillation amplitude of the angular velocities is smaller in the CO layout than that in the
CD layout. This is of course because the interaction in the CO layout is much weaker than
in the CD and CU layouts. In this simulation, the characteristics of the rotors are identical,
and thus, the angular velocity is the same at the steady state without the interaction. In the
beginning, the magnitudes of ω1 and ω2 are largely different. Thus, they have almost no
interaction. However, as the magnitudes of ω1 and ω2 become closer to their steady-state
values, the time period that the blades of the rotors stay in the narrow gap region together
becomes longer, although it must still be much shorter than that for the CD and CU layouts.
This makes the interaction effect visible, even in the CO layout.

(a) α = 0.05. (b) α = 0.2.
Figure 7. Time evolution of ωi for α = 0.05 and 0.2 in the CO layout with 10 mm gap. Induced
velocities are not taken into account.

In fact, it becomes difficult for phase synchronization to occur if the angular velocities
of the rotors at steady state without interaction are different from each other. We set the
rotor torque of rotor 2 as 95% of that of rotor 1 while keeping the load torque unchanged.
The other parameters are the same as those used in Figure 7. This makes the angular
velocity of rotor 2 about 366 rad/s at its steady state without interaction, which is about
1.7% smaller than that of rotor 1. The time evolution of ω for α = 0.1 is plotted in Figure 8a.
Phase synchronization does not occur in this case. The angular velocities oscillate around
each steady-state value. Note that phase synchronization occurs when α ≥ 0.5, even in
this case.

(a) CO layout. (b) CD layout.
Figure 8. Time evolution of ωi for the (a) CO and (b) CD layouts with α = 0.1 and g12 = 10 mm when
the rotor torque of rotor 2 is 95% that of rotor 1. The induced velocities are not taken into account.

On the other hand, phase synchronization occurs for the CD layout, even at α = 0.1,
which is shown in Figure 8b. The angular velocity of the rotors during phase synchroniza-
tion is about 369 rad/s, which is about an average of the natural values of the two rotors
without interaction. Phase synchronization occurs for smaller interactions because the

32



Energies 2022, 15, 4130

relative speed of the blades of the two rotors is smaller for the CD layout than for the CO
layout, leading to a longer interaction duration.

It may be worth pointing out that α can be used to qualitatively reproduce the param-
eter dependence of the experimental and CFD results on aspects such as the solidity and
upstream flow velocity by assuming that α is dependent on these parameters. This is left as
a future issue.

3.3. Dependence of the Synchronized Angular Velocity on the Gap

In this Section 3.3, we focus on the dependence of the synchronized angular velocity
on the gap, especially when we take into account the mutually induced velocities generated
by each component. Therefore, we set |c3| = 0.0427 m according to the CFD simulation
results [13,14]. The sign of c3 is positive when ω > 0 and negative when ω < 0. On the
contrary, we set ai = 0, since the self-induced velocity by the rotor itself should be the same
for identical rotors. When a1 = a2, the effect is only a change in the upstream velocity by a
factor of a1 = a2 for both rotors. Note that the torque modulation Fni (ψi) in Equation (3)
with ni = 3 is taken into account in the results presented in this section.

The angular velocity at steady state is plotted against the gap width in Figure 9. Each
angular velocity is obtained using the Fourier transform of the time series data at the steady
state. We show the results for α = 0.05, although they are the same for different α values.
Additionally, Fni (ψi) just introduces modulation of the angular velocity, of which the period
is one-third of the rotation period of the rotor and does not affect the phase-synchronized
angular velocity.

The magnitudes of the angular velocities ω1 and ω2 agree well in both the CD and
CU layouts. The dashed line at ω ' 372 rad/s is the angular velocity without the mutually
induced velocity. The angular velocities at each g12/D are larger (smaller) than this value
in the CD (CU) layout. This is due to the induced velocity. The effective velocity is
larger (smaller) than the upstream velocity in the CD (CU) layout, as found in the CFD
simulation [13,14]. Furthermore, the angular velocity increases (decreases) as the gap is
narrowed in the CD (CU) layout because the magnitude of the induced velocity becomes
larger for smaller gaps. This dependence can be clearly observed for the CD layout in the
experiments [7,8] and the CFD simulations, except for the small gap distances [13,14]. For
the CU layout, on the other hand, further analysis is required for comparison with the
experiments and the CFD simulations.

Figure 9. The angular velocity in the phase-synchronized steady state is plotted against the gap
g12/D. The dashed line around ω ' 372 rad/s shows the angular velocity at the steady state without
the mutually induced velocity.
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3.4. Oscillation Period of the Difference in Angular Velocities

In this Section 3.4, we analyze the oscillation period of the difference of angular
velocities ∆ω := |ω1| − |ω2|. The parameters used are the same as those in Section 3.3.
Figure 10 shows the time evolution of ∆ω for the CD and CU layouts with g12/D = 0.2 and
0.3. The parameter α = 0.05 was chosen to control the interaction strength for which the
oscillation period of ∆ω has a comparable order of magnitude with the experiments [4,5]
and the CFD simulations [13,14]. The difference ∆ω oscillates around 0 during phase
synchronization and decays gradually. The oscillation period becomes shorter as time
proceeds in all cases, as shown in Figure 10.

First, we found that the oscillation period is longer for the CU layout than the CD
layout if the gap distance is the same. For example, the oscillation period is about 0.36 s for
the CD layout with g12/D = 0.2 at around t = 5 s, while it is about 0.55 s for the CU layout.

Second, we found that the oscillation period is longer for a larger gap distance for a
given layout. For example, the oscillation period is about 0.36 s when g12/D = 0.2 for the
CD layout at around t = 5 s, while it is about 0.62 s when g12/D = 0.3.

The oscillation period of ∆ω seems to be related to the mean angular velocity during
phase synchronization; ∆ω is longer for smaller mean angular velocities. The mean angular
velocity is smaller in the CU layout than in the CD layout because of the mutual induced
velocity (see Figure 9). Additionaly, the interaction becomes weaker if the gap distance is
larger, thereby the oscillation period becomes longer.

Note that it is difficult to find such trends for the amplitude of ∆ω, since it decays over
time. However, we found that the decay is slower for the CU layout than the CD layout if
the gap distance is the same. The damping rate seems to be smaller for longer oscillation
periods. The oscillation amplitude for the CD layout with g12/D = 0.2 is about 7 rad/s
at around t = 5 s. The relative magnitude for the mean angular velocity ω ' 415 rad/s
is about 1.7%. The relative magnitude is a bit larger for the CU layout, since the mean
angular velocity is smaller while the oscillation amplitude is comparable if the gap distance
is the same.

Figure 10. Time evolution of difference of angular velocities ∆ω := |ω1| − |ω2| is shown. The
oscillation period is longer for larger gap distances, as well as for the CU layout compared with the
CD layout.

4. Conclusions

We developed an analytical model of the interaction torque between two vertical-axis
wind turbines through pressure fluctuation. In this model, the pressure fluctuation is
obtained according to Bernoulli’s law, taking into account the temporal change in distance
between the blades. Although rather crude assumptions were made in the development of
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the model, our simulations successfully demonstrated the phase synchronization as well as
the oscillation of angular velocities around the mean value observed in the experiments
and CFD simulations.

Our simulation results show that the angular velocities of the rotors oscillate in time
during phase synchronization. When an artificial parameter is changed to strengthen the
interaction, the oscillation period becomes shorter and the amplitude becomes larger. This
is reasonable physically.

It was also found that phase synchronization occurs even for a pair of rotors with
slightly different torque characteristics. This is important because the characteristics of the
rotors cannot be identical in experiments.

Our model includes the induced velocities, which change the effective wind speed at
each rotor. The simulation results also show that the mutually induced velocity can explain
the qualitative dependence of the phase-synchronized angular velocities on the rotational
direction of the rotors and the gap distance between them.

The oscillation period of the difference in angular velocities was found to be longer
in the CU layout than in the CD layout. Additionally, the oscillation period was found
to be longer for larger gap distances. This dependence seems to be related to the mean
angular velocity of the rotors during phase synchronization. The mutually induced velocity
changed the mean angular velocity in our simulations. The weaker interaction for larger
gap distance made the oscillation period longer.
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Nomenclature
Di Diameter of rotor i
Ri Radius of rotor i
gij Gap between rotors i and j
ni Number of blades on rotor i
x Coordinate in streamwise direction
y Coordinate in spanwise direction
xik x coordinate of blade k of rotor i
yik y coordinate of blade k of rotor i
ψik Azimuthal angle of blade k of rotor i
cik Chord length of blade k of rotor i
Sik Projected area of blade k of rotor i along rotation direction
Wik,j` Distance between blade k of rotor i and blade ` of rotor j
φij Angle of rotor j observed from rotor i
V Upstream flow speed
Vi Effective flow velocity at rotor i
Ii Moment of inertia of rotor i
ωi Angular velocity of rotor i
Qi Rotor torque on rotor i
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Li Load torque on rotor i
Qpi Torque due to pressure fluctuation on rotor i
ψi Azimuthal angle of representative blade of rotor i
Qmax(Vi) Maximum rotor torque for given Vi
ω0(Vi) No-load angular velocity for given Vi
Fn(ψ) Torque-modulation function for n-blades rotor
c1 Parameter for Qmax(Vi)

c2 Parameter for ω0(Vi)

λi Tip-speed ratio of rotor i
ψ Azimuthal angle fixed in space
σi Solidity of rotor i
F1(ψ) Torque-modulation function for single-blade rotor
ai Parameter for self-induced velocity
Γj Circulation of rotor j
c3 Parameter for Γj
c4 Parameter for Li
Vav Average flow velocity (V1 + V2)/2
δV Change in flow velocity
δp Pressure fluctuation
p Air pressure
α Parameter controlling strength of interaction between rotors
ωSI Steady-state angular velocity of single rotor by CFD using DFBI model
QSI Steady-state rotor torque of single rotor by CFD using DFBI model
ωav(0) Average of initial angular velocities (|ω1(0)|+ |ω2(0)|)/2
δψk Phase differences between representative blade of rotor 1 and blade k of rotor 2
∆ω Difference of angular velocities |ω1| − |ω2|
Cqi Torque coefficient of rotor i
Q̂max Normalized maximum rotor torque
λ0 No-load tip-speed ratio
ρ Mass density of air
Ai Swept area of rotor i
Γ̂j Normalized circulation of rotor j
CLi Normalized load torque for rotor i
cL Parameter for CLi

Appendix A. Verification of Parameter Dependence

In this Appendix A, CFD and experimental data to determine dependence of Qmax
on flow velocity V in Equation (4), dependence of ω0 on V in Equation (5), CFD data to
determine expression of the torque-modulation function in Equation (6), and dependence
of Γ on V in Equation (8) are shown.

First, let us show the dependence of Qmax on flow velocity V read from Figure 2 of
Ref. [14] and Figure 3 of Ref. [8]. Figure A1 shows the CFD and experimental data, as well
as their fitting curves taken to be quadratic in V. The fitting curves agree well with the
CFD and experimental data.
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Figure A1. Qmax from Figure 2 of Ref. [14], Figure 3 of Ref. [8], and their fitting curves are shown.

Second, let us show the dependence of ω0 on flow velocity V, also read from Figure 2
of Ref. [14] and Figure 3 of Ref. [8]. Figure A2 shows the CFD and experimental data, as
well as their fitting curves taken to be linear in V. Although the number of data points is
not enough, the fitting curves appear to agree well with the CFD and experimental data.

Figure A2. ω0 from Figure 2 of Ref. [14], Figure 3 of Ref. [8], and their fitting curves are shown.

Third, the torque dependence on the azimuthal angle obtained by the CFD is shown.
A rotor with three blades, of which dimensions are the same as described in Section 3.1,
was placed in the flow field of which upstream flow velocity was 10 m/s. The modulation
of the torque, expressed by Equation (6), tries to simulate this dependence. Figure A3
shows the averaged torques over the 16th–20th rotations of the CFD data, which was not
published previously. For n = 3, the torque is the summation of torques on all blades of the
rotor. The torque for a single blade has its maximum at ψ ' π/2. In the downstream half,
the torque on a single blade becomes negative in the CFD, although it is set to be zero in
Equation (6) for simplicity.
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Figure A3. Torque dependence on the azimuthal angle obtained by CFD. Equation (6) tries to simulate
this dependence.

Finally, let us show the dependence of Γ on flow velocity. Figure A4 shows Γ obtained
by CFD simulations, and their fitting curves taken to be linear in flow velocity. The CFD
data were obtained by the time average of the simulation results. In the figure, “inf” means
a plot of asymptotic values of Γ at infinity against upstream flow speeds, and the “ep”, or
evaluation point, means a plot of Γ evaluated on a circle with a 36.1 mm radius centered
at the rotor against flow speeds on the upstream side at 36.1 mm from the rotor center.
Precisely, the flow speeds of the “ep” case are obtained by averaging over a 50 mm range
in the spanwise direction. Note that the horizontal axis is not the upstream velocity for the
“ep” case, although it is labeled by V. The fitting curves agree well with the CFD data.

Figure A4. Γ obtained by CFD results and the fitting curves are shown.

38



Energies 2022, 15, 4130

Appendix B. Normalized Expression

In this Appendix B, normalized expressions of our model are summarized. First, let
us normalize Qmax(Vi) and ω0(Vi) given in Equations (4) and (5), respectively, as follows:

Q̂max :=
Qmax(Vi)

ρV2
i AiRi/2

=
2c1

ρAiRi
, (A1)

λ0 :=
ω0(Vi)

Vi/Ri

= c2Ri, (A2)

where ρ is the mass density of air, and Ai is the swept area of rotor i. Note that Q̂max and
λ0 are independent of Vi. By using Equations (A1) and (A2), the torque coefficient Cqi, or
normalized rotor torque Qi given in Equation (3) with Fni (ψi) ≡ 1, can be expressed as

Cqi :=
Qi

ρV2
i AiRi/2

= − 3
√

3Q̂max

2λ3
0

λi(λi + λ0)(λi − λ0), (A3)

where λi := Riωi/Vi is the tip–speed ratio of rotor i. The torque coefficient Cqi is expressed
only by λi, and the dimensionless parameters Q̂max and λ0 only. The rotor torque becomes
zero when λ becomes equal to the no-load tip–speed ratio λ0.

Next, the circulation in Equation (8) is normalized as

Γ̂j :=
Γj

RiVi

=
c3

Rj
. (A4)

Note that Γ̂j is independent of Vi.
Lastly, let us normalize the load torque given in Equation (9) as

CLi :=
Li

ρV2
i AiRi/2

= cLλ2
i , (A5)

where
cL :=

2c4

ρAiR3
i

. (A6)

Again, the parameter cL is independent of Vi.
By using these expressions, numerical values of Q̂max, λ0, Γ̂, and cL corresponding to

the parameters used in Section 3 are obtained as follows:

Q̂max = 0.176, (A7)

λ0 = 1.30, (A8)

Γ̂ = 1.71, (A9)

cL = 0.182. (A10)

Note that the mass density of air is assumed to be ρ = 1.20 kg/m3. The rotor radius is
R = 50 mm and the swept area is A = 50 mm× 43.4 mm = 2.17× 10−3 m2.
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Let us point out that the simulation results shown in Section 3 can be interpreted, if ωi
is expressed by the tip–speed ratio λi, as results with a different set of a flow velocity Vi, a
rotor radius Ri, and a swept are Ai that give the same dimensionless parameters Q̂max, λ0,
Γ̂, and cL.
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Abstract: Recently, wind farms consisting of clusters of closely spaced vertical-axis wind turbines
(VAWTs) have attracted the interest of many people. In this study, a method using a wake model to
predict the flow field and the output power of each rotor in a VAWT cluster is proposed. The method
uses the information obtained by the preliminary computational fluid dynamics (CFD) targeting
an isolated single two-dimensional (2D) VAWT rotor and a few layouts of the paired 2D rotors. In
the method, the resultant rotor and flow conditions are determined so as to satisfy the momentum
balance in the main wind direction. The pressure loss of the control volume (CV) is given by an
interaction model which modifies the prepared information on a single rotor case and assumes the
dependence on the inter-rotor distance and the induced velocity. The interaction model consists
of four equations depending on the typical four-type layouts of selected two rotors. To obtain the
appropriate circulation of each rotor, the searching range of the circulation is limited according to the
distribution of other rotors around the rotor at issue. The method can predict the rotor powers in
a 2D-VAWT cluster including a few rotors in an incomparably shorter time than the CFD analysis
using a dynamic model.

Keywords: vertical-axis wind turbine; wake model; computational fluid dynamics; closely spaced
arrangement; rotor cluster; interaction effect; momentum conservation; control volume

1. Introduction

Wind power generation is one of the alternatives to fossil energy. The obvious advan-
tage of wind power is almost no pollution to the environment. To realize carbon neutrality,
a large amount of renewable energy is expected to be introduced [1,2]. Therefore, wind
power generators are becoming increasingly larger in size, and their application to offshore
generation is increasing [3,4]. However, the efficiency of a wind farm can be reduced
owing to the wake effects [5–7]. One of the challenges in the sector of wind power is
to exactly evaluate the influence of the wakes, so as to improve the efficiency of a wind
farm [8–14]. Additionally, to maximize the power output from a wind farm, it is necessary
to deploy wind turbines with the optimal layout for the wind condition of the planned
site [15–19]. The wake control methods using the blade’s pitch [20] or the yaw [21,22] of
the propeller-typed wind turbines were studied to optimize the wind farm.

According to the studies by Whittlesey et al. [23] and Dabiri [24], the output per unit
land area of a wind farm consisting of small-size vertical-axis wind turbines (VAWTs) with
a high aspect ratio (rotor height/diameter), which are closely arranged using a unit of
counter-rotating paired rotors, can be much greater than that of a conventional wind farm
consisting of large-size horizontal-axis wind turbines (HAWTs), which are deployed with
the inter-rotor intervals of several multiples of the rotor diameter (in general, the interval in
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the dominant wind direction is about 10 times as long as the diameter). Since then, many
researchers have been interested in the closely arranged VAWT wind farms and, especially,
the interaction effects between two VAWT rotors. For example, Zanforlin and Nishino [25]
performed a two-dimensional (2D) computational fluid dynamics (CFD) analysis of a pair
of inversely rotating VAWTs to show the greater averaged output than the output of an
isolated single VAWT. De Tavernier et al. [26] carried out the 2D-CFD based on the panel
vortex method of a closely arranged VAWT pair, each of which had a 10 m rotor radius, to
show the effects of the load and rotor spacing on the paired rotor performance. Bangga
et al. [27] proposed two layouts of a VAWT array based on their CFD study of rotor pairs
arranged side by side. Sahebzadeh et al. [28] numerically analyzed the output performance
of a co-rotating rotor pair by widely changing the rotor spacing and the relative angle
to the main stream. Peng et al. [29] investigated the effects of configuration parameters
such as airfoil section, solidity, pitch angle, rotational direction, and turbine spacing on
twin VAWTs by CFD analysis. The effects of a three-rotor cluster of VAWTs were also
numerically studied by Hezaveh et al. [30] and Silva and Danao [31].

As examples of experimental studies of paired VAWTs, Vergaerde et al. [32] conducted
the wind tunnel test using two H-type Darrieus rotors (rotor diameter: 0.5 m, rotor height:
0.8 m [33]). Their turbines were placed side-by-side against the main flow and were
adequately controlled by DC motors. They observed the power increase up to 16% for the
counter-rotating VAWTs and reported the stable synchronized operation of twin rotors.
Jodai and Hara [34] studied the interaction between two closely spaced VAWTs by using
miniature 3D printed rotors (diameter: 50 mm, low aspect ratio of 0.87, and high solidity of
0.382) arranged side-by-side. Their experimental results showed a maximum 15% increase
in power in the case of the counter-down layout when the inter-rotor space became the
shortest (gap space: 10% of the rotor diameter).

Hara et al. [35] applied the dynamic fluid body interaction (DFBI) model to the
CFD analysis to simulate the closely arranged paired 2D rotors corresponding to the
equator-cross section of the experimental model used in Ref. [34]. Their CFD analysis
considering the time-varying rotor speed, for the first time, simulated the synchronization
operation of twin rotors and showed the alternation in the angular velocities of two rotors.
Furukawa et al. [36] developed an analytical model considering the pressure fluctuation
(or increase in flow velocity) observed in the gap region between twin rotors in the above
experiments and CFD analyses. The model successfully demonstrated the alternation in
the angular velocities of two rotors and showed that the period of the variation in rotor
speed depended on the strength of the interaction between the two rotors.

Although the increase in the averaged power of a closely spaced side-by-side VAWT
pair is clear, the effects of the distribution of wind direction on the VAWT cluster consisting
of many rotors must be investigated more extensively to search for the optimal layout
of VAWTs. The CFD analysis, especially the simulation using the DFBI model, can give
reliable results, but it needs a long calculation time. Although the experiments can also
give useful information, the cost is high and the time for preparation is long. If the number
of rotors in a target wind farm increases, the simulation by CFD or the experiment using a
lot of rotors is non-realistic. Therefore, a method that can simulate precisely and in a short
time the flow field of a wind farm including a large number of VAWTs is necessary.

Buranarote et al. [37] proposed a wake model of a 2D-VAWT rotor, which was named
the ultra-super-Gaussian function because the model improved the super-Gaussian function
proposed by Shapiro et al. [38] which could express the transformation of the wake profile
from top-hat shape to Gaussian. The ultra-super-Gaussian function includes a correction
function to express the acceleration regions and the deflection of a VAWT wake. The
method proposed by Buranarote et al. [37] was based on the potential flow and included
the velocity deficit artificially, like the method by Whittlesey et al. [23]. Buranarote et al. [39]
improved their method by including the modification of the y-component (cross-flow) of
the flow velocity to mimic the CFD results. Moreover, they introduced the Biot-Savart
law to consider the effects of the interaction between the rotors [40] on the wake shift
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and width. However, in the previous method of Buranarote et al. [39,40], the circulation
around each rotor, which was used to estimate the power output, was newly calculated
with the modified flow field after adding the velocity deficits; the calculated circulation
was sensitive to the flow condition resulted in failure in the reliable prediction of the power
outputs of rotors.

This study proposes a new method to predict outputs of two-dimensional VAWT rotors
by using a wake model mimicking the CFD-created flow field. The new method is based
on the previous method but the circulation that is used to estimate the output of each rotor
is the same as the input value to calculate the potential flow in a wind farm. The decision
on the appropriate flow and rotor conditions is conducted by evaluating the momentum
balance, which is calculated using the momentum transports and the pressure forces at
the boundaries of the control volume (CV) and thrust forces of rotors. The necessary
CFD data, or the available and reliable experimental data, are the power performance of
an isolated single VAWT and the averaged flow velocity distribution in the CV, and the
pressure distributions at the boundaries under several wind speed conditions. In addition,
the power output data of closely spaced paired VAWTs in typical four layouts in the case
of a specific inter-rotor distance are necessary. The interaction effects are considered by
modifying the given pressure loss of the isolated single rotor, according to the relative
layout of the selected two rotors and considering the distance and the induced velocity.

The method will be validated with the CFD results for two or three rotors studied by
Hara et al. [35] and Okinaga et al. [41], in which the rotor height was considered so as to
correspond to the experimental rotor used in the experimental study by Jodai et al. [34]. The
2D-CFD analysis of an isolated single rotor is outlined in Appendix B. The same 2D-CFD
rotor model is used for the CFD analysis of four-rotor arrays conducted in this study. The
present method does not include the three-dimensional effects caused by the finite rotor
height because our target in the future is a wind farm consisting of small-scale VAWTs of
14 m diameter with a low aspect ratio.

The final goal of our project is to provide a cost-effective and relatively short-time
method to optimize the layout of VAWTs in an arbitrary wind farm. In this paper, at the
early stage of the project, we show the possibility to predict a reasonable condition of a
VAWT cluster. Therefore, the round robin, which needs a long calculation time when the
number of rotors is large, is utilized in the search for adequate conditions. The maximum
number of rotors in a VAWT cluster considered in this study is four due to the problem
of calculation time. However, if some advanced optimization method like the genetic
algorithm (GA) is adopted, the problem of the computation time will be mitigated.

The detail of the new method is described in the next section. The application of the
method to an isolated single rotor, paired rotors, three-rotor clusters, and four-rotor layouts
is discussed in Section 3. Finally, Section 4 concludes the discussion.

2. Model
2.1. Method

Figure 1 shows a schematic image of a VAWT wind farm, where a VAWT rotor is
shown by a circle and our method does not need detailed information on the configuration
of a turbine such as the number of blades and the cross-section. In our method, the VAWTs
are dealt with as 2D rotors with each having a diameter, D. Let us assume the wind farm
consists of N VAWTs. In Figure 1, the coordinate axis x is defined as parallel to the upstream
wind speed U∞; the coordinate axis y is perpendicular to the dominant wind direction.
The center position (rotational axis) of the k-th rotor is expressed as (xk, yk). Our method
assumes that the circulation around an isolated single rotor (Γ) is given as a linear function
of wind speed (U∞) in advance. Therefore, the blockage effect (dipole µ), thrust force (Th),
and power output (P) are given as functions of the circulation, respectively, for each rotor.
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If an arbitrary set of the conditions of circulation (Γk) and blockage effect (µk) is given
for a wind farm, the complex velocity potential W(z), where z = x + iy is expressed by
Equation (1) [23].

W(z) = U∞z +
N
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{
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Using the above potential W(z), the potential flow (up, vp) at an arbitrary position P:(x,
y) in the wind farm can be calculated as follows:
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However, the potential flow is an ideal flow and cannot express the actual velocity
deficit or wake generated by each rotor. Therefore, as Whittlesey et al. introduced [23],
the component in the x-direction of the potential flow is modified by a wake function
duk showing the velocity deficit of each rotor; the resultant flow uw(x, y) is expressed by
Equation (4). The subscript “w” means the flow field obtained by applying the wake
function (or wake model) in this study.

uw(x, y) = up(x, y)

{
1−

N

∑
k=1

duk(x, y)

}
(4)

In our method, the wake function duk is given by Equation (5) including the ultra-
super-Gaussian function f USG_k defined in our previous study [37]. The function f USG_k
modifies the super-Gaussian function f SG_k proposed by Shapiro et al. [38] expressing
the wake profile transformation from top-hat shape to Gaussian by adding the correction
function f COR_k expressing the acceleration regions and the deflection δk of the wake. µref
is a reference value of the blockage effect and CW_k is a fitting parameter to the prepared
flow field of an isolated single rotor.

duk(x, y) = Cw_k
µk

µref
fUSG_k = Cw_k

µk
µref
{ fSG_k − fCOR_k} (5)
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The present method modifies the wake deflection δk and the wake width dW, which
are used in the ultra-super-Gaussian function f USG_k, by using the induced velocity given
by the Biot–Savart law. The details are described in Appendix A.

The component in the y-direction of the potential flow is also modified by Equation (6)
in our method [40].

vw(x, y) = vp(x, y) + U∞

N

∑
k=1

|Γk|
|ΓSI|

dvk(x, y) (6)

where dvk shows the difference in y-component velocity between the potential flow and the
prepared flow (by CFD or experiments) around an isolated single rotor, the circulation of
which is defined as ΓSI and depends on U∞ (see Equation (A17) in Appendix B). The dvk is
approximated using the sum of four Gaussian-type functions f G_i and four resonant-type
functions f R_i as shown in Equation (7). The details of functions f G_i and functions f R_i are
described in Appendix A.

dvk(x, y) =
4

∑
i=1

fG_i +
4

∑
i=1

fR_i (7)

If an arbitrary set of circulations (Γk) of N rotors is given, a flow field and a set of rotor
outputs are calculated by using Equations (2)–(7) and the prepared relation between the
circulation and rotor power. However, the result is not always the actual correct condition.
Therefore, we have to find out the set of circulations that give the condition satisfying the
conservation of momentum expressed by Newton’s law of motion.

Figure 2 shows a schematic image of a control volume (CV) used for the calculation of
the flow field around an isolated single rotor. The prepared data of an isolated single rotor,
regardless of CFD data or experimental data, must satisfy Equation (8). The left-hand side
of Equation (8) is the total force acting on the fluid in the x-direction (main flow direction)
and the right-hand side shows the variation in the momentum in the x-direction per unit
time. The variation in the momentum ∆

( .
mux

)
is calculated from the flow velocity at the

boundaries of CV by Equation (9), in which the mass flow rate
.

mx and
.

my are expressed
by ρudy and ρvdx, respectively. Here, ρ is the air density; dx and dy are small boundary
elements. The total force Ftotal_x is given by Equation (10), in which the pressure forces Fpin
and Fpout acting on the inlet and outlet boundaries are considered and are calculated by
the integration along each boundary. The Fp in Equation (10) shows the total pressure force
in the x-direction and means the pressure loss. The forces (F_τ_top , F_τ_bottom) caused by
shear stress on the top and bottom boundaries are neglected in this study. From Equations
(8) and (10), the relation of Equation (11) is obtained for an isolated single rotor. In our
method, the pressure loss Fp has to be prepared as a function of the upstream speed or the
corresponding circulation of a single rotor for an applied CV. Note that the pressure loss Fp
cannot be calculated from the model flow field obtained by using Equations (4) and (6).

Ftotal_x = ∆
( .
mux

)
(8)

∆
( .
mux

)
= −

∫
.

mxuin +
∫

.
mxuout −

∫
.

myubottom +
∫

.
myutop (9)

Ftotal_x = −Th +
∫

pindy−
∫

poutdy = −Th + Fpin − Fpout = −Th + Fp (10)

∆
( .
mux

)
= −Th + Fp (11)
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To apply the momentum balance given by Equation (11) to a wind farm, an evaluation
function Err is defined by Equation (12).

Err = ∆
( .
mux

)
+ ∑

k
Thk −∑

k
f pkFpk (12)

where Thk and Fpk are the thrust force and pressure loss caused by the k-th rotor under
the condition of an isolated single rotor, respectively. Thk and Fpk are calculated using the
input value of circulation (Γk) based on the prepared information for an isolated single
rotor. fpk is the correction function introduced to express the interaction between the k-th
rotor and other rotors and is defined by Equation (13), in which Ij is a function expressing
the interaction effects from the j-th rotor to the k-th rotor.

f pk = 1−∑
j 6=k

Ij (13)

The layouts between selected two 2D-VAWT rotors can be roughly categorized into
four kinds according to the relative rotation condition against the main flow U∞ as shown
in Figure 3; i.e., co-rotating (CO), counter-down (CD), counter-up (CU), and tandem (TD).
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Figure 3. Four categories of the layouts between the selected two rotors: (a) co-rotating (CO);
(b) counter-down (CD); (c) counter-up (CU); (d) tandem (TD).

In our method, the interaction function Ij is defined separately for each category of
the selected two-rotor layout as shown in Equations (14)–(17).

Ij = α1

∣∣Γj
∣∣

ΓSI

∣∣sin ϕj
∣∣
(

D
rjk

)2

; for CO− like (14)
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Ij = α2
Γj

ΓSI
sin ϕj

(
D
rjk

)2

; for CD− like (15)

Ij = α3
Γj

ΓSI
sin ϕj

(
D
rjk

)2

; for CU− like (16)

Ij = α4

∣∣Γj
∣∣

ΓSI
cos ϕj

(
D
rjk

)2

; for TD− like (17)

ϕj is defined as the angle between the direction seen from the k-th rotor to the j-th
rotor and the upwind direction as shown in Figure 4. rjk is the distance between the centers
of the two rotors. A constant angle γ1 divides the CV into two zones, i.e., the wake zone (in
gray) and the out-of-wake zone (in white). If the j-th rotor (counterpart to the k-th rotor)
exists in the wake zone, Equation (17) is used for the calculation of the interaction function
Ij as the TD-like layout. When the counterpart rotor exists in the out-of-wake zone, the
equation used for the calculation of the interaction function Ij is determined as one of three
equations (Equations (14)–(16)) according to the corresponding layout category of the two
rotors. The fitting parameters of α1, α2, α3, and α4 are introduced so as to obtain a sufficient
correspondence between the results of rotor power prediction using the model and the CFD
analysis, in the specific four conditions of paired rotors, i.e., CO, CD, CU, and TD layouts.
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The flow chart of the method is shown in Figure 5. Before starting the calculation,
the relations, such as between the circulation and rotor output, and the fitting parame-
ters must be prepared from the information of an isolated single rotor and four specific
conditions of two rotors. The first step of the actual model calculation is to decide the
calculation conditions such as the upstream wind speed (U∞), the positions of the rotors,
and the rotational directions. The input parameters are the fitting parameters obtained
by comparison of the velocity distribution (x- and y-components) of the model with that
of the CFD in the case of an isolated single rotor. For example, the fitting parameters
include CN0, CN1, CN2, CN3, CP0, CP1, CP2, and CP3, which are used to define the correction
function f COR of the ultra-super-Gaussian function and are defined in Equations (A4)–(A9)
in Appendix A. The fitting parameters must be determined at several positions in the flow
field according to the complexity of the local velocity profiles. The present study uses
35 parameters. All the fitting parameters are shown in Tables A1–A6 of Appendix A. After
the initial condition of the rotors and a set of parameters are input, the process of searching
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for a reasonable combination of circulations is initiated starting from the lowest value of
the circulation in a given searching range for each rotor (determining the searching ranges
will be described in Section 2.2). For a given combination of circulations, the potential
flow is calculated first and it is modified by our wake model to include the effects of the
velocity deficits. With the flow field (uw, vw) obtained, the momentum changes in the
x-direction per unit of time ∆

( .
mux

)
is calculated from the four boundary conditions. The

thrust force Thk and the (isolated single rotor) pressure loss Fpk are calculated by Equations
(A19) and (A20) in Appendix B by using the given circulation value for each rotor. Using
the interaction function Ij, the correction function fpk which expresses the effects of the
inter-rotor interaction is obtained for each rotor by Equation (13). Then, the momentum
balance Err is evaluated by Equation (12). The “error” of momentum balance is defined in
Equation (18) in the present study. The denominator in Equation (18) is the momentum per
unit time entering into the CV from the inlet boundary.

error =

√
Err2

∫ .
mxuin

(18)
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The above calculation is repeated by changing the combination of circulations with the
interval of ∆Γ throughout all the searching ranges. After the round robin, a combination of
circulation Γk which gives the smallest “error” is obtained. In the present study, the similar
searching process (sub-searching) is repeated twice by narrowing the searching ranges as
(Γk − ∆Γ) ≤ Γk_i ≤ (Γk + ∆Γ). Finally, for the smallest “error” condition, the power output
of each rotor can be obtained by using Equation (A21) in Appendix B.

2.2. Specific Calculation and Searching Range of Circulation

In this section, we consider a specific case assuming small rotors in order to explain the
selection of searching range to obtain adequate circulation. The target rotors are the same
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as those investigated in the previous study [35] and the rotor configuration is depicted in
Figure A4 in Appendix B. The necessary relations on the performance of the single rotor are
given in Equation (A17)–(A20). The values of α1, α2, α3, and α4 were determined as 0.2304,
0.19, −0.2853, and 1.07, respectively, from the preliminary calculations of the specific four
layouts of paired rotors. The CV was defined as 20D × 20D × 0.868D. The thickness of the
CV given by 0.868D corresponds to the rotor height of the target rotor; by considering the
rotor height, our 2D method can be applied to the prediction of the power output of an
actual 3D-VAWT rotor.

Figure 6a,d show the averaged distributions of the x- and y-component velocities
calculated by the CFD analysis around two VAWT rotors rotating CCW direction in the CO-
like layout. The commercial code STAR-CCM+ was utilized for the CFD simulation. The
circulation of the upper rotor (rotor-k) is 0.334 m2/s, which was obtained by the integration
of the flow field along a circular path at r/D = 0.75. The circulation of the lower rotor
(rotor-j) is 0.345 m2/s. The details of the rotor shape are not shown but are replaced by
circles in white in Figure 6a. The black solid lines around the rotors are path lines.
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(a) CFD; (b) model with a wide searching range; (c) model with a narrow searching range. The
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Figure 6b,e show the resultant flow field obtained by the proposed method using an
in-house code, in which the circulation of each rotor was changed step by step in a round
robin over a wide searching range from 0.1ΓSI to 1.1ΓSI. Here, ΓSI is the circulation of an
isolated single rotor obtained from the CFD analysis and the value is 0.326 m2/s in the case
of U∞ = 10 m/s. The obtained circulations of two rotors in Figure 6b are Γk = 0.072 m2/s
and Γj = 0.037 m2/s, respectively, and they are different from the CFD results in Figure 6a.
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To demonstrate the variation in the error of momentum balance graphically, we define a
new indicator (1 − error) that approaches 1 when the error becomes small. The distribution
of the values of (1 − error) obtained in the searching process of the smallest error in the
case of Figure 6b is shown in Figure 7, which includes 625 results corresponding to the
combinations of circulation values (Γj, Γk) with the interval of (1.1 − 0.1)ΓSI/25. Figure 7
shows that there are a lot of combinations of circulation which might give a small error.
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In the parallel layouts, it is expected that two rotors have large circulations close to
the value of ΓSI. Therefore, the search range can be narrowed. Figure 6c,f are is the flow
field obtained using a searching range limited from 0.95ΓSI to 1.1ΓSI for each rotor in the
CO layout. The circulation combination giving the smallest error, shown in Figure 6c,
is Γk = 0.337 m2/s and Γj = 0.349 m2/s, respectively. Figure 8 is the distribution of the
625 values of (1 − error) obtained in the searching process with a limited range from 0.95ΓSI
to 1.1ΓSI for each rotor. The results of our method with appropriately limited searching
ranges can approach the CFD results.
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Incorrect results are also obtained when the rotor at issue exists in the wake of other
rotors if the wide searching range of circulation is applied. In our method, we propose
a procedure to search for the appropriate result close to the CFD result, in which the
searching range of circulation of each rotor in a VAWT wind farm is limited in the manner
described below.

Let us define a circular region of the radius Rint around a rotor (k) at issue, and assume
there are Nint rotors in the region. We consider that only the rotors (j) included in the
interaction region defined by Rint are used to decide the searching range of circulation of
the rotor (k).

First of all, the angle ϕj defined in Figure 4 is checked for all rotors in the interaction
region. If the absolute value of one of the angles is less than a constant angle γ2, the
searching range expressed by Equation (19) is applied. Note that the angle γ2 is different
from the angle γ1, and γ2 is less than γ1. The interaction region is determined to be a circle
of Rint = 10D in this specific calculation; therefore, the maximum of the inter-rotor distance
(between rotor centers) rjk is 10D in Equation (19) in this study.

0.3ΓSI ≤ Γk <

(
0.075

rjk

D
+ 0.35

)
ΓSI ; for

∣∣ϕj
∣∣ < γ2 (19)

In the second step of the procedure, the average of the distance dj between the center
of the j-th rotor and the stream-wise center line through the k-th rotor at issue is calculated
with all the counterpart rotors of the k-th rotor in the interaction region using Equation (20).

dj =
∑j 6=k

∣∣dj
∣∣

Nint − 1
(20)

In the third step of the procedure, the searching range of the circulation Γk of the k-th
rotor is determined as one of Equations (21)–(23) according to the averaged lateral distance
dj. Figure 9 schematically shows the definition of the angle γ2 and three zones determining
the searching range of circulation of the k-th rotor. The delimiting lateral distances are
determined as d1 = 0.9D and d2 = 1.5D in this study.

0.85ΓSI ≤ Γk < 1.0ΓSI ; for 0 ≤ dj < d1 (21)

0.9ΓSI ≤ Γk < 1.0ΓSI ; for d1 ≤ dj < d2 (22)

0.95ΓSI ≤ Γk < 1.1ΓSI ; for dj ≥ d2 (23)
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3. Results and Discussion

The method described in Section 2 is validated in this section by applying it to several
layouts consisting of the same small 2D rotors as used in the previous section (Section 2.2).
Firstly, in Section 3.1, the power dependency of the isolated single rotor on the wind speed
is confirmed. Then, in Section 3.2, the power dependency of the paired rotors on the 16
wind directions is compared between the present method and the CFD analysis obtained
in the previous study. As for the more complicated layouts, the power dependency of the
three-rotor cluster on the 12 wind directions is investigated in Section 3.3. Finally, to show
the applicability of the proposed method to VAWT wind farms, the power prediction in the
four-rotor layouts arranged in a line is tried in Section 3.4.

3.1. An Isolated Single Rotor

Table 1 shows the comparison between the CFD analysis [35] and the model sim-
ulation using the present method based on the momentum balance in the cases of an
isolated single rotor in the five different upstream wind speeds (U∞). Although the orig-
inal CFD analysis was conducted using a wide calculation domain of 40 D × 50 D, the
square region of 20 D × 20 D enclosing the single rotor is extracted as the CV, which is
the same size as that of the model simulation, in order to acquire the dependence of the
pressure loss Fp on the circulation of the isolated single rotor. The output power shown
in the unit of “mW” is equivalent to that of the small rotor, the size of which is 50 mm in
diameter × 43.4 mm in height. The parameters necessary to rebuild the flow field calcu-
lated by the CFD were obtained at the reference wind speed of U∞ = 10 m/s. Therefore,
the smallest percentage difference (% Error) between the model and CFD results is ob-
tained in the case of U∞ = 10 m/s. The output power predicted for a single rotor in other
wind speeds agrees well with the CFD result; this means the method using momentum
conservation works well.

Table 1. Predicted power output of an isolated single rotor by the present method and the comparison
with the CFD results (reproduced with permission from Hara et al. [35]).

U∞ (m/s) P_Model (mW) P_CFD (mW) % Error

4 8.14 7.99 1.88
6 32.87 31.88 3.11
8 85.50 83.76 2.08
10 177.62 177.62 0.0
12 314.23 322.17 −2.46

3.2. Paired Rotors

In this section, the prediction of the powers of paired rotors is investigated. Figure 10
shows the definition of relative wind direction (θ) to the rotor pair which is categorized
into two configurations in terms of the relative rotational direction of two rotors. The
configuration in Figure 10a is defined as the co-rotation (CO), which includes the CO and
TD layouts where two rotors rotate in the same direction (see Figure 3). On the other hand,
the configuration in Figure 10b is defined as the inverse rotation (IR), which includes the
CD, CU, and TD layouts where two rotors rotate mutually in opposite directions. The
dotted lines in red in Figure 10 correspond to the boundaries of the wake zone defined by
the angle γ1 in Figure 4. The angle γ1 is set at 30◦ in this study.
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11a–c for CO and Figure 12a–c for the IR configurations. Each of the predicted rotor power 
is normalized by the power of the isolated single rotor (SI) and compared with the nor-
malized CFD results in Figures 11 and 12. The conditions of 𝜃 = 0° and 180° in Figure 11c 
are the same CO layout and their output powers were adjusted to agree with the CFD 
results to get the adequate value of the parameter 𝛼ଵ. The conditions of 𝜃 = 0° and 180° 
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Figure 10. Definition of 16 wind directions in the two configurations in the case of paired rotors:
(a) co-rotation (CO) configuration; (b) inverse rotation (IR) configuration.

The power outputs of the upper (Rotor 1: R1) and lower (Rotor 2: R2) rotors and
the averaged power of both rotors were predicted in each of the 16 wind directions by
the present method under the condition of the upstream wind speed U∞ of 10 m/s. The
results in the case the inter-rotor space (gap) is equal to the rotor diameter are shown in
Figure 11a–c for CO and Figure 12a–c for the IR configurations. Each of the predicted rotor
power is normalized by the power of the isolated single rotor (SI) and compared with
the normalized CFD results in Figures 11 and 12. The conditions of θ = 0◦ and 180◦ in
Figure 11c are the same CO layout and their output powers were adjusted to agree with
the CFD results to get the adequate value of the parameter α1. The conditions of θ = 0◦

and 180◦ in Figure 12c correspond to the CD and CU layouts, respectively, and the values
of the parameters α2 and α3 were adjusted so as to agree with the CFD results. Similarly,
the conditions of θ = 90◦ and 270◦ in Figures 11c and 12c correspond to either of the two
TD layouts shown in Figure 3d, and the parameter α4 can be determined by fitting the
resultant circulations obtained by the model simulation to those of the CFD analysis in one
of the four TD conditions. The actual values of α1, α2, α3, and α4 were already shown in
Section 2.2. Although the difference between the model simulation and the CFD analysis is
somewhat large in a few wind directions as shown in Figures 11 and 12, the method can
predict the power of a rotor pair with the gap = 1.0D very well.
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Figures 13 and 14 are the results of the rotor power distribution of the paired rotors
with the gap = 0.5D. The model simulation seems to underestimate the rotor powers
compared with the CFD analysis in many wind directions.
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Figures 15 and 16 show the results in the case of gap = 2.0D. Except for a few directions,
the model and CFD predictions agree well in the long inter-rotor distance case. This fact may
suggest the necessity to modify the interaction function Ij defined in Equations (14)–(17) in
the case of short inter-rotor distance.
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Although further improvements may be needed in the present method, it is worth
noting that the prediction of the power of paired rotors in a specific wind direction can be
performed by the method in about 40 min, which is 500 times shorter than the calculation
time with the CFD analysis using the DFBI model (about 2 weeks).

3.3. Three-Rotor Cluster

The three-rotor cluster is also categorized into the CO and IR configurations. Figure 17
shows the definition of the 12 wind directions for the two configurations in the cases of
three-rotor clusters which are arranged like a triangular shape with an inter-rotor space of
gap = 1.0D. Under the condition of the upstream wind speed U∞ of 10 m/s, the prediction
of the averaged output power of the rotor clusters was carried out. All the parameters and
necessary relations such as the pressure loss function are the same as those used in the case
of paired rotors except for the division of the searching range of circulation. The number of
divisions of the searching range was set as 10 in the three-rotor case instead of the 25 used
in paired rotors case to save the calculation time. Therefore, the error in the prediction is
anticipated to be a little worse.
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Figure 18 is the prediction results of the averaged power of the three rotors. The
model calculation underestimates the averaged power of the rotor clusters. However, the
dependence on the wind direction is well simulated and the model simulation gives the
same trend as the CFD analysis [41].
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the results of model simulation and blue symbols show CFD analysis (reproduced with permission
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3.4. Four-Rotor Layout

Finally, to show the applicability of the proposed method to VAWT wind farms, four-
rotor layouts arranged in line with an inter-rotor space of 3.0D were selected as the targets
of the output power prediction. To cover a large number of rotors, the CV was set to
be a large size of 40D × 40D × 0.868D. As the size of the CV was changed, the function
expressing the pressure loss Fp of the CV was newly prepared from the CFD flow field of
the isolated single rotor; i.e., the reference value Fpref in Equation (A20) in Appendix B was
changed from 229.61 to 347.95 mN. The upstream wind speed was assumed to be 10 m/s.
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The number of divisions of the searching range of the circulation of each rotor was set as
8. In this case, the calculation time is about 50 times as long as the calculation time in a
two-rotor case with the 25 division because the subdivision process is executed twice in the
actual calculation using the in-house code.

Figure 19a–d show the results of the power prediction and the distributions of x- and
y-direction velocity components in two kinds of four-rotor layouts, i.e., parallel and tandem,
respectively. The fitting parameters α1, α2, α3, and α4 are set to be the same values as those
used in the paired rotors (see Section 2.2). The model predicts the decrease in the rotor
power in the order of R1, R2, R3, and R4 in the parallel array of four rotors. Similarly, in the
tandem array of four rotors, the output power decreases in the same order.
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Figure 19. The upper figures show the prediction of the distributions of x-direction velocity com-
ponents around four-rotor layouts: (a) parallel; (b) tandem. The lower figures show that of the
y-direction velocity component: (c) parallel; (d) tandem. The upstream wind speed is 10 m/s and the
inter-rotor space (gap) is 3.0D.

In this study, the CFD analysis of the two kinds of four-rotor layouts was carried out
by using the DFBI model. The mesh size and whole domain size of each simulation of the
four-rotor layouts are the same as those used in the previous CFD analysis of one-, two-,
and three-rotor arrangements. The details of the meshes created for the four-rotor layouts
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in the present study are shown in Appendix C. The upstream wind speed U∞ is set at 10
m/s in the CFD analysis of four-rotor layouts.

Figure 20a,b show the distributions of x-component of unsteady velocity obtained
by the CFD for the parallel and tandem layouts, respectively. Figure 20c,d illustrate the
unsteady flow field shown by the y-component velocity for the two layouts of four rotors.
The condition shown in Figure 20 corresponds to the state at 4 s from the beginning of the
simulation. The time history of the angular velocity of each rotor is shown in Appendix C.
The CFD analysis was conducted by a high-performance PC with 28 cores; it took about 1
week for each calculation of two layouts.

Energies 2022, 15, x FOR PEER REVIEW 19 of 30 
 

 

unsteady flow field shown by the y-component velocity for the two layouts of four rotors. 
The condition shown in Figure 20 corresponds to the state at 4 s from the beginning of the 
simulation. The time history of the angular velocity of each rotor is shown in Appendix 
C. The CFD analysis was conducted by a high-performance PC with 28 cores; it took about 
1 week for each calculation of two layouts. 

 

 

(a) parallel layout (x-component) (b) tandem layout (x-component) 

 

 

(c) parallel layout (y-component) (d) tandem layout (y-component) 

Figure 20. CFD results using the DFBI model of the two kinds of four-rotor layouts; (a) x-component 
distribution in the parallel array; (b) x-component distribution in the tandem array; (c) y-component 
distribution in the parallel array; (d) y-component distribution in the tandem array. The distribu-
tions show the unsteady velocity field at the time of 4 s (see Appendix C). 

Table 2 shows the comparison of each rotor power in the parallel and tandem layouts 
between the present model and CFD analysis. The percentage error of the rotor power 
(Err.P) is defined by Equation (24) in this study. PModel is the rotor power predicted by our 
model using Equation (A21) and the PCFD is the CFD result of the rotor power which is 
obtained by multiplying the averaged angular velocity and the averaged rotor torque dur-
ing the last 0.5 s. The Pref is the output power of an isolated single rotor. 𝐸𝑟𝑟. 𝑃 = 𝑃୭ୢୣ୪ − 𝑃େୈ𝑃୰ୣ × 100 (24)

Figure 20. CFD results using the DFBI model of the two kinds of four-rotor layouts; (a) x-component
distribution in the parallel array; (b) x-component distribution in the tandem array; (c) y-component
distribution in the parallel array; (d) y-component distribution in the tandem array. The distributions
show the unsteady velocity field at the time of 4 s (see Appendix C).

Table 2 shows the comparison of each rotor power in the parallel and tandem layouts
between the present model and CFD analysis. The percentage error of the rotor power
(Err.P) is defined by Equation (24) in this study. PModel is the rotor power predicted by
our model using Equation (A21) and the PCFD is the CFD result of the rotor power which
is obtained by multiplying the averaged angular velocity and the averaged rotor torque
during the last 0.5 s. The Pref is the output power of an isolated single rotor.

Err.P =
PModel − PCFD

Pref
× 100 (24)
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Table 2. Comparison of each rotor power in the parallel and tandem layouts between the present
model and the CFD analysis.

Layout Parallel Tandem

Rotor R1 R2 R3 R4 R1 R2 R3 R4
Power (model) (mW) 181.0 191.3 205.6 209.3 170.0 135.6 47.7 42.5
Power (CFD) (mW) 185.3 211.8 216.0 236.2 147.8 47.4 22.8 3.0

Err.P (%) −2.4 −11.5 −5.8 −15.1 12.5 49.5 14.0 22.2

The comparison shown in Table 2 does not give satisfactory results. In particular, the
difference between the model and CFD is large in the tandem layout of four rotors. One of
the reasons for the disagreement is the small number of initial divisions of the searching
range used for the model prediction. An advanced method like the genetic algorithm
(GA) should be used to give the possible combinations of circulations at random. Further
improvement in the model of the interaction among rotors also is necessary. Nevertheless,
the present model can predict the same trend in the rotor power in the parallel and tandem
layouts of four rotors as that of the CFD analysis.

4. Conclusions

We developed a method to predict the output powers of the vertical-axis wind turbine
(VAWT) rotors of an arbitrary layout; the calculation time can be incomparably shorter
than computational fluid dynamics (CFD) using the dynamic fluid/body dynamics (DFBI)
model, which enables the time variation in rotor speed. However, our method needs to
know information, such as the flow velocity distributions and pressure loss and circulation,
and so on, around an isolated single rotor in several wind speed conditions. In addition,
four fitting parameters must be determined in advance to express the interaction effects
between two rotors in the CO, CD, CU, and TD layouts having a specific inter-rotor space
(gap). By applying the law of the momentum conservation with including the interaction
effects through the modification of the pressure loss of the control volume (CV), the method
could predict the power dependence of the paired rotor with the rotor gap of 1.0D on the
16 wind directions, which agreed with the CFD analysis well. However, the dependence on
the inter-rotor distance (between rotor centers) should be improved. The application of the
method to the three-rotor cluster showed almost the same trend as the CFD in the averaged
power distribution over 12 wind directions. The method was applied to the four-rotor
layouts arranged in line of parallel or tandem to the main flow to show the applicability
to VAWT wind farms. The important advantages of our method include the very small
number of the calculation grid (actually 400 × 400 used) and the random positioning of
rotors as well as the significantly short calculation time compared with the CFD using
the DFBI model. Unlike the conventional wake models, our wake model can express
the acceleration regions existing on both sides of the velocity deficit. Once the necessary
parameters are prepared, the averaged flow field around an arbitrary rotor layout of the
VAWT cluster can be reproduced with fidelity as high as the CFD analysis. To apply our
method to the problem of finding the optimal layout of rotors in a VAWT wind farm, it is
necessary to increase the accuracy of the prediction and to introduce other optimization
methods such as the genetic algorithm (GA) instead of the round robin.
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Appendix A

Shapiro et al. [38] proposed the super-Gaussian function f SG which simulates the trans-
formation of the wake profile (x-component of velocity deficit) of a horizontal-axis wind
turbine (HAWT) from a top-hat shape to a Gaussian shape. We utilize the super-Gaussian
function to simulate the wake profile of VAWT. However, the function cannot express the
acceleration regions existing on both sides of the velocity deficit. Therefore, in our model,
the correction function f COR is introduced to express the acceleration regions [37,40]. In
addition, the deflection of the wake of VAWT is considered.

Figure A1 compares the four profiles of the x-component velocity in the wake of an
isolated rotor at xn = 2.0 [37]. As shown in Figure A1, the ultra-super-Gaussian function
f USG which subtracts the correction function (see Figure A2) from the super-Gaussian
function f SG can reproduce the profile obtained by the CFD. Note that the super-Gaussian
function f SG and the ultra-super-Gaussian function f USG are defined as the profile of the
velocity deficit.
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In the present method, the wake deflection δk in Equation (A3) is modified by Equa-
tion (A10) to consider the interaction between rotors with the induced velocities uind 
(Equation (A11)) and vind (Equation (A12)) given by the Biot–Savart law. The distance rj 
and angle 𝜙 are defined in Figure A3. Factors 𝛽ଵ and 𝛽ଶ are the correction constants. 
The sign of the second term in parentheses in Equation (A10) depends on the rotational 
direction of the selected two rotors and is positive when the rotors rotate in the same 

Figure A2. Correction function for positive range in ynδ. (reproduced with permission from
Buranarote et al. [37]).
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The super-Gaussian function is expressed by the following Equation (A1):

fSG = exp

[
− D2

8σ02

{
2|ynδ|

Ddw(xn)

}p(xn)
]

(A1)

where σ0 = D/4. In our model [37], the function p(xn) is defined as the following Equation (A2):

p(xn) = 2
(
1 + fp/xn

)
(A2)

Here, xn is the non-dimensional coordinate defined by xn = (x − xk)/D. f p is one of
the fitting parameters, which is not included in the original super-Gaussian function. The
normalized coordinate ynδ, which includes the wake shift δ, in Equation (A1) is defined as
Equation (A3)

ynδ =
y− yk − δk

D
(A3)

The correction function fCOR for ynδ ≥ 0 is defined as follows:

fCOR = 0 for {0 ≤ ynδ < CP3} (A4)

fCOR = CP0 exp
(
−ynδ − CP3

CP1

)[
1

CP2 − CP3
(ynδ − CP3)

]
for {CP3 ≤ ynδ ≤ CP2} (A5)

fCOR = CP0 exp
(
−ynδ − CP3

CP1

)
for {ynδ > CP2} (A6)

In the region ynδ < 0, the correction function fCOR is given by Equations (A7)–(A9):

fCOR = 0 for {−CN3 < ynδ < 0} (A7)

fCOR = CN0 exp
(

ynδ + CN3

CN1

)[ −1
CN2 − CN3

(ynδ + CN3)

]
for {−CN2 ≤ ynδ ≤ −CN3} (A8)

fCOR = CN0 exp
(

ynδ + CN3

CN1

)
for {ynδ < −CN2} (A9)

In the present method, the wake deflection δk in Equation (A3) is modified by Equation (A10)
to consider the interaction between rotors with the induced velocities uind (Equation (A11))
and vind (Equation (A12)) given by the Biot–Savart law. The distance rj and angle φj are
defined in Figure A3. Factors β1 and β2 are the correction constants. The sign of the second
term in parentheses in Equation (A10) depends on the rotational direction of the selected
two rotors and is positive when the rotors rotate in the same direction. The sign in front
of the induced velocity vind in the index of the exponential function in Equation (A10) is
positive when the k-th rotor rotates counterclockwise.

The wake width dW, which is used in the super-Gaussian function f SG_k [38], is defined
by Equation (A13) in our method. kW is one of the fitting parameters in our method. The
function α including a correction constant β3 is defined by Equation (A14), in which the
summation of the induced velocity does not include the effect from the k-th rotor.

δk =
Γk
ΓSI

δSI

[
1± (1− β1uind)|vind|

(
1− e−(x−xk)/{β2D(1±vind)}

)]
(A10)

uind = ∑
j

Γj

rj
sin φj (A11)

vind = ∑
j

Γj

rj
cos φj (A12)
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dw(xn) = 1 + kw ln
(

1 + e2(1+α)xn
)

(A13)

α = β3 ∑
j 6=k

Γj

rj
sin φj (A14)
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Figure A3. Schematic image of a pair of rotors and the induced velocity. Angle φj is defined at an
arbitrary point P:(x, y) when seeing the direction of the center position of a rotor on the basis of the
upstream direction.

The non-dimensional function dvk for the y-component velocity correction is expressed
by the superposition of four Gaussian-type functions f G_i and four resonance-type functions
f R_i as shown in Equation (7). The Gaussian-type function and resonance-type function are
defined by Equations (A15) and (A16), respectively.

fG_i = C1fg_i exp


−

(
ynδ − C3fg_i

)2

C2fg_i


 ; (i = 1 to 4) (A15)

fR_i =
C1fr_i

1 + C2fr_i(ynδ − C3fr_i)
2 ; (i = 1 to 4) (A16)

There are 11 fitting parameters (Cw, kw, f p, CN0, CN1, CN2, CN3, CP0, CP1, CP2, and CP3)
in f USG, the values are shown in Tables A1 and A2. There are 24 fitting parameters (C1fg_i,
C2fg_i, C3fg_i, C1fr_i, C2fr_i, and C3fr_i; [i = 1 to 4]) in function dvk, the values are shown in
Tables A3 and A4 for the functions f G_i and Tables A5 and A6 for the functions f R_i. The
fitting parameters are determined at 46 positions between xn = −10 and xn = 10 in the
x-direction by comparison between the velocity profiles of the model and the CFD result.
At an arbitrary x-position in the flow field, the parameters are used for interpolation.
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Table A1. The fitting parameters in the ultra-super-Gaussian function, f USG, (xn < 0).

xn Cw kw f p CN0 CN1 CN2 CN3 CP0 CP1 CP2 CP3

−10 0.0091 0.6582 0.7010 0.2542 0.9057 0.2054 0.1845 0.4361 2.1068 0.2156 0.1880
−8 0.0114 0.6905 0.0993 −0.4745 4.7472 2.6759 1.1221 0.2326 0.7857 0.4652 0.1646
−6 0.0168 0.7932 1.3848 −0.5536 5.5377 3.1215 1.3090 0.1482 0.9012 0.5873 0.0326
−4 0.0274 0.9092 0.8591 −0.3956 7.7506 1.4080 0.5688 −0.0644 1.6639 3.3820 0.4386
−2 0.0768 0.7449 0.3266 −0.6307 1.8931 2.0142 0.7956 0.1582 15.5537 5.7160 2.4223
−1 0.1826 0.7898 0.0532 −0.2961 1.0724 1.4556 0.8866 0.1070 13.8469 3.3443 1.4025
−0.75 0.2772 0.5971 0.0423 −0.3472 0.7244 1.4133 0.7344 0.0878 9.8289 2.8971 1.5263
−0.7 0.3000 0.6001 0.0161 −0.4380 0.5724 1.6683 0.7654 0.0849 12.3316 3.0527 0.4652
−0.6 0.2882 0.6330 0.0552 −0.2869 0.6256 1.3519 0.7741 0.1008 9.7876 2.6759 0.5537
−0.5 0.3282 0.5557 0.0002 −0.3087 0.5715 1.2986 0.6040 0.1042 7.4638 2.5409 0.7335
−0.4 0.2887 0.5019 0.0501 −0.3079 0.4466 1.1460 0.6543 0.1325 6.5829 1.9413 0.8771
−0.3 0.4235 0.2310 0.0501 −0.2739 0.3718 0.9942 0.5110 0.1035 5.9861 1.6361 0.7088
−0.2 0.6754 0.2062 0.4530 −0.2698 0.3480 0.1711 0.1711 0.0797 5.2713 1.2941 0.3692
−0.1 0.6232 0.0334 0.1954 −0.0935 0.2087 0.5196 0.5196 0.1074 4.5032 0.2434 0.2433

Table A2. The fitting parameters in the ultra-super-Gaussian function, f USG, (xn ≥ 0).

xn Cw kw f p CN0 CN1 CN2 CN3 CP0 CP1 CP2 CP3

0 0.5428 0.0002 0.0503 0.0376 3.2977 1.8589 0.4196 0.1575 3.6227 0.2587 0.2586
0.1 0.6577 0.0002 0.3936 0.0636 2.3979 1.7094 0.0005 0.1713 3.0411 0.2162 0.2161
0.2 0.7026 0.0002 0.8119 0.0569 2.7857 0.9608 0.0870 0.1869 2.7598 0.2382 0.2343
0.3 0.5986 0.2500 2.4680 0.0966 2.3364 0.1319 0.0618 0.2673 2.5117 0.4382 0.1426
0.4 0.7250 0.2348 2.5906 0.0879 2.0929 0.7942 0.4227 0.2282 2.4431 0.7059 0.2423
0.5 0.9100 0.2414 2.0028 0.0762 1.8844 0.7625 0.7146 0.2028 2.2853 0.5807 0.2810
0.6 0.9017 0.2699 1.4722 0.1082 1.9000 0.2629 0.2554 0.2149 2.0951 0.6432 0.4851
0.7 0.8632 0.2434 2.0263 0.1524 1.7128 0.4202 0.1218 0.2324 2.1085 0.6836 0.4465

0.75 0.8382 0.2401 2.2507 0.1566 1.7334 0.5260 0.1615 0.2393 2.1085 0.6402 0.4687
0.8 0.8504 0.2306 2.3917 0.1651 1.7208 0.5245 0.1327 0.2456 2.0862 0.6898 0.4399
0.9 0.8672 0.2166 2.4366 0.1739 1.7442 0.5439 0.0802 0.2452 2.1060 0.6962 0.4270
1 0.8762 0.2012 2.2059 0.2108 1.5943 0.8172 0.0553 0.2418 2.1336 0.7414 0.4284

1.1 0.8914 0.1931 2.1107 0.2157 1.6410 0.8202 0.0080 0.2379 2.1930 0.7759 0.3961
1.2 0.8879 0.1777 1.9914 0.2077 1.6346 0.8721 0.1508 0.2282 2.2008 0.8100 0.5021
1.3 0.9051 0.1636 1.8485 0.2067 1.7130 0.9247 0.0650 0.2064 2.2741 0.7501 0.6179
1.4 0.9128 0.1570 1.7436 0.2088 1.7008 0.9034 0.0864 0.2033 2.2947 0.7559 0.6180
1.5 0.9219 0.1498 1.6507 0.2090 1.7150 0.8972 0.0837 0.2025 2.3173 0.8285 0.5823
1.6 0.9303 0.1494 1.3965 0.2043 1.7353 0.8768 0.0966 0.1889 2.4271 0.7589 0.6133
1.7 0.9296 0.1336 1.4457 0.1977 1.7899 0.9275 0.1035 0.1875 2.4322 0.8566 0.6182
1.8 0.9378 0.1281 1.2945 0.1940 1.8314 0.9296 0.0805 0.1801 2.4907 0.8648 0.6216
1.9 0.9436 0.1284 1.1287 0.1920 1.8235 0.8183 0.0833 0.1748 2.5667 0.9122 0.5759
2 0.9740 0.1333 1.3191 0.1849 1.8677 0.3759 0.0424 0.1971 2.6559 0.9214 0.0583

2.1 0.9750 0.1277 1.1529 0.1757 1.9256 0.3570 0.0216 0.1867 2.7499 0.9503 0.0442
2.2 0.9441 0.1243 1.1448 0.1661 2.0006 0.4031 0.0826 0.1743 2.8841 0.9444 0.1459
2.3 0.9400 0.1194 1.0655 0.1572 2.0721 0.3583 0.0821 0.1666 2.9870 0.9797 0.1179
2.4 0.9266 0.1147 0.9121 0.1495 2.1548 0.3858 0.0739 0.1531 3.0981 0.9936 0.2387
2.5 0.9105 0.1129 0.8607 0.1441 2.2145 0.3849 0.0788 0.1480 3.2481 1.0166 0.1923
3 0.7977 0.1058 0.6963 0.1077 2.8396 0.3861 0.0758 0.1184 4.2106 1.1886 0.1689
4 0.5657 0.1063 0.4007 0.3131 2.1568 6.6251 0.1685 0.3866 2.6141 6.8336 0.3954
6 0.3571 0.1143 0.3388 0.1253 3.5691 7.9674 1.5521 0.2249 3.9554 7.7057 1.1499
8 0.3064 0.1051 0.0357 0.0941 4.8910 8.3139 0.8055 0.1531 5.3229 7.8979 1.2282

10 0.2920 0.0905 0.3596 0.1307 3.5955 8.6259 1.2900 0.1461 5.2149 7.7429 1.0662
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Table A3. The fitting parameters in Gaussian-type functions, f G_i, (xn < 0).

xn C1fg1 C2fg1 C2fg1 C1fg2 C2fg2 C2fg2 C1fg3 C2fg3 C2fg3 C1fg4 C2fg4 C3fg4

−10 0.0235 0.1686 −0.3653 −0.0231 0.1752 −0.3619 −0.0597 0.0938 1.5479 0.0597 0.0952 1.5486
−8 0.0108 0.1888 −0.2683 −0.0081 0.1372 −0.3694 −0.0103 0.1976 0.1644 0.0078 0.1417 0.2737
−6 0.0135 0.1554 −0.3257 −0.0159 0.1723 −0.2669 −0.0427 0.1721 0.1944 0.0448 0.1779 0.1726
−4 0.0229 0.4217 −1.3449 −0.0224 0.4184 −1.3278 −0.0531 0.0965 0.4337 0.0540 0.0973 0.4337
−2 0.0082 0.3241 −1.1351 −0.0044 0.3085 −1.0243 0.0142 0.2679 0.3599 −0.0101 0.7884 0.4118
−1 0.0250 0.4050 −1.2649 −0.0250 0.3950 −1.1774 0.0156 0.4366 0.2983 −0.0092 1.1056 0.5103
−0.75 −0.0212 0.2538 −0.5622 0.0362 0.1196 −0.2382 0.0133 0.1835 0.9382 −0.0112 0.4931 0.8562
−0.7 −0.0198 0.1009 −0.9601 −0.0194 0.0485 −0.5937 −0.0272 0.2134 0.5007 0.0221 0.7050 0.1507
−0.6 −0.0421 0.5509 −0.2054 0.0235 0.0507 −0.5007 0.0202 0.2292 0.7502 −0.0123 1.0304 0.4118
−0.5 −0.1213 1.1116 −0.4966 0.0780 1.1743 −0.7618 0.1627 0.1053 0.8753 −0.1438 0.1041 0.8753
−0.4 −0.1678 0.9429 −0.7003 0.1329 1.0688 −0.8001 0.0942 0.1765 0.3735 −0.1902 0.1649 0.2601
−0.3 −0.0451 0.6440 −0.7994 0.0202 1.1743 −1.0633 −0.0198 0.1237 0.5260 −0.0968 0.0549 0.4159
−0.2 −0.0870 0.3531 −0.4945 0.0488 0.1115 −0.6442 −0.0277 0.0174 0.4979 −0.1414 0.1458 0.2983
−0.1 −0.0111 0.1642 −1.1036 0.0371 0.0441 −0.5663 0.0461 0.2134 0.8890 −0.1499 0.5382 0.2635

Table A4. The fitting parameters in Gaussian-type functions, f G_i, (xn ≥ 0).

xn C1fg1 C2fg1 C2fg1 C1fg2 C2fg2 C2fg2 C1fg3 C2fg3 C2fg3 C1fg4 C2fg4 C3fg4

0 −0.0282 0.2644 −0.7399 0.0321 0.2067 −0.5096 −0.0188 0.1606 0.6415 −0.1988 0.1055 0.3195
0.1 −0.0101 0.1185 −1.0749 0.0648 0.0471 −0.5048 −0.0347 0.0912 0.5759 −0.1326 0.1690 0.1507
0.2 −0.0086 0.1905 −0.8931 0.0829 0.0559 −0.4788 0.1798 0.0244 0.5212 −0.1983 0.0467 0.4911
0.3 −0.0207 0.4419 −0.3236 0.0560 0.1071 −0.4590 0.0998 0.1044 0.3243 −0.0432 0.0118 0.7140
0.4 −0.0301 0.2881 −0.8644 0.0458 0.5590 −0.4720 0.0930 0.0640 0.4118 −0.0321 0.0200 0.7194
0.5 −0.0782 0.4384 −0.6955 0.1074 0.5869 −0.4583 0.0617 0.1149 0.4528 −0.0458 0.0221 0.7659
0.6 −0.0075 0.1009 −0.8507 0.0620 0.1972 −0.3284 0.0980 0.0508 0.4549 −0.0153 0.1649 0.3134
0.7 −0.0116 0.2116 −0.5554 0.0341 0.0302 −0.4679 0.0823 0.6071 0.2744 −0.0290 0.8212 0.6627
0.75 −0.0559 0.4797 −0.5663 0.0822 0.6792 −0.2601 0.0606 0.8796 0.3729 −0.0480 1.1384 0.5431
0.8 −0.0641 0.4331 −0.5472 0.0928 0.5810 −0.2874 0.0702 0.8866 0.4494 −0.0569 1.0591 0.6319
0.9 −0.0324 0.2019 −0.6852 0.0464 0.5345 −0.4195 0.2196 0.8986 0.2774 −0.1847 1.1113 0.2855
1 −0.0195 0.0280 −0.6645 0.0231 0.0927 −0.3909 0.1242 0.8241 0.7064 −0.1016 0.6778 0.9532

1.1 −0.0107 0.2134 −0.5882 0.0321 0.0485 −0.3264 0.1567 0.9455 0.5062 −0.1289 1.0222 0.6326
1.2 −0.0219 0.1079 −0.4754 0.0590 0.0661 −0.3271 0.1216 0.9341 0.6162 −0.1017 0.9743 0.7481
1.3 −0.0558 0.0745 −0.5868 0.0794 0.1665 −0.3756 0.0442 0.1009 0.5868 −0.0063 1.0618 1.4181
1.4 −0.0680 0.0872 −0.5884 0.0808 0.1703 −0.4052 0.0379 0.0807 0.5984 −0.0082 0.8341 1.3434
1.5 −0.0694 0.0877 −0.5999 0.0810 0.1966 −0.4046 0.0406 0.0807 0.6152 −0.0074 1.1495 1.6060
1.6 −0.0722 0.0915 −0.5991 0.1011 0.2151 −0.3756 0.0540 0.1458 0.6705 −0.0273 0.7772 0.5111
1.7 −0.0551 0.0708 −0.5765 0.0867 0.1519 −0.3620 0.0340 0.0817 0.6651 −0.0060 1.3904 1.0672
1.8 −0.0155 0.0552 −0.5759 0.0634 0.0961 −0.2594 0.1763 0.0736 0.6538 −0.1443 0.0795 0.6524
1.9 −0.0372 0.0745 −0.5528 0.0779 0.1463 −0.2945 0.0737 0.2138 0.7138 −0.0492 0.4508 0.6401
2 −0.0160 0.0745 −0.5143 0.0693 0.0894 −0.2747 0.1489 0.0990 0.7382 −0.1203 0.1036 0.7424

2.1 −0.0602 0.0877 −0.5690 0.0880 0.1811 −0.3981 0.0455 0.3259 0.6873 −0.0301 0.8226 0.5003
2.2 −0.0496 0.0991 −0.5868 0.0715 0.2031 −0.3920 0.0619 0.1132 0.6155 −0.0466 0.1882 0.5007
2.3 −0.0718 0.1378 −0.5964 0.0937 0.2646 −0.4255 0.0416 0.1352 0.6401 −0.0276 0.5382 0.2819
2.4 −0.0469 0.1202 −0.5868 0.0655 0.2646 −0.3790 0.0355 0.1202 0.6436 −0.0234 0.4507 0.3257
2.5 −0.0363 0.1149 −0.6060 0.0529 0.2998 −0.3735 0.0284 0.1158 0.6360 −0.0172 0.5382 0.2382
3 −0.0111 1.4491 −1.3743 0.0219 0.8227 −0.7618 0.0533 0.3804 0.3011 −0.0405 0.7993 0.2054
4 0.0096 0.1062 −1.1569 −0.0037 0.2368 −1.0284 0.0125 0.1835 0.3284 −0.0099 0.2470 1.3101
6 0.0224 0.6458 −0.8438 −0.0217 0.7993 −0.8329 −0.0067 0.0921 0.2259 0.0139 0.1854 0.1944
8 0.0231 0.4278 −0.6121 −0.0225 0.3979 −0.6374 −0.0258 0.4929 0.5649 0.0301 0.4274 0.5417

10 0.0247 0.4050 −1.0838 −0.0246 0.3745 −1.0626 −0.0270 0.4929 0.4884 0.0312 0.4425 0.4774
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Table A5. The fitting parameters in resonance-type functions, f R_i, (xn < 0).

xn C1fr1 C2fr1 C3fr1 C1fr2 C2fr2 C3fr2 C1fr3 C2fr3 C3fr3 C1fr3 C2fr3 C3fr3

−10 0.2350 0.0101 −0.0006 −0.2396 0.0101 0.3111 1.6824 1.4410 −0.0001 −1.6824 1.4410 0.0001
−8 0.2405 0.0087 −0.2206 −0.2456 0.0087 0.2860 1.0335 1.3209 −0.0001 −1.0335 1.3209 0.0001
−6 0.2470 0.0161 −0.0988 −0.2538 0.0163 0.4355 1.2991 0.6408 −0.0004 −1.2991 0.6408 0.0004
−4 0.2460 0.0237 −0.4757 −0.2534 0.0237 0.2733 1.7798 0.8008 0.0007 −1.7798 0.8008 −0.0007
−2 0.3042 0.0648 −0.4639 −0.3168 0.0652 0.3341 2.6455 1.2809 0.0024 −2.6455 1.2809 −0.0024
−1 0.2864 0.0647 −0.6180 −0.3014 0.0660 0.1831 4.6927 0.6408 0.0159 −4.6927 0.6408 −0.0159
−0.75 0.2980 0.0607 −0.6671 −0.3132 0.0622 0.0819 5.0415 0.8016 0.0214 −5.0415 0.8016 −0.0214
−0.7 0.2742 0.0568 −0.2993 −0.2964 0.0632 0.4784 5.5835 0.8906 0.0209 −5.5835 0.8906 −0.0209
−0.6 0.2550 0.0575 −0.4743 −0.2768 0.0636 0.3882 6.0181 1.0445 0.0213 −6.0181 1.0445 −0.0213
−0.5 0.2636 0.0556 −0.5181 −0.2821 0.0600 0.3116 6.0327 1.1109 0.0240 −6.0327 1.1109 −0.0240
−0.4 0.2591 0.0565 −0.5181 −0.2791 0.0619 0.3062 6.0938 1.1992 0.0259 −6.0938 1.1992 −0.0259
−0.3 0.2593 0.0562 −0.4743 −0.2776 0.0613 0.3062 6.0913 1.0992 0.0268 −6.0913 1.0992 −0.0268
−0.2 0.2771 0.0544 −0.2200 −0.2958 0.0603 0.4757 6.1938 1.0992 0.0275 −6.1938 1.0992 −0.0275
−0.1 0.2784 0.0538 −0.1899 −0.2959 0.0594 0.4757 6.1182 0.9992 0.0273 −6.1182 0.9992 −0.0273

Table A6. The fitting parameters in resonance-type functions, f R_i, (xn ≥ 0).

xn C1fr1 C2fr1 C3fr1 C1fr2 C2fr2 C3fr2 C1fr3 C2fr3 C3fr3 C1fr3 C2fr3 C3fr3

0 0.2802 0.0552 −0.1681 −0.2976 0.0613 0.4873 6.1572 0.9992 0.0267 −6.1572 0.9992 −0.0267
0.1 0.2839 0.0538 −0.3431 −0.2976 0.0577 0.3075 6.0498 0.9992 0.0267 −6.0498 0.9992 −0.0267
0.2 0.2344 0.0547 −0.4962 −0.2447 0.0578 0.3116 5.8423 1.0453 0.0269 −5.8423 1.0453 −0.0269
0.3 0.2285 0.0538 −0.5071 −0.2355 0.0557 0.3021 5.7690 0.9570 0.0257 −5.7690 0.9570 −0.0257
0.4 0.2608 0.0557 −0.2966 −0.2665 0.0575 0.3896 5.6689 0.9008 0.0244 −5.6689 0.9008 −0.0244
0.5 0.2589 0.0510 −0.2316 −0.2619 0.0519 0.4347 5.3271 0.8008 0.0244 −5.3271 0.8008 −0.0244
0.6 0.2679 0.0500 −0.1260 −0.2689 0.0505 0.5311 5.3979 0.8008 0.0214 −5.3979 0.8008 −0.0214
0.7 0.2399 0.0501 −0.0382 −0.2391 0.0505 0.7026 4.7998 0.8008 0.0217 −4.7998 0.8008 −0.0217
0.75 0.2698 0.0542 0.0493 −0.2668 0.0539 0.7136 4.1235 0.8039 0.0238 −4.1235 0.8039 −0.0238
0.8 0.2462 0.0580 0.0493 −0.2421 0.0575 0.7806 4.5215 0.8227 0.0196 −4.5215 0.8227 −0.0196
0.9 0.2860 0.0580 0.0518 −0.2794 0.0566 0.6763 4.8775 0.7918 0.0158 −4.8775 0.7918 −0.0158
1 0.2571 0.0519 0.0542 −0.2494 0.0501 0.7363 5.2356 0.7008 0.0131 −5.2356 0.7008 −0.0131

1.1 0.2719 0.0569 0.0542 −0.2620 0.0544 0.7061 4.3723 0.7208 0.0117 −4.3723 0.7208 −0.0117
1.2 0.1681 0.0445 0.0710 −0.1605 0.0426 1.0612 2.2775 0.5074 0.0210 −2.2775 0.5074 −0.0210
1.3 0.3056 0.0543 −0.2436 −0.2901 0.0497 0.3166 2.4834 0.6488 0.0115 −2.4834 0.6488 −0.0115
1.4 0.3011 0.0707 0.0688 −0.2866 0.0673 0.6694 3.0307 1.0250 0.0035 −3.0307 1.0250 −0.0035
1.5 0.3249 0.0551 −0.2494 −0.3071 0.0503 0.2907 2.3580 1.6010 0.0019 −2.3580 1.6010 −0.0019
1.6 0.2896 0.0539 −0.2406 −0.2722 0.0488 0.3316 2.5045 1.6788 −0.0028 −2.5045 1.6788 0.0028
1.7 0.2894 0.0482 −0.1825 −0.2739 0.0442 0.3709 2.3087 1.5857 −0.0061 −2.3087 1.5857 0.0061
1.8 0.2839 0.0425 −0.3007 −0.2681 0.0386 0.2556 1.9482 1.1992 −0.0108 −1.9482 1.1992 0.0108
1.9 0.3027 0.0386 −0.0691 −0.2893 0.0361 0.4328 2.6024 1.3038 −0.0101 −2.6024 1.3038 0.0101
2 0.2838 0.0284 −0.1701 −0.2721 0.0264 0.3567 2.1167 1.6008 −0.0142 −2.1167 1.6008 0.0142

2.1 0.2867 0.0319 −0.0874 −0.2739 0.0297 0.4251 4.2651 1.0992 −0.0097 −4.2651 1.0992 0.0097
2.2 0.2430 0.0313 −0.1366 −0.2300 0.0285 0.4306 4.7534 1.2008 −0.0100 −4.7534 1.2008 0.0100
2.3 0.2664 0.0291 −0.0942 −0.2542 0.0270 0.4251 5.3882 1.0398 −0.0098 −5.3882 1.0398 0.0098
2.4 0.2539 0.0294 −0.0901 −0.2412 0.0271 0.4306 5.8081 1.0281 −0.0100 −5.8081 1.0281 0.0100
2.5 0.2307 0.0250 −0.1487 −0.2185 0.0228 0.4444 5.9830 0.9945 −0.0104 −5.9830 0.9945 0.0104
3 0.2566 0.0226 −0.1334 −0.2425 0.0203 0.3124 4.3969 0.8562 −0.0176 −4.3969 0.8562 0.0176
4 0.2470 0.0164 0.0075 −0.2347 0.0147 0.3545 5.3616 0.5986 −0.0135 −5.3616 0.5986 0.0135
6 0.2499 0.0098 0.0062 −0.2410 0.0089 0.1392 2.5100 0.4103 −0.0108 −2.5100 0.4103 0.0108
8 0.2223 0.0098 0.0395 −0.2160 0.0094 0.1740 2.9275 0.4103 −0.0014 −2.9275 0.4103 0.0014

10 0.2540 0.0253 0.0462 −0.2489 0.0254 0.1833 3.1876 0.3155 0.0001 −3.1876 0.3155 −0.0001

Appendix B

Figure A4 shows the 2D-VAWT rotor [35] as the target of test calculation in this study.
The rotor has three blades (cross-section: NACA 0018) of a chord length of c = 20 mm. The
diameter D is 50 mm. The rotor height is assumed to be 43.4 mm which is equivalent to
the experimental model used in the wind tunnel experiments [34]. The CFD analysis [35]
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utilizes the commercial application software STAR-CCM+ as the numerical solver. The
equation of continuity and two-dimensional unsteady incompressible Reynolds averaged
Navier–Stokes (RANS) equations are solved by applying the SST k–ω turbulence model.
The calculation domain has the same size as that of the four-rotor array cases shown in
Appendix C. The constant wind speed (10 m/s) is set at the inlet boundary (left side)
and the constant gage pressure (0 Pa) is kept at the outlet boundary (right side). The
top and bottom boundaries are defined as slip walls. The CFD analysis also applies the
DFBI (dynamic fluid/body interaction) model [35] to simulate the change in the rotational
speed of each rotor. In the 2D-CFD calculation, the moment of inertia of each rotor with
unit height was utilized for the DFBI model which solves the equation of motion of each
rotor. The output power obtained by the CFD of each rotor was converted to that of the
equivalent rotor to the experimental one with a height of 43.4 mm. From the CFD analysis
using the DFBI model for an isolated single rotor in different upstream wind speeds U∞,
the linear relation between the circulation ΓSI and the wind speed is obtained as shown
in Equation (A17) (see Figure 4 in [40]). The subscripts SI and ref show “Single Rotor”
and “reference”. We assume that the performance of a rotor in a rotor cluster can be
given by the same function of the circulation as the relation obtained from the CFD of the
isolated single rotor. That is, the blockage effect µ (m3/s) and the thrust force Th (mN)
of the 2D rotor in this study are given by Equations (A18) and (A19), respectively, as the
functions of circulation Γ (m2/s). The x-direction pressure loss Fp (mN) of the isolated
single rotor in the CV (20D × 20D × 0.868D) is expressed by Equation (A20). The power
output P (mW) is calculated by Equation (A21). The angular velocity ω (rad/s) is calculated
by Equation (A22). The reference values, which correspond to the values at the reference
wind speed U∞_ref = 10 m/s, are µref = 0.0015 m3/s, Γref = 0.3264 m2/s, Thref = 141.37 mN,
Fpref = 229.61 mN, Pref = 177.62 mW, and ωref = 363.60 rad/s, respectively.

ΓSI = Γref
U∞

U∞_ref
(A17)

µ = µref

(
Γ

Γref

)2
(A18)

Th = Thref

(
Γ

Γref

)2
(A19)

Fp = Fpref

(
Γ

Γref

)3
(A20)

P = Pref

(
Γ

Γref

)3
(A21)

ω = ωref
Γ

Γref
(A22)
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Appendix C

The computation meshes used in the CFD analysis in this study for the two kinds of
four-rotor layouts are shown in Figure A5. Figure A5a,b show the whole domains of the
parallel and tandem layouts, respectively. The size of the whole domain is 80D × 100D.
The center of each four-rotor array is located at 40D from the inlet boundary. Figure A5c,d
show the mesh around the rotors of the parallel and tandem layouts, respectively. The
distance between the centers of the adjacent rotors is equal to 4D (i.e., inter-rotor gap = 3D).
Figure A5e,f show the details of the mesh created around a rotor and a blade, respectively.
These mesh sizes are the same as that used for the CFD analysis of one-, two-, and three-
rotor arrangements. The total number of cells is 593,880 in the case of the four-rotor parallel
layout and 473,725 in the case of the four-rotor tandem layout.

Figure A6 shows the CFD results of the time history of the angular velocity of each
rotor in the two kinds of four-rotor layouts. The calculation using the DFBI model was
conducted until 4 s for each layout when the convergence was almost attained. In the last
0.5 s, the angular velocity was averaged to be used to evaluate the power output of each
rotor. In the calculations shown in Figure A6, the initial angular velocity is 360 rad/s for all
rotors in the parallel layout. On the other hand, in the tandem case, the initial values are
set at 366, 250, 200, and 180 rad/s for R1, R2, R3, and R4, respectively.
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parallel array; (d) the mesh around the 4 rotors in the tandem array; (e) the mesh around a rotor;
(f) the mesh around a blade.
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Abstract: We investigated the effective use of cross-flow wind turbines for small-scale wind power
generation to increase the output power by using a casing, which is a kind of wind-collecting device,
composed of three flow deflector plates having the shape of a circular-arc airfoil. Drag-type vertical-
axis wind turbines have an undesirable part of about half of the swept area where the inflow of wind
results in low output performance. To solve this problem, we devised a casing consisting of three flow
deflector plates, two of which were to block the unwanted inflow of wind and the remaining flow
deflector plate having an angle of attack with respect to the wind direction to increase the flow toward
the rotor. In this study, output performance experiments using a wind tunnel and numerical fluid
analysis were conducted on a cross-flow wind turbine with three flow deflector plates to evaluate the
effectiveness of the casing on output performance improvement. As a result, it was confirmed that
the casing could improve the output performance of the cross-flow wind turbine by approximately
60% at the maximum performance point and could also maintain the output performance about
50% higher compared to the bare cross-flow wind turbine without the casing within a deviation
angle of ±10 degrees, even when the casing direction was inclined against the wind direction due to
changes in wind direction.

Keywords: drag-type wind turbine; vertical axis wind turbine; cross-flow wind turbine; wind-collecting
device; flow deflector; output performance improvement

1. Introduction

For the type of wind turbine [1], wind turbines are classified by the difference in
fluid force acting on the wind turbine blade into lift-type wind turbines and drag-type
wind turbines. The propeller-type wind turbines, which can be seen everywhere, are
representative of lift-type wind turbines. Other lift-type wind turbines include the Darrieus
wind turbine. On the other hand, Savonius wind turbines and the cross-flow wind turbines
are representative of drag-type wind turbines. Furthermore, wind turbines can also be
classified by the relationship between the direction of wind and the direction of rotor
axis into horizontal-axis wind turbine (HAWTs) and vertical-axis wind turbine (VAWTs).
The propeller-type wind turbine is a kind of HAWT and Darrieus wind turbine, and the
Savonius wind turbine and cross-flow wind turbine are classified into VAWT. Lift-type
wind turbines have the advantages of high rotating speed and high output so these are
widely used, while drag-type wind turbines have not been widely used because of the
disadvantages of low speed and low output. However, VAWTs such as the Savonius wind
turbine and the cross-flow wind turbine do not require yaw control, and therefore have a
simple structure and are less affected by changes in wind direction.
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In addition, the usage of wind turbines for power generation began in Denmark. In
the 1890s, Poul La Cour incorporated aerodynamic design principles in the blade design
of the wind turbine [2]. For a while after that, wind power generation was far from being
a successful business. After the oil crisis of the 1970s, the development and introduction
of wind turbines were vigorously promoted mainly in Europe and United States. Now,
the movement toward decarbonization due to global warming is accelerating the use of
wind energy.

Despite such circumstances, Japan is an island nation with many mountainous regions,
so the land areas where large-scale wind power generation is feasible are limited in Japan.
Therefore, offshore wind power generation is expected as a promising technology, and
various studies are being conducted to introduce it [3]. In addition, the Agency for Natural
Resources and Energy has proposed a vigorous and strategic target for the introduction
of the wind power generation of 30% of the total domestic power generation capacity
requiring approximately 130 GW of the installed capacity [4]. In order to achieve the
goal, the spread of medium- and small-scale wind power generation is also needed. In
particular, medium- and small-scale wind power generation is expected to be used in urban
and mountain areas where wind conditions, such as wind direction and speed, are highly
variable, so it is expected that not only horizontal propeller-type wind turbines but also
vertical Darrius, Savonius, and the cross-flow wind turbine will be used. However, as
mentioned above, Savonius and the cross-flow wind turbine have a disadvantage of low
power output in spite of the advantage of low starting torque, so the output performance
of these wind turbines needs to be improved. For these reasons, we began our study on the
output performance improvement for the cross-flow wind turbines.

As shown in Figures 1 and 2, a cross-flow wind turbine consists of many small blades
which are arranged in a circle, and the structure is simple. In Japan, relatively many studies
on the cross-flow wind turbine have been conducted. Ushiyama et al. [5] and Tan et al. [6]
studied the relations between the design factors, such as the number of blades and blade
pitch angle, and the wind turbine performance. Additionally, we conducted similar studies
using a cross-flow wind turbine with a diameter of 114 mm; as a result, it was shown
that the optimal solidity and blade pitch angle are σ = 0.76 and β = 45◦, respectively [7].
Moreover, we studied upscaling of cross-flow wind turbines using scale-up models with a
1.5 times larger diameter [8]. Two types of the cross-flow wind turbine of which the solidity
and the blade pitch angle were same but the size of the blade airfoil and the number of
blades were different were investigated, and it was confirmed that the output performance
characteristics of three types of cross-flow wind turbines including the wind turbine with a
diameter of 114 mm were almost equivalent. In any case, all of the studies for cross-flow
wind turbines described here [5–8] have shown that the maximum power coefficient is as
low as about 0.1, and these results indicate the necessity to devise some way to achieve
higher output performance.

Cross-flow wind turbines have a characteristic that the wind turbine can rotate by
the wind from any direction. The half swept area catching the wind is useful to rotate the
wind turbine itself, but for the rest half swept area, the entering flow into the area prevents
from the rotor rotation. Therefore, the key to improving output performance is to prevent
undesirable wind from entering the rotor and to allow some of the prevented wind to enter
the effective half swept area. With this in mind, we studied a more effective use of cross-
flow wind turbines, which are expected to be used for small-scale wind power generation,
by improving the output performance of cross-flow wind turbines. In other words, we
studied methods of improving the flow of cross-flow wind turbines to achieve high output,
for example, a method of using the flow at the edge of a structure such as a building, a
method of using a wind-collecting device as a casing composed of two deflector plates, and
so on. For the effective use of cross-flow wind turbines, not only us but also various unique
studies have been conducted on suitable installation locations for cross-flow wind turbines
and additional devices that improve the ambient wind flow suitable for cross-flow wind
turbines. These studies have focused on improving the output performance of the cross-

71



Energies 2022, 15, 6093

flow wind turbine because of its low output performance. Shimizu et al. developed a ring
diffuser with guide vanes for higher performance of a cross-flow wind turbine [9]. The ring
diffuser consisted of multiple guide vanes, and these guide vanes were arranged radially
and with an inclination angle, which guided the entering wind flow to the rotor favorably
around the wind turbine rotor. They showed that the ring diffuser with a diameter of
1150 mm, 18 vanes, and vane inclination angles of 30◦ to 60◦ was applied to a cross-flow
wind turbine with a diameter of 350 mm and an axial length of 360 mm, and the ring
diffuser could improve the output performance of the cross-flow wind turbine by about
1.5 to 2 times. Kiwata et al. studied a cross-flow wind turbine installed at the top of a
windbreak fence [10]. In their research, a cross-flow wind turbine with a diameter of 80 mm
installed above a windbreak fence having a height of 500 mm and a geometric shielding
rate of 60% and 100% was examined, and the relations among the output performance of
the cross-flow wind turbine and the rotating direction of the rotor, the clearance between
the rotor and the top edge of the fence, and the geometric shielding rate were investigated.
In the case of the geometric shielding rate of 100%, the flow above the fence was clearly
increased so the maximum power coefficient reached about 0.6, whereas when the wind
turbine was located above the fence having a geometric shielding rate of 60%, the increase
in the flow above the fence decreased and the maximum power coefficient was reduced
to about 0.3. However, it was still higher than that of the bare cross-flow wind turbine.
Their results indicated that installing cross-flow wind turbines above the windbreak fence
is one of the effective uses of cross-flow wind turbines. Mohamed et al. proposed the wind
concentrator for cross-flow wind turbines to improve the output performance [11]. The
wind concentrator consists of an arc-shaped windshield device and a wind augmentation
device, which is a type of wind lens [12] as mentioned later. As mentioned above, cross-
flow wind turbines have an undesirable swept area where the blades are moving in the
upstream direction, and the wind flow entering this area prevents the rotor rotation. The
arc-shaped windshield device was used to block this undesirable flow. In addition, the
wind augmentation device was used to increase the flow rate by the wind-lens effect. In
their research, using a cross-flow wind turbine with a diameter of 80 mm, an arc-shaped
windshield device of an inner radius of 43.5 mm which covered 1/4 of the rotor where the
blades were moving to the upstream side and a wind augmentation device of a wind lens
type which was two parallel plates with flanges having a height of 50 mm and covered the
rear side of the rotor were added as a wind concentrator to the cross-flow wind turbine. As
a result, it was shown that the addition of the wind augmentation device to the arc-shaped
windshield device could improve the power coefficient of the wind turbine by 88% and
more, and the maximum power coefficient became higher by about 108%. Shigemitsu et al.
focused on the two-directional prevailing winds generated by the land breeze and the sea
breeze such as in coastal areas and investigated the use of cross-flow wind turbines in a
prevailing wind environment. In order to improve the performance of cross-flow wind
turbines, symmetrical casings combining a nozzle and a diffuser with the same shape,
which could use the prevailing winds effectively, have been proposed [13,14]. A nozzle
was arranged on the side where the blades were rotating along with the direction of the
wind to make a flow path like a spiral casing, and a diffuser, the shape of which is the
same as the nozzle, was arranged symmetrically to the nozzle, making an outlet flow path.
The symmetrical casing with the nozzle and the diffuser was applied to a cross-flow wind
turbine with a diameter of 150 mm, and the relations between the performance of the cross-
flow wind turbine and the inclination angles of the casing against the wind flow direction
were investigated. They showed that the symmetrical casing with an inclination angle of
15◦ could improve the performance of the wind turbine by 70% in the power coefficient.
In addition, the effect of adding the side boards, which were standing perpendicular to
the wind direction, on the nozzle and the diffuser was also examined. It was shown that
the performance of the wind turbine became higher by about 1.9 times compared with
the bare wind turbine when the side board was placed on the most upstream side of the
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nozzle (another side board was placed on the most downstream side of the diffuser) and
the inclination angle of the casing was 30◦.
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Figure 1. Schematic illustration of the flow of cross-flow wind turbine with wind-collecting casing
with two flow deflectors.
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In the studies [9–11,13,14] mentioned above, a device to improve the inflow of the
cross-flow wind turbine has been added to the turbine rotor to increase the power output of
the wind turbine. Similar to these studies, our study aimed to achieve higher power output
by improving the flow into the cross-flow turbine rotor by the addition of surrounding
structures. The wind-collecting casing studied in this study is a device that covers the
rotor of a cross-flow wind turbine and here is called a wind-collecting casing (simply
called a casing). Figure 1 shows the schematic of a cross-flow wind turbine with a wind-
collecting casing that was studied [8] and the flow of the cross-flow wind turbine with the
casing. The casing consists of several flow deflector plates (hereinafter a “flow deflector”)
and a tail blade [15]. In Figure 1, the casing has two flow deflectors with the shape of a
circular-arc airfoil. One of the flow deflectors is located very close to the top of the rotor
with a negative angle of attack with respect to the direction of the incoming wind (called
FD-A), and the other is located upstream of the lower half of the rotor in the figure (called
FD-B). These flow deflectors of FD-A and FD-B have different effects on flow improvement,
and the combination of these flow deflectors is a feature of the proposed wind-collecting
casing. In addition, compared to the ring diffuser introduced above by Shimizu et al. [9],
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the additional structure composed of two flow deflectors is smaller than that of the ring
diffuser. This contributes to reducing the upstream flow velocity reduction and can make
the structure of the casing simple.

According to the study of a wind turbine with a shroud, which has a diffuser shape,
by Ohya et al. [12], when a diffuser was set in a uniform flow, the flow speed at the inlet of
the diffuser was increased compared with that of the ambient wind. Moreover, by adding a
brim (flange) to the diffuser at the rear edge of the diffuser, the flow-accelerating effect was
enhanced extremely. In their research, using a propeller-type wind turbine with a diameter
D = 720 mm, the optimal form of the flanged diffuser (called a wind lens) with an axial
length of 1.25D was examined. From the results, a flanged diffuser with an axial length of
1.25D, a diffuser opening angle of 12◦, and a flange height of 0.5D were applied to the wind
turbine, and the output performance of the wind turbine increased by about 4 to 5 times
compared to that of the bare wind turbine. Furthermore, Ohya et al. also examined the
compact type of the flanged diffuser [16]. Even with a compacted flanged diffuser with
an axial length of 0.22D and a flange height of 0.1D, the output performance of the wind
turbine could be increased by about 2.5 times, and the wind turbine with the compacted
flanged diffuser was proposed as a more practical one. In addition, in the continuous study
of the wind turbine with the compact flanged diffuser shortened in the axial direction by
Oka et al. [17], it was shown that the accelerated flow caused by the flanged diffuser was
particularly strong near the inner surface of the flanged diffuser from the results of the
numerical study. Based on the results of these studies, the position of the flow deflector
of FD-A was determined to obtain an accelerated flow to the rotor of a cross-flow wind
turbine. This accelerated flow assists the rotor to rotate in the vicinity of the flow deflector
of FD-A.

In addition, considering the flow of a cross-flow wind turbine without a wind-
collecting casing based on Figure 1, the blades on the upper side of the rotor in the figure
move in the direction of the wind flow into the rotor. On the other hand, the blades on the
lower side of the rotor move in the opposite direction of the wind direction. Therefore, the
flow into the lower half of the rotor is undesirable for the wind turbine. In our previous
study of a cross-flow wind turbine using the separation flow near the edge of a structure
such as a building [18], the power output of a cross-flow wind turbine was obviously
improved by arranging the position of the rotor to be near the edge of a structure where
the flow separation generated, and only the blades moving in the upwind direction in
the half swept area of the rotor were in the separation zone. Based on these results, we
considered the arrangement of the flow deflectors of FD-B so that the lower half of the rotor
in Figure 1 was in the dead air region. The flow deflectors of FD-B are for blocking the
inflow of wind into the lower half of the rotor and reducing the aerodynamic resistance to
the blade moving upstream.

As shown in the lower right of Figure 1, the actual wind-collecting casing added
to the cross-flow rotor proposed by us is a type of casing consisting of multiple flow
deflectors and a tail blade. This casing was fixed to the rotating shaft of the wind turbine
by bearings above and below the rotor. As mentioned above, the structure was designed to
improve the flow suitable for a cross-flow rotor by flow deflectors to increase the power
output of the wind turbine and to maintain the improved flow condition for the wind
turbine in any wind direction by a tail blade to change the orientation of the casing only
in response to changes in wind direction. In the previous study of high power output by
utilizing the separation flow at the edge of a building or other structure, the wind direction
was limited to one direction, but the introduction of the tail blade solved the problem of
wind direction limitation. With the aim of further improving the casing, in this study, we
examined the possibility of increasing the power output of a cross-flow wind turbine by
using a wind-collecting casing with three flow deflectors. This casing is an improvement
over the previous casing with two flow deflectors as shown in Figure 1. As mentioned
above, the flow deflectors rotate with the tail blade so that the casing faces the wind in the
correct direction even when the wind direction changes. However, when the wind direction
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changes rapidly, there is likely to be a misalignment between the wind direction and the
orientation of the casing, and the misalignment causes a reduction in the effect of output
performance improvement. The reduction in output performance increases as the width
of the flow deflector shortens [19,20]. Therefore, to maintain a high output performance
improvement effect even when the wind direction changes, the number of flow deflectors
was increased in this casing.

In this study, a test model of cross-flow wind turbine with a casing composed of three
flow deflectors was created by using a 3D printer and using a wind tunnel, the output
performance tests were conducted by changing the casing orientation with respect to the
wind direction in several ways. In addition, numerical fluid analyses using OpenFOAM
were conducted under the same conditions as the output performance test. The obtained
results are discussed in terms of the effectiveness of the proposed casing in improving
output performance and also its superiority over the casing with two flow deflectors in our
previous study against changes in wind direction.

2. Test Model of Cross-Flow Wind Turbine with Three Flow Deflectors

Figure 2 shows the geometry and dimensions of the tested cross-flow wind turbine
model and airfoils. The typical diameter of the test cross-flow turbine was 171 mm, and the
number of blades was 19. The airfoil was a circular-arc airfoil with a 22 mm chord length,
a blade length of 250 mm, and an angle of attachment of 45◦.

Figure 3 shows the shape and dimensions of the cross-flow wind turbine test model
with three flow deflectors. In the experimental investigation of the performance improve-
ment effect of the casing, only the three flow deflectors were added to the cross-flow rotor,
and for simplicity, no tail blade was added. All the shapes of the three flow deflectors
added to the rotor were the same, and a similar figure to the circular-arc airfoil used for
the wind turbine blades, with dimensions 1.5 times larger. The arrangement of the flow
deflectors in the figure is in the case when the wind flows from the left side of the figure
same as in Figure 1, and this arrangement was used as the reference condition.
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As shown in Figure 3, the position of the flow deflector of FD-A is the same as in
Figure 1. Each of the two flow deflectors of FD-B was positioned back and forth with
respect to the position of the single flow deflector of FD-B in the casing shown in Figure 1.
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In Figure 3, the position of the flow deflector of FD-B in Figure 1 is also indicated by a
dashed line. The two flow deflectors of FD-B were one flow deflector B1 on the upstream
side and the other one B2 on the downstream side. As shown in Figure 3, the position
of the flow deflector B1 was shifted upstream around the center of the wind turbine axis
to reduce the deceleration of incoming wind based on the position of the flow deflector
indicated by the dashed line. Another flow deflector B2 was shifted downstream around
the center of the rotor axis. This was to block the inflow of wind that would prevent the
rotor from rotating, considering the case that the wind direction changes to from the lower
left direction in the figure.

3. Output Performance Test and Numerical Flow Analysis
3.1. Geometric and Inlet Flow Conditions

In this study, we evaluated the effect of the misalignment between the wind direction
and the direction of the casing (the inclination angle of the casing as a set of three flow de-
flectors relative to the wind direction) on the performance improvement effect of the casing
composed of three flow deflectors by means of output performance test and numerical fluid
analysis. Figure 4 shows a schematic of the method used to change the inclination angles
of the three flow deflectors (hereinafter an “inclination angle”) in the output performance
test. The three flow deflectors in gray indicate the reference positions (inclination angle 0◦)
shown in Figure 3.
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Figure 4. Inclination angle setting of three flow deflectors by jig and range of inclination angles for
output performance test experiments.

A total of nine inclination angle conditions around the axis of the wind turbine rotor
were examined from −20◦ to +20◦ at 5-degree intervals. Since the three flow deflectors
must be rotated together around the wind turbine axis to change the inclination angle, a jig
as shown in Figure 4 was used to fix the three flow deflectors in the experiment easily, and
the inclination angle was set by rotating the jig. Table 1 shows all the conditions for the
output performance test and numerical fluid analysis.

Even for the numerical fluid analysis, the conditions of inclination angle and inlet flow
velocity were the same as in the output performance test described earlier, as shown in
Table 1.
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Table 1. Conditions of inlet wind speed and inclination angles of wind-collecting casing for output
performance test experiment and numerical flow simulation.

Items Values

Inlet wind speed, U∞ 6 m/s

Inclination angles of three flow deflectors, θ
−20◦~+20◦

(with 5-degree intervals)

3.2. Experimental Method for Output Performance Test

Figure 5 shows the blower-type wind tunnel and test section used for the output
performance test. Figure 6 shows a test model of a cross-flow wind turbine with three flow
deflectors fixed to the test section. The cross-sectional dimensions of the outlet section of
the wind tunnel were 680 mm × 680 mm, and in the rectifier section, two wire meshes with
an aperture ratio of 60% and a wire diameter of 0.14 mm, a honeycomb grid with a cell size
of 6.35 mm, and a thin household non-woven filter were installed to rectify the flow at the
exit of the wind tunnel. The wind turbine test model was installed at a position where the
center of the wind turbine rotor was 500 mm downstream of the wind tunnel exit. Torque
and rotation detectors (SS-050 and MP-981, respectively, Ono Sokki Co., Ltd., Yokohama,
Japan) and a rotation control motor (P50B0502DXS00, Sanyo Denki Co., Ltd., Tokyo, Japan)
were connected to the rotor shaft. The rotor speed was controlled, and torque and rotation
speed measurements were collected by PC for measurement. Torque and rotation speed
were measured with a sampling time of 3 s and a sampling frequency of 100 Hz.
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The torque value measured in the output performance test included the friction torque
such as at the bearings, so the torque value T was corrected by the friction torque of the shaft
friction measurement conducted as a preliminary experiment under the same wind speed
condition as in the output performance test. The tip speed ratio λ and power coefficient Cp
shown in Equations (1) and (2), respectively, were used to evaluate the output performance
of the wind turbine test model.

Tip speed ratio λ : λ =
rω

U∞
, (1)

Power coefficient Cp : Cp =
Tω

1
2 ρU3

∞ A
, (2)

where r is the rotor radius, ω is the rotation angular velocity, U∞ is the inlet wind speed, T
is the rotor torque, ρ is the air density, and A (=D × L) is the rotor swept area.
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Figure 6. Setting appearance of a cross-flow wind turbine test model with three flow deflectors.

For the output performance test, as shown in Table 1, the wind speed at the inlet of the
wind turbine was set to 6 m/s, the rotor speed was reduced in steps from a near no-load
rotation speed to 0 rpm, and the torque and rotation measurements were measured at each
step. As shown in Figures 2 and 3, the dimensions of the wind turbine test model for this
study were small; that is, because this output performance test was conducted on a small
scale, the measured data were easily affected by the setting at the time. For this reason,
measurements for all conditions listed in Table 1 were conducted together at one time (in
one day). Each condition was measured three times, and the average of these measurements
was obtained. For reference, Figure 7 shows the result of the output performance test for
the bare cross-flow wind turbine with no flow deflector shown in Figure 2 obtained by
eight measurements from 2020 to 2021. The vertical axis is the power coefficient and the
horizontal axis is the tip speed ratio. The averaged output performance curve of eight
measurements with standard deviation bars was compared with the output performance
curve obtained from the measurement for this study. There was a slight difference between
these curves near the peak points but except there, these curves were nearly coincident.

Figure 7. Averaged performance curve with standard deviation bars of bare cross-flow wind turbine
(n = 8, without three flow deflectors (TFD)) compared with the performance curve of same wind
turbine for this study (without TFD).
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3.3. Numerical Flow Analysis Method and Conditions

The unsteady incompressible turbulence solver pimpleDyMFoam of OpenFOAM
Ver. 1.6-ext, a general purpose fluid solver, was used for the numerical fluid analysis.
Since the cross-flow wind turbines had the same cross-sectional geometry along the axial
direction, a two-dimensional model was used for the analysis. The k-ω SST model was
used as the turbulence model. Figure 8 shows an example of the computational domain
and numerical mesh of a wind turbine test model with three flow deflectors. Figure 8a
shows the whole mesh and computational domain, and Figure 8b is the zoomed-in view
of the mesh near the wind turbine rotor. The computational domain dimensions were
1500 mm × 1850 mm, and the wind turbine was positioned with the rotor center 750 mm
from the upstream boundary. For the boundary setting, only the left side boundary face
was set as inlet, and the other three boundary faces were set as outlet. Unstructured
mesh was used as shown in the figure. A fine mesh was applied over the surfaces of the
blades and the flow deflectors, and a coarse mesh was used farther away from them to
reduce the computational load. The total number of meshes was approximately 190,000.
The size of the coarsest mesh was about three times the chord length of the blade airfoil.
For the mesh on the surface of the blades and flow deflectors, the size was clearly fine
for which the averaged y+ value was about 1, but the fine meshes were layered around
the blades and flow deflectors. The reason for the fine meshing on the objects was to
give priority to the calculation stability. In our previous studies [20,21], the numerical
analyses of the wind turbines with a diameter of 171 mm as shown in Figure 2 and a
diameter of 114 mm which is two-thirds of the former one were conducted, and when
a coarser mesh was used on the object surfaces, the calculation often diverged. For
the analyses applying the fine mesh to the wind turbine with a diameter of 114 mm,
Figure 9 shows photos of smoke streamlines of the cross-flow wind turbine (with no
flow deflectors, inlet wind speed 6 m/s, and λ = 0.4) in our previous study [22], and
Figure 10 shows velocity distribution and streamlines of the same wind turbine (inlet
wind speed 6 m/s, λ = 0.436) obtained by the numerical analysis [20]. The momentary
smoke streamlines shot with a shutter speed of 1/4000 s are shown in Figure 9a, while
the averaged smoke streamlines with a shutter speed of 1 s are in Figure 9b. In Figure 9a,
it can be seen that the flow pattern was obviously complicated by a lot of flow separation
in the rotor and around the blades on the downstream side of the rotor, but from the
comparison of the flow patterns between the averaged smoke streamlines in Figure 9b
and the streamlines in Figure 10, the flow pattern of the streamlines by the numerical
analysis with OpenFOAM was very similar to that of the averaged smoke streamlines by
the flow visualization experiment so the numerical analysis by OpenFOAM can capture
the averaged flow behavior of the cross-flow wind turbine.

As the operating condition of the wind turbine in this analysis, the tip speed ratio
was set to λ = 0.497 (rotation speed 333 rpm), which was near the maximum point of the
power coefficient in the power coefficient curves obtained in the output performance
test described below. The inlet wind speed was 6 m/s, the same as in the output
performance test.
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Figure 10. Velocity distribution and streamlines of a cross-flow wind turbine obtained by OpenFOAM
numerical calculation (D = 114 mm, λ = 0.436, and U∞ = 6 m/s).

4. Results and Consideration
4.1. Results of Output Performance Test

Figure 11a,b show the performance curves of the test model of a cross-flow wind
turbine with three flow deflectors (hereinafter “TFD”) obtained from the output perfor-
mance test conducted under the conditions shown in Table 1. Figure 11a compares the
performance curves of the wind turbine with TFD at inclination angles from 0◦ to +20◦,
and Figure 11b compares the performance curves at inclination angles from −20◦ to 0◦. In
each figure, the performance curve of the bare cross-flow wind turbine without TFD is also
shown for comparison. In each figure, the vertical axis is the power coefficient, and the
horizontal axis is the tip speed ratio.

Figure 11a,b show that the output performance of the cross-flow wind turbine with
TFD was clearly better than that of the bare cross-flow wind turbine for all inclination angle
conditions. That is, the maximum value of the power coefficient Cpmax was higher, and the
range of tip speed ratios λ over which the power coefficient Cp is positive became wider.
When the inclination angle was positive in Figure 11a, the maximum power coefficient
Cpmax was the highest at an inclination angle of +5◦ followed by an inclination angle of 0◦,
and for other angles, Cpmax decreased as the inclination angle increased. At an inclination
angle of +5◦, Cpmax = 0.194, which is about 64% higher than Cpmax = 0.118 for the bare
cross-flow wind turbine. The no-load tip speed ratio also exceeded 1.0 at all inclination
angle cases. On the other hand, when the inclination angle was negative in Figure 11b,
Cpmax was the highest at 0◦ and decreased as the inclination angle decreased. However,
even in these cases, the maximum power coefficient was more than 30% higher than that of
the bare cross-flow wind turbine.
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Figure 11. Performance curves of cross-flow wind turbine with three flow deflectors compared with
the case with no flow deflector (w/o TFD), (a) inclination angles 0◦ to +20◦; (b) inclination angles
−20◦ to 0◦.

Figure 12 shows the relationship between the maximum power coefficient Cpmax and
the inclination angle obtained from the output performance curves of the cross-flow wind
turbine with TFD shown in Figure 11a,b. As a comparison, the maximum power coefficient
of the bare cross-flow wind turbine without TFD is shown as a dashed line, and the results
of the cross-flow wind turbine with two (dual) flow deflectors (hereinafter “DFD”) [8]
shown in Figure 1 are also shown as a dotted line. Note that the results for DFD case were
obtained through new experiments for this study. The experiments in the case with DFD
were conducted together with the experiments with TFD using the same measurement
system as in the case with TFD.
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by output performance test experiment.

Comparing the TFD case and the DFD case, it was clear that the TFD was more
effective in improving the output performance of the cross-flow wind turbine than the DFD.
Especially when the inclination angle was negative, the TFD case showed superiority in
output performance improvement, so the additional flow deflector is expected to extend the
range of inclination angle where the output performance of the cross-flow wind turbine can
be improved. As described in Figure 11, the maximum power coefficient Cpmax was highest
at an inclination angle of +5◦, and the highest Cpmax was between inclination angles of 0◦
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and +5◦. The degree of decrease in the maximum power coefficient was different between
the positive and negative inclination angles, and the decrease in the maximum power
coefficient for the negative inclination angle was more gradual than that for the positive
angle. In addition, the maximum power coefficient at an inclination angle of −10◦ to +10◦

was 90% or more of the maximum power coefficient at an inclination angle of +5◦. Within
this inclination angle range, the maximum power coefficient was able to be kept 50% to
60% higher than that of the bare cross-flow wind turbine with no flow deflector.

4.2. Results of Numerical Flow Analysis

Figure 13 shows the power coefficients Cp for each inclination angle at a tip speed
ratio λ = 0.497 obtained from the numerical fluid analysis, with the inclination angle on the
horizontal axis as in Figure 12. As shown in Figure 11, the maximum power coefficient of
the cross-flow wind turbine with the three flow deflectors (TFDs) was around λ = 0.497 for
all inclination angles. Therefore, the numerical results shown in Figure 13 were considered
to capture the trend in the variation of the maximum power coefficient for each inclination
angle shown in Figure 12 obtained by experiment at the same tip speed ratio λ = 0.497, and
in Figure 13, the output performance test results shown in Figure 12 are also compared.

Energies 2022, 15, x FOR PEER REVIEW 15 of 20 
 

 

 

Figure 13. Relation between power coefficient Cp near peak point and inclination angles of three 

flow deflectors θ by CFD comparing with EFD results (maximum power coefficient, Cpmax). 

Comparing the numerical analysis results (CFD) and the output performance test re-

sults (EFD) in Figure 13, the distribution of power coefficients by the CFD results was very 

close to the EFD results, so it was considered that the numerical analysis could simulate 

the flow of the cross-flow wind turbine with three flow deflectors adequately. However, 

the power coefficient of CFD was slightly higher than that of EFD for an inclination angle 

of −5° (the deviation was about 1.4%), and that of CFD was slightly lower than that of EFD 

for an inclination angle of +5° and +10° (the deviation was about 1.3% to 1.8%). Otherwise, 

the results of CFD and EFD were almost the same. Next, the flow fields, that is, velocity 

and pressure distributions, are shown in Figures 14–17. Figure 14 shows the flow fields of 

the bare cross-flow wind turbine with no flow deflector, and Figures 15–17 show the flow 

fields of the cross-flow wind turbine with three flow deflectors (TFD) for the inclination 

angles of 0° and ±15°. For these inclination angles, the effect of the flow deflectors clearly 

differs depending on the inclination angle as shown in Figure 13. Figure 15 shows the case 

of inclination angle 0°, Figure 16 of inclination angle +15°, and Figure 17 of inclination 

angle −15°. In addition, in Figure 14, each blade is numbered. 

  

(a) (b) 

Figure 14. Velocity and pressure distribution and streamlines in case of the bare cross-flow wind 

turbine with no flow deflector, (a) velocity distribution, U; (b) pressure distribution, p. 

Figure 13. Relation between power coefficient Cp near peak point and inclination angles of three flow
deflectors θ by CFD comparing with EFD results (maximum power coefficient, Cpmax).

Comparing the numerical analysis results (CFD) and the output performance test
results (EFD) in Figure 13, the distribution of power coefficients by the CFD results was very
close to the EFD results, so it was considered that the numerical analysis could simulate the
flow of the cross-flow wind turbine with three flow deflectors adequately. However, the
power coefficient of CFD was slightly higher than that of EFD for an inclination angle of
−5◦ (the deviation was about 1.4%), and that of CFD was slightly lower than that of EFD
for an inclination angle of +5◦ and +10◦ (the deviation was about 1.3% to 1.8%). Otherwise,
the results of CFD and EFD were almost the same. Next, the flow fields, that is, velocity
and pressure distributions, are shown in Figures 14–17. Figure 14 shows the flow fields of
the bare cross-flow wind turbine with no flow deflector, and Figures 15–17 show the flow
fields of the cross-flow wind turbine with three flow deflectors (TFD) for the inclination
angles of 0◦ and ±15◦. For these inclination angles, the effect of the flow deflectors clearly
differs depending on the inclination angle as shown in Figure 13. Figure 15 shows the case
of inclination angle 0◦, Figure 16 of inclination angle +15◦, and Figure 17 of inclination
angle −15◦. In addition, in Figure 14, each blade is numbered.
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Figure 16. Velocity and pressure distribution and streamlines of the cross-flow wind turbine with
TFD of inclination angle θ = +15 deg. (a) velocity distribution, U; (b) pressure distribution, p.

Comparing the flow velocity distributions in Figure 14 for the case with no flow
deflector and Figures 15–17 for the cases with TFD, the effect of three flow deflectors is
seen as a difference in the velocity of the flow downstream from the rotor. In Figures 15–17,
relatively high velocity flow out of the rotor can be seen between blades 3 and 7, while
such high velocity flow can hardly be seen in Figure 14. Based on this, a comparison of
the pressure distribution shows that in Figures 15–17 for the cases with TFD, the pressure
difference between the inside and outside of the rotor on each blade surface along the
boundary of the zigzag lines is clear between blades 3 and 7 in the downstream section
of the rotor, with higher pressure on the inside and lower pressure on the outside. Next,
focusing on the upstream side of the rotor, in the pressure distribution, there is a very high
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pressure distribution on the upper (rotor outside) surface side of blades 11 to 16 or 17 in
Figure 14, except for some blades (blades 18 and 19) on the upper side of the rotor in the
upstream section. On the other hand, the same high pressure distribution in Figures 15–17
is observed for about 3 blades only between blades 14 and 16 in the upstream section in
Figures 15 and 16, and for about 4 blades only (blades 13 to 16) in the upstream section in
Figure 17. Accordingly, we can see that the flow entering the rotor in Figures 15–17 flows
downstream without significant meandering compared to Figure 14.
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Next, focusing on the flow around the flow deflectors of FD-A and FD-B each, an accel-
erated flow on the rotor side of the flow deflector FD-A clearly appears in Figures 15–17. In
particular, in Figures 15 and 17, where the inclination angles are 0◦ and −15◦, respectively,
the pressure distribution on the blade surface near the FD-A is clearly higher on the inside
of the rotor and lower on the outside (blade 1 in Figure 15 and blade 19 in Figure 17);
these pressure distributions contribute to the rotor rotation. In addition, the direction of
the streamline toward the leading edge of the FD-A changes from a flow away from the
rotor in Figure 14, which is the case without TFD, to a flow slightly toward the rotor in
Figures 15 and 17. It can be inferred that this flow contributes to the fast flow toward the
rear side of the rotor without meandering the flow in the rotor. In Figure 16, where the
FD-A has shifted toward the downstream side, the pressure difference on both sides of the
blade (blades 1 and 2) near the flow deflector is smaller than in Figures 15 and 17, and the
contribution of this pressure difference to the rotor rotation is also lower.

For the flow deflectors of FD-B, focusing on the flow velocity distribution in front of
the rotor in each Figure, the vertical position in the Figure, where the velocity is slowed
down the most, differs depending on whether the rotor has the FD-B or not. In Figure 14
for the bare cross-flow wind turbine, the position is almost at the center of the rotor (in
front of blade 15), but in Figures 15–17 for the cases with the FD-B, the position is shifted
to the lower side of the rotor. Similarly, the position of the streamlines flowing almost
horizontally into the rotor on the upstream side is near the center of the rotor (in front of
blade 15) in Figure 14, while in Figures 15–17, it is moved to the lower side (near between
blades 14 and 15) from the center of the rotor and near the center of the rotor the streamlines
are flowing slightly upward. It is considered that this helps the flow of wind entering
into the blade rows on the upstream side of the rotor in flowing into the blade rows on
the downstream side without meandering in the rotor. On the contrary, in Figure 14, the
entering flow into the blade rows on the upstream side is clearly turbulent and the flow in
the rotor is meandering.

In particular, in Figures 15 and 16 with inclination angles of 0◦ and +15◦, respectively,
there are two flow deflectors (FD-B) upstream of the blades (blades 11 to 13 in Figure 15,
blades 12 to 14 in Figure 16) moving in the upwind direction in the lower half of the rotor,
these flow deflectors are blocking the entering flow that usually prevents the rotor from
rotating. In the flow velocity distribution in Figure 14, local high velocity flow is observed
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on the outer edges of the blades (blades 11 to 14) moving upstream, which corresponds to
the position just downstream of the FD-B in Figures 15 and 16, and such local high velocity
flow on the outer edges of the blades is not seen in Figures 15 and 16 for the cases with the
FD-B and the blades are moving without flow resistance in the lowest flow velocity region.
While, in the pressure distributions in Figures 15 and 16, those blades (blades 11, 12, and 13)
are in a large low pressure region and there is almost no pressure difference between both
sides of each blade. However, in Figure 17 with an inclination angle of −15 degrees, the
FD-B moves to the lower side compared to Figures 15 and 16 so that one or two blades
on the upstream side and the lower half of the rotor are exposed to undesirable incoming
wind that prevents the rotor from rotating. As the pressure distribution in Figure 17 shows,
the pressure on the upper surface of blade 13 where the wind strikes directly is clearly
high. In Figure 13 mentioned before, as the negative inclination angle increases, the power
coefficient becomes lower than for the positive inclination angle, and this is considered to
be due to the reduction of the FD-B effect.

From the above discussion of the flow field, it can be said that to improve the power
output of a cross-flow wind turbine, the inflow into the upper half of the rotor should be
improved by properly blocking the inflow in the lower half of the rotor, and the flow should
be sent directly to the blade rows on the downstream side of the rotor. In addition, the
results shown in Figure 13 indicate that the flow of the cross-flow wind turbine becomes
optimum at an inclination angle of 0◦ to +5◦ for the casing consisting of a flow deflector of
FD-A and two flow deflectors of FD-B, resulting in a high output performance improvement
effect. Furthermore, the effect could be kept at a wide range of casing inclination angles by
increasing the number of the flow deflector from two to three.

5. Conclusions

In this study, we examined the possibility of increasing the output power of a cross-
flow wind turbine by adding a casing consisting of three flow deflectors. Output per-
formance experiments and numerical flow analyses were conducted on a wind turbine
with three flow deflectors, and the relationships among the output performance, the flow
field, and the inclination angle of the casing against the wind direction within a range of
±20 degrees were discussed. As a result, the following conclusions were obtained.

(1) The casing composed of three flow deflectors could improve the output performance
of the cross-flow wind turbine by about 60% at the maximum output point.

(2) It was shown that a higher output performance improvement effect was obtained by
increasing the number of flow deflectors from two to three compared to our previous
study and that a higher output performance improvement effect was maintained even
when the misalignment between the wind direction and the direction of the casing,
i.e., the inclination angle, was increased. The inclination angle at which a high output
performance improvement effect (approximately 50% or more) could be obtained
with a casing with three flow deflector plates was in the range of −10 to +10 degrees.

(3) From a comparison of the flow fields obtained by numerical flow analyses for the
inclination angles, it can be said that the direction of flow improvement for obtaining
higher output performance from a cross-flow wind turbine is to change the flow
direction slightly upward so that the inflow flows smoothly into the blade row on the
upstream side of the rotor, and in the rotor to send the flow to the downstream blade
row without meandering to increase the work of the downstream blade row.
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Nomenclature

A Rotor swept area
Cp Power coefficient
Cpmax Maximum power coefficient
D Rotor diameter
DFD Two (dual) flow deflectors
FD-A Flow deflector A part
FD-B Flow deflector B part
FD-B1 Upstream flow deflector of FD-B
FD-B2 Downstream flow deflector of FD-B
L Blade length
N Number of blade
p Pressure
r Rotor radius
T Rotor shaft torque
TFD Three flow deflectors
U∞ Inlet wind speed
U Flow velocity
β Blade pitch angle
θ Inclination angles of a set of three flow deflectors
λ Tip speed ratio
ρ Air density
σ Solidity (blade chord length/blade pitch)
ω Rotation angular velocity of rotor
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Abstract: The presence of power augmentation effects, or synergy, in vertical-axis wind turbines
(VAWTs) offers unique opportunities for enhancing wind-farm performance. This paper uses an
open-source actuator-line-method (ALM) code library for OpenFOAM (turbinesFoam) to conduct an
investigation into the synergy patterns within two- and three-turbine VAWT arrays. The application
of ALM greatly reduces the computational cost of simulating VAWTs by modelling turbines as
momentum source terms in the Navier–Stokes equations. In conjunction with an unsteady Reynolds-
Averaged Navier–Stokes (URANS) approach using the k-ω shear stress transport (SST) turbulence
model, the ALM has proven capable of predicting VAWT synergy. The synergy of multi-turbine cases
is characterized using the power ratio which is defined as the power coefficient of the turbine cluster
normalized by that for turbines in isolated operation. The variation of the power ratio is characterized
with respect to the array layout parameters, and connections are drawn with previous investigations,
showing good agreement. The results from 108 two-turbine and 40 three-turbine configurations
obtained using ALM are visualized and analyzed to augment the understanding of the VAWT synergy
landscape, demonstrating the effectiveness of various layouts. A novel synergy superposition scheme
is proposed for approximating three-turbine synergy using pairwise interactions, and it is shown to
be remarkably accurate.

Keywords: actuator line method; OpenFOAM; synergy; vertical-axis wind turbine; wind energy

1. Introduction

Wind energy is a vital element in creating a sustainable energy future, and wind tur-
bines is a thriving area for contemporary research. Horizontal-axis wind turbines (HAWTs)
and vertical-axis wind turbines (VAWTs) are two mature technologies available today for
wind-energy extraction, though the former is adopted almost universally and occupies the
vast majority of the market share [1]. In this area, Liu et al. [2] performed a fluid-structure
interaction study on a novel hybrid Darrieus-Modified-Savonius VAWT design, Jain &
Abhishek [3] comprehensively investigated the impact of turbine parameters on the perfor-
mance of a VAWT with dynamic blade pitching, Johari et al. [4] conducted an experimental
comparison of the performances of a small-scale HAWT and VAWT, Du et al. [5] provided
an extensive review of H-Darrieus VAWT literature, and Ghasemian et al. [6] reviewed
computational fluid dynamic (CFD) simulation techniques for Darrieus VAWTs. From these
works, the comparative disadvantages of the VAWTs are identified to be lower aerodynamic
efficiencies [2–4], self-starting issues encountered at lower wind speeds [2,3,5,6], and struc-
tural difficulties in large-scale designs [1]. These shortcomings notwithstanding, the VAWT
archetype remains interesting to study and refine because of its unique, intrinsic properties:
namely, operational feasibility at smaller scales [3,7] and omni-directional power genera-
tion [8]. Such traits confer on VAWTs higher suitability for operation in distributed energy
settings such as urban areas, where low-noise requirements and robustness to volatile wind
directions restrict the utilization of HAWTs. As a consequence, it is this applicability that
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continues to drive research on this subject, with efforts to augment the power performance
of VAWTs directed towards unique turbine/blade designs [2], guide vanes [6,9], blade-pitch
control [10–12], and intra-cycle rotational speed control [13].

Recent discoveries within the last decade have demonstrated the additional benefits
of the VAWT. Experimental investigations conducted by Kinzel et al. [14] found that the
stream-wise velocity could recover to 95% of the freestream at only 6D (where D is the
rotor diameter) downstream of a VAWT, compared to some 14D required by a HAWT.
This essentially enables tighter array packing within wind farms, while still mitigating the
detrimental effects of turbine wakes on power generation. In 2010, Dabiri [7] found that
H-bladed Darrieus VAWTs operating in close proximity to one another exhibited larger
power coefficients (CP) than their isolated equivalents, revealing the existence of a mutually
beneficial, power-enhancing phenomenon driven by inter-turbine interaction. We refer
to this favorable effect as “synergy” in this work for conciseness, as this term has been
adopted in prior literature (e.g., by Hezaveh et al. [15]).

Subsequent works, both experimental and numerical, have confirmed the presence of
synergy. Ahmadi-Baloutaki et al. [16] tested two- and three-turbine arrays in wind tunnel
experiments, finding synergy both among adjacent pairs (turbines placed side-by-side per-
pendicular to the incident wind direction) and among staggered configurations. Zanforlin
& Nishino [17] studied synergy in a pair of VAWTs using the unsteady Reynolds-Averaged
Navier–Stokes (URANS) approach with a k-ω shear stress transport (SST) turbulence model,
establishing a precedent for using numerical methods and turbulence models to model
synergy. Lam & Peng [18] confirmed the presence of synergy by measuring the wake charac-
teristics of a pair of VAWTs and proposed the idea that small synergistic clusters (composed
of 2 and/or 3 turbines) can be used as building blocks when optimizing placement in a
larger wind farm. Peng [19] used a dynamic torque-driven approach (in contrast to the more
commonly prescribed rotational velocity approach) to model the operation of VAWTs and
determined that an array of five turbines could still manifest synergy. Shaaban et al. [20]
and Barnes & Hughes [21] used URANS coupled with a turbulence model to study synergy
among arrays consisting of up to 6 and 16 turbines, respectively. Brownstein et al. [22]
performed a detailed experimental characterization of the 3-D flow field surrounding pairs
of VAWTs, establishing synergy patterns such as the degradation of a downwind turbine’s
performance as it enters an upwind turbine’s wake. In 2021, Hansen et al. [23] performed
a comprehensive study of synergy in two- and three-turbine arrays by parameterizing
configurations using the relative angle and spacing, thereby contributing valuable insight
on the functional relationship between turbine positioning and synergy.

The implication of this abundantly supported synergy phenomenon is the unprece-
dented opportunity to arrange VAWTs closer together in order to produce greater power, a
concept unthinkable for HAWTs. As a consequence, it is of crucial importance to model
synergistic effects in large VAWT farms to exploit this feature as part of micro-siting and
optimization efforts. For these applications, the conventional full-order or blade-resolved
computational fluid dynamics (CFD) of VAWTs using URANS [24–28] or large-eddy simu-
lation (LES) [10,29,30], in which blade-level dynamics are explicitly resolved in the mesh,
can be prohibitively expensive at the wind-farm scale. Therefore, the development of
reduced-order models involving various forms of approximations or simplifications can be-
come invaluable for wind-farm-level modelling. Sanderse et al. [31] surveyed the pertinent
literature to find that the common approaches are momentum-based streamtube models,
free/fixed vortex models, and actuator models. Delafin et al. [32] compared the accuracy of
a Double Multiple Streamtube (DMST) model, a free-vortex model, and a full-order CFD
model, finding that the reduced-order models led to significant errors. The actuator models
are more robust, since they are used in conjunction with CFD and can employ a variety
of representations for the rotor/blades, such as the actuator disk model [31], the actuator
surface or cylinder model [30,33], and the actuator line model [34]. Among these, the
Actuator Line Model (ALM) enables the highest fidelity approximation, owing to the fact
that the blade motion being dynamically incorporated in the solver [31,34]. This accuracy
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advantage is saliently demonstrated in a comparison of the Actuator Swept-Surface Model
(ASSM) and the ALM performed by Shamsoddin & Porté-Agel [30]. As a result, we chose
to explore the capabilities of the ALM in the context of the prediction and characterization
of VAWT synergy.

Originally, the ALM was developed by Sørensen & Shen [35] in 2002 to model HAWT
performance. In this formulation, blade-element momentum (BEM) theory describes the
forces acting on blade elements as a function of the local relative velocity (urel), the angle of
attack (α), and the lift and drag coefficients (Cl and Cd, respectively) obtained from airfoil
data tables. These blade forces are then reversed and applied to the flow field as momen-
tum source terms to the Navier–Stokes equations after being smoothed by a Gaussian
regularization kernel (η) to avoid singularity effects [35]. In recent years, researchers have
applied ALM to the modelling of VAWTs by adapting the formulation while maintaining
the underlying theory. Shamsoddin & Porté-Agel [30], Hezaveh et al. [36], Creech et al. [37],
and Abkar [38] are important investigations that use ALM and LES to study VAWT-wake
characteristics and performance, typically with an emphasis on the former. While the
results of these investigations crucially demonstrate the applicability of ALM to VAWTs,
the LES studies broadly feature coarse grids (often with a cell size far greater than the blade
chord) and time-averaging and thus do not prioritize the simulations of the blade-level
dynamics. The seminal works of Bachant et al. [39] and Zhao et al. [34] demonstrated
that a reduced-order approach consisting of ALM and URANS (with a turbulence model)
is both valid and promising for future VAWT investigations. Some recent studies focus
on enhancing the fidelity of VAWT ALM (with LES and URANS) by using cubic spline
smoothing on the angle of attack combined with a novel inflow velocity sampling pro-
cedure [40], evaluating advanced sub-models for tip effects (Glauert correction versus
Dag & Sørensen) [41], and developing a cohesive and upgraded framework to account for
higher-order aerodynamic effects [42].

To our best knowledge, there are only two published investigations that apply VAWT
ALM to the study of wind turbine array synergy: namely, Hezaveh et al. [15] in 2018 and
Raj V et al. [43] in 2021. While it is a groundbreaking approach that leverages the computa-
tional efficiency of ALM to investigate synergy, the ALM-LES study by Hezaveh et al. [15]
utilizes a grid size relative to the blade chord length (c) of 2.22c (implying significant spatial
averaging) and does not validate the aerodynamic forces to prove synergy. Raj V et al. [43]
used ALM and URANS to confirm that the coefficients of power for VAWTs in a two-
turbine configuration exceed that of isolated rotors. The use of ALM-LES in the study of
VAWTs is standard practice, since LES can directly resolve most of the turbulent energy
spectrum and compute small-scale dynamics using a subgrid-scale (SGS) model. According
to Bachant et al. [39], this enables the capture of the important mean swirling motion near
the turbine, as well as the turbulence effects produced by the blade–tip vortex shedding
and dynamic stall. However, while, in theory, ALM-LES is the superior approach given a
sufficiently fine grid resolution, such a case could be prohibitively expensive. For example,
Bachant et al.’s [39] ALM-LES simulation with the UNH-RVAT turbine utilizes a reasonably
refined grid consisting of 64 cells per turbine diameter but requires 100 times the compu-
tational effort of an ALM-URANS simulation that is similarly refined. As a consequence,
there is potential for ALM-URANS to offer a more cost-effective solution to the modelling of
VAWT synergy while achieving reasonable accuracy, even though turbulence phenomena
would be less accurately resolved relative to ALM-LES. The 3-D full-order or blade-resolved
CFD results are significantly more expensive, with a 3-D full-order URANS simulation
being four orders of magnitude more expensive computationally than ALM-URANS [39],
and LES simulations would be even more computationally costly. Given this context, we
seek to contribute value to the current research landscape by applying ALM-URANS to the
study of a wide variety of two- and three-turbine configurations in order to characterize
the fundamental patterns that arise from the emergence and magnitude of VAWT synergy.

Following this Introduction, in Section 2, we present the ALM formulation (Section 2.1),
the turbine geometry and CFD parameters (Section 2.2), the two-turbine group-configuration
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design (Section 2.3), the three-turbine group configuration design (Section 2.4), and our
novel synergy superposition scheme (Section 2.5). In Section 3, we start with a validation
of the presently used ALM approach using results from various methodologies/sources
(Section 3.1) and then present the two-turbine group results (Section 3.2), three-turbine
group results (Section 3.3), the effectiveness of the synergy superposition scheme (Section 3.4),
and the key conclusions of our investigations (Section 4).

2. Methodology
2.1. Actuator Line Model Formulation

We use the open-source ALM library developed by Bachant et al. [39] for OpenFOAM
(referred to as turbinesFoam [44]), to perform the ALM-URANS calculations. This library
grants ease-of-access to researchers aiming to implement vertical-axis (wind) turbine ALM
in a computationally performative manner, and it is easily extendable to multi-turbine
simulations. In the original work of Bachant et al. [39], this framework is validated us-
ing experimental results for the UNH-RVAT and RM2 turbines, showing particularly
good agreement in terms of CP versus the tip-speed ratio (or TSR, which is defined as
the rotor-tip speed divided by the freestream-incident wind speed) in the former case.
Mendoza et al. [45] utilized this library in an ALM-LES study that established high degrees
of accuracy in the cyclic variations of the angle of attack and rotor normal force compared
to experiments. Mendoza & Goude [46] compared the ALM-LES approach to two different
vortex models and some experimental measurements, also demonstrating good agree-
ment with the measured normal forces. Therefore, the validity of this formulation and
the correctness of the code implementation have been consistently demonstrated through
these works.

In the current section, we will provide a brief summary of the mathematical formula-
tion of Bachant et al.’s [39] ALM implementation. Each blade in the turbine is discretized
in the span-wise direction into actuator elements (blade elements), and each element is
assigned a control point (the actuator point) located at the mid-span and the quarter-chord
location within the element. Each actuator point governs the forces for the entire associated
actuator element. Figure 1 shows a sample blade element rotating with angular velocity ω
in the counterclockwise (CCW) direction due to an incident wind in the positive x-direction.
The blade is fixed along a circular trajectory at a distance R (corresponding to the rotor
radius) from the center of the turbine, with the mounting point being the quarter-chord
location or actuator point. The azimuthal angle θ of the blade is defined as the CCW starting
from the positive x-axis and varies due to the constant rotational velocity ω. The blade’s
rotation induces a relative velocity of ωR in the trajectory’s tangential direction, and the
blade also experiences the local flow vector ~u (which is predominantly comprised of the
stream-wise component). Thus, the relative velocity ~urel at the actuator point is the vector
difference between ωR and ~u. Once obtained, ~urel determines the angle of attack, α, along
with the lift and drag forces (Fl and Fd, respectively) experienced by this actuator element.
At an appropriate, chord-based Reynolds number, Rec, α is used to look up the sectional
airfoil aerodynamic coefficients (Cl and Cd) sourced from the Sheldahl & Klimas [47] report.
At this stage, the forces can be computed as follows [39]:

Fl =
1
2

ρAelemCl |~urel |2 , (1)

Fd =
1
2

ρAelemCd|~urel |2 , (2)

where ρ is density of the air, Aelem is the blade element planform area (span times chord),
and ~urel is the local relative velocity.
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Figure 1. Diagram of a VAWT blade in operation illustrating the ALM formulation, where flow
velocities and forces are located at the quarter-chord location (c/4).

After these forces are obtained and converted into the desired components (viz. the
force components along x-y Cartesian coordinate directions), they are convolved with an
isotropic, three-dimensional (3-D) Gaussian regularization kernel at each cell neighboring
the actuator point in order to distribute and smooth the forces. The Gaussian kernel used
assumes the following form:

η =
1

ε3π3/2 exp

[
−
( |~r|

ε

)2
]

, (3)

where η is the kernel value (calculated individually for every relevant cell), ε is the Gaussian
width (controlling the central concentration of the force distribution), and |~r| is the distance
from the actuator point to the cell centroid. The ε parameter can be tuned to obtain a kernel
that most accurately captures the actual blade dynamics. To this purpose, Bachant et al. [39]
uses the maximum of three values, which are based on chord length, mesh size, and the
momentum thickness due to drag, to determine ε. In practice, the property that determines
the value of ε is the mesh size, namely, ε = 2Cmesh∆x, where Cmesh = 2 is a calibration factor,
and ∆x is the approximate cell size (cube root of the cell volume). At each cell, within some
threshold radius of the actuator point, the cell-specific η is multiplied with the forces to
perform the projection. This threshold radius is set to be c + ε(ln(1.0/0.001))1/2 [44], which
encapsulates a sufficiently high percentage of the total (probability) mass of the kernel in
the present cases. This means the corresponding percentage of the forces at the actuator
point can be distributed to cells within this region, while neglecting the insignificant
contributions from all other cells for the sake of computational efficiency. The η · F value
(for each component) is then injected into the solver as a momentum source term for the
Navier–Stokes equations.

To investigate synergy, we first extract the power coefficient computed at each time step
of the ALM simulation and calculate a mean based on the last two periodically converged
revolutions. The power coefficient CP is defined as follows:
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CP =
P

1
2 ρDLU3

, (4)

where P is the instantaneous turbine power, ρ is the air density, D is the wind turbine
diameter, L is the blade span, and U is a reference velocity (typically taken to be the
freestream incident velocity) [7]. The power coefficient CP value will first be calculated
for a baseline case consisting of an isolated turbine. Afterwards, two- and three-turbine
groupings (or array configurations) can be simulated, and the mean CP of each turbine in the
cluster can be determined. To measure synergy quantitatively, we follow the conventions of
Hansen et al. [23] and define a power ratio for each turbine, as well as for the entire turbine
cluster, as follows:

power ratio =
CP

CP,iso
, (5)

where CP is the turbine cluster power coefficient in the multi-turbine case, and CP,iso is the
CP of turbine in isolated operation (e.g., for a three-turbine configuration, this would be
three times the power coefficient CP for a single (isolated) turbine). As a consequence, if
the power ratio is greater than the unity, then we can confirm the presence of synergy.

2.2. Turbine Geometry and CFD Setup

The turbine that will be studied in our work is a 2-bladed H-type VAWT, which was
measured in the wind tunnel experiments conducted by LeBlanc & Ferreira [48] and used
in the ALM investigations reported by Zhao et al. [34]. This turbine was specifically chosen
owing to the availability of both experimental data and ALM results, so it lends itself
well to a validation of Bachant et al.’s [39] implementation. Table 1 lists the important
turbine properties and the operating point for a TSR of λ = 3.7 (for an inflow wind
speed of 4.01 m s−1). No additional structure (e.g., shaft and/or struts) outside of the
blades is included for consistency with the simulations conducted by Zhao et al. [34]. We
chose a single, fixed TSR for our simulations in order to focus our investigative efforts on
the relationship between the turbine array configuration and the multi-turbine synergy.
Furthermore, the value of λ = 3.7 is specifically chosen because it avoids the occurrence
of dynamic stall [34], a phenomenon that hinders aerodynamic efficiency [26]. Therefore,
dynamic stall correction and other add-on models provided by Bachant et al. [39] can be
disabled to allow for a direct comparison with Zhao et al.’s [34] results (which did not
employ such models), while still ensuring appropriate simulation accuracy. The airfoil data
table used for all the ALM calculations in this study is the Rec = 106 dataset for the NACA
0021 airfoil retrieved from Sheldahl & Klimas [47], which is consistent with that used by
Zhao et al. [34].

Table 2 displays the CFD parameters for all ALM simulation cases conducted using
the turbinesFoam library. These parameters are identical to Zhao et al.’s [34] setup with the
exception of an enlarged domain, which, in terms of the rotor diameter, is about 91.2D×
60.8D× 1.9D. This is in accordance with the guidelines set out by Balduzzi et al. [49] and
followed by Bachant et al. [39]: namely, to use a domain size of at least W = 60D× L = 90D
in order to ensure that the boundaries of the computational domain are consistent with an
open field and mitigate blockage effects (which are found to inflate ALM forces).

Figure 2 illustrates the domain and mesh for the current ALM simulations. Note that
all CFD cases are 3-D URANS with the k-ω SST turbulence model, which was chosen to
ensure consistency with Zhao et al.’s [34] setup and direct comparability of ALM results.
We retain the boundary conditions used by Bachant et al. [39,44]. In each case, the isolated
turbine or groups of turbines will be centered at a location 20D downstream of the inlet
plane, which efficiently utilizes the domain space and consistently minimizes the impact of
the lateral boundaries on the ALM results. A step-wise mesh refinement process is used to
set the cell size in the vicinity of the virtual VAWTs. More specifically, in snappyHexMesh,
two refinement regions followed by an additional region per turbine are used to refine
the mesh procedurally from level 2 to level 4. The background mesh is defined such that
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the level 4 mesh (innermost cells of the mesh) has a size of about 0.05 m in each direction
(consistent with Zhao et al. [34]), which covers a region of W = 4 m× L = 6 m. Note that
the boundary-layer mesh near the blade surfaces is not required, since the presence of
the blades is modelled virtually in ALM. The next two levels are defined over conjoined
refinement regions encompassing all turbines, with lengths and widths based on the
maximum dimensions of the inner region and the inclusion of two meters of padding
on each side. The coarse global mesh has a cell size of about 0.8 m. It is challenging
and expensive to systematically verify the mesh size in an ALM simulation, since the
physics being emulated are sensitive to the combination of the cell size and the Gaussian
kernel width ε. These two parameters must be investigated in conjunction, since different
Gaussian widths require different spatial and temporal CFD resolutions [34]. Therefore, a
separate grid-independence study was not performed in this case, and, instead, we follow
Zhao et al.’s [34] mesh settings for the 2-bladed VAWT being investigated herein.

Table 1. List of ALM and wind turbine properties and parameters.

Property Value

Turbine diameter (D) 1.48 m
Number of blades 2

Airfoil type NACA 0021
Blade chord (c) 0.075 m
Blade span (L) 1.5 m
Blade pitch (β) 0◦

Tip-speed ratio (λ) 3.7
Rotational speed (ω) 20.05 rad s−1

Table 2. List of CFD case properties.

Parameter Value

Inlet (freestream) velocity 4.01 m s−1

Turbulence model k-ω SST
Inlet turbulence kinetic energy 0.24 m2 s−2

Inlet specific dissipation rate 1.78 s−1

Density (ρ) 1.207 kg m−3

Time step size 0.003 s
Domain size: Lx × Ly × Lz 135 m × 90 m × 2.85 m

(a) (b)
Figure 2. (a) Diagram of the domain setup for the isolated and two- and three-turbine ALM cases.
The lateral boundaries are set to be symmetrical, as shown, and the top and bottom boundaries
(parallel to the x-y plane) are also set to be symmetrical. (b) Sample mesh near the virtual VAWTs in a
two-turbine ALM case. The innermost cells are approximately 0.05 m in size.
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2.3. Two-Turbine Group (Array) Configurations

The design of the configurations of the two-turbine groups that will be simulated
using ALM is vital. Previous literature loosely explored the configuration space, with
Hansen et al. [23] being the only study to systematically test two-turbine cases. Hansen et al.
labels the two turbines as rotor 1 (R1) and rotor 2 (R2) and parameterizes R2’s relative posi-
tion to R1 using an array angle β and a turbine spacing dist. For some fixed dist = 1.375D,
2D, and 3D, the normalized power-generation performance of R1 and R2 can be plotted
as a function of β in the range [−90◦, 90◦], where a magnitude of 90◦ corresponds to the
adjacent arrangement for which the turbines are side-by-side facing the incident wind di-
rection. Hansen et al. [23] claimed that “this is the first attempt at numerically investigating
the efficiency augmentations of VAWTs for more than 20 different layouts” [23]. This is
a landmark achievement for optimizing VAWT layouts through the consideration of the
unique synergistic phenomenon, and we seek to expand (extend) considerably these results
using a reduced-order model based on ALM simulations, rather than a full-order model
based on blade-resolved CFD simulations.

Figure 3 illustrates the suite of wind-turbine-array layouts that will be simulated using
ALM. For ease of reference, we label the turbines T1 and T2, where T1 is the leading (or,
upwind) turbine in non-adjacent (side-by-side) arrangements. Due to the fact that only the
relative positions matter in the layout, we fix T1 at (0, 0) (origin of the Cartesian coordinate
system) and vary T2’s position in a staggered grid around T1 at a downwind x-spacing of
0.5D and a crosswind y-spacing of 1D. Figure 3 resembles half of a donut shape, because
the left half of the configuration space (where T2 would be the leading or upwind turbine)
is eliminated owing to symmetry. The “hole” surrounding T1 is present in order to avoid
simulating pairwise interactions where the spatial proximity of the two turbines is so close
that there is no reliable way to ascertain the validity of ALM. For instance, ALM is unable to
capture the collision of blades when the turbines overlap. An upper limit is also set to allow
for a feasible yet useful configuration space, enabling the meaningful evaluation of synergy
up until the separation distance sufficiently weakens such interaction effects. We will
simulate all 78 of the shown two-turbine layouts with co-rotating turbines (viz. with the
blades of both turbines rotating CCW), as well as a reduced grid size of 30 counter-rotating
cases (viz. with T1 rotating CCW and T2 rotating clockwise or CW), forming a total of 108
two-turbine cases that will be simulated. To our knowledge, this is the largest number of
cases simulated to date, using either full-order modeling based on a blade-resolved CFD or
reduced-order modeling based on ALM.

2.4. Three-Turbine Group (Array) Configurations

It is more difficult to parameterize the three-turbine configurations in a comprehensive
manner due to the additional degree of freedom. Therefore, based upon the synergy
patterns derived from the two-turbine results, three promising shapes are used within the
three-turbine groupings—it is expected that these designs will manifest a net cluster-level
synergy. In Figure 4, with an incident wind direction from left to right, the V, Reverse
V, and Line shapes (configurations) are defined. All turbines will be co-rotating with
respect to each other in the CCW direction. The definition of the spacing parameters xsep
(in the downwind direction) and ysep (in the crosswind direction) is consistent across the
three array configurations, with xsep = (0.34D, 0.50D, 0.68D) for the V and for the Reverse
V configurations and xsep = (0, 0.34D, 0.50D, 0.68D) for the Line configuration. Finally,
ysep = (3D, 4D, 5D, 6D) for all these three-turbine array configurations. These constitute a
total of 40 ALM cases for the three-turbine groups.
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Figure 3. Turbine locations for two-turbine arrangements, where turbine T1 is fixed at (0, 0) (orange
point), and turbine T2 is situated relative to T1 in a staggered grid (blue points).

Figure 4. Diagrams of the V, Reverse V, and Line shapes (configurations) for three-turbine cluster
arrangements, illustrating conventions for defining xsep, ysep, and turbine labels in each case.

2.5. Synergy Superposition Scheme

A novel proposition in this study is the idea of a “synergy superposition scheme”.
Inspired by the synergy patterns which will be discussed in the next section, we formulated
the hypothesis that three-turbine cluster synergy may be approximated as a linear superpo-
sition of all the possible pairwise VAWT interactions contained therein. The specific proce-
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dure to test this hypothesis involves identifying every relative pairwise sub-arrangement
in each of the 40 three-turbine configurations and simulating those ALM cases. Following
on from this analysis, the superposed estimate of some turbine’s power ratio is formulated
as follows. (

CP
CP,iso

)

s
= 1 +

n

∑
i=1

[(
CP

CP,iso

)

i
− 1
]

, (6)

where the subscript s denotes the superposed (approximate) power ratio of some turbine
in the three-turbine group, and the summation is computed for n = (nt

2 ) pairs indexed as
i (here, nt is the number of turbines in the array so, for example, n = (3

2) = 3 for a three-
turbine cluster). The power coefficient CP of the i-th turbine depends on the turbines in
each pair that correspond to the same relative positioning in the greater cluster. Essentially,
this assumes that the deviation of the power ratio from 1 is a quantity that can be linearly
superposed via summation. This scheme is a simple one, and the formulation is arbitrarily
chosen to serve as a starting point towards demonstrating a proof-of-concept.

3. Results and Discussion
3.1. Validation

We now present a validation of the currently used turbinesFoam ALM library for the
isolated VAWT being studied. The first simulation result in Figure 5 is obtained using
a separate ALM code we developed for Fluent using the User-Defined Functions (UDF)
framework. This implementation is entirely based on an interpretation of Zhao et al.’s [34]
approach, which used a 2-D Gaussian kernel for force projection and smoothing. For
comparison, Zhao et al.’s [34] ALM results, the experimental measurements obtained by
Leblanc & Ferreira [48], and the ALM simulation results obtained using Bachant’s [39]
OpenFOAM code (turbinesFoam) are displayed. Finally, the last result used in the compari-
son is a 2-D full-order blade-resolved CFD simulation (URANS with the k-ω SST turbulence
model) of the same 2-bladed turbine. This case was generated and conducted in ANSYS
Fluent 2020 R2 with a steady-state initialization run (using a Moving Reference Frame)
followed by a transient run (using a Sliding Mesh procedure), closely following a similar
CFD case undertaken by Abdalrahman [11]. Each of the two blades is meshed with 600 cell
divisions around the profile and 50 layers of inflation cells, beginning at a first layer with a
thickness of 1.08× 10−5 m, guaranteeing that the non-dimensional wall-normal distance
y+ is less than five throughout the simulation. All other setup parameters are consistent
with those shown in Table 2, consequently, conform with what has been documented by
Zhao et al. [34].

A comparison of the results in Figure 5 shows that the general trends of the turbine
force components Fx and Fy in the x- and y-directions, respectively, to concur generally
across all the simulation and experimental measurements, although some discrepancies
in magnitude exist (especially near the peaks). The values for Fx obtained from the ALM
simulations conducted by Zhao et al. [34] and from the experimental measurements of
Leblanc & Ferreira [48] are most notably underpredicted by the current turbinesFoam ALM
simulations, the Fluent UDF ALM simulations, and the full-order URANS CFD simulations,
although these three simulations results conform very well with one another. It is worth
noting that, between the two ALM simulations, the cases are standardized in terms of mesh,
Gaussian width (ε), and airfoil data (Rec = 106 from Sheldahl & Klimas [47] in accordance
with the setup of Zhao et al. [34]). However, for the values of Fy, the results from these
three simulations are in excellent conformance with experimental measurements, whereas
those of Zhao et al. [34] over-predict the transverse (Fy) forces.

There may be several reasons for the mis-prediction of the current ALM results. Firstly,
the airfoil data is synthesized and not experimentally obtained [39], and the static airfoil
data would likely be unable to fully represent the loading on dynamically pitching airfoils,
as is the operational reality for the VAWT blades. Mendoza & Goude [46] also demonstrated
a tendency for these airfoil data tables to under-predict the turbine blade forces when
compared to the lift and drag coefficients generated by the XFOIL program. Scheurich
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& Brown’s [50] study found that using only static airfoil data led to significant under-
predictions of the sectional tangential force coefficient near the extremes in the range of the
angle of attack (viz., |α| ≤ 15◦), whereas a dynamic stall model was able to produce large
aerodynamic force coefficients. This points to some uncertainty as to whether a value of TSR
of λ = 3.7 is truly sufficient to avoid dynamic stall. Abhishek [3] also found that a lack of
correction for virtual camber, which arises in symmetrical airfoils operating in a curvilinear
flow (blade rotation), can account for an under-prediction of Cl by 0.4–0.65. Finally, a
similar magnitude of under-prediction can be found in Bachant et al.’s [39] validation for
the RM2 turbine. In view of this, we hereby proceed with the current approach, since the
two ALM simulation results are in good conformance with the full-order blade-resolved
CFD simulations results, and the mis-predictions are within reasonable limits. Finally, it
is noted that synergy is a relative measure of performance normalized by CP,iso, so the
accurate prediction of the absolute value of CP may not be as critical.

Figure 5. Turbine forces Fx (top) and Fy (bottom) in the x- and y-directions, respectively, as
functions of rotor azimuth for an ALM implementation in Fluent User-Defined Functions (UDF),
Zhao et al.’s [34] implementation, experimental measurements obtained by Leblanc & Ferreira [48],
ALM simulation using Bachant et al.’s [39] turbinesFoam library, and a full-order (blade-resolved)
CFD simulation for a TSR value of λ = 3.7. Results are taken at a periodically converged revolution
for the ALM runs.

3.2. Two-Turbine Group (Array) Results

Using the current ALM methodology, the isolated turbine-power coefficient CP is
determined to be 0.5458. We find that the stream-wise velocities are enhanced or sped-up
in a region adjacent to the rotor and surrounding the wake, implying that u/U0 > 1 (where
u is the stream-wise velocity component, and U0 is the freestream (incident) velocity). A
sample of the flow field illustrating this velocity speed-up effect is presented in Figure 6.
This is consistent with the previous findings of Zanforlin & Nishino [17], Lam & Peng [18],
Brownstein et al. [22], and Hansen et al. [23]. Using this baseline CP,iso, the heatmaps
in Figure 7 (showing T1 and T2 power ratios) and Figure 8 (showing the cluster mean
power ratio) can be obtained, which include the 78 array layouts for the pairwise co-
rotating turbines.
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Figure 6. stream-wise velocity (u) magnitude contour of a two-turbine ALM case at 3.15 s of flow
time, exhibiting high-velocity regions (colored in red) characterized by u > U0 (freestream velocity)
around the turbines and wakes.

(a) (b)
Figure 7. Heatmap of power ratios (CP/CP,iso) of (a) T1 and (b) T2 in a co-rotating pair of VAWTs,
where the value of each cell corresponds to the configuration which has T2 located at that cell relative
to T1 at the origin.

There are three sets of data to present for the two-turbine cases, namely, T1, T2, and
the cluster mean power ratios (sum of CP of both turbines divided by 2CP,iso). Each set is
visualized in its own heatmap, where T1 is fixed at the coordinates (0, 0) and a coordinate
of (x/D, y/D) indicates a layout with T2 located there (similar to Figure 3). Each diamond-
shaped cell’s color-coded power ratio value is defined by the layout, which contains T2
located at that cell’s center. This provides a convenient overview of the synergy landscape
for a pair of turbines when the T2 position is parameterized in a staggered grid fashion.
Between the heatmaps presented in Figures 7 and 8, it is clear that a wide range of layouts
is indeed capable of generating synergy (viz., cells are colored green), as predicted by the
ALM simulations. This serves to demonstrate that there appear to be no fundamental
barriers which may inhibit the ALM simulations from expressing VAWT synergy.
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Figure 8. Heatmap of cluster mean power ratios (CP/CP,iso) for a co-rotating pair of VAWTs.

Additionally, we may also extract some useful synergy patterns from a careful perusal
of these plots. In Figure 7a, T1 (the leading or upwind turbine in non-adjacent layouts)
benefits the most from synergy when T2 is adjacent to T1 (i.e., they are in the same column)
or slightly downstream from those configurations. Notice the broad patterns are mirrored
across the x-axis, but there are subtle asymmetries, which are likely due to the inherent
wake asymmetry unique to VAWTs. The power performance of T1 also diminishes not only
when T2 lies directly within T1’s wake (y/D in the range [−0.5, 0.5]), but also in a sector of
approximately 90◦ or more. This provides evidence of a blockage effect, which occurs when
a downwind turbine (T2) blocks the flow through the upwind turbine, decreasing its power-
generation performance. This blockage effect is well-documented in the works of Zanforlin
& Nishino [17], Shaaban et al. [20], Brownstein et al. [22], and Hansen et al. [23]. Using the
heatmap visualization of T1, it is possible to observe the gradual transition from a power
detriment (due to blockage) to a synergistic interaction across the configuration space.

Simultaneously, the effects of these layout changes on T2 (the downwind turbine) can
be ascertained from a careful examination of Figure 7b. Interestingly, T2 experiences synergy
almost universally, with the only (predictable) exception being the cases where T2 is situated
in the velocity-deficit region of T1’s wake. Another useful observation is that T2 generally
experiences greater synergy—about 2% more than T1 in terms of the most favorable
synergistic arrangements. The most favorable synergistic cases for T2 also deviate from
T1’s preference for adjacent configurations and are instead located along a band just outside
of the wake region (at |y|/D = 1.5) and at some distance downstream of T1 (x/D ≥ 0.5).
In fact, this correlates with the high-velocity flow acceleration regions found adjacent to
the turbine wake, which is a phenomenon also observed by Hansen et al. [23]. Moreover,
further evidence for an accelerated fluid flow [51] around two rotating VAWTS arranged
side-by-side (yielding increased power generation or synergy) has been provided using flow
visualization [52] and CFD simulations to study the dynamic fluid-body interaction [53].
While we do not claim to contribute to the fundamental understanding of the physics
that drive synergy, it is conceivable that higher ALM forces can be produced when the
stream-wise velocity is augmented, since the force is a function of the magnitude of ~urel .

Finally, the cluster mean power ratio heatmap in Figure 8 is useful for assessing
the synergistic potential of the entire two-turbine group. Due to the generally larger
synergy magnitudes of T2, cluster mean patterns are expectedly similar—almost all the
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layouts are advantageous over the isolated, baseline case. However, the competition
effect remains crucial in determining the optimal configuration, which is a compromise
between the adjacent arrangements (favored by T1) and downstream arrangements (favored
by T2). The optimal synergy is found at a T2 oriented at 71.6◦ and spaced at 1.58D
relative to T1, which produces a cluster-level power ratio of 1.0247. This means the cluster
would produce 2.47% more power compared to two individually operating (isolated)
turbines. The synergy patterns presented herein agree well with Hansen et al.’s results,
namely, a maximum in T1 synergy in the adjacent configurations, an asymmetric bias of
synergy in favor of the bottom-half of the layouts (T2 below T1), and T1’s power-generation
performance decrease due to the proximity of T2 to T1’s wake [23]. This overall consistency
lends credence to our methodology, and these results offer a unique perspective on the
relationship between turbine layout and synergy, which complements and elaborates upon
previous investigations.

The 30 counter-rotating cases are presented in Figures 9 and 10. These exhibit essen-
tially the same macro-patterns with small differences in the synergy magnitudes for some
layouts, possibly attributable to the opposite blade-rotation scenarios. This is also consistent
with Hansen et al.’s [23] results. We find the optimal configuration in the counter-rotating
case to be identical to the co-rotating case (71.6◦ angle and 1.58D spacing between T1 and
T2), but the power ratio is 1.0266, which is slightly larger than the co-rotating case. Overall,
across all configurations, neither the co-rotating nor the counter-rotating cases dominate
in cluster-level synergy—in fact, the favorable cases are evenly split with a less than 1%
difference. This indicates there is no practical preference for co-rotating or counter-rotating
arrays after considering the likely variations of the incoming wind direction.

(a) (b)
Figure 9. Heatmap of the power ratios (CP/CP,iso) of (a) T1 and (b) T2 in a counter-rotating pair of
VAWTs, where the value of each cell corresponds to the configuration which has T2 located at that
cell relative to T1 at the origin.
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Figure 10. Heatmap of cluster mean power ratios (CP/CP,iso) for a counter-rotating pair of VAWTs.

3.3. Three-Turbine Group (Array) Results

For the three-turbine group results, the power ratios as a function of the spacing
parameters (xsep and ysep) are plotted in Figure 11 (V), Figure 12 (Reverse V), and Figure 13
(Line). The power ratios of T1, T2, T3, and the cluster are divided into the respective
subplots in each figure. We are able to identify general synergy patterns that hold across all
cases despite the differences in the array layout shapes. Specifically, the leading (upwind)
and trailing (downwind) turbines share common functional relationships with the spacing
parameters. Referring to Figure 4, T1 and T3 are the leading turbines in the V shape, T2
is leading turbine in the Reverse V shape, and T3 is leading turbine in the Line shape.
Similarly, T2 is the trailing turbine in the V shape, T1 and T3 are trailing turbines in the
Reverse V shape, and T1 is trailing turbine in the Line shape. It is important to note that T2
is an “intermediate” turbine, which is positioned between the most upwind and downwind
turbines, and the implications of this will be discussed shortly.

In fact, the two-turbine group synergy patterns are useful even in the context of the
interpretations of the characteristic synergy patterns apparent in three-turbine groups. For
example, with regard to the trailing turbines, the functional relationships between the
subplots are qualitatively similar. There is a consistent decrease of the power ratio with an
increase in the crosswind separation ysep, corresponding to an intensification of synergy in
the |y|/D = 1.5 bands of Figures 7b and 9b. Again, a plausible reason for this is that the
downwind turbine is exploiting the accelerated flow (u/U0 > 1) that is most pronounced
in this region. As the downwind separation xsep increases, the power ratio also increases.
While it may seem counter-intuitive, this is essentially reflecting the pattern that the optimal
downwind turbine placement is not at the adjacent location (xsep = 0), but rather increases
with xsep until some maximum before decreasing. The currently investigated range has
an upper bound of xsep = 0.68D, which is not sufficiently far downstream to reveal this
convex variation with increasing downstream separation of the turbines.
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Figure 11. Power ratio (CP/CP,iso) as a function of inter-turbine x and y separations for the V shape
cases. Subplots present the T1, T2, T3, and the cluster mean power ratios.

Figure 12. Power ratio (CP/CP,iso) as a function of inter-turbine x and y separations for the Reverse V
shape cases. Subplots present the T1, T2, T3, and the cluster mean power ratios.

The situation for the leading turbines can be explained in a similar manner. To
begin, the power ratio decreases with xsep consistently, matching the pattern seen in
Figures 7a and 9a. When T2 begins to move downwind of T1, the synergistic benefit for T1
weakens, and the detrimental dynamic of the blockage effect strengthens, both resulting in
the deterioration of the power-generation performance of T1. In terms of ysep, the patterns
also vary with xsep and can change from a straightforward, strictly decreasing pattern (e.g.,
xsep/D = 0.34 in the T1 subplot of Figure 11) to a convex (parabolic) variation that exhibits a
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maximum value (e.g., for xsep/D ≥ 0.50 in the same subplot). There appears to be a strong
connection between this functional relationship and the presence of a contest between
the synergistic effect and the negative blockage effect, both due to the interaction with a
downwind T2. For the intermediate turbine (T2 in Figure 13), the aforementioned dynamics
of the leading and trailing turbines are both in play, creating competition. The competing
dynamics are evidenced in the compactness of the variation of the data points, both in terms
of xsep and ysep. We see that, as a consequence, the most favorable xsep distance for power
production does not follow a strictly monotonic ascending or descending pattern (viz.,
xsep = 0.34D has the largest power ratio, followed by 0.5D, 0.68D, and then, disruptively.
0, for ysep = 3D). In fact, this contention parallels the trend in the cluster mean of all three
array configurations, wherein the synergy patterns are “averages” of the individual leading
and trailing turbine dynamics that constitute the cluster.

Figure 13. Power ratio (Cp/Cp,iso) as a function of inter-turbine x and y separations for the Line shape
cases. Subplots present the T1, T2, T3, and the cluster mean power ratios.

Overall, the three-turbine group cases simulated herein demonstrate their general fea-
sibility as successful synergy-producing configurations. There are limitations to studying
the power ratio as a function of the x and y spatial configuration parameters, since the un-
derlying synergistic principles do not necessarily conform to this framework. For instance,
T1’s synergy patterns are better contextualized with angle and spacing parameters (as
performed by Hansen et al. [23]), but the correlation of T2 synergy to a high-velocity band
surrounding the wake can be more saliently recognized when the layouts are organized on
a Cartesian grid. Additionally, heatmaps do not extend well to three-turbine cases, where
the larger number of degrees of freedom obscures efforts for a holistic visualization. Despite
this, valuable insight has been generated, and these can provide useful design heuristics if
not rules in VAWT wind-farm micro-siting. For example, the cluster mean power ratios in
the V and Reverse V turbine groupings are nearly identical (with no practical difference in
value). While this is not entirely surprising, because these shapes are mirrored across the
y-axis with respect to each other, this result seems to suggest that there may be a “conserva-
tion” of synergy. In other words, inserting additional downwind turbines to exploit the
flow-field of an upwind turbine would proportionally diminish the overall synergy due to
blockage. This is an interesting idea that warrants further investigation.
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3.4. Synergy-Superposition Scheme Results

Here we present the results of the synergy-superposition scheme, which is an entirely
novel idea (to the best of our knowledge). Using the scheme and procedure detailed above,
the approximate power ratios are calculated and compared to the complete three-turbine
ALM simulation results. The percent differences are displayed in Figures 14–16 for the
V, Reverse V, and Line turbine groupings, respectively. Overall, the error magnitudes are
bounded within 0.38%, 0.32%, and 0.35% for the V, Reverse V, and Line shapes, respectively.
This is a remarkably close agreement, demonstrating the validity of the superposition
scheme within the scope of this work. It is important to caution the reader that the
error plots exhibited here may not contain meaningful information or patterns beyond
the noise associated with the numerical (round-off) errors expected of the simulations.
Furthermore, while this scheme appears promising, its generalizability remains to be
determined using larger turbine groups and especially using full-order blade-resolved
CFD simulations for validation. Perhaps the first-order, linear effects superposed here are
adequate for predicting three-turbine group synergistic interactions (for the current turbine
and operating conditions), but larger errors may arise in extending this to an N-turbine
group (N ≥ 4) due to the emergence of elusive higher-order dynamical interactions.

Figure 14. Plot of percent errors when using pairwise power ratio superposition to approximate
three-turbine interactions for the V shape configurations. A positive error indicates the superposition
over-predicted the power ratio, and a negative error indicates an under-prediction.

Figure 15. Plot of percent errors when using pairwise power ratio superposition to approximate
three-turbine interactions for the Reverse V shape configurations. A positive error indicates the
superposition over-predicted the power ratio and a negative error indicates an under-prediction.
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Figure 16. Plot of percent errors when using pairwise power ratio superposition to approximate three-
turbine interactions for the Line shape configurations. A positive error indicates the superposition
over-predicted the power ratio and a negative error indicates an under-prediction.

4. Conclusions

In this work, we have presented a methodology for using an ALM code (turbinesFoam)
to evaluate synergy in VAWT groups consisting of two and three turbines. The code has
been validated and used in previous investigations, and a comparison has been performed
with 2 other ALM simulations codes, with a 2-D full-order blade-resolved URANS CFD
simulation, and with available experimental measurements. A key result obtained herein
was the successful demonstration that ALM simulations are capable of predicting VAWT
synergy, yielding generally very good conformance to the pairwise turbine synergy patterns
documented in the previous literature. Furthermore, we used a total of 108 two-turbine
and 40 three-turbine ALM simulations to map the variation of turbine power-generation
performance (characterized using a power ratio) arising from the systematic variation in
the turbine array layout parameters. We find that a downwind turbine benefits almost
universally from operating in the proximity of an upwind turbine (except in the wake re-
gions), while the upwind turbine’s synergy is equalized or diminished due to the blockage
from this downwind turbine. It is also shown that co- and counter-rotating pairs are both
capable of generating synergy, and neither offers an appreciable (significant) advantage
over the other. Within the currently used methodology, it is possible to identify an optimal
two-turbine layout that maximizes the cluster-level synergy. This pattern generalizes well
to three-turbine cases and contributes value by explaining three-turbine synergistic interac-
tions in a more granular way. We push the envelope further by proving the effectiveness
and accuracy of a novel synergy-superposition scheme, confirming that a three-turbine
group’s synergy can be adequately modeled as a linear superposition of all the pairwise
interactions in the three-turbine array.

These results could be enhanced by future work in the following ways. First, the
isolated turbine performance could be more rigorously validated. This may be achieved by
obtaining a high-fidelity airfoil coefficient dataset (possibly driven by full-order URANS
CFD simulations), exploring various additional correction models (e.g., for dynamic stall),
and testing different Gaussian kernel formulations. It is recommended that multi-turbine
full-order blade-resolved CFD simulations be performed to thoroughly and systematically
evaluate the accuracy of ALM simulations in predicting VAWT power-generation perfor-
mance. Furthermore, it would be valuable to extend the present investigation to larger
turbine groups (four or more turbines in the array), to more diverse turbine geometries
or heterogeneous wind farms, and to different TSRs. The current model is also suitable
for extension towards the evaluation of synergy in complex terrain situations, for which a
different lower-boundary condition can be imposed to represent the complex terrain. The
virtual turbines can also be freely arranged both in the horizontal plane and the vertical
direction, using the ALM technique, in order to capture the synergy in sophisticated cases
such as an urban siting. The use of a low-cost, effective reduced-order approach such as an
ALM simulation is expected to be invaluable to the optimal design of large-scale VAWT
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farms—involving, as such, the leveraging of the unique opportunities provided by turbine
synergistic interactions.
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Abstract: For the past decade, research on vertical axis wind turbines (VAWTs) has garnered immense
interest due to their omnidirectional characteristic, especially the lift-type VAWT. The H-rotor Darrieus
VAWT operates based on the lift generated by aerofoil blades and typically possesses higher efficiency
than the drag-type Savonius VAWT. However, the open-ended blades generate tip loss effects that
reduce the power output. Wingtip devices such as winglets and endplates are commonly used in
aerofoil design to increase performance by reducing tip losses. In this study, a CFD simulation
is conducted using the sliding mesh method and the k-ω SST turbulence model on a two-bladed
NACA0018 VAWT. The aerodynamic performance of a VAWT with offset, symmetric V, asymmetric
and triangular endplates are presented and compared against the baseline turbine. The simulation
was first validated with the wind tunnel experimental data published in the literature. The simulation
showed that the endplates reduced the swirling vortex and improved the pressure distribution along
the blade span, especially at the blade tip. The relationship between TSR regimes and the tip loss
effect is also reported in the paper. Increasing VAWT performance by using endplates to minimise
tip loss is a simple yet effective solution. However, the improvement of the power coefficient is not
remarkable as the power degradation only involves a small section of the blades.

Keywords: endplate; wingtip device; blade tip losses; Darrieus VAWT; CFD

1. Introduction

As global warming and environmental issues continue to be aggravated, people have
begun to shift their focus from non-renewable resources to sustainable and renewable
resources for power generation. Wind energy has gained traction and become a prominent
source of renewable energy. According to the Global Wind Energy Council (GWEC) [1],
93.6 GW of wind capacity was installed in 2021 globally, leading to a total wind capacity
of 837 GW, which is a 12.4% increase from 2020. Wind turbines (WTs) of scales up to
megawatts are widely deployed in onshore and offshore regions to capture wind energy.
There are two common types of wind turbines—horizontal axis wind turbines (HAWTs)
and vertical axis wind turbines (VAWTs), in which their rotor rotates on a different axis, as
the name suggests. Currently, HAWTs make up most of the WTs in the market due to their
higher efficiency compared to VAWTs [2–5]. However, a large megawatt-scale HAWT has
its downsides and limitations, such as an increase in cost and weight with blade length [3,6].
Meanwhile, the omnidirectional characteristics and simplified machine design of VAWTs
have attracted researchers’ interest, leading to rigorous research and development in the
past few years [3,5].

VAWTs are further categorised into the lift type (Darrieus) and the drag type (Savo-
nius), corresponding to their operating principle. The former has higher efficiency and
is driven by the pressure difference across the aerofoil blade, while the latter has a better
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self-start ability and generates torque from the drag force acting on the concave blades [7]. It
is crucial to understand the complex flow characteristics of VAWTs, which are very different
from HAWTs. The VAWT suffers from tip losses at both ends of the blade, blade–wake in-
teraction in the downwind region, and dynamic stalls caused by the continuous variation in
the angle of attack throughout a revolution [8–10]. According to the study of a three-bladed
VAWT model performed by Howell et al. [11], the interaction with wake can affect the
pressure distribution on the blade. Vortex strength is found to be correlated with the lift
generated by the blades, where the tip vortex generated is the strongest right after the blade
has attained maximum lift. The tip vortex becomes weaker in the downstream region, and
the overall power output of the VAWT is reduced compared to an ideal 2D case.

To weaken these blade tip losses, wingtip devices such as endplates, elliptical termi-
nations, and winglets are commonly utilised in the aerospace and automotive sector to
improve aerodynamic performance. These wingtip devices reduce spanwise flow due to
the pressure difference between both sides of an aerofoil and improve the aerodynamic
characteristic of the wing or blade [9,12–14]. For instance, Jung et al. [13] numerically in-
vestigated the effect of an endplate on a wing-in-ground (WIG) craft’s wingtip over the free
surface. With a NACA4406 profile blade in an aspect ratio of 2, their simulation revealed
that the endplate improves the pressure distribution on both sides of the wing, especially on
the pressure side. The blockage effect introduced by the endplate enhances the air cushion
effect on the wing, leading to a 14% and 124% improvement in the power coefficient (CP)
near the leading edge and the trailing edge, respectively. An increase of up to 46% in
the lift-to-drag ratio is also observed when the wing is close to the free surface; however,
these improvements become negligible as the wing is further away from the ground due to
a weaker WIG effect. Although a larger vortex is generated at the endplate tip due to flow
separation, the lateral motion of the tip vortex helps to reduce the induced drag.

Wingtip devices are also implemented in HAWTs to improve aerodynamic efficiency
and power output. Johansen and Sørensen [15] studied the effect of winglet parameters
on a HAWT’s performance. All configurations with winglets lead to power enhancements
ranging from 0.98% to 2.77%. Twist angles have negligible effects on power and thrust,
while a smaller curvature radius leads to larger power increments. With a 30◦ sweep
angle imposed on the winglet, the performance improvement is reduced compared to no
sweep angle.

However, the beneficial effect of wingtip devices is highly dependent on the wing
parameters and use case scenario. For example, the effect of an endplate on a VAWT blade
that rotates around its vertical axis is different from its application in an airplane or a car,
where the oncoming wind direction is more consistent. Thus, the existing research data
from other fields cannot represent a VAWT’s characteristics. Extensive research is required
to find the optimised wingtip device design for VAWTs, as a wrongly designed wingtip
device may adversely affect the VAWT’s performance [16].

Laín et al. [4] studied the effects of winglets on a straight-bladed Darrieus water
turbine and found that both symmetric and asymmetric winglets can improve turbine
performance. The symmetric winglet particularly brings 20% power enhancement, in
which the improvement mainly occurs at the maxima that coincides with the location
where maximum lift is obtained. However, the power augmentation leads to a larger thrust
acting on the blades and, thus, requires extra attention to the structural strength when
winglets are employed. Besides that, the long trailing vortex generated in the bare blade is
weakened with the asymmetric winglet, while the symmetric blade eliminates the trailing
vortex. The detachment of vorticity still occurs with winglets but is delayed compared to
the bare blade.

Syawitri et al. [14] reviewed a range of passive flow control devices (PFCDs) to enhance
the lift-type VAWT’s performance via minimising flow separation and reducing dynamic
stalls without external power input. Winglets weaken the tip vortex by preventing flow
mixing between the pressure and suction sides at the blade tip. This can lead to a 10–19%
improvement in the low tip speed ratio (TSR) regime and a 6.7–10.5% improvement in
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the medium regime. However, the CP improvement diminished as the regime of TSRs
increased. Other PFCDs, such as inward dimple and gurney flap, can also enhance the
CP of VAWTs, but every device performs differently across different TSR regimes. For
instance, a 2D simulation conducted by Mousavi et al. [17] on a Darrieus VAWT with
NACA0021 aerofoil found that the gurney flap installed on either the suction or pressure
side of the blade results in power enhancement in the low TSR range (i.e., 0.6 to 1.6). The
reverse was observed at TSRs of 1.8 to 3. The study also discovered that a gurney flap
installed at an angle towards the blade surface, in general, offers better performance over
the standard configuration.

The effect of the curvature radius of a winglet attached to a three-bladed VAWT was
studied by Malla et al. [2]. They found that the aerodynamic performance increases as the
curvature radius decreases, and this result coincides with the findings in [15] on HAWTs.
The lift coefficient showed an increase in the upstream region, while the opposite results
were observed in the downstream region. The largest pressure difference on the blade
happened at a 90◦ azimuthal angle, and the addition of winglets led to lower minimum
pressure on the suction side and a larger area of maximum pressure on the pressure side.

Besides winglets, endplates, which are sometimes referred to as bulkheads in the
literature [16,18], are also implemented in both lift- and drag-type VAWTs.
Premkumar et al. [19] set up an experiment to test a helical Savonius drag-type VAWT
with and without a circular endplate. The presence of the endplate lowered the torque
coefficient and raised the power coefficient of the VAWT across wind speeds of 3–6 m/s
due to a higher TSR achieved. With a conventional Savonius VAWT, the 3D CFD conducted
by Kassab et al. [20] showed that a larger pressure difference is achieved when a circular
endplate is installed, as it acts as a physical barrier to block spanwise flow. The endplate
also smoothens flow through the turbine but generates more vortices at the blade tip. At
the optimum TSR of 0.8, the average lift and drag coefficients were elevated by 400% and
180%, respectively, while the CP saw a 42.5% improvement over the bare VAWT.

Amato et al. [16] analysed and compared the effect of the endplate, elliptic tip, and
winglets on a lift-type VAWT. All configurations managed to improve CP over the baseline
rotor; however, the winglet with a 90◦ cant angle performed the best over TSRs 2.65 to 3.7,
with an 11.85% increment at 620 rpm. The 50% longer version of the same winglet showed
less improvement due to the decrease in the pressure torque on the profile.

Miao et al. [12] studied the effect of 20 blade tip device designs, including winglets
and endplates, on the aerodynamic performance of an H-rotor Darrieus VAWT. With the
same aspect ratio and sweep area, they found that the flat endplate with an offset of 0.18c
from the blade profile improves CP, but the improvement degrades at higher TSR due
to larger drag. Reduction of drag can be achieved by implementing a streamlined shape
on the top surface, and the study showed that only the streamline-shaped endplate and
a novel Winglet-H could improve the CP at TSRs 1.85, 2.29, and 2.52. This study revealed
that the blade tip devices predominantly affect the blade tip region without pronounced
effects on the pattern of wake propagation of the VAWT.

Daróczy et al. [21] investigated the effect of different parameters of a winglet and
compared it with the baseline and endplate cases. At TSR 2.6, all configurations barely
improved CP at the region 0.1 m away from the blade tip. Overall, the endplate slightly
improved the CP by 0.65%, while all six winglet configurations tested in this study not only
failed to improve the turbine performance but were subpar to the baseline VAWT. This
further emphasises the importance of implementing a well-optimised winglet or wingtip
device for a VAWT.

Jiang et al. [18] performed a numerical simulation on a single-bladed rotor with
an aspect ratio of 15. They observed the tip loss effect until 3c from the blade tip, where the
torque coefficient remained negative throughout the cycle at 0.05c. The implementation
of the endplate smoothens the flow at the blade tip and improves the work done by the
blades. A larger endplate shows a greater enhancement in blade work. However, it induces
more drag, which offsets a large portion of the gains achieved. Thus, the optimal size of the
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endplate is found to be 0.35c. However, this configuration deteriorates the performance at
low TSRs. The same observation is reported in [14], where flow control devices performed
differently across all TSR regimes.

Gosselin et al. [9] performed simulations on a single-bladed NACA0015 turbine with
aspect ratios (ARs) 7 and 15, where the larger AR blade attained a better CP of 62.5%.
This indicates that a short blade suffers greater tip loss effects due to a large portion of
the blade being influenced by the tip effects. Therefore, low AR blades may benefit more
from wingtip devices. The addition of endplates reduces the blade tip effect and produces
uniform pressure distribution across the length of the blade. However, a larger endplate
induces more drag and ultimately exceeds the power enhancement on the VAWT.

Nathan and Thanigaiarasu [22] investigated the effect of aerofoil-shaped, rectangular
and full circular endplates on the aerodynamic performance of a three-bladed VAWT. The
aerofoil-shaped and rectangular endplate managed to elevate the CP by up to 3%. However,
the extra mass introduced by the full circular endplate, which covers the entire rotor, failed
to bring positive results. The full circular endplate also induced the largest load on the
blades at 80% to 90% span, where 90% span is closer to the blade tip.

The results presented by Mishra et al. [23] through experiments and simulations
showed that endplates levitated the CP of a three-bladed VAWT with a NACA0018 blade
profile. Endplates also increased the rotational speed of the turbine at the same wind
velocity compared to the baseline turbine. Opposite results were observed with winglets
due to the larger overall drag induced. To provide a clearer view of the literature review,
the wingtip devices discussed above are summarised in Table 1 below.

Table 1. A summary of wingtip devices from the literature review.

Author Wingtip
Device Parameter Application Main Finding

Jung et al. [13] Endplate Distance from the
free surface WIG craft

14% and 124% improvement in CP at the leading edge and
trailing edge, respectively. Improvement degrades as the
distance from the free surface increases.

Johansen and
Sørensen [15] Winglet

Winglet height, sweep
angle, curvature radius,

twist angle
HAWT Power improved by 0.98% to 2.77%. A smaller curvature

radius generates larger power improvements.

Laín et al. [4] Winglet Symmetric and
asymmetric winglet Darrieus water turbine Symmetric winglet brought a larger improvement at 20%.

Syawitri et al. [14] Winglet and others - Lift-type VAWT 10–19% power improvement in the low TSR regime and
6.7–10.5% at the medium regime.

Mousavi et al. [17] Gurney Flap Placement of flap
and angle

Two-bladed
lift-type VAWT

Gurney flap enhances CP at low TSRs. Angled gurney flap
provides superior performance over standard gurney
flap configuration.

Malla et al. [2] Winglet Curvature radius Lift-type VAWT Aerodynamic performance increases as the curvature
radius decreases.

Premkumar et al. [19] Endplate Presence of endplate Savonius drag-type
helical VAWT

Endplate lowers the torque coefficient and raises the
power coefficient.

Kassab et al. [20] Endplate Presence of endplate Savonius drag-
type VAWT

The average lift and drag coefficients were elevated by
400% and 180%, respectively, while the CP saw a 42.5%
improvement over the bare VAWT at TSR 0.8.

Amato et al. [16] Winglet, elliptical
termination and endplate

Winglet—cant angle and
winglet length

Single-bladed
lift-type VAWT

Winglet with 90◦ cant angle achieved 11.85% increment
at 620 rpm.

Miao et al. [12] Winglet and endplate Wingtip device designs H-rotor Darrieus VAWT
Improvements from the endplate degrade as TSR increases.
Only the streamlined-shaped endplate and a novel
Winglet-H can improve CP over a larger range of TSRs.

Daróczy et al. [21] Winglet and endplate Cant angle and
sweep angle

Three-bladed
lift-type VAWT

All 6 winglet configurations reduced the power output
compared to the baseline turbine. Endplate improved
power output by 0.65%.

Jiang et al. [18] Endplate Endplate offset Single-bladed
lift-type VAWT The optimal size of endplate is 0.35c.

Gosselin et al. [9] Endplate Aspect ratio and
endplate shape

Single-bladed
lift-type VAWT

Lower AR blades suffer larger tip losses. Endplates reduce
the blade tip effect, but overly sized endplates decrease the
turbine performance.

Nathan and
Thanigaiarasu [22] Endplate Endplate Shape Three-bladed

lift-type VAWT

The aerofoil-shaped and rectangular endplates elevated
the CP by up to 3%, while the full circular endplate, which
covers the entire rotor, showed negative results.

Mishra et al. [23] Endplate Endplate offset Three-bladed
lift-type VAWT Endplates levitated the CP and RPM of the turbine.
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After reviewing various literature, wingtip devices exhibit the potential to elevate the
performance of a VAWT. However, there is limited research on the variation of endplate
geometry for the aerodynamic performance of a Darrieus VAWT compared to winglet
geometry. Endplates with simple offset from the blade profile have been employed in
previous papers, while other possible geometries are rarely proposed. Therefore, this
paper aims to explore the effect of different endplate geometries on the aerodynamic
performance of a Darrieus VAWT, vortex generation, pressure distribution on the turbine
blades and the drag induced. The research findings can provide insight and comparison on
the implications of endplate geometry on a VAWT, especially around the blade tip region.
In the next section, details of the wind turbine model, simulation setup and validation are
presented. Section 3 presents the results and a discussion of the findings obtained from the
simulation, and a comprehensive conclusion is deduced in Section 4.

2. Methodology
2.1. Aerodynamics of the H-Rotor Darrieus VAWT

An H-rotor Darrieus VAWT consists of two straight blades with an aerofoil-shaped
cross-section. As the name suggests, the rotor rotates about the vertical axis, and thus,
the flow characteristics are different from those of HAWTs. Unlike HAWTs, the power
output of a VAWT varies with the azimuthal angle. The blade–wake interaction in the
downstream region (i.e., 180◦ ≤ θ ≤ 360◦) leads to a much lower power output compared
to the upstream region (i.e., 0◦ ≤ θ ≤ 180◦), which receives undisturbed wind. To quantify
turbine performance, the dimensionless coefficient of torque (CT) and coefficient of power
(CP) is derived as shown below:

CT =
T

1
2 ρARU∞2

(1)

where T is the torque generated, ρ is the air density, A is the swept area, R is the rotor
radius and U∞ is the free stream velocity.

CP =
P

1
2 ρAU∞3

(2)

where P is the power generated. According to the Betz limit, CP = 0.593 is the upper limit
tht a wind turbine can achieve.

Another crucial non-dimensional parameter of a wind turbine is the tip speed ratio
(TSR). It is the ratio of the velocity at the blade tip to the incoming wind velocity, and it is
denoted as λ. The TSR is defined as:

λ =
Rω

U∞
(3)

where ω is the angular velocity of the rotor. Since power is equivalent to the product of
torque and angular velocity, Equation (2) can be simplified into:

Cp = λ·Ct (4)

As aforementioned, VAWTs suffer from tip losses at the blade tip, which can only be
captured through 3D simulation [24]. The studies done by Howell et al. [11], Lam et al. [8],
and Gosselin et al. [9] show that 2D simulation consistently overestimates CP while the
3D case predicts CP values closer to the experimental data. This is due to the 2D model
resembling a blade with infinite length; the simulation cannot capture the flow in the span-
wise direction and vortical motion at the blade tip. Therefore, a 3D numerical simulation is
adopted in this study to properly capture the tip loss effects in VAWTs.
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2.2. Rotor Geometry

In this study, a straight-bladed H-rotor Darrieus VAWT is modelled, as illustrated
in Figure 1, based on the rotor specifications adopted in the wind tunnel experiment
conducted by Watanabe et al. [25]. The VAWT model has a rotor height (H) of 700 mm
and a diameter (D) of 700 mm. It comprises two blades with a chord length (c) of 150 mm
and no pitch angle. Although omitting the shaft and supporting structure can lead to the
overestimation of results [26,27], the current study aims to compare turbine performance
based on endplate geometry. Therefore, the two NACA0018 profile blades are modelled
in the rotor domain without the centre shaft and spoke to simplify the mesh. As shown
in Figure 1, six cut sections with a width of 5 mm each are made on Blade 1 at heights
0.015625H, 0.03125H, 0.0625H, 0.125H, 0.25H and 0.5H from the blade tip (i.e., the top end)
to extract the CP values at these locations and observe the blade tip loss effect.
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Figure 1. NACA0018 straight-bladed VAWT and cut sections adopted in the current simulation.

2.3. Endplate Geometry

To compare and study the effect of endplates on blade tip losses, the endplates are
modelled on both ends of each blade. All endplate configurations have a flat surface with
a thickness of 0.03c, which is also adopted in the literature [12,18]. The aspect ratio of
a VAWT blade is the ratio of the blade height to the chord length, and this parameter
can affect the power output of a VAWT [9,12,21]. To maintain the aspect ratio for a fair
comparison with the baseline rotor, the overall height of the blade, including the endplates,
is kept the same as the baseline rotor height. Four different endplates—offset, symmetric
V, asymmetric, and triangular endplates—are investigated in this study, as depicted in
Figure 2. The offset endplate is modelled with an offset of 0.35c from the blade profile,
which is claimed to be optimal according to [18], while the symmetric V endplate has
a pointed V-shape design. The asymmetric endplate has a larger area allocated, facing the
inside of the rotor, in which the flow is more complex [4], whereas the triangular endplate
has a similar profile as the symmetric V endplate but with a flat trailing edge. All sharp
edges on the endplates are eliminated by applying a 5 mm radius fillet at the trailing edge
and a 10 mm radius at the pointed leading edge.
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2.4. Sub-Domain of CFD and Boundary Conditions

The CFD simulation model consists of a cylindrical VAWT rotor and a rectangu-
lar tunnel domain. The tunnel domain is modelled with a dimension of 16D (length)
× 10D (width) × 10D (height), and the surfaces on the side are set symmetrically. The
outlet gauge pressure is set at 0 Pa, and the turbulence intensity and length scale are set to
0.5% and 10.5 mm, respectively. In order to replicate the results obtained from the wind
tunnel experiment, the incoming wind is set to be uniform and has a velocity of 6 m/s, as
reported by Watanabe et al. [25]. Meanwhile, the rotor domain, located at 6D from the inlet,
is modelled with a cylindrical enclosure with an offset of 0.1 m on the side and 0.25 m on
the top and bottom of the blades/endplates. This is to ensure sufficient space for a gradual
transition of mesh between the blade and the boundaries as well as to maintain a higher
mesh quality during the meshing stage. The rotor domain is set to rotate atω = 17.14 rad/s
and ω = 34.29 rad/s to achieve TSRs 1 and 2, respectively, for this study. The blockage
factor, which is the ratio of the rotor frontal area to the tunnel cross-sectional area, in the
simulation is only 1% for the baseline VAWT, which falls within the acceptable range of
less than 6–7.5% for numerical simulations [8]. The three boundaries between the rotor and
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tunnel domain were regarded as interfaces to allow cell zones to connect from one mesh to
another using the sliding mesh method. Both sub-domains and their respective boundary
conditions applied are shown in Figure 3.
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2.5. Solver Settings

A commercially available simulation software that is based on the finite volume
method, Ansys Fluent, is adopted in this study to carry out all the numerical simulations
on a VAWT. The pressure-based solver includes relevant variables, such as momentum
and pressure, to be taken as the primary variables [28]. The absolute velocity formu-
lation is adopted, while time dependency is set to transient. The current simulation
utilises the k-ω SST (shear stress transport) turbulence model [29], which is widely adopted
for the simulation of VAWTs [2,9,16,18,23,30,31]. This model combines the standard k-ω
model at near-wall regions and the k-ε model at regions beyond the boundary layer [28].
In Gosselin et al.’s [9] investigation, they concluded that the k-ω SST model offers a better
dynamic stall representation while simulating a relatively lower cost compared to tran-
sition SST. Under the reference value section, the solver is set to compute from the inlet,
with the rotor domain being set as the reference zone. This happens while the pressure
–velocity coupling runs with the default Semi-Implicit Method for Pressure Linked Equation
(SIMPLE) scheme in the solution methods section. The solution gradient was set to least
square cell-based with standard pressure. The momentum, turbulent kinetic energy, and
the specific dissipation rate were set to a second-order upwind scheme, and the transient
formulation was set to a second-order implicit method to obtain results with better ac-
curacy. Default values were maintained for the variables in the under-relaxation factors
as well as the fluid settings, where the air density and viscosity are kept at 1.225 kg/m3

and 1.7894 × 10−5 kg/ms, respectively. The absolute convergence criteria for all residuals
are set to 1 × 10−5 to attain species balance [28]. The average CT achieved by the turbine
blades over one revolution is extracted from the simulation and converted into CP using
Equation (4). The simulation continues until the percentage difference of CP between two
consecutive revolutions, calculated using Equation (5), as shown below, is less than 1%.

CP,ave(n+1) − CP,ave(n)

CP,ave(n)
× 100% < 1% (5)

As the rotor domain rotates around its axis during the simulation, a suitable timestep
is crucial to ensure the stability of a simulation and achieve convergence in the results. The
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current simulation adopted a 1◦ rotation per timestep (equivalent to 1.01811× 10−3 s per
time step and 5.0905× 10−4 s per time step for TSRs 1 and 2, respectively), which is widely
used in VAWT simulations to achieve a balance in result accuracy and simulation time [30].
At each timestep, the simulation will run for a maximum of 20 iterations before proceeding
to the next timestep. To analyse the aerodynamic characteristic at different azimuthal
angles, the data is saved every 30 timesteps once the results have reached convergence.
Before starting the simulation, the solution is initialised with the standard initialisation,
which computes from the inlet.

2.6. Model Validation and Mesh Independent Test

All configurations of the rotor are modelled using the SolidWorks software before
being imported into the Design Modeller to create the cylindrical rotor domain. For
capturing the flow in the rotor domain, the mesh is made to be very dense, with fine
elements near the blade surfaces. Face meshing is applied to the blade span surface to
obtain a structured mesh. Meanwhile, an inflation layer is applied in the near-wall region to
further refine the mesh and capture the boundary layer gradients. The first layer thickness
is set to 0.1 mm, with a maximum of 15 layers and a thickness growth rate of 1.2, to achieve
a y+ value of around 1. The y+ value, as defined below, is a dimensionless parameter that
can be used to classify types of boundary layers.

y+ =
u·y
v

(6)

where u is the shear velocity at the nearest wall, y is the absolute cell distance from the
nearest wall and v is the fluid local kinematic viscosity. When the y+ value is less than 5, it
is considered a laminar sub-layer [30,32].

In the meantime, the tunnel domain is modelled and meshed separately. The mesh
size at the tunnel side interface is set to 10 mm to match the sizing on the rotor interface
for a better connection between the two meshes. The generated rotor and tunnel mesh
are appended into Ansys Fluent, with the rotor domain being situated within the tunnel
domain. There is no overlapping of meshes where both meshes are connected through their
respective interfaces.

The refinement of mesh is conducted on the blade surface to ensure accurate results
are obtained, as shown in Figure 4, where 85% of the cells are found in the rotor domain in
all cases.
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The baseline VAWT model is first validated with the experimental data by
Watanabe et al. [25], who studied the same VAWT configuration as the current VAWT
model. The VAWT model is simulated over a range of TSRs, from 0.5 to 2.5, with an inlet
velocity of 6 m/s, and the result is compared with the experimental data, as illustrated in
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Figure 5. The current model replicates the overall trend of the experimental data well, with
a slight underestimation of CP at TSRs 1 to 2. Discrepancies are observed at TSRs 0.75 and
2.5, with a percentage error of around 9–10%. Nevertheless, the VAWT model can produce
satisfactory results over the TSR range; hence, the simulation is continued with the mesh
independence test.

Energies 2022, 15, 6925 10 of 27 
 

 

 
Figure 4. Sectional view of mesh around the blade surface in the rotor domain. 

The baseline VAWT model is first validated with the experimental data by Watanabe 
et al. [25], who studied the same VAWT configuration as the current VAWT model. The 
VAWT model is simulated over a range of TSRs, from 0.5 to 2.5, with an inlet velocity of 
6 m/s, and the result is compared with the experimental data, as illustrated in Figure 5. 
The current model replicates the overall trend of the experimental data well, with a slight 
underestimation of CP at TSRs 1 to 2. Discrepancies are observed at TSRs 0.75 and 2.5, with 
a percentage error of around 9–10%. Nevertheless, the VAWT model can produce satis-
factory results over the TSR range; hence, the simulation is continued with the mesh in-
dependence test. 

 
Figure 5. Model validation with experimental data from Watanabe et al. [25]. 

After establishing an appropriate VAWT model, opting for a fine and dense mesh is 
desirable to capture more details. However, this demands greater computational power, 
longer simulation time as well as more storage space. Therefore, a mesh independence 
test is carried out to obtain a mesh domain that can achieve a balance between accuracy 
and computational cost. In the mesh independence test, the cell size on the blades is ma-
nipulated to observe the effect on the blade torque coefficient while the tunnel mesh  

Figure 5. Model validation with experimental data from Watanabe et al. [25].

After establishing an appropriate VAWT model, opting for a fine and dense mesh is
desirable to capture more details. However, this demands greater computational power,
longer simulation time as well as more storage space. Therefore, a mesh independence
test is carried out to obtain a mesh domain that can achieve a balance between accuracy
and computational cost. In the mesh independence test, the cell size on the blades is
manipulated to observe the effect on the blade torque coefficient while the tunnel mesh
remains unchanged. Five meshes with cell sizes of 5, 3, 2, 1.5 and 1.2 mm are generated,
corresponding to Meshes A, B, C, D, and E, respectively, as shown in Table 2. Note that
in the model validation, the cell size on the blade is set as 2 mm. The detail of each
mesh, together with the cycle-averaged power coefficient (CP,ave) and the computational
time required to complete a revolution, is tabulated in Table 2. The test is carried out at
TSR 2, which is the maximum CP from the experimental data, and a PC equipped with an
AMD Ryzen Threadripper 3960X 24-core processor and 64 GB RAM is utilised to run all
the simulations.

Figure 6 shows that as the blade element size is refined from 5 to 1.2 mm, the number
of cells in the rotor mesh increases from 1.85 to 12.8 million cells. Mesh A shows the largest
discrepancy, with a 10% error, while the CP results converge closer to the experimental data
as the number of elements increases. The CP prediction from the finest mesh, Mesh E, is the
closest to the experimental data, with only a 0.35% difference. However, the increase in
accuracy is accompanied by a significantly longer computational time. Mesh D managed to
return satisfactory results, with a much shorter computational time, with the discrepancy
between Meshes D and E being only 0.95%. Therefore, the blade element size of 1.5 mm
will be applied to all VAWT configurations investigated in this study.
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Table 2. Detail of meshes.

Mesh Blade Mesh
Size (mm)

Rotor Mesh
Elements
(Million)

Computational
Time Per

Cycle (hrs)
CP,ave

Percentage Error
with Consecutive

Cycle (%)

A 5.0 1.85 6 0.1622 9.23
B 3.0 3.14 8 0.1787 3.30
C 2.0 5.60 10 0.1848 1.44
D 1.5 8.30 12 0.1875 0.95
E 1.2 12.80 19 0.1893 -
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3. Results and Discussions
3.1. Overall CP Performance

The overall CP performance is a prime indicator of the efficiency of a wind turbine
in extracting wind energy. Therefore, the effectiveness of each endplate geometry can
be reflected by comparing its overall CP performance with the baseline turbine. Table 3
presents the cycle-averaged CP attained from the CFD simulation for TSRs 1 and 2 for all
VAWT configurations. Although the offset endplate had a similar configuration as in [18],
it failed to replicate the positive results attained from the literature. Note that supporting
struts, which are placed at 4c from the top end, are included in [18], while they are absent in
the current case. In their study, a 4.25% power enhancement is observed at TSR 3. For TSR 2,
the performance difference between their endplate and baseline configurations is negligible,
but the supporting strut is relocated to the top end of the blade with the endplate in this case.
In the current study, the overall CP,ave showed −22.24% and −0.64% degradation compared
to the baseline turbine at TSRs 1 and 2, respectively. Even though direct comparisons
cannot be made, the deviation in results may be attributed to the smaller aspect ratio and
turbine size adopted in the current simulation. The deterioration of CP,ave is also observed
in [12] below TSR 2 for a flat offset endplate with a smaller 0.18c offset. Other endplate
geometries managed to elevate the overall CP,ave over the baseline turbine in both TSRs,
albeit the underwhelming improvement being less than 2%. The marginal performance
improvement is due to the endplate mainly improving the flow of a small section near the
blade tip, while most of the torque is driven by the remaining blade span. The asymmetric
and symmetric V endplates have the best performance in TSRs 1 and 2, respectively.
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Table 3. Cycle-averaged CP performance at TSRs 1 and 2.

VAWT
Configuration

TSR 1 TSR 2

CP,ave
Percentage

Improvement (%) CP,ave
Percentage

Improvement (%)

Baseline 0.0805 - 0.1875 -
Offset 0.0626 −22.24 0.1863 −0.64

Symmetric V 0.0815 1.31 0.1908 1.73
Asymmetric 0.0820 1.88 0.1902 1.42
Triangular 0.0807 0.27 0.1907 1.68

As shown in Figure 7, the contribution from two turbine blades leads to two CP max-
ima and minima in one revolution for the total CP of the VAWT. All endplate configurations
managed to raise the maxima compared to the baseline turbine in both TSRs, and this
suggests that the reduction of tip loss effect takes place in this region. The offset endplate
showed the highest maxima, while the performance gap between the asymmetric, symmet-
ric V, and triangular endplates is negligible. In TSR 1, the offset endplate showed a sharp
decrease in CP beyond the maxima (i.e., 90◦ < θ <120◦ and 270◦ < θ <330◦), as shown in
Figure 7a. Meanwhile, the remaining three endplate configurations closely followed the
baseline turbine, with a slightly lower CP. From Figure 7b, the offset endplate lowers the
minima, but the remaining three endplate configurations perform similarly to the baseline
turbine. Besides that, all endplate configurations return slightly lower CP when the blades
move toward the upwind direction (i.e., 20◦ < θ < 60◦ and 190◦ < θ < 240◦) in TSR 2. The CP
reduction in this region is more significant for the offset endplate, while the symmetric V
endplate performs more closely to the baseline turbine. It is also observed that the maxima
shifts from 70◦ to 100◦ when the TSR increases from 1 to 2.

To investigate the performance differences between each endplate configuration and
the baseline turbine, a vorticity diagram is plotted, as illustrated in Figure 8, with the
vorticity level set at 0.0005. The azimuthal angle of Blade 1 is set as θ = 60◦ and θ = 90◦ for
TSRs 1 and 2, respectively, as it corresponds to the location right before Blade 1 reaches
the peak of CP maxima, as presented in Figure 7. Overall, the vorticity curl is higher at
TSR 2 than at TSR 1 across the board. In TSR 1, vortex shedding is observed in all VAWT
configurations. The baseline turbine leaves a long trailing vortex behind both ends of Blade
1; however, the vortex is shredded into smaller structures in all endplate configurations.
The vortex structure between the blades is the largest with the offset endplate. Hence, the
interaction of the blade with the large vortex structure, as shown in Figure 9, may explain
the sharp power degradation at around θ = 90◦. In TSR 2, a trailing vortex is present in all
VAWT configurations, and the offset endplate once again has the largest vortex structure. A
pair of trailing vortex structures is also present at both ends of the turbine, unlike in TSR 1,
where it travels closer to the blade centre.

3.2. Blade 1 Performance

In this section, analysis is done on Blade 1 to understand the VAWT behaviour in
the presence of different endplate geometries. From Figure 10, the trend is similar to
the results found in the overall CP in both TSRs. The offset endplate attains the highest
maxima and is followed by the asymmetric, symmetric V, and triangular endplates, which
perform similarly to one another. In the downwind region, the performance of all endplate
configurations is slightly inferior compared to the baseline turbine in both TSRs, especially
the offset endplate. At TSR 1, although the offset endplate outperforms at maxima (θ = 70◦),
the sharp drop of CP at 80◦ < θ < 140◦ results in the total performance being worse than the
baseline. This is because a greater suction pressure loss happens on the offset endplate; this
is probably caused by the wide endplate region on the leading edge. As shown in Figure 11,
the baseline and the symmetric V endplates possess similar pressure distributions at the
suction side of the blade near the trailing edge. However, the pressure loss is higher along
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the trailing edge of the offset endplates, which leads to a lower pressure difference between
the blade surfaces and causes a sudden drop in the CP.

Energies 2022, 15, 6925 13 of 27 
 

 

 

 
Figure 7. Overall CP vs. azimuthal angle at (a) TSR 1 and (b) TSR 2. 

To investigate the performance differences between each endplate configuration and 
the baseline turbine, a vorticity diagram is plotted, as illustrated in Figure 8, with the vor-
ticity level set at 0.0005. The azimuthal angle of Blade 1 is set as θ = 60° and θ = 90° for 
TSRs 1 and 2, respectively, as it corresponds to the location right before Blade 1 reaches 
the peak of CP maxima, as presented in Figure 7. Overall, the vorticity curl is higher at TSR 
2 than at TSR 1 across the board. In TSR 1, vortex shedding is observed in all VAWT con-
figurations. The baseline turbine leaves a long trailing vortex behind both ends of Blade 
1; however, the vortex is shredded into smaller structures in all endplate configurations. 
The vortex structure between the blades is the largest with the offset endplate. Hence, the 
interaction of the blade with the large vortex structure, as shown in Figure 9, may explain 
the sharp power degradation at around θ = 90°. In TSR 2, a trailing vortex is present in all 
VAWT configurations, and the offset endplate once again has the largest vortex structure. 
A pair of trailing vortex structures is also present at both ends of the turbine, unlike in 
TSR 1, where it travels closer to the blade centre. 

Figure 7. Overall CP vs. azimuthal angle at (a) TSR 1 and (b) TSR 2.

As the CP performance varies with the distance from the blade tip [18], the surface of
Blade 1 is sectioned at different blade heights to observe the variation of CP against blade
height. From Table 4, the presence of an endplate greatly improves the power coefficient at
the blade tip region in both TSRs 1 and 2. The cycle-averaged CP increases significantly,
beyond 1410%, in TSR 1 compared to the baseline turbine at 0.015625H. In TSR 2, the
asymmetric, triangular, and, especially, offset endplates invert the negative CP to a positive
value. Although the symmetric V endplate shows a slight negative CP at the blade tip,
nevertheless, it is still an improvement compared with the baseline turbine. These results
indicate that endplates are very effective at minimising the tip loss effect at the blade
tip region.

From Figure 12, the CP enhancement at the blade tip region is mainly contributed by
the higher maxima achieved in the upwind region compared to the baseline turbine. In both
TSRs, the offset endplate attains the highest maxima and is followed by the asymmetric,
triangular, and symmetric endplates. Although the baseline turbine underperforms in the
upwind region, especially in TSR 2, its performance in the downwind region is slightly
better than the endplate configurations. Compared to TSR 1, the performance gap between
the offset endplate and other endplate configurations in TSR 2 is much more significant.
A second smaller local maxima is observed in Figure 12b, where the offset endplate returns
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a higher CP than other endplate configurations. It is also observed that the peak of CP takes
place at different azimuthal angles, depending on the endplate geometry in TSR 1. The
offset endplate reaches its peak at θ = 70◦ and is followed by the other three endplates at
θ = 100◦ and the baseline at θ = 110◦.
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Table 4. Cycle-averaged CP at 0.015625H in TSRs 1 and 2.

VAWT
Configuration

TSR 1 TSR 2

CP,ave
Percentage

Improvement (%) CP,ave
Percentage

Improvement (%)

Baseline 0.0020 - −0.1409 -
Offset 0.0304 1410.53 0.0897 163.68

Symmetric V 0.0331 1542.47 −0.0027 98.10
Asymmetric 0.0331 1542.64 0.0036 102.54
Triangular 0.0353 1650.82 0.0077 105.50
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Beyond the blade tip, the CP difference is expected to decrease towards the mid-blade
span for all endplate configurations; similar results are presented in [18,33]. This is because
the tip loss effect is not significant at the blade centre. However, the results in TSR 1 start to
deviate from the previous literature [18,33] beyond 0.125H. As illustrated in Figure 13a, the
CP at 0.25H to 0.5H drops below the level from 0.03125H to 0.125H. Dynamic stall at the
low TSR might give rise to a dispute of the results. Besides that, all endplate configurations
fail to improve their performance at 0.25H. Although the offset endplate shows inferior
performance from 0.0625H to 0.25H, it manages to overcome other configurations at 0.5H.
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The results from TSR 2, presented in Figure 13b, agree well with the previous
literature [18,33]. The offset endplate effectively enhances blade performance, especially
at the blade tip region. Concurrently, the remaining three endplate configurations show
smaller performance improvements before they overcome the offset endplate beyond 0.25H.

To gain further insight into the results, the pressure contour on Blade 1′s surface
is extracted on θ = 60◦ and θ = 90◦ for TSRs 1 and 2, respectively, as illustrated in
Figures 14 and 15. This corresponds to the location right before Blade 1 reaches the peak of
CP maxima at TSRs 1 and 2. At the blade tip region, the pressure distribution on the baseline
turbine is uneven on both sides of Blade 1. The loss of pressure on the pressure side leads
to a degraded CP output near the blade tips. The uniformity of pressure distribution is
improved with the presence of the endplate in both TSRs. Notably, the offset endplate offers
better uniformisation at the region around the leading edge than all other configurations.
This is due to the offset endplate having a larger area allocated around the leading edge in
contrast with other endplate configurations that have a pointed design that covers a much
smaller area. Thus, the offset endplate is more effective in blocking the spanwise flow,
as indicated by the uniform pressure contour around the blade tip region. The pressure
distribution around the trailing edge is also enhanced over the baseline turbine, and the
results are similar among all endplate configurations.
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Figure 14. From left to right is the pressure distribution at the pressure side, suction side, at 
0.015625H and 0.5H of Blade 1 at θ = 60° and TSR 1 for (a) baseline, (b) offset, (c) symmetric V, (d) 
asymmetric and (e) triangular endplates. 

Figure 14. From left to right is the pressure distribution at the pressure side, suction side, at 0.015625H
and 0.5H of Blade 1 at θ = 60◦ and TSR 1 for (a) baseline, (b) offset, (c) symmetric V, (d) asymmetric
and (e) triangular endplates.
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A cut made on 0.015625H revealed a low-pressure region that spans across the chord
length of the baseline turbine blade on the suction side in both TSRs. A similar observation
is found in symmetric V, asymmetric, and triangular endplate configurations, with the
exception of the low-pressure region detaching from the blade surface, unlike the baseline
turbine. Such extension of the low-pressure region is absent in the offset endplate. On the
pressure side, all endplates extended the high-pressure region towards the trailing edge.
This increases the pressure difference between the pressure and suction sides at the blade
tip and ultimately improves the CP in that region. Besides that, different endplates also
result in a slight pressure variation at the region behind the trailing edge. At 0.5H or the
blade centre, the presence of the endplate shows a minimal difference.

3.3. Endplate Performance

A velocity streamline is plotted in Figure 16 for Blade 1 at θ = 60◦ and θ = 90◦ for TSRs 1
and 2, respectively, to visualise the flow around the blade tip. After the wind passes through
the blade, the streamlines become uneven and spread wider, especially at TSR 2. The turbine
performance will be adversely affected when the blade encounters unsteady wind in the
downwind region. A swirling vortex is generated at the tip of the baseline turbine for both
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TSRs, but this phenomenon is suppressed with the implementation of endplates. For TSR 2,
the flow is also being deflected slightly upwards after passing Blade 1.
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Although the implementation of endplates is bound to improve the overall perfor-
mance of a VAWT [16], the additional surface area from the endplates will introduce more
drag [9]. Figure 17a,b illustrate the CP variation of the endplate throughout one revolution
in TSRs 1 and 2, respectively. To the best of the authors’ knowledge, such results have
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not been reported in the previous literature. In both cases, the offset endplate encounters
the largest CP reduction. This can be correlated with its surface area, which is at least
two times greater than the remaining endplate configurations. However, the CP penalty
is significantly reduced at around θ = 190◦. At TSR 1, the offset experiences the largest
CP reduction at θ = 345◦, while the rest takes place at θ = 30◦. As for TSR 2, the largest
drag occurs at 30◦ for all endplate configurations, while minimum drag is observed at
200◦ < θ < 240◦. The symmetric V, asymmetric, and triangular endplates perform similarly
at TSR 2; however, the symmetric V endplate performs slightly better throughout most of
the cycle. A larger discrepancy is observed in TSR 1, and these endplate configurations
manage to return a positive CP at 110◦ < θ < 260◦.
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The gain of CP on the blade itself due to the endplate must overcome the drag in-
troduced in order to achieve overall improvement. Tables 5 and 6 tabulate and compare
the CP,ave on the effective blade surface against the net CP,ave generated by Blade 1 overall.
The percentage reduction indicates the percentage of CP,ave reduced due to losses from the
endplate. At the same time, the percentage improvement and net percentage improvement
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indicate the improvement over the baseline turbine in the effective blade surface and overall
blade, respectively.

Table 5. Breakdown of Blade 1 CP in TSR 1.

VAWT
Configuration

CP,ave on
Effective Blade Surface

Net Blade 1
CP,ave

Percentage
Reduction (%)

Improvement on
Effective Blade

Surface (%)

Net Percentage
Improvement (%)

Baseline 0.0403 0.0403 0 - -
Offset 0.0364 0.0311 14.56 −9.58 −22.74

Symmetric V 0.0421 0.0409 2.87 4.42 1.43
Asymmetric 0.0425 0.0411 3.22 5.38 1.98
Triangular 0.0415 0.0401 3.43 2.97 −0.56

Table 6. Breakdown of Blade 1 CP in TSR 2.

VAWT
Configuration

CP,ave on
Effective Blade Surface

Net Blade 1
CP,ave

Percentage
Reduction (%)

Improvement on
Effective Blade

Surface (%)

Net Percentage
Improvement (%)

Baseline 0.0939 0.0939 0 - -
Offset 0.1164 0.0925 20.54 23.97 −1.49

Symmetric V 0.1062 0.0954 10.16 13.13 1.64
Asymmetric 0.1062 0.0950 10.54 13.13 1.21
Triangular 0.1066 0.0949 10.97 13.55 1.09

All endplate configurations on Blade 1 generated negative CP,ave in both TSRs, and
the CP compensated in TSR 2 is greater than TSR 1, as indicated by the larger percentage
reduction across the board. Except for the offset endplate in TSR 1, all endplate config-
urations elevated the CP,ave generated on the effective blade surface. In TSR 1, the offset
endplate experiences a 22.74% net performance reduction as it fails to return improvement
on the blade in the first place. Although it manages to improve the blade performance by
23.97% in TSR 2, the large drag induces compensates for all the performance enhancement
on the turbine blades and, ultimately, leads to a negative value being obtained, contribut-
ing to the low overall CP output. Other endplates manage to maintain a 1.09% to 1.98%
improvement after accounting for the endplate losses, except for the triangular endplate
at TSR 1. The symmetric V endplate consistently has the lowest drag induced, and the
enhancement it brings to the blade surface is in between the asymmetric and triangular
endplates. Hence, the symmetric endplate is considered the best design among the four
endplates as it performs the best at TSR 2, which is the optimum TSR for this VAWT.

4. Conclusions

In summary, the implementation of well-designed endplate geometry can have a positive
effect on the CP performance of a VAWT. From a CFD simulation, the symmetric V and
asymmetric endplates are the best performers in TSRs 1 and 2, respectively, although the
overall CP enhancement is less than 2%. At the blade tip region, endplates can result in
a performance boost of up to 163.68% and 1650.82% in TSRs 1 and 2, respectively. Besides
that, the endplate effectively blocks the spanwise flow and improves pressure uniformisa-
tion near the blade tip. Thus, the loss of pressure difference across the pressure and suction
sides of the blade can be minimised. The swirling vortex generated by the baseline turbine
at the open-ended blade tip also can be suppressed with endplates. Endplates can effec-
tively improve the CP performance on the blade surface; however, the induced drag limits
the net power improvement. Although the offset endplate offers the best performance
enhancement on the blade surface in TSR 2, the large drag induced by the large surface area
degrades the VAWT’s overall performance. On the other hand, the induced drag from the
symmetric V endplate is the lowest among the four endplates tested, and it performs the
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best at the optimum TSR. Hence, it is considered the best overall design in the current study.
Further investigation is still required to explore more endplate geometries as the current
study has only focused on four different geometries. This study has only focused on the
flow characteristics; other factors such as manufacturing complexity, material strength,
and cost are not considered while implementing the endplate geometries for this CFD
simulation. An endplate design that can achieve a balance between performance and cost
is crucial for minimising the cost of energy (COE) of a VAWT. Therefore, this research
contributes to the study of the optimisation of endplate parameters to further enhance the
power generation capability of VAWTs.
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Abstract: Renewable energy has received a lot of attention. In recent years, offshore wind power
has received particular attention among renewable energies. Fixed-type offshore wind turbines are
now the most popular. However, because of the deep seas surrounding Japan, floating types are
more preferable. The floating system is one of the factors that raises the cost of floating wind turbines.
Vertical axis wind turbines (VAWT) have a low center of gravity and can tilt their rotors. As a result,
a smaller floating body and a lower cost are expected. A mechanism called a floating axis wind
turbine (FAWT) is expected to further reduce the cost. FAWT actively employs the features of VAWT
in order to specialize itself in the area of offshore floating-type wind turbines. The lifting line theory
simulation was used in this study to discuss the performance of the FAWT under the tilted conditions
and its wake field. The results show that a tilted VAWT recovers faster than an upright VAWT. This
suggests that FAWTs can be deployed in high density and efficiently generate energy as an offshore
wind farm using VAWTs.

Keywords: vertical axis wind turbine; floating axis wind turbine; lifting line theory; tilt of rotor; wake

1. Introduction

In order to achieve the Sustainable Development Goals, various renewable energies
have become an active area of research. Offshore wind power’s technical potential to meet
domestic electricity demands indicates that there is a significant amount of unutilized wind
energy [1]. Furthermore, 80% of the world’s offshore wind resource potential is located in
waters deeper than 60 m [2].

Wind turbines are classified into two types. The first is the horizontal axis wind turbine
(HAWT), and the second is the vertical axis wind turbine (VAWT). Each axis type has strong
and weak points that arise from structural features, and they are often compared in terms
of the power coefficient (CP) [3,4]. The CP of VAWT is commonly thought to be lower than
that of HAWT, but this is mainly for small wind turbines. In fact, the maximum CP of the
SANDIA 34 m “Test Bed” Darrieus VAWT showed a maximum CP of 0.41 to 0.42 [5,6]. On
the other hand, many studies have been conducted to improve the performance of VAWTs.
Daegyoum et al. [7] studied the effect of an upstream deflector plate on the power output.
Even though the specific model of wind turbine of high solidity was used for their study, the
deflector system could increase the local wind velocity around the turbine by tailoring free-
stream flow and the power output was proportional to the cube of the wind velocity. A wind
lens with several types of diffuser was experimentally studied by Watanabe et al. [8]. They
concluded that a wind lens with a Venturi shape, curved diffuser, and shorter flanges was
most effective in producing a greater power augmentation. The shapes of arms or strut also
have an effect on the performance of the turbines. Hara et al. [9] numerically investigated
the effects of arms with different cross sections, such as an NACA0018 airfoil, rectangular
and circular, on the power loss of a small VAWT. They decomposed the tangential forces
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and resistance torques induced by the arms into pressure- and friction-based components.
Their results show that, apart from the manufacturing cost and structural strength, the
airfoil cross section is ideal for the arm cross section’s shape. Aihara et al. [10] compared
several numerical methods to investigate whether these methods could reproduce the strut
effect on the performance of a VAWT. Their target was 12 kW H-rotor VAWT and the blade
force was simulated using the RANS model, the ALM, and the vortex model. Their results
show that the strut influence was significant, especially at a high tip speed ratio, and the
RANS model was able to simulate the large influence of the strut better than the other two
methods. The effect of the blade’s cross-sectional shape was investigated by Hou et al. [11].
They numerically investigated the performance of NACA0012, modified NACA0012, and
fish skeleton airfoils. The modified NACA0012 airfoils have cambers which are 3, 5, and 7%
of the chord length. The fish skeleton airfoil is passively deformed by the pressure from the
fluid and it has a higher lift and lower drag coefficient compared to the NACA0012 airfoil.
The blade pitch angle is important for not only HAWTs but also VAWTs. Yang et al. [12]
studied, experimentally and numerically, the effect of blade pitch angle on aerodynamic
characteristics. Their target was a straight-bladed VAWT with two blades. They obtained
an optimum blade pitch angle where the power coefficient of their targeted turbine was the
largest. However, they concluded that the blade pitch angle for VAWTs had no significant
effect on the power coefficient compared to HAWTs. Because the attack angle of VAWTs’
blades continuously varies during one rotor rotation, the effect of active pitch angle control
on the power coefficient was investigated numerically by Horb et al. [13]. Their optimized
pitch laws could increase the power coefficient by more than 15% in maximum power point
tracking mode. Mohammed et al. [14] found that a fixed pitch of −2.5 [deg] could enhance
performance of a small-scale straight-bladed Darrieus-type VAWT, although its starting
torque capacity could not be improved. Their variable pitch angle of sinusoidal nature
could improve the power coefficient despite the low starting capacity.

However, CP is one of the factors to consider when comparing wind turbine systems,
with power generation cost being the most important. If a wind turbine’s construction and
maintenance are expensive, the power generation cost is high even if a high-efficiency CP
turbine is adapted for the system.

Akimoto et al. proposed a floating offshore wind turbine (FOWT) concept, called
the floating axis wind turbine (FAWT), that uses a VAWT to reduce power generation
cost [15]. There are several types of FOWT that use vertical axis wind turbines, including
semi-submersible [16,17] and spar [18,19]. In Akimoto’s concept, the latter was adapted to
actively utilize the features of VAWTs, such as the low center of gravity and the fact that
the power coefficient of VAWTs is difficult to decrease compared to that of HAWTs if the
turbine tilts. A straight-blade VAWT is attached to a spar and they rotate together. Power
take-off units are installed on the spar above the water’s surface, and the unit is moored so
as to keep the position of the FAWT and absorb the reaction torque resulting from power
generation. The smaller spar is all that is required for FAWTs because it assumes rotor axis
tilt, which reduces construction costs. As a result, it is critical to assess VAWT performance
under tilted conditions. Figure 1 depicts the conceptual diagram of the FAWT.

As for constructing a wind farm, the wake behind the turbines is important. Re-
searchers have also concentrated on and studied it experimentally and numerically for
HAWTs [20,21] and for VAWTs [22,23]. However, most of the object rotors are upright, and
there have been few studies on the wake behind tilted rotors. In a study by Guo et al. [24],
the center shaft of the rotor was in an upright condition, and only the blades were inclined
by using linkage systems. Meanwhile, in the case of FAWTs, the blades and the center shaft
of the rotor incline with the spar.

The performance of the FAWT under the tilted conditions was first discussed by the
lifting line theory simulation. Then, its wake field was discussed. The simulation results
show that a tilted VAWT recovers faster than both a HAWT and an upright VAWT. This
indicates that FAWTs can be deployed in high density at an offshore wind farm.
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Figure 1. Conceptual diagram of Floating Axis Wind Turbine.

2. Simulation Methods and Turbine Models

In this study, QBlade with v0.963 was used for estimating the performance and wakes
of VAWTs under various conditions. It is an open-source wind turbine calculation software
that includes 2-dimensional airfoil calculation and the lifting line free-vortex wake (LLFVW)
theory simulation which belongs to the vortex method [25]. By using the vortex method,
the flow field is modeled as inviscid, incompressible, and irrotational. The effect of fluid
viscosity is modeled by the vortices introduced into the flow field from turbine blades, in
this case. The rotor is represented by a lifting line which is located at the quarter chord
position of the airfoil cross section. The blades are modeled as a lattice of horseshoe
vortices using the vortex lattice method. Figure 2 depicts the modeling used in the LLFVW
algorithm.
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The circulation of the bound vorticity, which forms the lifting line (dΓ), is calculated
based on the Kutta–Joukowski theorem as follows.

dL = ρVreldΓ (1)

dL is the sectional lift force and Vrel is the relative velocity. The relative velocity at an
arbitrary position in the analysis field is composed of the free-stream velocity, the velocity
of blade motion, and the induced velocity from all vortex elements on the blade and in
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the wake. The induced velocity from vortex line elements is known as the Biot–Savart law
below,

Vind = − 1
4π

∫
Γ

r× dl
|r|3 (2)

Meanwhile, the sectional lift force dL can be calculated from the relative velocity and
lift coefficient as follows:

dL =
1
2

ρV2
reldACL (3)

Then, dΓ is obtained from Equations (1) and (3) with iteration steps. More details,
such as the iteration steps and the convection of vortex elements, can be found in the
references [26] and [27].

The authors of [28] compared power coefficients obtained by using QBlade and exper-
imental results, such as SANDIA 34-m “Test Bed” Darrieus VAWT [3] and 1 KW DeepWind
turbine test model [29], and validated simulation conditions to obtain sufficient results.
Based on it, the simulation conditions in this research were determined. In QBlade, users
should design the airfoil first and then simulate its polars, such as lift and drag coefficient,
within an adequate attack angle (α) range by using XFOIL, which is integrated into QBlade.
The simulated polars can be extrapolated by using the Viterna or Montgomery method.
Then, the rotor is designed with the airfoils. The blade forces are calculated by using the
lifting line theory. The circulation of the blade is placed at the 1/4 chord positions and its
strength is calculated from airfoil data and α, which is calculated from the induced velocity
of free wake. The wake is represented by the freely floating vortices which are shed from
the trailing edge of the blades during every simulation time step. As the simulation time
increases, the total number of vortices shed into the flow field also increase and it results in
time-consuming calculation of the induced velocity from the vortices. The wake count can
be set as rotor revolutions, time steps, or time. The effect from wake in 8 rotor revolutions
was considered in this study.

This study employed two turbine models. One has three straight-blade VAWTs. This
model was employed to validate the simulation conditions prior to verifying the tilt effect
on the performance of VAWTs. Table 1 summarizes its main features. Despite the fact
that NACA0018 was used for the blade profile, the lift (CL) and drag coefficient (CD) were
defined as the equations that were used in the simulation by Tavernier et al. [30], defined
below. Thus, two extrapolated methods described above were not used in this study.

CL = 2π·1.1· sin α (4)

CD = 0 (5)

Table 1. Principal particulars of Model 1 (two straight-blade turbines).

Property Value

Solidity 0.085
Tip Speed Ratio 3

Radius of Rotor [m] 2.5
Aspect Ratio 0.5, 1, 2, 5

Number of Blades 3
Blade Profile NACA0018

The other model is a VAWT for testing the tilt effect on its performance and discussing
the wake field. The constant tilt of the rotor is assumed to be approximately 20 [deg]. Thus,
the angle varied from 0 to 40 by 5 degrees. The CL and CD were calculated by using XFOIL
and extrapolated into 360 [deg] using Montgomerie’s method in the 360 Polar Extrapolation
Module. Table 2 summarizes the main characteristics of this mode. The corresponding
Reynolds number based on the blade chord length and tip speed is approximately from
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1.8× 104 to 3.4× 104 for both Model 1 and 2. Flow around the turbine is turbulent under
such Reynolds number regions.

Table 2. Principal particulars of Model 2 (VAWT under tilted conditions).

Property Value

Tilt angle of rotor [deg] 0:5:40
Solidity 0.085

Tip Speed Ratio 3
Radius of Rotor [m] 2.5

Aspect Ratio 1, 2
Number of Blades 3

Blade Profile NACA0018

In QBlade, the viscous effect is tuned by using the parameter “initial core size”. 1/8 of
the blade chord length was used in the simulation for both models. This core size is also
used in the simulation of CACTUS.

3. Results
3.1. Validation of Simulation Conditions

The power (CP) and thrust (CT) coefficients of Model 1, which are defined as the
following equations, were compared with Tavernier’s work.

CP =
Power

1
2 ρV3

∞2RH
(6)

CT =
Thrust

1
2 ρV2

∞2RH
(7)

They compared the results from several simulation methods, including the 2D ac-
tuator cylinder model (AC2D) [31], the 2D actuator cylinder with near-wake correction
(HAWC2-NW) [32], CACTUS, free- or fixed-wake vortex model [33], and the Actuator Line
OpenFOAM model (TurbinesFoam, end effects) [34]. In CACTUS, “fixed-wake” means
that the wake convection velocity is kept constant in time, whereas “free-wake” means that
the velocity is calculated at each time step based on the induced velocity. Table 3 depicts
the comparisons of such simulation results with those of this study. The aspect ratio of the
rotor was 1.0 for these calculations. Compared to other calculation methods, appropriate
values were estimated by QBlade.

Table 3. Comparisons of Power and Thrust Coefficients.

Method Power Coefficient (CP) Thrust Coefficient (CT)

AC2D 0.510 0.653
HAWC2-NW 0.400 0.570

CACTUS, fixed-wake 0.509 0.647
CACTUS, free-wake 0.486 0.643

TurbineFoam 0.522 0.660
TurbineFoam, end effects 0.469 0.578

QBlade (this study) 0.503 0.665

Figure 3 depicts the comparison of the tangential force acting on a blade in relation
to the azimuth angle. Because its CP and CT were closest to those of this study, the result
of CACTUS with fixed wake was cited from reference [26]. In Figure 3, “HD” denotes the
rotor’s aspect ratio and the wind comes from 90 [deg]. Thus, azimuth angles of 0~180 and
180~360 [deg] indicate the upwind and leeward side of the blade, respectively. The same
trend with respect to the aspect ratio can be seen in both figures. The blade mainly obtains
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the energy from wind at around 90 [deg] and also at around 270 [deg]. The results of this
study, however, were not smooth on the leeward side. This implies that the initial core size
should be adjusted in each case, despite the fact that they were fixed as 8/chord for all
aspect ratio cases in this study for comparison.
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Figure 3. Tangential blade force with respect to the azimuth angle (a) CACTUS, fixed-wake [26];
(b) this study (QBlade).

Figure 4 depicts tangential blade forces as a contour graph with respect to the azimuth
angle and blade height. This turbine is a 1.0. It is the same as Figure 3 in the sense that
azimuth angles 0~180 and 180~360 [deg] indicate upwind and leeward sides of the blade’s
position, respectively, and wind comes from 90 [deg]. The tangential force is symmetric
in a blade spanwise direction, and the ground effect is not taken into account in these
simulations. There is no discernible difference between Figure 4a,b.
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These results demonstrate that the simulation conditions used in this study are appro-
priate and that such conditions will be used in the following simulations.

3.2. Tilt Effect on the Performance of VAWT
3.2.1. Power and Thrust Coefficient of Tilted VAWT

A FAWT is built with the assumption that its rotor will be at a 20-degree tilt under-
rated operation; CP and CT for Model 2 were estimated to assess the tilt effect on VAWT
performance. The values are shown in Table 4, and Figure 5 depicts the differences in the
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upright condition. These results show that the power coefficient slightly increases at a
10-degree tilt for a rotor with a 1.0 aspect ratio. The decrease in CP at a 20-degree tilt is
only 4% from the upright condition. This is because the swept area of the VAWT increases
when the rotor tilts to some extent [35]. Concerning the rotor with 2.0 aspect ratio, the
decrease in performance at a 20-degree tilt is 10% from the upright condition. The decrease
in performance for the 2.0 aspect ratio is larger than that for the 1.0 aspect ratio. This is
explained by the fact that the rotor radius contributes to the increase in swept area, which
becomes relatively small as the aspect ratio increases.
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Table 4. Power and Thrust coefficients with respect to tilted angle.

Aspect Ratio 1.0 2.0

Tilt Angle [deg] CP CT CP CT

0 0.503 0.665 0.500 0.662
5 0.504 0.667 0.497 0.660
10 0.505 0.667 0.489 0.655
15 0.498 0.662 0.476 0.647
20 0.483 0.652 0.455 0.632
25 0.462 0.638 0.431 0.614
30 0.431 0.618 0.394 0.588
35 0.394 0.592 0.356 0.559
40 0.350 0.559 0.313 0.524

Figure 6 depicts the tangential blade forces as a contour graph in relation to the
azimuth angle and blade height. Because the blade height is normalized, the height effect
appears in a 2.0 aspect ratio. These figures depict that in the case of a tilted rotor, the lower
part of the rotor on the leeward side effectively obtains energy from wind. Under the
upright condition, wind velocity on the leeward side decreases from the top to the bottom
of the blade height. Meanwhile, when the rotor is in the tilted condition, the wind velocity
on the lower part of the rotor on the leeward side stays strong because the blade does not
pass the wind on the upwind side. Then, the lower part of the rotor obtains energy from
the wind on the leeward side. Even though the smallest part of the rotor can effectively
generate the tangential force on the leeward side, the airfoil performance degrades with
increasing rotor tilt angle. This may be indicated in the results of the 30- and 40-degree-tilt
tests. Based on these findings, it stands to reason that the FAWT rotor is at a 20-degree tilt
under the rated operation.
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3.2.2. The Wake Field of the Tilted VAWT

The installation interval of wind turbines is an important factor to consider when
building a wind farm. As a result, the wake field of a VAWT was assessed. The target
VAWT is Model 2 with a 1.0 aspect ratio. Figure 7 depicts the instantaneous velocity field
center section (XZ-plane) of an upright, 20-degree-tilted VAWT and an upright HAWT. The
X-axis is in the direction of the wind, and the coordinate system (O-XYZ) is right-handed.
The rotor is represented by a yellow circular cylinder, and the contour color indicates the
magnitude of in-plane wind velocity nondimensionalized by uniform flow. The result for
the HAWT was simulated by using a sample project of a HAWT contained in QBlade by
default. In the case of the upright VAWT and HAWT, the wake goes straight to the leeward
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side. Meanwhile, in the case of a 20-degree-tilted VAWT, the wake goes upward. The
inclination angle is approximately 6 [deg].
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Figure 8 depicts the vertical component of wind velocity corresponding to Figure 7.
The colors red and blue represent the upward and downward velocity components, respec-
tively. Compared to the flow field of an upright VAWT, the upward velocity component
may be seen just behind the rotor, as opposed to the flow field of an upright VAWT. The or-
ange lines denote the position at four times the rotor diameter’s (D) distance from the rotor
center, and Figure 9 depicts the wind velocity vector in the YZ-plane at that location. The
yellow circular cylinder represents the rotor’s position, which is located 4D anteriorly. The
color of the contour indicates the magnitude of the velocity in this plane. The colors blue
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and red represent low and high velocity, respectively. There are upward and downward
vectors at the top and bottom of the rotor in both cases. Then, the vectors head into the
center region from both sides of the top of the rotor. Figure 10 depicts 3D streamlines of an
upright and 20-degree-tilted VAWT. In these figures, the blades of the rotor are shown in
black. Under the upright condition, most of the streamlines behind the turbine go straight
to the leeward side. On the other hand, the streamlines go obliquely upward under the
20-degree-tilted condition. These results indicate that the momentum is being transferred
between the lower- and the higher-velocity region. As a result, the wind velocity at rotor
height recovers to its initial velocity faster than that of a HAWT. This allows us to install
VAWTs in a dense manner.
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3.2.3. Ground Effect

The ground effect was not considered in the previous section’s simulations, so as to
verify only the tilt effect on its wake field. Even if the FAWT is properly designed so that
the blades do not hit the sea surface when the rotor inclines, the clearance between the rotor
blade bottom and the sea surface will affect the wake field when the tilted condition occurs.
QBlade implements the ground effect by mirroring the rotor blade and wake vortices at
the ground plane. The clearance has been changed from 1.0D, 0.8D, 0.6D, and 0.4D. For all
cases, the rotor tilt angle was kept constant at 20 [deg]. The instantaneous velocity field at
the center section (XZ-plane) of a 20-degree-tilted VAWT with various ground clearances is
depicted in Figure 11. The orange lines represent the position at 4D from the rotor center,
and Figure 12 depicts the wind velocity vector in the YZ-plane at that location. In all cases,
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the upward wind may be seen behind the VAWT, but the smaller the clearance becomes,
the greater the distance that velocity recovers.
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4. Conclusions

The performance and wakes of VAWTs were simulated in this study using liftingline
theory simulation. The simulation conditions were validated using a VAWT model with
three straight blades. When compared to the results of the other simulation methods, the
simulation conditions used in this study were found to be appropriate. Then, the tilt effect
on the performance and wake field of VAWTs were evaluated with the other VAWT model,
and the following results were obtained:

At a 10-degree tilt, the power coefficient of a 1.0 aspect-ratio rotor increases slightly.
Then, at a 20-degree tilt, the decrease in CP is only 4% from the upright condition. This
increase in the power coefficient with respect to the tilt is in agreement with Balduzzi’s
work [35], and it is explained by the contour graph of the tangential force on the blade,
which shows that in the case of a tilted rotor, the lower part of the rotor at the leeward side
effectively obtains the energy from wind. Meanwhile, as the rotor tilt angle increases, so
does the performance of the airfoil. Because the increased swept area becomes relatively
small as the aspect ratio increases, the performance for the 2.0 aspect ratio decreases more
than that for the 1.0 aspect ratio. This, as a result, it is important for VAWTs that the

150



Energies 2022, 15, 6939

relationship between the increase in swept area and the decrease in airfoil performance be
maintained.

The VAWT wake field was then simulated in order to evaluate the installation interval
of wind turbines. The upward velocity component appears just behind the rotor, and the
wake goes obliquely upward approximately 6 [deg] from the horizontal plane, whereas
the wake for the upright VAWT and HAWT goes straight to the leeward side. The velocity
field of the plane perpendicular to the wind direction indicates that there are upward and
downward velocity components at the top of the rotor’s height and the bottom side of the
VAWT, respectively. Furthermore, the velocity components at the top of the rotor head into
the center region from both sides of the rotor. They result in a momentum exchange. The
wind velocity at the top of the rotor of a tilted VAWT recovers to its initial velocity faster
than that of a HAWT, allowing us to install VAWTs more densely.

Even though the ground effect was taken into account, the wake goes upward for
tilted VAWTs. However, the smaller the clearance between the sea surface and the blades
of a tilted VAWT becomes, the further the distance that velocity recovers.
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Nomenclature

CP power coefficient
CL lift coefficient
CD drag coefficient
CT thrust coefficient
D rotor diameter [m]
dA cross-sectional area [m2]
dL sectional lift force [N]
dl line element vector [m]
dΓ sectional circulation [m2/s]
H rotor height [m]
ρ air density [kg/m3]
R rotor radius [m]
r relative position vector [m]
Vind induced velocity from vortex line element [m/s]
Vrel relative velocity [m/s]
V∞ free-stream velocity [m/s]
α attack angle [deg]
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Abstract: Are small-scale wind turbines green? In this study, we perform a ‘cradle to grave’ life cycle
assessment of a novel domestic-scale 10 kW vertical axis wind turbine tree which uses combined
Savonius and H-Darrieus blades. Situated at a test site in Surat Thani, Thailand, SimaPro software
was used to evaluate the environmental impact profile of the tree. Comparisons to the Thai grid
mix were made, using both with and without end-of-life treatments. Impact profiles were calculated
using wind data collected over two years at Surat Thani, and from wind data from a higher capacity
factor (CF) site at Chiang Mai, Thailand. Energy and greenhouse gas payback times were estimated
for both locations. The relative magnitudes of impacts were compared with environmental prices
protocol, and we investigated reductions in impacts using three mitigative scenarios: changes to
design, transportation and materials. The results showed that Chiang Mai had a CF = 7.58% and
Surat Thani had a CF = 1.68%. A total of 9 out of 11 impacts were less than the grid values at Chiang
Mai, but at Surat Thani, 9 of 11 impacts were more than the grid values. End-of-life treatments
reduced impacts by an average of 11%. The tower and generator were majority contributors to
impacts (average 69%). Greenhouse gas and energy payback times were 28.61 and 54.77 years, and
6.50 and 12.50 years for Surat Thani and Chiang Mai, respectively, with only the Chiang Mai times
being less than the turbine’s estimated lifetime. Location changes mitigated impacts most, followed
by design, transportation, and then materials. We make recommendations to further improve the
environmental impact profile of this turbine tree.

Keywords: life cycle assessment; vertical axis wind turbine; turbine tree; environmental impacts;
environmental prices; renewable energy; SimaPro; energy payback time; greenhouse gas payback time

1. Introduction

‘Green’ is a term associated with the reduction of the environmental impacts of tech-
nologies and products. Products involving renewable energy are often unquestioningly
deemed green and are marketed as such. When measuring the greenness of a product
though, a level of focus not only on the finished item is needed, because products are more
correctly defined in a broader sense. A product is, in reality, the sum of all the stages of
its life, including design, materials acquisition, manufacture, transportation, operation,
and end-of-life treatment. Therefore, products may be more comprehensively tested for
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environmental impacts via a life cycle assessment (LCA). Indeed, there may be aspects of a
product’s life cycle that make it less meritorious of a ‘green’ moniker.

LCA is a general methodology that assesses the environmental impacts at all stages
of products, processes, or services. Glassbrook et al., Martínez et al., and Wang and Teah
are examples of studies in which LCAs have been used to assess environmental impacts,
energy payback times and cumulative energy requirements of wind turbines [1–3].

Rising electrical demand, fossil fuel use and greenhouse gas concerns have led to
burgeoning use of wind resources. The total global capacity of wind installations increased
from 24 GW in 2001 to 591 GW in 2018, a rise of 2363% [4]. Wind energy has been regarded
as having more potential than any of the other renewable energy technologies [5].

In Thailand, where our research was carried out, the cumulative wind energy capacity
reached 648 MW at the end of 2018 [6], and the Thai government’s aim is to generate
3000 MW by 2036 [7].

When LCAs have been used to compare wind with other ‘renewable’ power generation
methods, mixed results have been found. The global warming potential (GWP) for wind
energy in Ontario, Canada was found to be intermediate between hydro- and nuclear
power [8]. Wang et al. [9] analyzed the environmental impact of hydroelectricity, wind,
and nuclear power in China. Wind energy’s harmful ecological effects were found most
significant, followed by nuclear and hydroelectricity. Asdrubali et al. [10] reviewed 100 case
studies concerning renewable energy and identified wind energy as being often lowest in
environmental impacts.

Wind turbines can be classified according to their scale: large-scale (surpassing 1000 kW),
medium-scale (100 kW to 1000 kW), commercial-scale (16 kW to 100 kW), domestic-scale (1.4 kW
to 16 kW), mini-scale (0.25 kW to 1.4 kW), and microscale (0.004 kW to 0.25 kW) [11]. Our
LCA in this paper concerns a small prototype vertical axis wind turbine (VAWT) tree which
is domestic-scale, rated at 10 kW (see Figure 1).
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LCAs of small-scale wind turbines have been hitherto few, with mixed results. A 600 W
horizontal wind axis turbine (HAWT) assessed in Taiwan had generally unfavorable LCA
results [3]. Kouloumpis et al. [12] analyzed the performance and impacts of a 5 kW VAWT
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in Poland with varied results. More favorable results were found when Lombardi et al. [5]
performed LCAs of small-scale VAWTs in Italy. At a time when small-scale VAWT and
HAWT technology is developing rapidly, the environmental impact of these turbines needs
to be accurately assessed [3].

In Thailand, with low-to-moderate average wind velocities [13], LCAs for smaller
scale turbines are rare. Uddin and Kumar [14] compared the impacts of 300 W VAWTs and
500 W HAWTs. Glassbrook et al. [1] assessed potential economic feasibility and life cycle
impacts for Thai 400–20,000 W turbines.

Our research here involves an LCA of a domestic-scale VAWT tree, designed and
manufactured by the engineering department at Songkla University, Thailand. The over-
arching design objective of this tree was to devise a VAWT that could be economically
feasible in low-wind, space-limited (urban) situations. This design objective resulted in
the following physical attributes, which have implications for an environmental impact
assessment (see Table 1 below):

Table 1. VAWT tree design attributes and potential LCA effect.

Design Attribute Possible Impact on LCA

The design was small-scale (domestic) to fit into a
space-limited niche.

With decreasing scale of wind turbines and correspondingly
lower outputs, it is to be expected that when environmental
impacts are expressed in proportion to kWhr, LCA outcomes
become less favorable. This has been reported by Uddin and
Kumar [14], who found impacts in inverse proportion to
capacity factor. Yildiz [15], for example, also noted the inverse
relationship between turbine size and energy payback time.

This design was a vertical axis wind turbine to utilize
fluctuating wind speed and directions in space-limited settings
(vertical axis designs typically require less space than
horizontal designs) [16].

VAWTs are less efficient than HAWTs due to additional drag
created as blades rotate into the prevailing wind [17]. The lower
energy output profile, as noted above, means environmental
impacts per unit of energy produced may be relatively higher in
an LCA analysis.

Since Savonius blades offer lower cut-in speeds but lower
efficiency than Darrieus blades [18], our turbine tree was
designed with combined Savonius-Darrieus turbines
(see [19,20]), a design which allows the tree to be used in lower
wind situations than Darrieus blades alone, but with higher
efficiency than using Savonius blades alone. Additionally, since
urban conditions often present complex vortex conditions with
varying wind velocity, multiple or stacked turbines can act as
out-of-phase generators that reduce moment fluctuations in
power [21]. For this reason, a turbine tree of 33 paired turbines
was implemented.

A turbine tree design, with its repeated use of materials for
blades, rotors and generators, may have higher environmental
impacts than single turbine designs.

Plastic was used in the design instead of rubber or steel for
turbine blades as it was found to have higher
performance efficiency [22].

The choice of plastic, rather than a more ‘environmentally
friendly’ material, may result in higher LCA impacts.

The research aims of this study are unique in four ways. First, our research concerns
a newly designed VAWT tree, designed for economic feasibility rather than being solely
aesthetically pleasing (an economic feasibility study using this design was carried out
by Ngoc et al. [23]). Second, few previous LCAs have focused on domestic-scale VAWTs.
Third, since LCA research regarding wind turbine feasibility is scarce in Thailand and in
most of Southeast Asia, our research augments the LCA literature for this region. Finally,
our LCA uses environmental prices [24] to compare impacts with grid values, hitherto
rarely carried out for wind systems.
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2. Materials and Methods

An LCA may be conducted in four phases [25]:

1. Determination of goals and scope (see Section 2.1 below);
2. Inventory analysis (see Section 2.2 below);
3. Impact assessment throughout the life cycle (see Section 2.3 in Sections 2 and 3);
4. Life cycle interpretation (see Sections 4 and 5).

2.1. Goals and Scope
2.1.1. Goals

Our goals centered on these questions which guided research:

1. How do environmental impacts of the VAWT tree at the lower-wind-speed location of
Surat Thani and the higher-wind-speed location of Chiang Mai compare with impacts
from the Thai grid mix when assessed with and without an end-of-life option?

2. Which component materials of the VAWT tree contribute most to impacts?
3. What are the energy and greenhouse gas (GHG) payback times at the lower-wind-

speed location and the higher-wind-speed location?
4. If the impacts of the VAWT tree are compared with each other using a common basis

of comparison, which impacts are most significant?
5. To mitigate important impacts, which change in life cycle aspect would reduce impacts

most: transportation, design, or materials? How do these life cycle changes compare
with alterations to impacts which result from location change?

2.1.2. Scope

This LCA was ‘cradle to grave’, using SimaPro 9.3.0.3. software [26].
For the two locations considered, we examined all life cycle stages: raw material

acquisition, manufacturing, and transportation of the VAWT components (foundation,
tower, generator, inverter, and cabling), installation, operation and maintenance, and end-
of-life treatment (see Figure 2 for LCA delineation). The electricity generated enters the
local grid (under EGAT—Electricity Generating Authority of Thailand).
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2.2. Life Cycle Inventory

The tree consists of thirty-three paired turbines (each pair with a nominal power of
320 W, combining 3 Savonius and 3 Darrieus blades, stacked vertically (see Figure 3)).
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Figure 3. Wind turbine tree (a) and turbine structure (b).

The dual blade arrangement was designed for low wind sites, having a low cut-in
speed (2 m/s). For operational and dimensional details, see Table A1, Appendix A.

System components—material and process inputs for manufacturing and transportation—
were matched with relevant background datasets available in Ecoinvent 3 within SimaPro [26].

2.2.1. Raw Material Acquisition and Manufacturing

The VAWT has six material components: the rotor, generator, inverter, cable and
controller, tower, and foundation, (see Figure 3). The rotor consists of the blades on the
axle. Table A2, Appendix A provides Ecoinvent rotor constituent details. The generator is
a synchronous motor with a neodymium magnet (NdFeB). See Table A3 in Appendix A
for Ecoinvent inputs. The electrical grid connection comprises an inverter, controller and
cables (see Table A6, Appendix A). Composition and proportions for the 5 kW inverter
(Shenzhen (China) INVT Electric, Shenzhen, China) were estimated from their website
(INVT, 2019) [27]. The tower consists of three 12 m steel H-beam columns reinforced by
steel cross struts, supporting four levels of twelve arms hanging 33 turbines. See Table A4
in Appendix A for Ecoinvent inputs. The tree is embedded into a concrete foundation.
The foundation contains nine rebar reinforced concrete columns (1.21 × 0.3 × 0.3 m each)
and these have thirty-six 0.4 m rebar elements inserted at the top. The equilateral base
is rebar-reinforced concrete (sides 6.65 m, 0.15 m thick). See Table A5 in Appendix A for
Ecoinvent inputs.

2.2.2. Operation and Maintenance

The turbine does not require any maintenance, lubrication, materials, or energy inputs
during its life after commencing operation.

2.2.3. Transport

Transportation was within Thailand (excepting the inverter, which was from China),
and included raw material and component delivery and end-of-life disposal. Ecoinvent
inputs determined impacts from transport, including fuel extraction, production and use.
For calculations, the unit ton-kilometer (tkm) was used. Ecoinvent component details
and transportation distances are provided in Table A7 (Appendix A). For Surat Thani, the
inverter was assumed to be transported 3015 km by ship from Guangdong to Songkhla
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Port, then 360 km to the site by commercial vehicle. Concrete was assumed to be produced
in Surat Thani and shipped 80 km by cement mixer truck. For Chiang Mai, the inverter
was assumed to be transported 3500 km by ship from Guangdong to Bangkok Port, then
686 km to the site by commercial vehicle. Concrete was assumed to be produced in Chiang
Mai and shipped 80 km by cement mixer truck.

2.2.4. Disposal and Recycling

The VAWT was still in operation during this research, so end-of-life forecasting is
uncertain. We considered two end-of-life Scenarios for both locations, Surat Thani and
Chiang Mai: ‘A’ (do nothing—our ‘base case’) and ‘B’ (reuse, recycle and dispose). For
A, the VAWT would be left ‘as is’. In B, the foundation would remain in the ground. The
permanent magnets are reused [14] since recycling processing is rare [12]. Only glass-fibre-
reinforced plastic and paint were assumed 100% disposed of [5]. Other materials were
assumed partly disposed of, partly recycled. Aluminum, steel and iron, and copper were
considered recyclable at 90% and 95%. Materials and treatments in Scenario B are given in
Table A8 (Appendix A).

2.2.5. Turbine Performance and Wind Speed

To compare with other wind turbines, impacts were expressed relative to performance
(i.e., power generated) in SimaPro [26], and expressed per kWh. Energy and greenhouse
gas payback times are thus functions of local annual wind speed. Power and wind speeds
were handled as follows.

Lifetime power generated from the VAWT system was calculated as in [12]:

POut = 8760 · CF · PRp · T, (1)

with POut the output power (kWh), and PRp the rated power (kW), CF the capacity factor,
and T the system lifetime (years). With output power in kWh and lifetime T in years, the
constant 8760 h/year was used.

Although uncertain, we conservatively assume the VAWT will have a 20-year mini-
mum lifetime, based on consideration of components. This value has been used in similar
studies [5,28], facilitating comparison of results.

The capacity factor is defined as the actual electricity generated by the wind turbine
divided by the theoretical maximum amount that can be generated nominally. For our
VAWT, based on Equation (1), POut was 87,600 kWh yearly (PRp being 10 kW).

Data was collected for the VAWT at Surat Thani for two years (May 2019–April 2021).
Monthly electricity generated and average wind speeds were sourced from Ngoc et al. [23].

The above considerations yield power output and capacity factors for Surat Thani and
Chang Mai as follows (Table 2):

Table 2. Average annual wind speed and capacity factors for Surat Thani and Chiang Mai.

Location Average Annual Wind Speed Reference Capacity Factor (CF)

Surat Thani 2.58 m/s Ngoc et al. [23] 1.65%
Chiang Mai 4.8 m/s Chaichana and Chaitep [29] 7.58%

2.2.6. Thailand Electrical Grid Mix

We compared impacts from our VAWT with the existing Thailand electrical low-
voltage grid (2018 data from SimaPro [26]). The Thai mix sources in 2018 are shown in
Figure 4. The large dependency on non-renewable fossil fuels makes sourcing renewable
energy desirable in Thailand.
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2.3. Life Cycle Impact Assessment (LCIA) Methods

We performed four major analyses for our LCIA, all via SimaPro [26], as listed in Table 3:

Table 3. LCIA Analyses.

Analysis Goals Section

Comparison of Scenarios A, B and grid mix (using CML-IA) 1, 2 Section 2.3.1
Energy/GHG payback time (CML-IA) (using Equations (2) and (3) below) 3 Section 2.3.2

Environmental price impacts (using IPCC and ReCIPe 2008, [26] 4 Section 2.3.3.1
Mitigative strategies for impacts of concern (CML-IA) 5 Section 2.3.3.2

2.3.1. CML-IA Baseline 2000 V3.05 Method

We used the CML-IA baseline 2000 V3.05 method when comparing Scenarios A and B
for both Surat Thani and Chiang Mai against the Thai grid. Widely used and with clear
interpretation, the equal weighting of 11 impact categories also facilitates comparison [12].
CML-IA baseline results are focused on midpoint (unitary environmental problem) indica-
tors [26], and as such, clarity in terms of their cumulative contributions to aggregate impacts
(endpoint indicators) is limited [31]. For this reason, we also evaluated impacts using the
environmental prices method (see Section 2.3.3.1), which has a common (monetary) impact
assessment, facilitating between-category and aggregate category comparison.

2.3.2. Cumulative Energy Demand (CED): Energy, GHG Payback Times and
Component Contribution

Two insightful measures add understanding to LCA impacts. One measure, the energy
payback time (EP), compares impacts with the time it takes to generate the same electricity
as it took to fabricate, transport, and install the VAWT (see Equation (2) below) [28]. Second,
after commencing operation, the VAWT ‘replaces’ grid mix electricity (significantly fossil
fuel-based), and the amount of time it takes to replace GHGs produced by fabricating, trans-
porting, and installing is the greenhouse gas payback time, GHGP (Equation (3) below) [3].
To calculate GHGP, we used total greenhouse gas emissions as calculated in SimaPro [26]
for all life stage components (GHGk, in Equation (3)) divided by annual emissions, con-
verting turbine energy output to emissions with conversion factor 0.483 kgCO2eq/kWh
for Thailand [32].

From Wang and Teah [3]:

EP = ∑n
k=1

Ek
Eannual

, (2)
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GHGP = ∑n
k=1

GHGk
0.483 Eannual

, (3)

EK is the energy consumed during the VAWT’s life cycle. Eannual indicates the annual
electricity produced by the VAWT.

Using the CED 1.11 method in SimaPro [26], we obtained results for energy payback
time, and used CML-IA baseline 2000 V3.05 results to calculate GHGP. Finally, to examine
how payback times might be affected by the use of our prototype in locations with higher
wind capacity, we also used a CF = 7.58% (corresponding to average wind speed = 4.8 m/s)
at Chiang Mai [23]. Additionally, when implementing CED, we assessed the proportion
of six energy sources (non-renewable fossil, nuclear and biomass, and renewable biomass,
water and wind/solar/geothermal) used in the five material components.

The above two analyses allow us to understand impacts with respect to component
contributions in life stages with and without end-of-life recycling, and with respect to the
Thai grid mix.

2.3.3. Comparative Analyses

In this section, we perform two further comparative analyses. First, we make a life
cycle assessment considering the relative severity of impacts, using a common basis of
comparison (See Section 2.3.3.1 below). Second, we consider four impacts that might be of
most concern to modern society and investigate three mitigative scenarios regarding those
impacts (See Section 2.3.3.2 below).

2.3.3.1. Environmental Prices of Impacts

In CML-IA, impact results have different, category-specific units, occluding compari-
son between different impact categories. An in-common means of comparison between
different categories is important when prioritizing alterations to aspects of life cycles that
will be most effective in reducing overall impacts. In 2018, Bruyn et al. [24] developed a
protocol using shadow prices for monetization of environmental impacts arising in LCAs.
The method assesses economic welfare lost when impacts occur, estimating mitigation
costs (using midpoint values). We used our Scenario A with environmental prices (based
on ReCiPe [33] and IPCC [34] protocol) in SimaPro [26], which expresses prices in USD (the
in-common basis of comparison).

Interpretations using environmental prices require caution. First, derivations from
shadow prices are necessarily estimates only. Second, Bruyn et al. [24] have hitherto only
published data for prices per impact unit in 2015, so estimates after this date are likely too
conservative. Third, since prices are derived from European estimates, application to other
regions entails further estimation due to differences in income levels and costs of living.

Addressing this last issue, we used a unit transfer, with income adjustment as per
Navrud [35] in Equation (4):

UPTHL = UPEU

(
GDPTHL
GDPEU

)ε

, (4)

UPTHL is the unit environmental price in Thailand; UPEU is the unit environmental
price in Europe. Europe, ε, is the income elasticity. GDPTHL and GDPEU , the GDP values
for Thailand and Europe, were as assigned in Table 4.

Table 4. GDP per capita (2015, USD) used to estimate environmental prices.

Country GDP (per Capita) Source

Europe 25,920 Ghani et al. [36]
Thailand 5840 Macrotrends [37]
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2.3.3.2. Comparative Analysis of Three Scenarios on Four Impact Areas

Of the eleven impact categories in CML-IA, among the top globally important impacts
of concern today are global warming, ozone depletion, abiotic (resource) depletion, and
human toxicity. Considering the likelihood that environmental impacts per kWh were
likely to be greater for the low-wind (Surat Thani) location, we sought to assess how these
four impacts might be mitigated by changes to life cycle elements. We investigated three
different alterations to our Scenario A for this location in SimaPro [26], analyzing with the
CML-IA method.

Tremeac and Meunier [28] varied the distance and type of transportation in an LCA
for two wind turbines, and found that these could significantly lower impacts in relation
to their reference case. In Scenario 1, we imagined changing the main method of transport
from ‘Light Commercial Vehicle’ (i.e., by road) to train.

We reasoned, due to construction constraints, that substituting materials for the tower,
foundation, and generator would be difficult, but substituting turbine blade material might
be possible. Uddin and Kumar [14] found LCA impact reductions when varying materials
in turbine construction. Yildiz [15] reported that the choice of steel has been found to
have a lower environmental impact than other materials in wind turbine installations. In
Scenario 2, we investigated changing blade material from glass-fibre-reinforced plastic to
stainless sheet steel.

In a life cycle assessment of onshore wind turbine towers by Gkantou, Rebelo and
Baniotopoulos [38] involving four- and six-leg hybrid towers, the former was found to
result in less environmental impact than the latter. We imagined a design amendment in
our VAWT configuration that might accomplish a similar reduction without compromising
power output. Although our turbine uses three arms separated by 120 degrees, this
configuration may not be optimal when prevailing winds are parallel to one arm. In a case
where wind enters an “open V” of two of our wind tree arms, the third arm is mostly in an
inefficient wind shadow area [23]. In Surat Thani, where wind speeds are often only slightly
greater than the turbine cut-in speed, turbines in a shadow area will contribute minimally
to the tree’s output. We imagined an altered design where the tree always has an open
‘V’ optimally facing the wind (i.e., is rotatable). In our Scenario 3, the third (wind shadow)
arm of the wind tree was eliminated. We can then lower materials used by one third. In
this scenario the tree has 22 turbines, keeping the same foundation and infrastructure as
necessary to support the 22 turbines. Thus, material weights entered into SimaPro [26] were
reduced by a third for the rotor, generator, cable, and tower components. In this scenario
we kept the same energy output, assuming the contribution from the 11 eliminated turbines
in wind shadow was negligible.

A summary of the specific alterations made in each Scenario above is provided below
in Table 5.

Table 5. Changes to CML inputs for Scenarios 1 to 3.

Input/Component Changed Value in S.T. Base Case Scenario Value in New Scenario; Scenario Number

Transportation method Light commercial vehicle Train; Scenario 1

Material: Turbine blades Glass fibre-reinforced plastic Stainless sheet steel; Scenario 2

Design (a) rotor number 33 22; Scenario 3
(b) tower weight (kg) 2894.43 2664.012; Scenario 3

After examining the effect of these alterations on impacts over the Surat Thani base
case, we then compared their magnitude to the impact changes produced when switching
the location of the VAWT tree from Surat Thani to Chiang Mai (see Sections 2.1 and 2.3.1),
under Scenario A and with no other change in Scenario.

Finally, to contextualize improvements produced under Scenarios 1 to 3, we compared
the eleven new CML-IA numerical impact values of the three Scenarios to the Thai low-
voltage grid mix and to our base case Scenario A in Surat Thani. We inspected data for
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any of the eleven impacts which reduced in value to below those of the base case or
Thai grid values.

Since power output is directly related to capacity factor (Equation (1)), and with
SimaPro [26] impacts expressed per kWh, we have:

Ia

Ib
=

CFb
CFa

, (5)

where Ia, Ib are impacts for CFa, CFb.
Using this relation, we calculated hypothetical CFs that would be necessary for turbine

impacts to equal grid impacts.

3. Results
3.1. CML Base Case Analysis
3.1.1. CML Impacts per kWh for Scenarios A and B and Thailand Energy Mix

Table 6 presents the impact results from SimaPro [26] for each scenario and the Thai-
land grid mix for comparison. Two general trends are clear. First, Scenario A had higher
impacts in all categories than Scenario B, for both locations. An end-of-life scenario, when
included, lowered impacts by an average of about 11% overall for both locations (11.40%
and 10.97% for Surat Thani and Chiang Mai, respectively). Second, despite the Thai grid
being largely sourced from fossil fuels (Figure 4), both Scenarios A and B for the prototype
VAWT at the low-wind-speed location of Surat Thani had impacts that were usually greater
than the Thailand grid impacts (9 out of 11 impacts), although, more encouragingly, both
Scenarios A and B at Chiang Mai with a higher wind speed had impacts that were usually
less than the Thailand grid impacts (only 2 out of 11 impacts were greater than the grid).

Table 6. Scenarios A and B compared with Thailand low-voltage grid impacts (per kWh).

Impact Category Unit
Surat Thani Chiang Mai Thailand

Low-Voltage GridScenarios A Scenarios B Scenarios A Scenarios B

1 Abiotic depletion kg Sb eq 2.44 × 10−5 2.43 × 10−5 5.31 × 10−6 5.30 × 10−6 5.54 × 10−7

2 Abiotic depletion (fossil fuels) MJ 7.71 6.37 1.68 1.39 8.64

3 Global warming (GWP100a) kg CO2 eq 6.90 × 10−1 4.90 × 10−1 1.50 × 10−1 1.09 × 10−1 7.03 × 10−1

4 Ozone layer depletion (ODP) kg CFC-11 eq 7.03 × 10−8 6.41 × 10−8 1.54 × 10−8 1.40 × 10−8 2.98 × 10−8

5 Human toxicity kg 1,4-DB eq 2.36 2.29 5.10 × 10−1 4.99 × 10−1 2.50 × 10−1

6 Fresh water aquatic ecotoxicity kg 1,4-DB eq 8.90 × 10−1 8.70 × 10−1 1.90 × 10−1 1.90 × 10−1 4.30 × 10−1

7 Marine aquatic ecotoxicity kg 1,4-DB eq 3.28 × 103 3.16 × 103 7.14 × 102 6.87 × 102 9.37 × 102

8 Terrestrial ecotoxicity kg 1,4-DB eq 6.37 × 10−3 6.08 × 10−3 1.38 × 10−3 1.32 × 10−3 3.50 × 10−3

9 Photochemical oxidation kg C2H4 eq 3.21 × 10−4 2.12 × 10−4 7.00 × 10−5 4.62 × 10−5 8.79 × 10−5

10 Acidification kg SO2 eq 4.57 × 10−3 3.90 × 10−3 9.98 × 10−3 8.50 × 10−3 2.03 × 10−3

11 Eutrophication kg PO4 eq 2.85 × 10−3 2.63 × 10−3 6.21 × 10−4 5.73 × 10−4 1.54 × 10−3

3.1.2. Analysis of Component Contribution

In Figure 5a,b, we present the results of impact contributions from six of the com-
ponents of the VAWT, those relating to the extraction of raw materials, manufacturing,
transportation, and installation and excluding the end-of-life treatment (i.e., Scenario A) for
Surat Thani and Chiang Mai. Noteworthy here are the large contributions of the generator
and the tower to impacts (69.51%, on average, for Surat Thani and 68.18% for Chiang Mai).
These two components usually rank one and two (in 10 out of 11 impact categories for
Surat Thani; in 8 out of 11 at Chiang Mai). The other components contributed considerably
less (foundation, rotor, cable and controller).

Regarding global warming potential, the tower, the generator, and foundation ac-
counted for most of the impacts: 77.60% for Surat Thani, and 78.54% for Chiang Mai. These
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components are also the highest contributors toward ozone depletion. For aquatic impacts
(eutrophication, acidification, marine aquatic ecotoxicity, fresh water aquatic ecotoxicity),
the generator and tower were the major contributors. Some of the components were higher
in one particular category (for example, the inverter contributes an anomalously high
percentage to abiotic depletion)—see Figure 5a,b and Table 7 for details.
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Figure 5. (a) Environmental impacts of the VAWT per component (Surat Thani); (b) environmental
impacts of the VAWT per component (Chiang Mai).

Table 7. Component contribution (%) to impacts.

Impact Category
Foundation Generator Inverter Rotor Tower Cable and

Controller

S. T. C. M. S. T. C. M. S. T. C. M. S. T. C. M. S. T. C. M. S. T. C. M.

Abiotic depletion 2.54 3.31 41.30 41.01 37.40 37.12 3.57 3.54 10.20 10.14 4.92 4.88

Abiotic depletion (fossil fuels) 16.20 20.64 33.1 31.37 3.62 3.43 19.20 18.23 26.4 25.01 1.40 1.32

Global warming (GWP100a) 22.10 25.40 24.90 23.84 3.59 3.44 17.50 16.79 30.60 29.30 1.28 1.23

Ozone layer depletion (ODP) 15.90 21.55 52.10 48.58 4.45 4.15 5.62 5.24 20.4 18.99 1.59 1.49

Human toxicity 4.91 5.24 38.00 37.87 4.81 4.79 21.10 21.03 30.60 30.47 0.60 0.60

Fresh water aquatic ecotoxicity 6.31 6.71 43.30 43.11 8.55 8.52 11.00 10.92 29.80 29.71 1.04 1.04

Marine aquatic ecotoxicity 3.88 4.18 69.50 69.24 6.88 6.86 3.92 3.91 15.00 14.93 0.89 0.89

Terrestrial ecotoxicity 8.81 9.49 21.90 21.72 3.74 3.71 9.85 9.78 55.20 54.75 0.55 0.55

Photochemical oxidation 13.20 14.46 45.90 45.26 4.32 4.26 8.10 7.99 27.60 27.25 0.81 0.79

Acidification 11.00 12.23 55.70 54.95 3.71 3.65 10.70 10.51 18.00 17.72 0.96 0.94

Eutrophication 9.76 8.47 54.40 54.07 10.8 10.77 4.69 4.66 20.80 20.65 1.39 1.39
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3.1.3. Cumulative Energy Demand (CED): Energy, GHG Payback Times and Component
Contribution Results

For Surat Thani and Chiang Mai, the total primary energy consumption was 285,114 MJ
and 298,840.6 MJ, respectively, and their annual energy output was 1446.1 kWh and
6640.08 kWh, respectively. From Equations (2) and (3) in Section 2.3.2 above, the energy
and GHG payback times were determined to be 54.77 and 28.61 years for Surat Thani
and 12.50 and 6.50 years for Chiang Mai (Table 8). When located at the higher wind
speed site, Ep and GHGp for the VAWT reduced significantly, by 77.17% and 77.27%,
respectively—see Table 8.

Table 8. Energy and GHG payback time for Surat Thani (CF = 1.65%) and Chiang Mai (CF = 7.58%).

Location Capacity Factor Energy Payback Time
(EP) (Years)

GHG Payback Time
(GHGP) (Years)

Surat Thani 1.65% 54.77 28.61
Chiang Mai 7.58% 12.50 6.50

In Figure 6, component contributions as calculated in SimaPro to the depletion of
renewables and non-renewables are shown for the CF = 1.65% location (results were nearly
identical for the CF = 7.58% case). Again, the generator and tower are the most significant
impact sources. The generator impacts non-renewable sources heavily, while the tower
affects renewables more than non-renewables.
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3.2. Environmental Prices Analysis Results

Using our base case scenario for the wind tree prototype and the low-voltage grid,
environmental prices were calculated for impacts among 14 categories in the ReCiPe [33]
paradigm, and are given in Table 9. These are depicted according to proportion in Figure 7.
For the CF = 1.65% location, impact costs were higher for the VAWT than the Thai grid in
every category but one, whereas for the CF = 7.58% location, costs were lower than the Thai
grid in every category but two. The total cost of VAWT impacts at CF = 1.65% is nearly
three times as high as the Thailand low-voltage supply, whereas the total cost of VAWT
impacts at CF = 7.58% is about one third less than the Thailand low-voltage supply.
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Table 9. Environment prices per impact (USD per kWh).

Impact Category Surat Thani Location Chiang Mai Location Thailand Low-Voltage Grid

Climate change 2.30 × 10−2 5.00 × 10−3 1.7 × 10−2

Ozone depletion 5.62 × 10−6 1.30 × 10−6 1.96 × 10−6

Terrestrial acidification 1.8 × 10−2 4.0 × 10−3 6.0 × 10−3

Freshwater eutrophication 8.89 × 10−4 1.94 × 10−4 2.87 × 10−4

Marine eutrophication 5.43 × 10−4 1.19 × 10−4 2.55 × 10−4

Human toxicity 8.1 × 10−2 1.7 × 10−2 2.0 × 10−2

Photochemical oxidant formation 1.87 × 10−3 4.16 × 10−4 7.08 × 10−4

Particulate matter formation 5.4 × 10−2 1.1 × 10−2 1.3 × 10−2

Terrestrial ecotoxicity 9.71 × 10−4 2.19 × 10−4 1.19 × 10−4

Freshwater ecotoxicity 6.99 × 10−4 1.53 × 10−4 5.44 × 10−4

Marine ecotoxicity 1.44 × 10−4 3.15 × 10−5 9.73 × 10−5

Ionising radiation 1.47 × 10−3 3.32 × 10−4 1.57 × 10−3

Agricultural land occupation 2.42 × 10−3 5.27 × 10−4 2.00 × 10−3

Urban land occupation 9.13 × 10−4 2.11 × 10−4 5.87 × 10−5

Total 1.87 × 10−1 4.10 × 10−2 6.40 × 10−2
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among the scenarios in all categories). Following this, Scenario 1, transport via train, also 
had reductions in all categories by about 10% over base case amounts. Our Scenario 2, the 
use of sheet stainless steel rather than glass-fibre-reinforced plastic, was moderately lower 
in abiotic depletion and global warming, but had higher or equivalent values to our base 
case in the other two impact areas of concern.  

Figure 7. Environmental prices, percent of total impact cost for: (a) S. T. (CF = 1.65%); (b) C. M.
(CF = 7.58%); (c) Thai grid. The four largest value impacts are labelled. For the smaller impacts,
see Table 9.

Expressed in USD, for both locations, we can see the top four largest impacts—human
toxicity, particulate matter formation, climate change and terrestrial acidification (ranked
1 to 4, respectively)—account for 94% and 95% of the total impacts generated during the
life cycle of the wind tree (for S. T. and C. M., respectively). These same four impacts are
similarly the top four for the Thai grid (accounting for 90%), but in different rank order.

3.3. Results Comparing Three Mitigative Scenarios vs. Location Change

Results from analyses with Scenarios 1 to 3 with respect to four impacts of concern
are given in Table 10 and summarized in Figure 8. Results indicate that of the scenarios
involving transport, new materials and design, the latter produced the most significant
reductions in impacts of concern (Scenario 3 had reductions in all impact categories (ap-
proximately 20% over the base case amounts per kWh), and it had the lowest impacts
among the scenarios in all categories). Following this, Scenario 1, transport via train, also
had reductions in all categories by about 10% over base case amounts. Our Scenario 2, the
use of sheet stainless steel rather than glass-fibre-reinforced plastic, was moderately lower
in abiotic depletion and global warming, but had higher or equivalent values to our base
case in the other two impact areas of concern.
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Table 10. LCA results for three Scenarios, 1 to 3 and CF = 7.58% (S.T. base case impacts = 1).

Scenario

Impact Category

Abiotic Depletion
(Fossil Fuels)

Global
Warming

Ozone Layer
Depletion

Human
Toxicity

S.T. base case 1.00 1.00 1.00 1.00

Scenario 1: Transport—(train replaces light
commercial vehicle) 0.91 0.93 0.88 0.99

Scenario 2: new material (stainless steel sheet
replaces glass-fibre-reinforced plastic) 0.93 0.95 1.00 1.02

Scenario 3: new design (tree, less one ‘arm’) 0.80 0.83 0.79 0.77

Chiang Mai location (CF = 7.58%) 0.22 0.22 0.22 0.22

The above changes indicate real alterations in the impact amounts when implementing
the three life cycle changes, with all other factors held constant. However, if we implement
none of these, but instead change the tree’s potential output by raising the capacity factor to
that found in Chiang Mai, we find that the relative impacts per kWh in the four categories
reduced substantially more (by 78%—see Table 10).

A radar plot summarizing these life cycle and location changes is given in Figure 8.
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The results of comparing the entire complement of new impact values of Scenarios 1 to 3
with respect to the Thai grid and base cases are shown in Table 11 (see Table 11 caption
for explanation of colors). Of the three mitigative scenarios, changing transportation and
design were most effective, followed by materials. Transportation and design showed all
impacts as less than the S. T. base case, but these each had only two impacts less than the
Thai grid. Material change only yielded four impacts less than the S. T. base case, with
only two impacts less than grid values. By comparison, a location change to CF = 7.58%
would produce substantially greater reductions than any of these mitigative propositions,
resulting in all impacts being lower than the S. T. base case, and nine of eleven impacts less
than grid impacts.
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Table 11. Scenarios 1 to 3 vs. Surat Thani, Chiang Mai base cases and Thai low voltage mix impacts
(per kWh). Light green indicates values less than the S. T. base case only; dark green indicates values
less than both the S. T. base case and the Thai low voltage mix.

Base Case
Surat Thani

Base Case
Chiang Mai

Scenario 1:
Train

Scenario 2:
New Material

Scenario 3:
New Design

Thai
Low-Voltage Grid

Abiotic depletion 2.44 × 10−3 5.31 × 10−6 2.42 × 10−5 2.45 × 10−5 1.88 × 10−5 5.54 × 10−7

Abiotic depletion (fossil fuels) 7.71 1.683 7.013 7.137 6.162 8.638
Global warming 6.89 × 10−1 1.5 × 10−1 6.43 × 10−1 6.57 × 10−1 5.71 × 10−1 7.03 × 10−1

Ozone layer depletion 7.03 × 10−8 1.54 × 10−8 6.18 × 10−8 7.00 × 10−8 5.52 × 10−8 2.98 × 10−8

Human toxicity 2.36 5.14 × 10−1 2.35 2.42 1.83 2.45 × 10−1

Fresh water aquatic ecotoxicity 8.99 × 10−1 1.95 × 10−1 8.95 × 10−1 9. 06 × 10−1 7.05 × 10−1 4.27 × 10−1

Marine aquatic ecotoxicity 3.28 × 103 7.14 × 102 3.27 × 103 3.28 × 103 2.40 × 103 9.37 × 102

Terrestrial ecotoxicity 6.40 × 10−3 1.40 × 10−3 6.30 × 10−3 6.40 × 10−3 5.40 × 10−3 3.50 × 10−3

Photochemical oxidation 3.21 × 10−4 7.00 × 10−5 3.15 × 10−4 3.28 × 10−4 2.56 × 10−4 8.79 × 10−5

Acidification 5.00 × 10−3 9.98 × 10−4 4.00 × 10−3 4.00 × 10−3 3.00 × 10−3 2.00 × 10−3

Eutrophication 3.00 × 10−3 6.21 × 10−4 2.00 × 10−3 3.00 × 10−3 2.00 × 10−3 1.00 × 10−3

CF values allowing the prototype to have impacts equivalent to the grid were calcu-
lated (Equation (5)) and are shown in Table 12. Raising the capacity factor to 4% from 1.65%
at Surat Thani would change the number of impact categories that are less than the grid
from 2 to 7, indicative of the importance of location selection (9 of 11 impacts at Chiang Mai
are already less than the grid equivalents at Chiang Mai’s CF of 7.58%). At both of these
locations, however, two impacts—abiotic depletion and human toxicity—would still be
dramatically higher than grid values even if a very high-capacity factor were attained.

Table 12. CF values for impacts equivalent to Thai grid.

Impact Category S.T. (CF) C.M. (CF)

Abiotic depletion 72.62 72.49
Abiotic depletion (fossil fuels) 1.47 1.22

Global warming 1.62 1.17
Ozone layer depletion 3.89 3.57

Human toxicity 15.92 15.42
Fresh water aquatic ecotoxicity 3.48 3.36

Marine aquatic ecotoxicity 5.78 5.56
Terrestrial ecotoxicity 3.01 2.87

Photochemical oxidation 6.03 3.99
Acidification 3.73 3.18

Eutrophication 3.06 2.82

4. Discussion

In Surat Thani, the CML analysis showed Scenario A and Scenario B usually produced
higher environmental impacts than the Thai low voltage grid. At Chiang Mai, however, the
CML analysis showed Scenario A and Scenario B usually produced lower environmental
impacts than the Thai low voltage grid. These results are concomitant with the fact that
the impacts in SimaPro [26] are expressed per kWh (at Surat Thani, our tree had low
capacity because of the combination of small size and low wind environment). While
scaling up the dimensions of wind turbines can result in proportionally less impacts per
kWh due to capacity increases, as well as scaling factors and manufacturing experience [39],
scaling up at the Surat Thani site would likely not cause reductions due to consistently
low wind speeds.

Environmental impacts can be reduced after decommissioning when there is potential
for material reuse and recycling [17], and in our assessment the inclusion of an end-of-life
treatment scenario always lowered impacts for both locations. For both scenarios in both
regions, however, for with and without an end-of-life treatment, the categories of human
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toxicity and abiotic depletion remained several times larger than grid values, so mitigation
methods targeting these might be investigated.

Our finding that tower and generator components are leading contributors to impacts
in both locations is consistent with other LCAs on VAWTs (see, for example [12,14]). These
components are energy intensive [14] due to constituent materials and masses. In our case,
the generator components are often proportionally higher than that found for LCAs of
other single wind turbine arrangements, because our design involves a ‘tree’ of 33 turbines,
thereby replicating the generator components 33 times. We therefore consider these compo-
nents, along with the tower and generators, to be the most important subjects of research
into material alternatives and/or reductions from structural redesign, en route to a wind
tree that has a greener life cycle.

For Surat Thani, (CF = 1.65%) energy and GHG payback times exceeded the VAWT’s
estimated lifetime. While calculated times were less than that found for some studies [3],
they were more than others [14]. For Chiang Mai (CF = 7.58%), both energy and GHG
payback times were dramatically reduced to within the estimated VAWT’s lifetime, indi-
cating the practicality of using this wind tree design at sites of comparable wind speed.
Regarding the cumulative energy demand, we again note the disproportionate contribu-
tions of the tower and generator to GHGs and non-renewable fossil fuel depletion, and
therefore recommend again that these components be scrutinized for alternatives that
mitigate these important impacts.

Comparing impacts using environmental prices, our prototypes in both locations
were similar to the Thai grid, in that the four largest impact areas were the same. While
all impacts are important, it is perhaps disappointing that these aforementioned largest
impacts—human toxicity, particulate matter formation, climate change, and terrestrial
acidification—are among those impacts of current global concern.

Comparing our mitigative strategies in Scenarios 1 through 3, it is clear that the
proposed design change (Scenario 3—removing an arm in a ‘wind shadow’ area) was
most effective in reducing environmental impacts of concern. Locating the wind tree at
the Chiang Mai site with higher capacity would reap even more benefit. The Chiang
Mai base case produced less impacts per kWh than all the other changes implemented in
Scenarios 1 to 3.

When considering the entirety of impact categories against the CF = 1.65% base case
and Thai grid, design and transportation alterations made the VAWT tree greener, but only
location changes made it ‘truly green’, as only then did it largely outperform the Thai grid.
Having half of the impacts of the grid is very feasible (requiring a CF = 4%, corresponding
to a wind speed between 3 to 4 m/s). However, reducing all impacts to under grid values is
likely unachievable with this VAWT due to the high corresponding wind speeds necessary
to ameliorate human toxicity and abiotic depletion impacts (see Section 3.3).

Other mitigative alterations might be considered. Situating the prototype on the roof of
a suitably constructed building could lower foundational component impacts considerably,
and increase CF values as winds increase with height. Ocean and lake shorelines with
convectional winds will similarly lead to higher CFs.

These findings underscore the importance of planning. Life cycle assessments, as exem-
plified by this study, reveal that design and site decisions are as important to environmental
concerns as they are to engineering concerns [40].

5. Conclusions

We carried out a life cycle assessment on a novel, 10 kW vertical axis wind turbine tree
developed by Prince of Songkla University in Thailand, combining Savonius and Darrieus
blades for a low cut-in speed. Using calculated capacity factors for Surat Thani [23] and
Chiang Mai [29], we comprehensively assessed environmental life cycle impacts using
SimaPro [26]. Table 13 summarizes our analyses, findings and recommendations.
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Table 13. Summary of life cycle analyses, results and conclusions/recommendations.

Analysis Results Conclusions/Recommendations

CML-IA base case analysis,
Scenarios A, B (no end-of-life,
end-of-life treatment)

In Surat Thani, (CF = 1.65%), Scenario A and
B impacts usually higher than Thai grid, only
lower for global warming and abiotic
depletion (fossil fuels); in Chiang Mai,
(CF = 7.58%), Scenario A and B impacts
usually lower than Thai grid, only higher for
human toxicity and abiotic depletion;
recycling and reuse is effective (Scenario B
impacts always lower than Scenario A);
end-of-life treatment lowers impacts (both
locations) by an average of 11%

This VAWT has environmental benefits. Site
selection is important. Regarding impacts,
the VAWT outperformed the Thai grid at
CF = 7.58% but underperformed the grid at
CF = 1.65%. CF > 4% recommended to halve
impacts. Recycling and reuse strategies
should be incorporated into planning.
Materials with higher recycling potential
should be used.

Component Contribution
to Impacts

Tower and generator dominate impacts in
10 of 11 categories.

Research into material alternatives or
structural redesign, especially with respect to
tower and generator.

Energy and GHG
Payback Times

At CF = 7.58%, energy and GHG payback
times are within estimated VAWT lifespan,
but exceed lifespan for CF = 1.65%. CED
indicates tower and generator deplete
renewables and non-renewables the most.

Installation at locations of higher windspeed
(CF > 4%) is desirable. Research alternate
materials for tower and generator.

Environmental Prices

Monetizing impacts with environmental
prices indicate four impact categories
(human toxicity, particulate matter formation,
climate change and terrestrial acidification)
account for the majority (94% or 95%) of
costs. These percent contributions are
independent of CF.

Research into design, materials and
transportation alternatives to mitigate costs
from climate change, particulate matter,
human toxicity and terrestrial
acidification impacts.

Mitigative Alterations to Life
Cycle (Scenarios 1 to 3)—effects
on GHG, Human Toxicity,
Ozone Depletion, Abiotic
Resource Depletion; Grid
impact CF equivalents.

The ranking of the potential of mitigative
alterations to make the VAWT more
environmentally friendly (than grid impact
values) is: 1. CF, 2. design changes, 3.
transportation changes, 4. material changes
(in that order). CF = 4% means at least 60% of
impact categories are less than
grid impact values.

During planning, consider CF at site with
respect to cut-in, rated wind speed, and
calculate the CF necessary to achieve impacts
equivalent to or less than grid impacts.
Consider prevailing wind direction at site
with respect to redesigns. Optimize
transportation to reduce fossil
fuel consumption.

Space and infrastructure limitations often make a case for the use of small-scale wind
turbines, but their application has often been considered limited in terms of economic [41]
and environmental [3,12] feasibility. Here, we report favorable results of a life cycle
assessment of a novel, domestic-scale hybrid-blade VAWT. When used at a location with
CF = 7.58%, the VAWT has less environmental impacts than grid impacts.

Alternative energy products are sometimes assessed unquestioningly as ‘green’, or
assessed as such based upon a less-than-comprehensive accounting of environmental
impacts. Life cycle assessments are an attempt to comprehensively and objectively quantify
impacts. In this LCA, we identified aspects of the life cycle of a domestic-scale VAWT that
allow it to be ‘greener’ than the extant electrical grid. Locating in situations of at least
3–4 m/s means a majority of impacts drop below grid values. Design and transportation
changes can also improve impacts on the environment, but to a lesser extent.

In terms of further research, optimization of design aspects of this VAWT may lead to
environmental suitability of this design in even lower wind speed areas. Future design and
material alternatives should focus on tower and generator elements, particularly in relation
to the four major contributors to environmental cost that were identified in this research.
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Appendix A

Table A1. Dimensions and operational characteristics of the wind tree.

Characteristic Measure

Rated power (kW) 10
Rotor diameter (m) 0.72

Height of Darrieus blades (m) 0.45
Height of Savonius blades (m) 0.6

Cut-in speed (m/s) 2.0
Cut-out speed (m/s) 15.0
Rated power (kW) 10

Table A2. Rotor inventory and matching Ecoinvent records.

Subcomponents Raw Material/Ecoinvent Database Quantity (kg)

Blades Glass-fibre-reinforced plastic, polyamide, injection moulded
{GLO}|market for|APOS, U 172.8

Hub Glass-fibre-reinforced plastic, polyamide, injection moulded
{GLO}|market for|APOS, U 105.6

Bearing Steel, chromium steel 18/8 {GLO}|market for|APOS, U 6.4

Screw Steel, chromium steel 18/8 {GLO}|market for|APOS, U 0.26

Shaft Steel, chromium steel 18/8 {GLO}|market for|APOS, U 160.32

Stick Steel, chromium steel 18/8 {GLO}|market for|APOS, U 19.2

Table A3. Generator inventory and matching Ecoinvent records.

Subcomponents Raw Material/Ecoinvent Database Quantity (kg)

Generator Permanent magnet, for electric motor {GLO}|production|APOS, U 76.8

Stator
Copper {GLO}|market for|APOS, U 144

Glass-fibre-reinforced plastic, polyester resin, hand lay-up
{GLO}|market for|APOS, U 96
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Table A4. Tower inventory and matching Ecoinvent records.

Subcomponents Raw Material/Ecoinvent
Database Quantity (kg)

Tower Steel, low-alloyed
{GLO}|market for|APOS, U 2849.43

Welding Welding, arc, steel
{GLO}|market for|APOS, U 20

Paint
Acrylic varnish, without

water, in 87.5% solution state
{GLO}|market for|APOS, U

25

Table A5. Foundation inventory and matching Ecoinvent records.

Subcomponents Raw Material/Ecoinvent Database Quantity (kg)

Reinforcement Reinforcing steel {GLO}|market for|APOS, U 629.83
Concrete base Concrete block {GLO}|market for|APOS, U 27,600

Table A6. Electrical connection inventory and matching Ecoinvent records.

Subcomponents Raw Material/Ecoinvent Database Quantity (kg)

Cable Copper wire, technology mix, consumption mix, at plant, cross
Section 1 mm2 (duplicate) EU-15 S 138.6

Inverter Simplified process 15

Aluminium alloy, AlLi {GLO}|market for|APOS, U 7.64

Copper {GLO}|market for|APOS, U 3.06

Steel, low-alloyed {GLO}|market for|APOS, U 1.45

Electronics 2.82

Controller Electronics, for control units {GLO}| market for|APOS, U 3

Table A7. Transport methods and distances for components, with Ecoinvent selections.

Journey Material/Ecoinvent Record
Distance (km)

Surat Thani Chiang Mai

Rotor Transport, freight, lorry 3.5–7.5 metric ton, euro6 {RER}|market for
transport, freight, lorry 3.5–7.5 metric ton, EURO6|APOS, U 400 600

Generator 600 600

Tower 600 600

Inverter 360 686

Transport, freight, sea, transoceanic ship {GLO}|market for|APOS, U 3015 3500

Foundation
Transport, freight, lorry 16–32 metric ton, metric ton, euro6
{RoW}|market for transport, freight, lorry 16–32 metric ton,

EURO6|APOS, U
600 600

End of life
Transport, freight, lorry 16–32 metric ton, metric ton, euro6
{RoW}|market for transport, freight, lorry 16–32 metric ton,

EURO6|APOS, U
80 80
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Table A8. Scenario B treatments.

Material Treatment

Aluminum 90% recycled + 10% landfilled
Copper 95% recycled + 5% landfilled

Steel 90% recycled + 10% landfilled
Glass-fibre-reinforced plastic 100% landfilled

Paint 100% landfilled
Electronics Treatment as hazardous waste mass
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Abstract: To elucidate the wind-direction dependence of the rotor performance in closely spaced
vertical-axis wind turbines, wind-tunnel experiments were performed at a uniform wind velocity.
In the experiments, a pair/trio of three-dimensional printed model turbines with a diameter of
D = 50 mm was used. The experiments were performed systematically by applying incremental
adjustments to the rotor gap g and rotational direction of each rotor and by changing the wind
direction. For tandem layouts, the rotational speed of the downwind rotor is 75–80% that of an
isolated rotor, even at g/D = 10. For the average rotational speed of the rotor pair, an origin-
symmetrical and a line-symmetrical distribution are observed in the co-rotating and inverse-rotating
configurations, respectively, thereby demonstrating the wind-direction dependence for the rotor pair.
The inverse-rotating trio configuration yields a higher average rotational speed than the co-rotating
trio configuration for any rotor spacing under the ideal bidirectional wind conditions. The maximum
average rotational speed should be obtained for a wind direction of θ = 0◦ in the inverse-rotating
trio configuration. The wind-direction dependence of the rotational speeds of the three turbines
was explained via flow visualization using a smoke-wire method and velocity field study using
two-dimensional computational fluid dynamics.

Keywords: vertical-axis wind turbine; wind-tunnel experiment; pair of turbines; trio of turbines;
closely spaced arrangement; wind-direction dependence; rotational speed; power coefficient

1. Introduction

For both onshore and offshore wind farms, studies on the optimal layout of several
closely placed vertical-axis wind turbines (VAWTs), using beneficial interactions between
turbines in an array [1], are important issues that reflect a great demand for effective usage
of abundant wind energy. As a fundamental step in the allocation of VAWTs in a wind
farm, this study explores the wind-direction dependence of closely spaced two and three
VAWTs by wind-tunnel experiments with miniature model turbines. The aspect ratio of the
model turbine, i.e., the ratio of the height H to the diameter D, was set to a widely used
value of approximately 1. Shamsoddin et al. [2] reported the effect of the aspect ratio on
VAWT wakes.

Dabiri [3] conducted experiments at a field site in Los Angeles; in the experiment,
many couples of inverse-rotating rotors were set like a fish schooling. The turbines were a
modified version of a commercially available model with H/D = 3.42. Hezaveh et al. [4]
showed that “the wind-farm design with staggered-triangle clusters is the optimal design in terms
of cost per unit power produced.” Li et al. [5] showed that the power output is higher in the
staggered wind farms (horizontal-axis wind turbines) than in the aligned ones.

From a set of field experiments conducted by Dabiri [3], with a three-VAWT configura-
tion in which the third turbine was placed a distance of 4D downstream from the second
turbine (i.e., the spacing of the rotors, g, between the surfaces of the second and third
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rotors is 3D) in an elbow-like layout, the performance was recovered to within 5% of the
single-turbine performance. Zanforlin and Nishino [6] reported the power enhancement in
closely arranged VAWTs with two-dimensional (2D) numerical simulation assuming fixed
rotational speeds.

However, the studies by [3] and [6] did not adopt a co-rotating (CO) configuration.
The results of the former include unnatural increases in power in the case near the tandem
layout for a rotor gap ratio of g/D = 0.65, despite the unpreferred wake interaction between
the turbines. The latter assumed that only the upstream turbine is working, regardless of
the value of g/D within the range of 0.5–2. Therefore, well-controlled tandem experiments
are necessary to clarify these points prior to investigating the wind-direction dependence
of VAWT performance.

For the CO configuration, Dessoky et al. [7] performed a numerical simulation for
a tandem layout of a pair of VAWTs. They reported that the downwind turbine shows
better performance if the upwind turbine is operated at a high tip speed ratio and reported
the effect of the turbine spacing on the downwind turbine performance. Recently, Kuang
et al. [8] conducted a three-dimensional (3D) improved delayed detached-eddy simulation
(IDDES) on two tandem CO offshore floating VAWTs. They reported that as the turbine
spacing increased, the performance, an increase, and the optimal tip speed ratio of the
downwind turbine were enhanced. These results confirm the previous findings reported
by Dessoky et al. [7], who explained the improvement in turbine performance as an effect
of the reduction in vorticity with the shifting of the downwind rotor in the downstream
direction. However, these simulations with fixed rotational speeds still seem to be im-
practical in variable-speed VAWT operation, which depends on wind direction and flow
speed. The importance of the 3D effects of blade geometry on VAWT wakes was reported
experimentally (Wei et al. [9]) and numerically (Kuang et al. [8]). Furthermore, Jin et al. [10]
reported the 3D structure of the wake behind twin VAWTs placed side-by-side and showed
that the azimuth angle change has little effect on the rotor performance.

In a study on the wind-direction dependence of a pair of turbines, Sahebzadeh
et al. [11] investigated 119 unique turbine arrangements with seven gaps in the range
of g/D = 0.25–9 and 17 wind directions covering ±90◦, and reported the effect of relative
distance and angle on the individual and overall power performance of the two rotors.

However, their numerical study was also limited to a CO pair with fixed rotational
speed. De Tavernier et al. [12] reported both CO and inverse-rotating (IR) double-rotor
configurations in a study using a 2D panel/vortex model. From the wind-direction depen-
dence of the power coefficient of two IR turbines, they reported a specific wind direction in
which the downwind turbine performs better than the upwind turbine and explained it
due to increased mass flow through the rotor because of the induced velocity caused by
the first rotor on the second rotor. Regrettably, they intentionally left out the results for the
CO configuration, merely stating that “very similar trends can be observed”. Therefore, their
report does not contain any results on the wind-direction dependence with CO turbines,
except for a side-by-side layout.

Although Hezaveh et al. [4] demonstrated an approximate 10% increase in the power
generation of a single rotor in well-designed clusters, they reported the gap dependence of
the power coefficient only for a wind direction of 60◦ (one upwind rotor and two downwind
rotors) in a triangular-cluster configuration (see their Figures 8 and 9) in a study of a trio of
turbines. Among other studies in three-VAWT arrays [13–15], Ahmadi-Baloutaki et al. [15]
concluded that “the optimum range of the streamwise distance of the downstream turbine from the
counter-rotating pair and the spacing between the pair was determined to be about three and one
rotor diameters, respectively,” though they only considered a wind direction of 0◦ (an upwind
counter-rotating rotor pair and one downwind rotor) for a nonequilateral-triangular cluster
configuration.

Hara et al. [13] performed a 2D computational fluid dynamics (hereafter, 2D CFD)
study. The strong point of their study was that the rotational speed of each rotor could
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change according to the interaction between each rotor and flow around it. Yoshino
et al. [16] reported the wind-direction dependence of the rotational speed of three VAWTs.

Many studies explored multi-VAWT arrays, such as Zhang et al. [17] with 5 Savonius-
type VAWTs (2D CFD), Mereu et al. [18] with 16 Savonius-type VAWTs (2D CFD), Bangga
et al. [19] with 6 VAWTs (2D CFD with NACA 0021), Dabiri [3] with 6 VAWTs (field
experiment), and Hezaveh et al. [4] with 96 VAWTs (large-eddy simulation).

Therefore, the objectives of this study using two and three miniature VAWTs are to
explore the effects of the:

• Rotational directions;
• Gap ratios;
• Wind direction over 360◦;

on the arrayed-turbine performance.
The significance of the investigation is:

• Wind-tunnel experiments equivalent to the operation of small variable-speed VAWTs;
• Comparison with the cutting-edge 2D CFD with the DFBI method [13,16];
• Well-supported flow patterns obtained by flow visualization.

The rotational speeds of the rotors were simulated in the 2D CFD with software
STAR-CCM+ by solving an equation of continuity and Reynolds-averaged Navier–Stokes
equations in an unsteady incompressible flow, in which the numerical setup was the same
as that used in Hara et al. [13] for two rotors and Yoshino et al. [16] for three rotors.

2. Methods
2.1. Configuration of the Flow Field

The wind tunnel used had an outlet area 600 (width) × 350 (height) mm. The speed
and direction of the wind were held constant for each experiment. The uniformity of the
mean velocity and the turbulent intensity of the flow field are detailed in [20]. Figure 1
shows a model rotor named a butterfly wind turbine (BWT) used in the experiments. Each
model rotor was printed on a 3D printer. The miniature models were also used in our
previous experiments on a pair of VAWTs arranged side-by-side (Jodai and Hara [20]).
A BWT is a lift-type VAWT with straight-blade portions, such as a high-performance H-
Darrieus wind turbine, which features an armless rotor with looped blades. The height H
and diameter D of the miniature model were 43.4 and 50 mm, respectively. Figure 1b is the
cross-section of the model along the equatorial plane.
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The measurements were conducted on a pair/trio of rotors in an open space beyond
the wind-tunnel exit for layouts with 16 or 12 wind directions. An independent tandem
experiment was also conducted at a uniform velocity V = 10 and 12 m/s prior to the
multiple wind-direction experiments. The centers of the two or three turbines were located
at the 3D-position (i.e., 150 mm) from the wind-tunnel outlet, except for the independent
tandem experiments in which the upwind rotor was fixed 50 mm upstream of the center
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point. The solidity of the turbine model defined by Bc/(πD) was σ = 0.382. The Reynolds
number based on D and the tip speed ratio at a rotational speed of N~4000 rpm were
ReD~4.7 × 104 and λ~0.75, respectively, for the experiments on a pair of turbines with a
wind speed of V = 14 m/s. On the other hand, in experiments on a trio of turbines with a
wind speed of V = 12 m/s (N~3400 rpm), the corresponding values were ReD~4.0 × 104

and λ~0.74. The Reynolds number using the length of the chord c was Rec~1.9/1.6 × 104

for the experiments on a pair or trio of turbines. More details about the effect of a Reynolds
number on the performance in a VAWT are given in [20] with relevant references. The error
in the model rotational speed measurements was ±10 rpm, which corresponds to ±0.25%
or ±0.29% of the rotational speed N (~4000 rpm or ~3400 rpm) of a single rotor with an
isolated setting at a uniform wind velocity of V = 14/12 m/s. Table 1 provides a comparison
of the parameters adopted in related studies with those used in ours, including the cases of
multiple rotors with more than three turbines. In Table 1, gmin/D is the minimum rotor gap
ratio investigated and ω indicates the angular velocity of the rotor.

Table 1. Comparison of the parameters of the vertical-axis turbine. CO and IR represent co-rotating
and inverse-rotating configurations, respectively. U is the uniform speed; D is the rotor diameter;
Rec is the chord-based Reynolds number; λ = Rω/V is the tip speed ratio; and σ = Bc/(πD) is the
solidity. Values marked with † are examples of nonequilateral-triangular cluster design consisting of
three VAWTs.

Study Layout U (m/s) D (m) Rec/104 (-) λ (-) σ (-) gmin/D (-)

Ahmadi-Baloutaki
et al. [15] 0◦ trio (IR) 6–14 0.30 1.8–4.2 ~0.05–0.3 0.239 0.5 †

Bangga et al. [19] six-parallel (CO&IR) 8.0 2.0 14 1.5–3.0 0.0844 1.0

Dabiri [3]





over 360◦ overpair (IR)
elbow− like trio (IR)
six− staggered (IR)

5.7 (7.8) 1.2 4.2 (6) 1.5–3.0 0.102
0.65
0.65
3.0

Dessoky et al. [7] tandem pair (CO) 8.0 2 14 0.75 0.0844 1.5
De Tavernier et al.

[12]
over 360◦ pair

(CO&IR) 1.0 20 6.7 2.5, 3.5 0.032 0.01

Hezaveh et al. [4] 0◦, 20◦, 40◦, 60◦ trio
(CO) 12 1.2 8.8 2.18 0.0875 2.0

Kuang et al. [8] tandem pair (CO) 8.0 0.8 10.7 0.4–1.5 0.239 1.0
Sahebzadeh et al.

[11,21] over ±90◦ pair (CO) 9.3 1 15.7 4 0.0191 0.25

Zanforlin and
Nishino [6] over 360◦ pair (IR) 8.0 1.2 6.8 2.3–3.2 0.102 0.5

Zanforlin [22]
(tidal turbines) over 360◦ trio (CO) 1.5 1.0 27 1.75 0.175 2.0

Zhang et al. [14] 0◦, 60◦ trio (CO) 4.01 1.48 2 3.7 0.0323 2.0 †

Zheng et al. [23] 0◦, 60◦ trio (IR) 10.6 1.2 9 2.3 0.102 0.6

Present





tandem pair (CO&IR)
over 360◦ pair(CO&IR)
over 360◦ trio(CO&IR)

10, 12
14
12

0.050
1.3, 1.6

1.9
1.6

~0.8 0.382
1.0
0.5
0.5

2.2. Tandem Layouts of a Pair of VAWTs

Figure 2 explains two tandem arrangements using two turbines according to Hara
et al. [13] (see Figure 3 in [13]; the rotational direction in the present experiments is opposite
to that adopted in their CFD study). In the tandem co-rotating (TCO) layout, the two rotors
turn in the same rotational direction (Figure 2a), while in the tandem inverse-rotating (TIR)
layout, the two rotors rotate in opposite rotational directions (Figure 2b). Rotor 1 and Rotor
2 are denoted as R1 and R2, respectively. The space between the two rotors is indicated
by g. Results were obtained for six gap ratios of g/D = 1, 2, 4, 6, 8, and 10 (g = 50, 100,
200, 300, 400, and 500 mm) in the tandem arrangement. The experiments were performed
at a uniform velocity V = 10 or 12 m/s. The x-coordinate represents the direction of the

178



Energies 2023, 16, 1088

wind parallel to the array. The direction normal to x is y. In Figure 2, red arrows show the
rotational directions of the rotors.
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(CO); (b) inverse-rotation (IR).

2.3. Wind Directions of a Pair of VAWTs (16 Wind Directions)

Figure 3 shows the definition of 16-wind-direction configurations of a closely spaced
VAWT pair according to Sogo et al. [24] (see their Figure 2) or Hara et al. [13] (see their
Figure 4). In the co-rotation (CO) configuration, the two rotors rotate in the same rotational
direction, as illustrated in Figure 3a. In the inverse-rotation (IR) configuration, the two
rotors turn in opposite rotational directions, as shown in Figure 3b. The space between
Rotor 1 (R1) and Rotor 2 (R2) is indicated by g. The two gap ratios of g/D = 0.5 and
1 (g = 25 and 50 mm) were investigated in the configurations. The uniform velocity for the
16-wind-direction experiments was V = 14 m/s. θ is the wind-direction angle.

In Figure 3a, the CO layout at θ = 0◦ or 180◦ corresponds to the specific layout called
CO in a side-by-side arrangement. The tandem co-rotating (TCO) layout at θ = 90◦ or 270◦

is introduced in Figure 2a. Although the same layout exists in the symmetric direction with
respect to the center of the rotor pair (i.e., origin symmetry) in the CO configuration, as seen in
Figure 3a, the wind-tunnel experiment was conducted for all cases of the 16-wind-direction
configurations to ensure the repeatability of the experiment.

In Figure 3b, the counter-down layout at θ = 0◦and counter-up layout at θ = 180◦ are
called CD and CU, respectively, in a side-by-side arrangement. The TIR layout at θ = 90◦ or
270◦ is shown in Figure 2b. In contrast to the CO configuration in Figure 3a, equivalent
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cases exist in the symmetrical direction with respect to the x-axis (i.e., line symmetry) in
the IR configuration in Figure 3b. Nevertheless, we still executed the experiment for all
16-wind-direction cases in the IR configuration, since there are no comparable systematic
experiments on the wind-direction dependence.

2.4. Wind Directions of a Trio of VAWTs (12 Wind Directions)

Figure 4 shows the definition of 12-wind-direction configurations of a closely spaced
VAWT trio. In the co-rotation trio (3CO) configuration, the three rotors turn in the same ro-
tational direction, as illustrated in Figure 4a. In the inverse-rotation trio (3IR) configuration,
one of the three rotors (R2) turns in an opposite direction, as shown in Figure 4b. The space
between two of the three rotors (R1, R2, and R3) is indicated by g. The three gap ratios of
g/D = 0.5, 1, and 2 (g = 25, 50, and 100 mm) were investigated in these configurations. The
uniform velocity for the 12-wind-direction experiments was V = 12 m/s.

Energies 2023, 16, x FOR PEER REVIEW  6  of  27 
 

 

In Figure 3b, the counter‐down layout at θ = 0°and counter‐up layout at θ = 180° are 

called CD and CU, respectively, in a side‐by‐side arrangement. The TIR layout at θ = 90° 

or 270° is shown in Figure 2b. In contrast to the CO configuration in Figure 3a, equivalent 

cases exist in the symmetrical direction with respect to the x‐axis (i.e., line symmetry) in the 

IR configuration in Figure 3b. Nevertheless, we still executed the experiment for all 16‐

wind‐direction cases  in  the  IR configuration, since  there are no comparable systematic 

experiments on the wind‐direction dependence. 

2.4. Wind Directions of a Trio of VAWTs (12 Wind Directions) 

Figure 4 shows the definition of 12‐wind‐direction configurations of a closely spaced 

VAWT trio. In the co‐rotation trio (3CO) configuration, the three rotors turn in the same 

rotational direction, as illustrated in Figure 4a. In the inverse‐rotation trio (3IR) configu‐

ration, one of the three rotors (R2) turns in an opposite direction, as shown in Figure 4b. 

The space between two of the three rotors (R1, R2, and R3) is indicated by g. The three gap 

ratios of g/D = 0.5, 1, and 2 (g = 25, 50, and 100 mm) were investigated in these configura‐

tions. The uniform velocity for the 12‐wind‐direction experiments was V = 12 m/s. 

   

(a)  (b) 

Figure 4. Definition of 12‐wind‐direction configurations in a closely spaced VAWT trio: (a) co‐rota‐

tion trio (3CO); (b) inverse‐rotation trio (3IR). 

In Figure 4a, the layout at θ = 0° comprises a pair of CO rotors in a parallel arrange‐

ment (θ = 0° in Figure 3a) and an additional CO rotor (R3). Since the additional rotor R3 

is placed behind the other rotors, we define this layout as 3COB. The label of number 3 

was added to distinguish this layout from the 2COB layout, which is one of the layouts in 

the 3IR configuration (θ = 120° in Figure 4b), as explained later. The layout at θ = 90° is 

constituted by a pair of TCO rotors in a tandem arrangement (θ = 90° in Figure 3a) and an 

additional CO rotor (R3). We define this layout as 3TCOD, because the blades of the ad‐

ditional rotor R3 move downwind in the gap region (center of three turbines). Again, the 

label of number 3 was added in order to distinguish this layout from the 2TCOD layout, 

which is one of the layouts in the 3IR configuration (θ = 30° in Figure 4b).   

Note that the blades of the other rotors, R1 and R2, move upwind in the gap region 

in the former layout (3TCOD). Similarly, the layouts at θ = 30° and 60° in the 3CO config‐

uration are specific layouts, including a pair of tandem rotors or a pair of parallel rotors, 

and we define them as TCOU or 3COF, respectively. Since the same layout occurs at every 

120° in the wind direction, the number of the independent layouts in the 3CO configura‐

tion is four (two parallel‐like layouts and two tandem‐like layouts). However, to obtain 

reliable experimental results, the wind‐tunnel experiment was conducted for all cases of 

the 12‐wind‐direction configurations, as shown in Figure 4a. The three rotors are set on 

Figure 4. Definition of 12-wind-direction configurations in a closely spaced VAWT trio: (a) co-rotation
trio (3CO); (b) inverse-rotation trio (3IR).

In Figure 4a, the layout at θ = 0◦ comprises a pair of CO rotors in a parallel arrangement
(θ = 0◦ in Figure 3a) and an additional CO rotor (R3). Since the additional rotor R3 is placed
behind the other rotors, we define this layout as 3COB. The label of number 3 was added
to distinguish this layout from the 2COB layout, which is one of the layouts in the 3IR
configuration (θ = 120◦ in Figure 4b), as explained later. The layout at θ = 90◦ is constituted
by a pair of TCO rotors in a tandem arrangement (θ = 90◦ in Figure 3a) and an additional
CO rotor (R3). We define this layout as 3TCOD, because the blades of the additional rotor
R3 move downwind in the gap region (center of three turbines). Again, the label of number
3 was added in order to distinguish this layout from the 2TCOD layout, which is one of the
layouts in the 3IR configuration (θ = 30◦ in Figure 4b).

Note that the blades of the other rotors, R1 and R2, move upwind in the gap region
in the former layout (3TCOD). Similarly, the layouts at θ = 30◦ and 60◦ in the 3CO config-
uration are specific layouts, including a pair of tandem rotors or a pair of parallel rotors,
and we define them as TCOU or 3COF, respectively. Since the same layout occurs at every
120◦ in the wind direction, the number of the independent layouts in the 3CO configura-
tion is four (two parallel-like layouts and two tandem-like layouts). However, to obtain
reliable experimental results, the wind-tunnel experiment was conducted for all cases of
the 12-wind-direction configurations, as shown in Figure 4a. The three rotors are set on the
corners of an equilateral triangle shown in lavender dash-dotted line. The length of the
sides of the triangle is g + D.

In Figure 4b, the layout at θ = 0◦ comprises a pair of CD rotors in a parallel arrangement
(θ = 0◦ in Figure 3b) and an additional rotor (R3). Since the additional rotor R3 is placed
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behind the other rotors, we define this layout as CDB. The layout at θ = 90◦ is comprised of
a pair of TIR rotors in a tandem arrangement (θ = 90◦ in Figure 3b) and an additional rotor
(R3). We define this layout as TIRD-CO, because the blades of the additional rotor R3 turn
downwind in the gap region in addition to the fact that R3 rotates in the same direction
as R1. This layout differs from the TIRU-CO layout at θ = 150◦ in Figure 4b, in which the
blades of the additional rotor R1 move upwind in the gap region.

In the same way, the layouts at θ = 60◦ (CDF), 120◦ (2COB), 180◦ (CUF), 240◦ (CUB),
and 300◦ (2COF) are specific layouts that include a pair of side-by-side rotors. On the other
hand, the layouts at θ = 30◦ (2TCOD), 210◦ (2TCOU), 270◦ (TIRU-CU), and 330◦ (TIRD-CD)
are additional specific layouts that include a pair of tandem rotors. Note that the same
layout does not exist in the 3IR configuration. In other words, there are 12 independent
layouts in the 3IR configuration (six parallel-like layouts and six tandem-like layouts).
Therefore, we also conducted the experiment for all 12-wind-direction cases in the 3IR
configuration.

In summary, there are 16 independent layouts (see Table 2 and Figure 4). To our
knowledge, the present study is the first comprehensive measurement of the wind-direction
dependence on the basis of a wind-tunnel experiment for three closely allocated VAWTs
arranged equilaterally without omitting any wind directions, and with not only the 3CO
configuration but also the 3IR configuration.

Table 2. Definition of the names of specific layouts in 12-wind-direction configurations (3CO and
3IR) in a closely spaced VAWT trio. Layouts with * are repeated every 120◦.

Wind Direction (◦) 3CO (Co-Rotation Trio) 3IR (Inverse-Rotation Trio)

0 3COB CDB
30 TCOU 2TCOD
60 3COF CDF
90 3TCOD TIRD-CO

120 3COB * 2COB
150 TCOU * TIRU-CO
180 3COF * CUF
210 3TCOD * 2TCOU
240 3COB * CUB
270 TCOU * TIRU-CU
300 3COF * 2COF
330 3TCOD * TIRD-CD

2.5. Characteristics of a Single Rotor Configuration

The aim of this subsection is to briefly describe the properties of the miniature turbine.
Details of the torque measurement for the power calculation have been shown in Jodai and
Hara [20]. Figure 5a shows the variation in the power coefficient Cp with the tip speed ratio
λ of a wind turbine (see Table 1). The relationship between the rotational speed N and the
motor power (power P of the model turbine at equilibrium) is shown in Figure 5b, where
the red circles are points interpolated from the experiment. The approximate black curve
(P vs. N) in Figure 5b is expressed by Equation (1).

P[mW] = 0.2047
(

N[rpm]

1000

)3
+ 0.0442

(
N[rpm]

1000

)2
+ 21.042

(
N[rpm]

1000

)
− 0.0851 (1)

In the present experiments, a direct current motor was used only to start the rotation
of a turbine in a uniform wind. The model rotational speed N [rpm] was measured using
a noncontact-type digital tachometer with an accuracy of ±1 rpm, from a distance of
250–300 mm from the rotors (see [20] for details).
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Figure 5. Experimental data of a 3D-printed miniature rotor: (a) power coefficient as a function of tip
speed ratio; (b) power as a function of rotational speed (reproduced with permission from Jodai and
Hara [20]).

2.6. Experimental Setup of a Pair of VAWTs and a Trio of VAWTs

Figure 6 shows the normalized rotational speed in the case of the isolated turbine
NSI/NSI0 placed y = 0 mm (see Figures 2–4) at a uniform velocity V = 10 or 12 m/s. Here,
NSI is the rotational speed of the single rotor and NSI0 is that located at x/D = 0. Hereafter,
the rotational speed in the experimental result means the value measured in the case
without a power supply to the startup motor, i.e., the free rotational speed (see Figure 7).
The origins of the x- and y-axes correspond to the centers of the two/three rotors. Note
that the upstream rotor (R1) is fixed at x/D = –1 and only the streamwise position of the
downstream rotor (R2) was adjusted according to the rotor gap g in the tandem experiment
(Figure 2). We confirmed the constant rotational speed within the error of ±2% in the range
of 0 ≤ x/D ≤ 12 (Figure 6). This 600 mm streamwise range covers the full length of the
tandem experiment, including a pair of two rotors at the maximum gap of 10D = 500 mm.
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Figure 7. Setup of two VAWT models with a gap of g/D = 4 arranged in tandem.

Figure 7 shows the setup of two VAWT models with a 200 mm gap (g/D = 4) arranged
in tandem. Rotor 1 and Rotor 2 are aligned with the wind direction, as seen in Figure 2.
The rotors can easily move along the rail in the ± x direction to realize the required spacing
between the two rotors.

Figure 8 is the setup of two VAWT models with a 50 mm gap (g/D = 1) in IR config-
uration at θ = 112.5◦. The figure shows the view from the top (see Figure 3b). The wind
direction can be adjusted by using a rotating stage.
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Figure 9 shows the experimental setup of a trio of 3D-printed VAWT models with a
50 mm gap (g/D = 1) in 3IR configuration at θ = 120◦, viewed from the top (see Figure 4b).
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3. Results and Discussion
3.1. Rotational Speeds and Power of Closely Spaced VAWTs in Tandem Layouts

Figure 10 shows the variations in the rotational speed N [rpm] with the gap g between
the two rotors. The results for the TCO layout (Figure 2a) and for the TIR layout (Figure 2b)
are shown in Figures 10a and 10b, respectively. The rotational speed of the single turbine
obtained in the experiment was 2900 rpm at V = 10 m/s.
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In the TCO layout in Figure 10a, the rotational speeds N of Rotor 1 in the upwind
location and Rotor 2 in the downwind location decreased as the gap decreased because of
the interaction between the rotors. Similarly, in the TIR layout (Figure 10b), the rotational
speeds of Rotor 1 and Rotor 2 decreased as the gap decreased. In particular, the decreasing
tendency in the case of Rotor 2 for smaller gaps is remarkable. As seen in Figure 10, the
gap dependence of the rotational speed is almost the same for the TCO and TIR layouts:
(1) at the smallest gap of g = 50 mm (g/D = 1), the value of the rotational speed of Rotor
1 is 97% of that of an isolated rotor; (2) even at g = 500 mm (g/D = 10), the value of the
rotational speed of Rotor 2 is 75–80% of that of an isolated rotor. Note that for smaller
gaps of g = 50 and 100 mm (g/D = 1 and 2), downwind Rotor 2 cannot continue to rotate
due to the decelerated wake flow behind the upwind Rotor 1 at V = 10 m/s. Zanforlin
and Nishino [6] presented the reduction of the power of the upstream turbine under the
assumption that only this turbine is working in the case of the TIR layout at g/D = 0.5, 1,
1.5, and 2, using 2D CFD. However, their results showing the same power coefficient as
that of an isolated turbine seem to be unexpected (see 90◦ in their Figures 15, 17, and 18).
De Tavernier et al. [12] showed a power reduction of both turbines in the case of the TIR
layout at g/D = 0.2, based on a 2D simulation with a panel/vortex model. According to
their Figure 9, the power values of Rotor 1 and Rotor 2 are approximately 80% and 30% of
that of an isolated rotor, respectively.

To investigate the decreasing tendency in smaller gaps, we also experimented with
the TCO layout at a higher wind speed, as shown in Figure 11a. At the smallest gap of
g = 50 mm, the value of N of Rotor 1 is 97% of that of an isolated rotor (3700 rpm for
V = 12 m/s) and at g = 500 mm, the value of N of Rotor 2 is approximately 80% of that
of an isolated rotor, as in the case of V = 10 m/s. At this higher uniform wind speed, the
downwind Rotor 2 continued to rotate at 54% and 62% of rotational speed of an isolated
rotor, even at smaller gaps of g = 50 and 100 mm, respectively. Figure 11b shows the gap
dependence of the power P obtained using Equation (1) explained in Section 2.5. The
main results are as follows: (1) At g = 50 mm (g/D = 1), the power values of Rotor 1 and
Rotor 2 are 97% and 49% of that of an isolated rotor (88.7 mW for V = 12 m/s); (2) at
g = 500 mm (g/D = 10), the power of Rotor 2 is 78% of an isolated rotor. At the largest gap
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ratio, the power of Rotor 1 recovers to the value of a single rotor. According to Figure 6b,c
in Sahebzadeh et al. [21], in the TCO layout for V = 9.3 m/s, the power values of Rotor 1
and Rotor 2 are 92% and 44%, respectively, of that of an isolated rotor at g/D = 0.5; these
values changed to 95% and 40%, respectively, at g/D = 1.25. These values are qualitatively
consistent with our experimental values for g/D = 1. Since the gap dependence of N is
similar to that of P, as shown in Figure 11, hereafter, we will only use N for the discussion
on the gap/wind-direction dependence for all configurations.
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Figure 11. Gap dependence of (a) rotational speed and (b) power in the TCO layout at V = 12 m/s.

Next, we examine the normalized rotational speed Nnorm, defined in Equation (2).

Nnorm =
N

NSI
(2)

Figure 12 compares the results of Nnorm obtained from the wind-tunnel experiment
(Figure 10) with those obtained by Hara et al. [13] via 2D CFD analysis using the dynamic
fluid body interaction (DFBI) method. The gap between the two rotors (g on the abscissa)
is also nondimensionalized using the diameter of each rotor D. Regardless of the layout
type (TCO and TIR), the normalized rotational speed decreased as the gap decreased in the
experimental and CFD results.
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Dessoky et al. [7] have reported the importance of the rotor spacing on the pair
performance. This is based on the CFD code developed at their institute for wind tur-
bine applications using 2 m diameter Darrieus turbine rotors of the two-bladed NACA
0021 airfoil. Sahebzadeh et al. [11] showed that the turbine wake is broken at a down-
stream distance of approximately 8D for the TCO layout based on the unsteady Reynolds-
averaged Navier–Stokes (URANS) simulations with one-bladed turbines of an NACA
0018 airfoil. Their results also show a decreasing tendency of power for both rotors with
decreasing g/D. They stated that the drop was caused by the upstream induction of the
downstream turbine. However, their downstream rotor starts generating higher power at
0.25 ≤ g/D ≤ 1.25 in an unexpected manner; the minimum power is obtained at g/D = 2
and 4 in their simulation (see their Figure 6a). The parameter g in our work corresponds
to their R-d (R is the center-to-center distance of two rotors and d is the diameter of the
rotor in Sahebzadeh et al. [11]). Recently, Kuang et al. [8] reported that “the gap ratio of
g/D = 5 can appropriately balance the power and space cost” only in the case of the TCO layout.
Our experimental result (Figure 12), showing a slight change in the Nnorm with the gap at
g/D > 5, substantiates their appropriate gap ratio.

3.2. Wind-Direction Dependence of a Pair of VAWTs (16 Wind Directions)

Figure 13 shows the 16-wind-direction dependence of the rotational speed in the
CO configuration. The surrounding numbers indicate the wind direction θ (◦). At wind
direction θ = 90◦, called the tandem co-rotating (TCO) layout, the rotational speed of
the downwind rotor R2 decreases considerably (Figure 13b) or R2 stops (Figure 13a).
This happens because of the wake of upstream rotor R1, as in the cases in Figure 11a
(V = 12 m/s) and Figure 10a (V = 10 m/s). Interestingly, R2 also stops at θ = 112.5◦. This
can be explained by the existence of a deflected wake flow of R1 toward R2 by the Magnus
effect [25]. Huang et al. [26] reported “wake shape deformation and deflection” of a VAWT
using advanced robotic PIV. Strom et al. [1] have shown coherent structures in the wake of a
vertical-axis turbine in a water channel experiment, in addition to the wake deflection (see
their Figure 5). Furthermore, they have explained the mechanisms for the wake asymmetry
using forces acting on the blade (see their Figure 6).
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Sogo et al. [24] have reported this deflected wake in the cases of TCO and TIR layouts
by visualizing the streak lines with a smoke-wire method in their Figures 4 and 5. In
Figure 13, the same phenomena (decrease in rotational speed of R1 or stoppage of R1)
can be confirmed at θ = 270◦ and 292.5◦, which are in origin symmetry for θ = 90◦ and
112.5◦, respectively. Therefore, these phenomena ensure the repeatability of the experiment
explained in Section 2.3. Sahebzadeh et al. [21] have defined the wind direction near the
TCO layout (θ = 90–120◦ or θ = 270–300◦ and g/D < 4 in our coordinate) as the “wake-
interaction regime” with low total performance in the TCO layout. This concurs well with
our findings showing an origin-symmetrical distribution in the CO configuration.

Figure 14 shows the 16-wind-direction dependence of the rotational speed in the IR
configuration. At wind direction θ = 90◦, called the tandem inverse-rotating (TIR) layout,
the rotational speed of the downwind rotor R2 decreases considerably (Figure 14a) or R2
stops (Figure 14b). This is the result of a wake interference, caused by the upwind rotor R1,
with downwind rotor R2, as in the case in Figure 10b (V = 10 m/s). At θ = 112.5◦, although
R2 stops in the case of g/D = 0.5, it continues to rotate in the case of g/D = 1. In Figure 14,
a slowdown in rotational speed or stopping of R1 can also be confirmed at θ = 270◦ and
247.5◦, which are in line symmetry for θ = 90◦ and 112.5◦, respectively.

Energies 2023, 16, x FOR PEER REVIEW  14  of  27 
 

 

 

Figure 13. CO configuration of 16‐wind‐direction dependence on two VAWTs at V = 14 m/s: (a) g/D 

= 0.5; (b) g/D = 1. 

 

Figure 14. IR configuration of 16‐wind‐direction dependence on two VAWTs at V = 14 m/s: (a) g/D 

= 0.5; (b) g/D = 1. 

Figure 14. IR configuration of 16-wind-direction dependence on two VAWTs at V = 14 m/s:
(a) g/D = 0.5; (b) g/D = 1.

This line symmetry is seen with respect to the line connecting the wind direction of
θ = 0◦ and 180◦. Consequently, the size of the left half area surrounded by red lines
(indicating the average rotor speed of R1 and R2) and the line connecting the wind direction
of θ = 90◦ and 270◦ is larger than the size of the corresponding right half area. This imbalance
is emphasized with the decrease in g/D, as predicted by the numerical simulation by Hara
et al. [13] (see their Figure 13b,d,f). In contrast, unnatural increases in power in the case of
tandem layout are reported by Dabiri [3], based on field measurements (see their Figure 4),
and Zanforlin and Nishino [6] (see their Figure 15), conducted by 2D numerical simulation.
The former is seen in a wind direction of approximately θ = 110◦ and 290◦ (approximately
20◦ and 200◦ in their coordinates). The latter is seen in a wind direction of approximately
θ = 90◦ (approximately γ = 90◦ in their coordinate). The line-symmetrical distribution
of the wind-direction dependence in the IR configuration was also seen in the results of
De Tavernier et al. [12], obtained using the 2D panel/vortex method (see their Figure 9),
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though they do not mention it. However, increases seen in their results for approximately
θ = 45◦, 135◦, 225◦, or 315◦ are unexplained.

Next, we compare the experimental results with those obtained by 2D CFD [13]
conducted by our group. Figure 15 depicts the comparison between the experimental and
CFD results on 16-wind-direction dependence of the average normalized rotational speed
in the CO configuration. In each figure, the red line represents the experimental results and
the green dotted line shows the CFD results. Decreases in the average rotational speed on
the TCO layout (θ = 90◦ and 270◦) and near the tandem layout (θ = 112.5◦ and 292.5◦) are
seen in both the experimental and CFD results. This origin-symmetrical distribution on
16-wind-direction dependence in the CO configuration can be confirmed for g/D = 0.5 and
1. At θ = 112.5◦ and 292.5◦, the decrease in rotational speed occurs more explicitly in the
experimental results compared to the CFD results. This implies that the wake deflection,
accompanied by the stopping of a downwind rotor, in the 3D experiment is stronger than
that of the 2D CFD.
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Figure 16 presents a comparison between the experimental and CFD results on the
16-wind-direction dependence of the average normalized rotational speed in the IR con-
figuration. The CFD results also show an obvious slowdown in the average rotational
speed in the TIR layout (θ = 90◦ and 270◦) and near the tandem layout (θ = 112.5◦ and
247.5◦). This supports the experimental results showing the line-symmetrical distribution
on 16-wind-direction dependence in the IR configuration.
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(a) g/D = 0.5; (b) g/D = 1.

3.3. Wind-Direction Dependence of a Trio of VAWTs (12 Wind Directions)

Figure 17 shows the 12-wind-direction dependence of the normalized rotational speed
Nnorm in the 3CO and 3IR configurations. In each figure, the blue circles indicate the
rotational speed N of Rotor 1 (R1), the green crosses plot the N of Rotor 2 (R2), and the
black triangles show the N of Rotor 3 (R3). The red squares represent the average rotor
speed of R1, R2, and R3, defined as Nnorm, ave.

First, we investigate the 3CO configuration in Figure 17a,c,e. At wind direction
θ = 0◦, called 3COB (see Figure 4a), the downwind rotor R3 stops at the smallest gap of
g/D = 0.5 (Figure 17a) but R3 rotates faster with increasing the gap (Figure 17c,e). At wind
direction θ = 30◦, called TCOU, all rotors rotate at a relatively high speed, with the average
rotational speed of the three rotors (Nnorm,ave) reaching a maximum value at g/D = 0.5 and
1 (Figure 17a,c). At θ = 60◦, called 3COF, one of the downwind rotors, R3, stops rotating at
g/D = 0.5 and 1 (Figure 17a,c). Similarly, at θ = 90◦, called 3TCOD, the downwind rotor R2
stops at g/D = 0.5 and 1 (Figure 17a,c). In this layout, a significant decrease in the rotational
speed of R2 occurs, even in the largest gap of g/D = 2 (Figure 17e). As a result, the average
rotational speed Nnorm,ave is remarkably low in the 3TCOD. As explained in Section 2.4, the
same layout occurs in every 120◦ in the 3CO configuration. In fact, the experimental results
(Figure 17a,c,e) show the excellent rotational symmetry for the average normalized rotational
speed Nnorm,ave.

Second, we examine the 3IR configuration in Figure 17b,d,f. At wind direction θ = 0◦

(CDB; see Figure 4b), the downwind rotor R3, in addition to the upwind rotors (R1 and
R2), continues to rotate even at the smallest gap of g/D = 0.5 (Figure 17b). This completely
differs from the result in 3COB (θ = 0◦ in the 3CO layout). The average rotational speed
of the three rotors, Nnorm,ave, in the 3IR configuration reaches its maximum value at θ = 0◦

(i.e., CDB) at g/D = 0.5, 1, and 2 (Figure 17b,d,f). Hence, Nnorm,ave in other layouts tends
to have a much smaller value than it does in CDB, especially in the cases with a smaller
gap distance. Although we do not explain all the layouts in detail here, the experimental
results shown in Figure 17b,d,f prove that there is no rotationally symmetric distribution in
Nnorm,ave, as expected by the 12 independent layouts in the 3IR configuration explained in
Section 2.4.
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Figure 17. Configurations of 12-wind-direction dependence of normalized rotational speed in a trio
of VAWT models at V = 12 m/s: (a) 3CO configuration, g/D = 0.5; (b) 3IR configuration, g/D = 0.5;
(c) 3CO configuration, g/D = 1; (d) 3IR configuration, g/D = 1; (e) 3CO configuration, g/D = 2; (f) 3IR
configuration, g/D = 2.
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Hezaveh et al. [4] termed the mean value of three turbines as “cluster-averaged power.”
For θ = 60◦, they suggested the best gap ratios of 2, 3, and 4 with the highest cluster-
averaged power value (see their Figure 8). These values support our results that the best
gap ratio is g/D = 2 with maximum Nnorm,ave value (Figure 17).

Here, we define the footprint radius Rfoot and the footprint area Afoot of a trio of rotors,
as in Equations (3) and (4). Rfoot is the radius of the circular region that connotes the three
rotors with a gap distance of g. The second term of the right hand of Equation (3) represents
a distance from the center of the rotor trio to the corner of an equilateral triangle (lavender
dash-dotted line in Figure 4). Since the diameter of each rotor D is 50 mm, the values of
Rfoot at g = 25, 50, and 100 mm are 68.30, 82.74, and 111.60 mm, respectively. The Afoot values
at g = 25, 50, and 100 mm are then 0.01466, 0.02150, and 0.03913 m2, respectively. We define
the simple average of the Nnorm,ave of the 12 wind directions as the Nnorm, 12-wind. Table 3
lists the values of Nnorm, 12-wind based on the wind-tunnel experiments and those multiplied
by 3 (i.e., the number of rotors) divided by the corresponding Afoot.

Table 3. Comparison of average normalized rotational speed Nnorm, 12-wind and 3Nnorm, 12-wind/Afoot

in a trio of VAWT models in an isotropic 12-directional wind speed.

Average Speed g/D = 0.5 g/D = 1 g/D = 2
3CO 3IR 3CO 3IR 3CO 3IR

Nnorm, 12-wind (-) 0.686 0.677 0.778 0.801 0.918 0.869
3Nnorm, 12-wind/Afoot (-/m2) 140.4 138.6 108.5 111.7 70.4 66.6

By referring to Table 3, the value of Nnorm, 12-wind increases with an increase in g/D.
This gap dependence is emphasized by the plots in Figure 18, in which Nnorm,ave of the
different rotor spacings are presented in one radar chart for 3CO and 3IR, respectively. In
each figure, the blue circles indicate the average normalized rotational speed Nnorm,ave at
g/D = 0.5, the green triangles plot the Nnorm,ave at g/D = 1, and the red squares show the
Nnorm,ave at g/D = 2.
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Figure 18. Experimental results of the gap dependence of the 12-wind-direction for the average
normalized rotational speed in a trio of VAWT models at V = 12 m/s in: (a) 3CO configuration;
(b) 3IR configuration.
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In contrast, the performance indicated by 3Nnorm, 12-wind/Afoot in a unit footprint area
shows the opposite tendency, i.e., the advantage of a smaller rotor spacing (see Table 3).
However, it is crucial to contemplate not only the performance (wind-direction dependence
in Nnorm, 12-wind or 3Nnorm, 12-wind/Afoot) of a trio of turbines, but also the velocity deficit of
the wake flow.

This interference between a trio and the other trios is essential for future research on
the design of an optimal layout of the three-turbine array or multi rotor systems with very
many rotors (e.g., [27]).

R f oot =
D
2
+

g + D√
3

(3)

A f oot = πR f oot
2 (4)

Now, we define another normalized rotational speed, Nnorm,bi-wind, in Equation (5).
Here, Nnorm,ave, 0◦ and Nnorm,ave, 180◦ are average normalized rotational speeds of parallel-
like layouts at θ = 0◦ and θ = 180◦, respectively. Therefore, Nnorm,bi-wind indicates the
performance of a trio of turbines in an isotropic bidirectional wind speed. An example of
the bi-wind in nature is a daytime sea breeze or a nighttime land breeze.

Table 4 shows the values of Nnorm,bi-wind for different gap ratios. Table 4 also contains
the values of 3Nnorm,bi-wind/Afoot, which indicates the advantage of a smaller rotor spacing.
As shown in Table 4, the 3IR configuration yielded a higher average rotational speed than
the 3CO arrangement at any rotor spacing in the ideal bidirectional wind conditions. It is
interesting that the change in wind from 12-wind-direction (Table 3) to 2-wind-direction
(Table 4) acts negatively in the 3CO configuration but positively in the 3IR configuration,
on VAWT performance.

Nnorm, bi−wind =
Nnorm, ave, 0◦ + Nnorm, ave, 180◦

2
(5)

Table 4. Comparison of normalized rotational speed Nnorm,bi-wind and 3Nnorm,bi-wind/Afoot in a trio of
VAWT models in an isotropic bidirectional wind speed.

Average Speed g/D = 0.5 g/D = 1 g/D = 2
3CO 3IR 3CO 3IR 3CO 3IR

Nnorm,bi-wind (-) 0.629 0.763 0.762 0.903 0.960 0.961
3Nnorm,bi-wind/Afoot (-/m2) 128.8 156.1 106.3 126.0 73.6 73.7

Figures 19 and 20 compare the experimental results with corresponding 2D CFD
results with the DFBI method [16] for the 3CO configuration and the 3IR configuration,
respectively. As for the rotational direction and the gap length (g/D = 1), refer to the inset
in Figures 19 and 20. Broadly speaking, the speed-down tendencies of the downwind rotor
are confirmed in both the experimental and the CFD results.

Next, we examine the difference between the 3CO and 3IR configurations. Figure 21
plots average normalized rotational speed in a trio of VAWT models at g/D = 1. The green
circle and the purple triangle indicate the 3CO and 3IR, respectively. Figure 21a shows
the experimental results with solid lines, while Figure 21b presents the CFD results with
broken lines. It is worth noting that θ = 60◦ in 3IR (CDF) with a higher Nnorm,ave value is an
advantageous wind direction against θ = 60◦ in the 3CO (3COF).
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Figure 19. Comparison between the experimental and CFD results on 12-wind-direction dependence
of normalized rotational speed in a trio of VAWT models at g/D = 1 in the 3CO configuration:
(a) Rotor 1; (b) Rotor 2; (c) Rotor 3; (d) Average.

On the other hand, θ = 270◦ in 3IR (TIRU-CU) with a lower Nnorm,ave value is a
disadvantageous wind direction against θ = 270◦ in 3CO (TCOF). In total, the value of
Nnorm, 12-wind (the simple average of the Nnorm,ave of the 12 wind directions) of 0.801 of the
3IR is 3% larger than 0.778 of the 3CO (see Table 3).

Figures 22 and 23 show the streak lines observed using a smoke-wire method in the
cases of the 3CO configuration and 3IR configuration, respectively. A stainless-steel wire,
which is enclosed in the yellow dotted frame in Figure 22a, was horizontally set 2.7D
upstream of the center of a trio of rotors. The apparatus is the same as that used in [20].
The critical parameter in the visualization of the flow is the rotational speed N of each
rotor in order to maintain the tip speed ratio λ = πDN/(60V). Since the ratio of a uniform
velocity in visualization to rotational speed measurements at 12 m/s is 1/6, each rotor
speed is precisely adjusted one-sixth of the rotational speed presented in Figure 17 by using
a variable external resistance. Electric cables located far below the trio of turbines are also
seen in the visualization, as shown in Figure 22a.
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Figure 20. Comparison between the experimental and CFD results on 12-wind-direction dependence
of normalized rotational speed in a trio of VAWT models at g/D = 1 in the 3IR configuration:
(a) Rotor 1; (b) Rotor 2; (c) Rotor 3; (d) Average.
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Figure 21. Comparison between 3CO and 3IR configurations on the average normalized rotational
speed in a trio of VAWT models at g/D = 1: (a) experimental results; (b) CFD results.
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Figure 22. Photographs of smoke flow through three turbines at g/D = 1 under V = 2 m/s in the 3CO 

configuration: (a) θ = 0°; (b) θ = 30°; (c) θ = 60°; (d) θ = 90°. 

 

Figure 23. Photographs of smoke flow through three turbines at g/D = 1 under V = 2 m/s in the 3IR 

configuration: (a) θ = 0°; (b) θ = 270°; (c) θ = 60°; (d) θ = 90°. 

Figure 22. Photographs of smoke flow through three turbines at g/D = 1 under V = 2 m/s in the 3CO
configuration: (a) θ = 0◦; (b) θ = 30◦; (c) θ = 60◦; (d) θ = 90◦.
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Figure 23. Photographs of smoke flow through three turbines at g/D = 1 under V = 2 m/s in the 3IR 

configuration: (a) θ = 0°; (b) θ = 270°; (c) θ = 60°; (d) θ = 90°. 
Figure 23. Photographs of smoke flow through three turbines at g/D = 1 under V = 2 m/s in the 3IR
configuration: (a) θ = 0◦; (b) θ = 270◦; (c) θ = 60◦; (d) θ = 90◦.

Figures 24 and 25 present the distributions of the streamwise component of flow
velocity conducted by the corresponding 2D CFD with the DFBI method [16] in the cases
of the 3CO and 3IR configurations, respectively. The color in Figures 24 and 25 indicates
the magnitude of the velocity.
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Figure 24. Color contours of flow velocity at g/D = 1 under V = 10 m/s in the 3CO configuration: (a) 
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Figure 24. Color contours of flow velocity at g/D = 1 under V = 10 m/s in the 3CO configuration:
(a) θ = 0◦; (b) θ = 30◦; (c) θ = 60◦; (d) θ = 90◦.
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Figure 25. Color contours of flow velocity at g/D = 1 under V = 10 m/s in the 3IR configuration:
(a) θ = 0◦; (b) θ = 270◦; (c) θ = 60◦; (d) θ = 90◦.
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First, we explore the flow patterns in the 3CO configuration in Figure 22. At wind
direction θ = 0◦, called 3COB (see Figure 22a), the distances of the adjacent streak lines
contract between the upwind rotors (R1 and R2), which implies the flow acceleration
between R1 and R2. This is also confirmed in the CFD results in Figure 24a. Subsequently,
the accelerated gap flow deflects toward the R1 side (upper-side) and flows partially into
the downwind rotor (R3).

At wind direction θ = 30◦, called TCOU, in which all rotors rotate relatively fast, the
accelerated flow between R1 and R2 deflects toward the center of R3 in Figure 22b (see the
relatively high-speed inflow shown in yellow just in front of R3 in Figure 24b).

At θ = 60◦, called 3COF, the outward-deflected flow in front of R3 glanced off the
outer edge (upper-side) of R3, as shown in Figures 22c and 24c. Furthermore, the flow
in front of R3 receives a negative effect from R2-driven induced velocity. This outward
deflection is caused by R1- and R2-driven induced velocities, resulting in deceleration in
front of R3. On the other hand, R1- and R3-driven induced velocities have an accelerating
effect on the flow in front of R2. These results imply that much momentum flows into R2;
subsequently, asymmetric wakes (accompanied by deflected gap flow between them) are
generated behind R2 and R3, as shown in Figure 24c. These are the reasons for the stoppage
of R3 (black triangle in Figure 17c).

The deflected gap flow from R2 to R3 can also be seen in a 3CO-like layout (not in an
equilateral triangle) using three Savonius turbines conducted by Shaheen et al. [28] (see
their Figure 19).

Similarly, at θ = 90◦, called 3TCOD, the downwind rotor R2 stops, indicated by the
green cross in Figure 17c (a remarkable decrease in the speed in CFD in Figure 19b), since
the flow between R2 and R3 diverges toward the opposite side (upper-side) of R2 enclosed
by the lavender broken frame in Figure 22d. This can be seen in the inclined high-speed
zone shown in the red contour in the CFD results in Figure 24d. Note that the low-speed
inflow shown in green just in front of R2 in Figure 24d contrasts to the high-speed inflow in
front of R3 seen in Figure 24b. Furthermore, the remarkably inclined wake zone enclosed
by a red solid frame behind R2 is also contrastive to the straight wake zone, which is
investigated later in Figure 25d in the opposite rotational direction of R2.

The above-mentioned flow deflection occurs through the combinational results of the
Magnus effect and induced-velocity effect, originating from the three rotating turbines.
Regarding the two parallel-like layouts in the 3CO configuration, the average rotational
speed performance in the 3COB layout (θ = 0◦) is greater than that in the 3COF layout
(θ = 60◦). Regarding the two tandem-like layouts in the 3CO configuration, the TCOU
layout (θ = 30◦) shows better performance compared with that in the 3TCOD layout
(θ = 90◦). These two relationships are common results obtained by the experiments and the
CFD.

The former relationship (3COB > 3COF) is also confirmed in the normalized overall
power coefficient by Zanforlin [22] for gap/D = 2 (see her Figure 10b), by Shaheen et al. [28]
(see their Figures 22 (3COF-like layout) and 26 (3COB-like layout)), and by Silva and
Danao [29] for gap/D = 1 (see their Table 6), with all based on 2D CFD.

Regarding the order of rotational speed Nnorm, ave at θ = 60◦ in the 3CO configuration
(i.e., 3COF), R2 rotates at the fastest speed for the gap/D = 0.5 and 1. This is the same result
in three Savonius turbines in a 3COF-like layout independent of rotor gap ratio conducted
by Shaheen et al. [27] (see their Figure 21) and on three Darrieus turbines in a 3COF layout
by Silva and Danao [28] for gap/D = 1.

Next, we examine the flow patterns in the 3IR configuration in Figure 23. At wind
direction θ = 0◦, called CDB (see Figure 23a), the contracted streak lines between the upwind
rotors (R1 and R2) directly flow into the downwind rotor (R3). The large high-speed zone
surrounded by the three rotors is seen in the CFD results in Figure 25a. Therefore, the
value of Nnorm,ave in this layout takes the maximum value of 0.9618 among the whole
16 independent layouts (see Table 2). This value is 106% of 0.9087 obtained in the case
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of 3COB (θ = 0◦ in the 3CO layout). The corresponding 2D CFD shows 103% in this
comparison (CDB to 3COB).

The order of rotational speed Nnorm, ave at θ = 0◦ in the 3IR configuration (i.e., CDB) is
R1 > Ave. > R2/R3, as seen in Figure 17d or Figure 17f for gap/D = 1 or 2. This agrees with
the order of the power coefficient for CDB obtained by Zheng et al. [23] (see their Figure 19)
based on 2D CFD.

At wind direction θ = 60◦, called CDF, although the induced velocity of the upwind
rotor (R1) causes negative effects on the flow before the downwind rotor (R3), the opposite
rotation of R2 produces positive effects on the flow in front of R3. The wakes behind R2
and R3 show a relatively symmetric straight flow pattern enclosed by black solid frames in
Figure 25c.

This indicates that the upper-side flow of R1 gives its streamwise momentum relatively
directly into R3. This flow pattern is clearly different from that in the largely outward-
deflected wake flow in the 3CO configuration at the same wind direction of θ = 60◦ (3COF).
Hence, R3 continues to rotate in the case of CDF, which is in contrast to the result (R3
stopped) in the case of 3COF. This leads to a significant advantage in the Nnorm,ave at the
CDF layout (θ = 60◦ in the 3IR configuration) over Nnorm,ave at 3COF, as seen in Figure 21
(indicated by CDF > 3COF).

At θ = 90◦, called TIRD-CO, both flows of the upper and lower sides of R2 straightly
move downstream, generating the above-mentioned streamwise wake zone behind R2
(Figure 25d).

At θ = 270◦, called TIRU-CU (see Figure 23b), since the gap flow between R2 and R3 is
almost straight in contrast to the largely deflected flow in Figure 22b, the gap flow in the
TIRU-CU layout does not flow fully into the downwind rotor R1 but glances off the inner
edge (lower-side) of R1.

Consequently, R1 stops to rotate in the experiment, or R1 takes the minimum Nnorm,ave
value in the CFD (see Figure 20a). Remember that the TCOU layout in Figure 22b for
θ = 30◦ is equivalent to that in θ = 150◦ and 270◦ only for the 3CO configuration, as
explained in Table 2. There is a remarkable difference in Nnorm,ave between the TIRU-CU
layout and the TCOU layout in the same wind direction (see Figure 21).

Finally, it is interesting to note that among the six parallel-like layouts (θ = 0◦, 60◦,
120◦, 180◦, 240◦, and 300◦), the Nnorm,ave value in the 3IR configuration always exceeds
that in the 3CO configuration in the experiments (see Figure 21a). In contrast, the Nnorm,ave
value in the 3IR configuration falls below that in the 3CO configuration regarding the six
tandem-like layouts (θ = 30◦, 90◦, 150◦, 210◦, 270◦, and 330◦).

4. Conclusions

Our wind-tunnel experiments on the interaction between a pair/trio of closely spaced
VAWTs have revealed a wind-direction dependence at a uniform wind speed.

For both the tandem co-rotating (TCO) and the tandem inverse-rotating (TIR) pair:

• The decrease in the rotational speed and rotor power of a pair of turbines arranged in
tandem was demonstrated;

• The amount of decrease depended on the g/D ratio, with the value of the rotational
speed of the downwind rotor 75–80% of that of an isolated rotor even at g/D = 10,
although the value of the upstream rotor was 100%;

• The corresponding power value of the downwind rotor was approximately 80%.

In the 16-wind-direction experiments on a pair of VAWTs:

• The “origin-symmetrical” distribution of the average rotational speed of two rotors
in the CO pair configuration and the “line-symmetrical” distribution in the IR pair
configuration were demonstrated;
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• The existence of a deflected wake flow accounted for the decreasing tendency of the
rotational speed at θ = 90◦, 112.5◦, 270◦, and 292.5◦ (showing the origin symmetry) in
the CO pair configuration;

• A wake interaction caused a slowdown tendency at θ = 90◦, 112.5◦, 270◦, and 247.5◦

(showing the line symmetry) in the IR pair configuration.

We examined 16 independent layouts (eight parallel-like layouts and eight tandem-like
layouts) in the experiments on a trio of VAWTs:

• The performance in a unit footprint area demonstrated the advantage of a smaller
rotor spacing for not only the average of 12-directional wind (Table 3) but also the
average of bidirectional wind (Table 4);

• The inverse-rotating trio (3IR) configuration takes a higher average rotational speed
than the co-rotating trio (3CO) configuration at any rotor gap under the ideal bidirec-
tional wind conditions;

• The maximum average rotational speed can be obtained at a wind direction of θ = 0◦

in the 3IR configuration, which is 6% faster than that in the 3CO configuration;
• The average rotor speed of the three rotors Nnorm, ave is remarkably low at θ = 90◦, 210◦,

and 330◦ in the 3CO configuration (3TCOD). The 3CO configuration demonstrates the
“rotational symmetry” for Nnorm, ave in every 120◦;

• The 3IR configuration does not show the rotational symmetry for Nnorm, ave,
as expected.

The corresponding flow patterns and velocity fields have been discussed in detail,
along with flow visualization and 2D CFD results obtained by adopting the DFBI method:

• The relationship 3COB > 3COF for Nnorm, ave is explained by accelerated gap flows at
θ = 0◦ and the decelerating effect on the flow at θ = 60◦, in the 3CO configuration;

• The relationship CDF > 3COF for Nnorm, ave is explained by straight wakes at θ = 60◦

in the 3IR configuration and asymmetric wakes at θ = 60◦ in the 3CO configuration.

For future work:

• We are confident that our research will serve as a base for future studies on designing
a wind farm consisting of sets of these turbine pairs and trios. Further investigation
on the wake interference between them is essential for future research on the design.
We are currently making preparations for the wind-tunnel experiments with 12 BWTs
to determine the optimal arrangement, supported by JSPS KAKENHI below.
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Abstract: Many vertical-axis wind turbines (VAWTs) require arms, which generally provide aero-
dynamic resistance, to connect the main blades to the rotating shaft. Three–dimensional numerical
simulations were conducted to clarify the effects of a gap placed at the blade–arm connection portion
on VAWT performance. A VAWT with two straight blades (diameter: 0.75 m, height: 0.5 m) was used
as the calculation model. Two horizontal arms were assumed to be connected to the blade of the
model with or without a gap. A cylindrical rod with a diameter of 1 or 5 mm was installed in the
gap, and its length varied from 10 to 30 mm. The arm cross section has the same airfoil shape (NACA
0018) as the main blade; however, the chord length is half (0.04 m) that of the blade. The simulation
shows that the power of the VAWT with gaps is higher than that of the gapless VAWT. The longer
gap length tends to decrease the power, and increasing the diameter of the connecting rod amplifies
this decreasing tendency. Providing a short gap at the blade–arm connection and decreasing the
cross–sectional area of the connecting member is effective in increasing VAWT power.

Keywords: vertical–axis wind turbine; arm; gap; computational fluid dynamics; three–dimensional
effects; drag; surface pressure; wall shear stress

1. Introduction

Most of the wind turbines currently used for wind power generation are propeller–
type horizontal–axis wind turbines (HAWTs) [1,2]. A different wind turbine rotor structure
is the vertical–axis wind turbine (VAWT) [3–5], which has features such as having no
wind direction dependence. Unlike HAWTs, many lift–driven VAWTs (Darrieus type)
structurally require arms (or struts) to connect the main blades to the rotating shaft. If the
cross section of the arm is airfoil–shaped, the slant–installed arm generates a rotational
force using lift, which improves the starting performance. However, it becomes the main
cause of aerodynamic resistance in a high–rotation–speed state, regardless of the cross
section, when installed horizontally. Several previous studies have investigated the effects
of arms on the performance of lift–type VAWTs.

Li and Calisal [6] investigated the three–dimensional (3D) effects of a vertical–axis
tidal turbine, but not wind turbines, through numerical analysis using the vortex method.
However, their numerical simulation did not include the effects of the arm, which were
analytically modeled based on separate towing experiments. In their research, two types of
arm structures (types A and B) were analyzed. In type B, the arm with the airfoil section
was directly connected to the blade. Conversely, in type A, the arm had a bluff body–shaped
cross section, which was attached to the blade via a clamping mechanism to adjust the
angle of attack. As a result, type A caused larger arm loss than type B.
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Qin et al. [7] conducted a computational fluid dynamics (CFD) analysis based on
the Reynolds–averaged Navier–Stokes (RANS) equations of an H–type VAWT with a
rooftop (diameter: 2.5 m, blade length: 2 m, chord length: c = 0.2 m) consisting of three
blades. The 3D model was equipped with a flat cylindrical rotor hub (top disk) with a
diameter of 0.5 m. Although the cross–sectional shape of the arm is unknown, the length
of the arm connecting the top disk and a blade was set to 1 m. A comparison of the 2D
and 3D calculation results showed that the average torque decreased by 40% because
of the 3D effects. The authors considered that the observed negative torque, which is
larger downstream than upstream, must be attributed to the interaction between the wake
generated by the blade passing upwind half and the blade downstream. In Figure 14(a)
of their paper, the vorticity generated from the arms was visualized to demonstrate its
significant effects. However, the azimuth dependency of the arm effects and the importance
of the connection part were not mentioned.

De Marco et al. [8] conducted a CFD analysis on the characteristics of a straight–bladed
VAWT (diameter: 2.6 m, blade length: 2.5 m, blade chord length: 20 mm, blade cross section:
NACA 0018) equipped with slant arms. The cross–sectional shape of the upper and lower
slant arms mounted at 30 degrees on a horizontal arm placed on the equatorial plane was
similar to the main blade. The torque generated by the horizontal arms was not considered
in the CFD analysis. Three cases in which the number of blades changed from one to
three were examined, and in each case, models of the main blade only, arm set only, and
full element (both main blades and arms) were calculated. In each case, the full–element
characteristics were shown to be inferior to the simple sum of the blade–only and arm
set–only models, and the complex effects of wake and blockage with an increasing number
of blades were discussed. Figure 14(b) of their paper showed the improvement in rotor
power when the chord length of the slant blade was reduced. However, their slant arms
were directly attached to the blades, and the effects of the connection portion on the turbine
rotor were not mentioned.

Marsh et al. [9] performed an unsteady RANS (URANS) analysis on a vertical–axis
tidal current turbine with three straight blades (radius: 0.457 m, blade length: 0.686 m, blade
chord length: 65 mm, blade cross section: NACA 0012) using k–ω SST as the turbulence
model. Three types of turbines were analyzed. Turbine A was equipped with horizontal
struts (section NACA 0012) directly connected to the blade tips (upper and lower). The
other two turbines (turbines B and C) were structured with a horizontal strut attached to
the quarter position of the blade length from each upper and lower blade tip. The cross
section of the strut of turbine B had a bluff body shape, and the strut was connected to a
blade with a connection tab. In contrast, the strut section of turbine C was airfoil–shaped
(NACA 0012), and the strut was directly connected to the blade (faired joint). Turbine A
clearly showed a smaller power coefficient (Cp) than turbines B and C. Turbine B generated
a smaller rotational torque than turbine C; however, it is not clear whether the shape of the
strut or the connecting tab had a greater effect, with the authors stating that the distinction
is difficult to determine.

Li et al. [10] conducted a wind tunnel experiment using an experimental rotor with
a diameter, blade length, and chord length of 20 m, 1.2 m, and 0.265 m, respectively, to
clarify the aerodynamic characteristics of a straight–blade VAWT. The cross section of the
main blade was NACA 0021. The number of blades was changed from two to five to
investigate the effects of solidity and Reynolds number. The shapes of the arms were not
described in detail. In addition to pressure measurements using 32 pressure taps at the
mid–span cross section of the blade, torque meter measurements and six–component force
balance measurements were performed. The Cp obtained by the pressure measurement
was larger than the Cp measured by the torque meter or force balance. This difference was
attributed to the fact that the pressure measurement did not include the blade tip or arm
effects. Their study also presented CFD results showing the azimuth dependence of the
torque at different positions in the span direction of one blade. The results illustrated that
at the upstream position (azimuth 90◦), where the maximum torque was generated, the
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torque generated near the equatorial level was approximately 40% higher than that near
the blade tip.

Aihara et al. [11] performed 3D–CFD (RANS, turbulence model: realizable k–ε) on a
12 kW three–bladed VAWT with a diameter and blade length of 6.5 m and 5 m, respectively.
The azimuth dependency of the normal and tangential forces of one blade and one inclined
strut (upper and lower) was calculated for three cases: blade only, with strut, and with
tower. The Cp for the blade–only model was 0.277 and that with struts decreased by 43% to
become 0.158. The influence of the tower was smaller than that of the struts. The tangential
force was more strongly influenced by the strut than the normal force and decreased at
the height of the connection between the strut and the blade. Furthermore, at 90◦ azimuth
(upstream), the reduction in the tangential force owing to the struts was large. Note that
there was no gap between the strut and the blade in their model.

In most vertical–axis turbines actually installed in the field, such as the aforementioned
12 kW VAWT, an arm and a blade are directly connected without creating any gap or chang-
ing the cross–sectional area of the arm (see Figure 1 of reference [12] and the conceptual
video or images shown in the web page [13]).

Hara et al. [14] performed a CFD analysis to elucidate the effects of the arms on the
performance of a VAWT. The analysis objects (diameter: 0.75 m, blade length: 0.5 m, blade
chord length: 80 mm, blade cross section: NACA 0018) consisted of two straight blades
without arms (armless rotor) or those with arms having three different cross sections (airfoil,
rectangular, and circular). The study showed that the model with airfoil cross–sectional
arms reduced the power by approximately 50% under the maximum power condition (tip
speed ratio: λ = 3) compared to the model without arms. The drag caused by the surface
pressure of the arm tended to increase near the connection between the arm and blade,
regardless of the arm cross–sectional shape. Importantly, the rotational force caused by the
pressure distribution on the main blade was significantly affected by the arm mounting
portion, and the influence largely depended on the cross–sectional area of the arm, that is,
the contacting area between the arm and the blade. In this study, the main blade and arm
were connected without a gap.

The present study targeted a VAWT model of the same size as that used in a previous
study [14]. However, a gap was placed between the main blade and arm to investigate the
effects of the connection portion on the rotor performance. In addition, the effects of the
gap length and the size of the connecting members installed in the gap were clarified.

2. Methods
2.1. Object Model for Calculation

Similarly to a previous study [14], a two–bladed H–type Darrieus wind turbine was
selected as the calculation object, which had the same size as the experimental VAWT
(DU–H2–5075) [15] at the Delft University of Technology (TU Delft) (Figure 1). The cross
section of the straight blade (main blade) is NACA 0018 (symmetrical airfoil), with chord
length c = 0.08 m, rotor diameter D or 2R = 0.75 m, and blade span 2H = 0.5 m. The
blade–mounting position is 40%c (0.032 m). The computational model did not consider
the hub or the rotating shaft (or tower) of the wind turbine rotor. Two arms were attached
horizontally to each of the main blades, and the arm–mounting position was at one–quarter
of the blade span from the top and bottom tips of the main blade. The cross–sectional shape
of the arm is NACA 0018, and the chord length of the arm cross section is carm = 0.04 m.
However, in this research, a gap is put in between the arm and the main blade. Three gap
lengths—Lgap = 10 mm, 20 mm, and 30 mm—were assumed for comparison. A model
without the gap (gapless), corresponding to the case of Lgap = 0 mm, was analyzed in
addition to the other opposite extreme–case model (i.e., armless rotor) that corresponds
to Lgap = ∞. In this study, the gap length was defined as the distance between the neutral
line of the blade cross section and the outer end of the arm, as shown in Figure 1b. The
inner end of the arm is rroot = 20 mm away from the rotor center, and the arm length Larm
varies between 355 mm and 325 mm depending on the gap length. A cylindrical rod with a
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diameter of d = 1 mm or 5 mm was installed in the gap as a member connecting the main
blade and the arm. Table 1 summarizes the calculation cases, that is, the specifications of
each model. In the present CFD analysis, the upstream wind speed was set to U∞ = 7 m/s,
and the tip speed ratio was set to λ or Rω/U∞ = 3.0, which almost matches the maximum
Cp state of the object turbine. Therefore, the rotation speed of the wind turbine was set to
535 rpm. The Reynolds number based on the chord length c is Re = 1.1 × 105. Figure 1 also
shows an absolute coordinate system (x–y–z) with the origin at the center of the rotor. The
wind turbine is assumed to begin the rotation from the azimuth origin (ψ = 0), defined as
the positive y–axis direction, and rotate counterclockwise as viewed from above.
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Table 1. Calculation cases (model number and specification).

Model No. 0 1 2 3 4 5 6 7

Lgap 0 10 20 30 10 20 30 ∞
Larm 355 345 335 325 345 335 325 0

d - 1 1 1 5 5 5 -

2.2. Settings of Numerical Analysis

STAR–CCM+ was used as the computational solver, and the 3D unsteady incom-
pressible Reynolds–averaged Navier–Stokes (URANS) and continuity equations were used
as the basic equations that were solved according to the SIMPLE algorithm. The space
discretization procedure was the finite volume method, in which the second–order upwind
difference scheme was used. The SST k–ω model [16] was adopted as the turbulence model.
The entire computational domain was set as a cylinder with a diameter of 48D and a length
of 64D (static region 1), and the center of the wind turbine model was placed at a position
24D from the inlet boundary (see Figure 2). The upstream and downstream boundaries of
static region 1 were defined as constant wind speed (U∞ = 7 m/s) and constant pressure
(P = 0 Pa), respectively. A slip condition was applied to the side surface. Figure 3 illustrates
the mesh around the wind turbine rotor. The entire rotor was placed in a cylindrical region
(rotation region) with a diameter of 1.3D, and this region was moved using the sliding mesh
method to provide rotational motion. To adjust the mesh size of the wake region to a nearly
constant size, static region 2 was set, which consisted of two semi–cylinders with a radius
of 0.7D and a rectangular with a length of 3.6D and a height of 3H. To gradually reduce
the mesh size in the region approaching the object surface, a blade was surrounded by a
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cylindrical region (near–blade region) with a diameter of 2.0c, and an arm was surrounded
by another cylindrical region (near–arm region) with a diameter of 1.0c (see Figure 4).
An unstructured polyhedral mesh was adopted in most of the computational domain,
and a 15–layer prism layer mesh was applied to the region where the boundary layer
developed near the object. The minimum grid width was 2.3 × 10−6 m (blade surface),
and the maximum y+ was approximately 0.5. The number of cells in the static region
is approximately 160,000 (common for all cases), whereas that in the rotation region is
approximately 6.34 million and 3.57 million in the case of the gapless and armless rotors,
respectively (total number of cells: approximately 6.5 million with arm and 3.7 million
without arm). When there was a gap, the number of cells in the rotation region decreased
at a rate of approximately 50,000/10 mm–gap. The time interval was 1.56 × 10−4 s, and
the rotor rotated 0.5◦ per unit time step. Calculations were performed for up to eight
revolutions, during which the calculated results, such as the torque, almost converged.
The power coefficient was calculated from the average of the seventh rotation, and images
were extracted at the eighth rotation. Although the mesh condition is slightly different
from that in previous research [14], the calculation region and conditions of the numerical
analysis in this research are almost similar to those in the previous research. The azimuth
dependence of the one–blade torque of the armless rotor agrees approximately with the
results of previous studies. Figure A1 in the Appendix A shows a comparison of the
azimuth dependence of the torque coefficient. There is a slight difference at approximately
180◦; however, at the other azimuth angles, the present and previous results [14] are almost
the same. In addition, the present power coefficient of the rotor with arms at λ = 3 was
Cp = 0.0995, which is approximately 21% smaller than the experimental value of Cp = 0.126
at TU Delft [17]. However, the details of the arm shape of the experimental turbine at TU
Delft are unknown. The authors claim that this discrepancy is not an essential issue.
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3. Results and Discussion
3.1. Vortex Shedding from the Connection Part

To investigate the flow–field state near the connection between the blade and the
arm, the Q–criterion isosurfaces [18] (Q = 1000 s−2) of model 0 (gapless rotor) and model 1
(Lgap = 10 mm, d = 1 mm) are shown in Figure 5a,b, respectively. The colors represent
the strength of the vorticity on the Q–criterion isosurfaces. Figure 5 shows the conditions
under which blade 1 of each rotor model is at azimuth angles ψ = 0◦, 90◦, 180◦, and 270◦ for
the two models. For both models, vortex shedding from the connection portion is evident
for azimuth angles ψ = 90◦ and 180◦; in particular, the shed vortex is large at the 180◦

position, where the blade enters from the upwind half to the downwind half. Furthermore,
compared with model 1 with a gap, the vortices generated from the connection part in
model 0 (gapless), in which the blade and arm are directly connected, appear to affect a
wider area of the main blade above and below the connection.

3.2. Surface Pressure Distribution around the Connection Part

Figure 6 shows the surface pressure distribution in the vicinity of the connection part
of each blade 1 in the four–rotor models, i.e., model 0 (gapless), model 7 (armless), model 1
(Lgap = 10 mm, d = 1 mm), and model 4 (Lgap = 10 mm, d = 5 mm). The states of azimuth
angles ψ = 90◦ and 180◦ are shown for each model in this figure. The surface pressure
distribution of model 7 (armless) in Figure 6b is clearly different from that of the other rotors
with arms. In the pressure distribution of azimuth ψ = 90◦ in model 7, the inner surface
(rotating shaft side) of the blade is entirely negative pressure (blue) to demonstrate that this
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surface becomes the suction side in the upstream region. The pressure near the trailing edge
of the main blade is slightly higher (light blue), except in the vicinity of the blade tip. By
contrast, in the other three models with arms, the pressure increase near the trailing edge of
the main blade at the azimuth ψ = 90◦ is suppressed around the arm–blade connection part.
In particular, the suppressed area in model 0 (gapless) is wide. As shown in the pressure
distribution at ψ = 180◦ of model 7 (armless), the pressure near the center (equator level) of
the blade span is high to indicate that the inner surface of the blade has already switched
from the suction side to the pressure side. However, a negative pressure area is observed
near the tip of the blade, which is presumed to be due to the influence of the blade tip;
however, the cause is not clear. The surface pressure distributions at azimuth ψ = 180◦

for the other three models with arms are roughly similar. However, unlike models 1 and 4
with gaps, a spot showing rather large positive pressure (yellow area) exists on the main
blade in front of the connection portion for the pressure distribution at ψ = 180◦ of model 0
(gapless rotor).

Energies 2023, 16, x FOR PEER REVIEW 7 of 15 
 

 

under which blade 1 of each rotor model is at azimuth angles ψ = 0°, 90°, 180°, and 270° 
for the two models. For both models, vortex shedding from the connection portion is 
evident for azimuth angles ψ = 90° and 180°; in particular, the shed vortex is large at the 
180° position, where the blade enters from the upwind half to the downwind half. Fur-
thermore, compared with model 1 with a gap, the vortices generated from the connec-
tion part in model 0 (gapless), in which the blade and arm are directly connected, appear 
to affect a wider area of the main blade above and below the connection. 

 
Figure 5. Azimuth dependency of vortex shedding (Q–criterion isosurfaces: Q = 1000 s−2) and vor-
ticity in the cases of (a) gapless and (b) 10 mm gap with d = 1 mm. 

3.2. Surface Pressure Distribution around the Connection Part 
Figure 6 shows the surface pressure distribution in the vicinity of the connection 

part of each blade 1 in the four–rotor models, i.e., model 0 (gapless), model 7 (armless), 
model 1 (Lgap = 10 mm, d = 1 mm), and model 4 (Lgap = 10 mm, d = 5 mm). The states of 
azimuth angles ψ = 90° and 180° are shown for each model in this figure. The surface 
pressure distribution of model 7 (armless) in Figure 6b is clearly different from that of 
the other rotors with arms. In the pressure distribution of azimuth ψ = 90° in model 7, 
the inner surface (rotating shaft side) of the blade is entirely negative pressure (blue) to 
demonstrate that this surface becomes the suction side in the upstream region. The 
pressure near the trailing edge of the main blade is slightly higher (light blue), except in 
the vicinity of the blade tip. By contrast, in the other three models with arms, the pres-
sure increase near the trailing edge of the main blade at the azimuth ψ = 90° is sup-
pressed around the arm–blade connection part. In particular, the suppressed area in 
model 0 (gapless) is wide. As shown in the pressure distribution at ψ = 180° of model 7 
(armless), the pressure near the center (equator level) of the blade span is high to indi-
cate that the inner surface of the blade has already switched from the suction side to the 
pressure side. However, a negative pressure area is observed near the tip of the blade, 
which is presumed to be due to the influence of the blade tip; however, the cause is not 
clear. The surface pressure distributions at azimuth ψ =180° for the other three models 
with arms are roughly similar. However, unlike models 1 and 4 with gaps, a spot show-
ing rather large positive pressure (yellow area) exists on the main blade in front of the 
connection portion for the pressure distribution at ψ = 180°of model 0 (gapless rotor). 

 

Figure 5. Azimuth dependency of vortex shedding (Q–criterion isosurfaces: Q = 1000 s−2) and
vorticity in the cases of (a) gapless and (b) 10 mm gap with d = 1 mm.

3.3. Wall Shear Stress Distribution around Connection Part

Figure 7 illustrates the wall shear stress distribution near the connection of the four–
rotor models shown in Figure 6. In addition, the wall shear stress distribution of model 7
(armless) in Figure 7b is clearly different from those of the other rotors with arms. In
particular, focusing on the distribution of azimuth ψ = 90◦, the wall shear stress in model 7
(armless rotor) is linearly distributed along the leading edge of the main blade with positive
and negative values. In the other models with arms, the linear distribution of wall shear
stress along the leading edge of the blade is disturbed by the existence of the arms. In
addition, in the vicinity of the arm connection portion, the area where the wall shear stress
becomes negative spreads even near the trailing edge of the main blade. The degree of
disturbance in the wall shear stress distribution around the connection part increases in the
following order: models 1, 4, and 0.
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3.4. Gap Length Dependency of One-Blade Torque Variation in One Rotation

Figure 8a shows the gap–length dependence of the torque variation of one blade
during one rotor rotation (seventh rotation) when the diameter of the cylindrical rod placed
in the gap is d = 1 mm (models 1, 2, and 3). For comparison, the torque variations for the
gapless rotor (model 0) and armless rotor (model 7) are also shown. The vertical axis in
Figure 8a represents the torque coefficient Cq, which is defined by Equation (1).

Cq =
Qblade1

0.5ρU∞
2(4HR2)

(1)

where Qblade1 is the rotational torque of one blade, ρ is the air density (ρ = 1.225 kg/m3),
and R is the rotor radius (R = D/2 = 0.375 m). Figure 8a shows that the effects of the gap
length on the single–blade torque variation are small when the cylindrical rod diameter is
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d = 1 mm. In addition, a large difference among the models is observed around azimuth
ψ = 90◦. Comparing at ψ = 90◦, the armless rotor (model 7) has the largest torque coefficient
(Cq = 0.211), whereas the cases with d = 1 mm (models 1, 2, and 3) have approximately
10% less (Cq = 0.182, 0.189, 0.190). The gapless rotor (model 0) has the smallest value
(Cq = 0.139). In the downwind half (180◦ < ψ < 360◦), the difference in torque coefficients
among the models is small.
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Figure 8b depicts the variation in torque for one blade when the diameter of the
cylinder is d = 5 mm (models 4, 5, and 6). The torque coefficients of the gapless and
armless rotors are also shown in the figure. Similarly to Figure 8a, the difference in the
torque coefficients among the models is small in the downwind half (180◦ < ψ < 360◦).
The difference among the models with d = 5 mm becomes large in the vicinity of ψ = 90◦.
Comparing at ψ = 90◦, the Cq of models 4, 5, and 6 are 0.156, 0.175, and 0.164, respectively.
There is no tendency to depend on the gap length, but all the torque coefficients at ψ = 90◦

of models 4, 5, and 6 decrease compared to the models of d = 1 mm. However, in the vicinity
of azimuth ψ = 15◦, the difference among models 4, 5, and 6 is large. In this region, the
torque coefficient of model 6 (Lgap = 30 mm, d = 5 mm) is smaller than those of the other
two models.

3.5. Effects of Connection Gap on Power Coefficient

Power coefficients at λ = 3 of all eight models analyzed by CFD in this study are
compared in Figure 9. The horizontal axis represents the gap length Lgap, and the vertical
axis represents the power coefficient Cp defined by Equation (2).

Cp =
Protor

0.5ρU∞
3(4HR)

(2)
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In the above equation, Protor is the average power output obtained from the product of
the angular velocity and rotational torque generated by all the blades (including the arm)
during the seventh rotor revolution.

As shown in Figure 9, the Cp without arms (armless) is approximately twice that with
arms (gapless), and the existence of arms significantly degrades the VAWT performance.
However, the power coefficient can be improved by creating a gap between the arm and the
main blade. In addition, when the diameter of the cylindrical rod placed in the gap is small
(d = 1 mm), the power output is higher than that when the diameter is large (d = 5 mm). The
power is improved by the gap at the connection part because the fluid passing through the
gap decreases the surface pressure on the inner surface of the blade (suction side), resulting
in an increase in the lift force when the blade moves near the upstream azimuth (ψ = 90◦).
To support this conjecture, Figure 10 shows the blade surface pressure distribution in the
cross section at z = 140 mm (15 mm above the arm neutral line) when blade 1 is at ψ = 90◦.
Figure 10 separately compares the pressure coefficients of model 0 without a gap, model 1
with a gap, and model 7 without arms (as a reference) for the outer surface (pressure side:
broken line) and the inner surface (suction side: solid line). The pressure coefficient Cpre in
Figure 10 is defined by Equation (3):

Cpre =
∆p

0.5ρ(Rω)2 (3)

where ∆p is the surface pressure (gauge pressure) of the blade.
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As shown in Figure 10, there is no significant difference in the pressure distributions
of the outer blade surface among the models. As a reference, Figures A2 and A3 in the
Appendix A show the distribution of the surface pressure and wall shear stress on the outer
surface of the blade; almost no difference is observed between the presence and absence
of gaps. However, the pressure distributions on the inner surface of the blade differed
considerably among the models, as shown in Figure 10. The area enclosed by the pressure
coefficient curves on the outer and inner sides of the blade corresponds to the lift force.
If the area of the armless model is assumed to be 100%, then those of models 1 and 2 are
87% and 43%, respectively. The figure shows that the provision of a gap improves the
lift generated by the blade near the connection portion compared with the case without
the gap.

As shown in Figure 9, the power coefficient decreases as the gap length increases,
regardless of the diameter of the cylindrical rod installed in the gap. This can be explained
by the replacement of the airfoil cross section with a small drag coefficient (2D–Cd =
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approximately 0.02 [19] at Rearm = 5.5 × 104) with the cylindrical cross section with a large
drag coefficient (2D–Cd = approximately 1.2 [20]). To give a concrete example in the present
numerical analysis, the surface pressure distribution in the cross section at the local radius
r = 0.36 m (mid–gap) of the connecting rod (d = 5 mm) of model 6 is shown in Figure 11,
compared with that of model 0 (airfoil arm) without gaps, when the arm 1 is at ψ = 0◦. The
pressure coefficient shown in Figure 11 is defined by Equation (4).

Cpre =
∆p

0.5ρ(U∞ + rω)2 (4)
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From the pressure distribution shown in Figure 11, the drag forces per unit length
are calculated to be 0.55 N/m and 1.64 N/m for the airfoil arm (model 0) and cylindrical
rod, respectively. The drag force of the connecting rod is approximately three times that
of the arm. However, the effect of wall friction is neglected because it is relatively small
(see [14]). In this case, the calculated drag coefficients of the airfoil arm and cylindrical
rod are Cd = 0.17 and Cd = 0.73, respectively, which are somewhat different from the
abovementioned two–dimensional values (2D–Cd) due to 3D effects.

The above results imply that it is desirable to create a short gap between the arm and
the main blade of VAWT within the permissible range of structural strength to improve
the power output. In addition, it is necessary to minimize the cross–sectional area of the
connecting member in the gap. Figure 12 shows the schematic of the blade–arm connection
part using a cylindrical rod of d = 5 mm when the Lgap is gradually shortened from 10 mm
to 5 mm. Numerical analysis for cases with less than Lgap = 10 mm were not conducted in
this study because the generation of reasonable mesh becomes difficult as the gap becomes
shorter. As shown in Figure 12, when Lgap = 7.2 mm, the arm end surface touches the
main blade surface, and as Lgap becomes even shorter, the cross–sectional area of the
blade–arm connection increases. In this case, Cp shown in Figure 9 can be inferred to
approach the value of Cp in model 0 from that in model 4. Ideally, when applied to an
actual VAWT, connecting the arm and main blade with a member whose thickness does not
exceed the arm thickness (7.2 mm in this model) within the range of Lgap = 7.5 to 10 mm
(Lgap/R = 0.0200 to 0.0267) is recommended.
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(g) Lgap = 6.0 mm; (h) Lgap = 5.0 mm.

4. Conclusions

To investigate the effects of a gap that was placed between the blade and the arm
of a vertical–axis wind turbine (VAWT), a computational fluid dynamics analysis was
conducted for eight models of a two–bladed H–type VAWT (diameter: 0.75 m, height:
0.5 m) as the object, including the gap–length conditions of Lgap/R = 0.0267, 0.0533, and
0.0800. The visualization of vortex shedding using the Q–criterion isosurfaces showed
that the size of the vortices generated from the connection portion was smaller with a
gap than without. The surface pressure and wall shear stress distributions approached
those of the armless rotor owing to the gap. Regarding the azimuth dependence of the
single–blade torque, a significant difference in the effect of the gap was observed in the
upstream range (near azimuth ψ = 90◦). When assuming the power of the armless rotor
at the tip speed ratio λ = 3 as 100%, those of the gapless rotor and the rotor, which had a
connection rod (d = 10 mm, d/c = 0.125) in the shortest gap, became approximately 50% and
81%, respectively. However, the power coefficient decreased as the gap length increased.
Moreover, the power coefficient decreased further as the diameter of the cylindrical rod
placed in the gap increased. It is well known that applying an airfoil shape to the cross
section of an arm effectively reduces the aerodynamic resistance of VAWTs when it is
necessary to install the arm. Thus, providing a gap at the blade–arm connection part and
reducing the cross–sectional area of the connecting member are effective in reducing the
output loss caused by the connection portion.
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