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Editorial

Editorial for the Special Issue “Data Science and Big Data in
Biology, Physical Science and Engineering”
Mohammed Mahmoud

Department of Computer Science, University of Jamestown, Jamestown, ND 58405, USA; prof.mahmoud@uj.edu

Big Data analysis is one of the most contemporary areas of development and research
in the present day. Tremendous amounts of data are generated every single day from digital
technologies and modern information systems, such as cloud computing and Internet of
Things (IoT) devices. Analysis of these enormous amounts of data became a essential
and requires a large amount of effort in order to extract valuable knowledge for decision
making which, in turn, will help in both academia and industry.

Big Data and Data Science have appeared due to the significant need for generating,
storing, organizing and processing immense amounts of data. Data Scientists strive to use
Artificial Intelligence (AI) and Machine Learning (ML) approaches and models to enable
computers to detect and identify what the data represent and to detect patterns more
quickly, efficiently and reliably than humans.

The goal behind this Special Issue is to explore and discuss various principles, tools
and models in the context of Data Science, in addition to diverse and varied concepts and
techniques regarding Big Data in Biology, Chemistry, Biomedical Engineering, Physics,
Mathematics and other areas.

In this Special Issue, we present 12 papers that span a wide range of topics relating to
Data Science, Big Data, machine learning, deep learning, Artificial Intelligence (AI) and
cybersecurity.

In [1], the authors explored the application of various machine learning techniques
for predicting customer churn in the telecommunications sector. They utilized a publicly
accessible dataset and implemented several models, including Artificial Neural Networks,
Decision Trees, Support Vector Machines, Random Forests, Logistic Regression and gradient
boosting techniques (XGBoost, LightGBM and CatBoost). To mitigate the challenges
posed by imbalanced datasets, the authors adopted different data sampling strategies,
namely, SMOTE, SMOTE combined with Tomek Links and SMOTE combined with Edited
Nearest Neighbors. Moreover, hyperparameter tuning was employed to enhance model
performance. Their evaluation employed standard metrics, such as Precision, Recall,
F1-score and the Receiver Operating Characteristic Area Under Curve (ROC AUC). In
terms of the F1-score metric, CatBoost demonstrates superior performance compared to
other machine learning models, achieving an outstanding 93% following the application of
Optuna hyperparameter optimization. In the context of the ROC AUC metric, both XGBoost
and CatBoost exhibit exceptional performance, recording remarkable scores of 91%. This
achievement for XGBoost is attained after implementing a combination of SMOTE with
Tomek Links, while CatBoost reaches this level of performance after the application of
Optuna hyperparameter optimization.

In [2], the authors discussed the “Get Real Get Better” (GRGB) approach to implement-
ing agile program management in the U.S. Navy, supported by advanced data analytics
and Artificial Intelligence (AI). GRGB was designed as a set of foundational principles
to advance Navy culture and support its core values. This article identifies a need for a
more informed and efficient approach to program management by highlighting the benefits
of implementing comprehensive data analytics that leverage recent advances in cloud
computing and machine learning. The Jupiter enclave within Advana implemented by the
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U.S. Navy is also discussed. The presented approach represents a practical framework that
cultivates a “Get Real Get Better” mindset for implementing agile program management in
the U.S. Navy.

As the manufacturing industry advances towards Industry 5.0, which heavily inte-
grates advanced technologies such as cyber-physical systems, Artificial Intelligence, and
the Internet of Things (IoT), the potential for web-based attacks increases. Cybersecurity
concerns remain a crucial challenge for Industry 5.0 environments, where cyber attacks
can cause devastating consequences, including production downtime, data breaches and
even physical harm. To address this challenge, the third paper [3] proposed an innovative
deep-learning methodology for detecting web-based attacks in Industry 5.0. Convolutional
neural networks (CNNs), recurrent neural networks (RNNs) and transformer models are
examples of deep learning techniques that are investigated in this study for their potential
to effectively classify attacks and identify anomalous behavior. The proposed transformer-
based system outperforms traditional machine learning methods and existing deep learning
approaches in terms of accuracy, precision and recall, demonstrating the effectiveness of
deep learning for intrusion detection in Industry 5.0. The study’s findings highlighted the
superiority of the proposed transformer-based system, outperforming previous approaches
in accuracy, precision and recall. This highlights the significant contribution of deep learn-
ing in addressing cybersecurity challenges in Industry 5.0 environments, ensuring the
protection of critical infrastructure and sensitive data.

Self-directed learning and self-design became unexpectedly popular and common
during the COVID-19 era. Learners are encouraged to take charge of their learning and,
often, the opportunity to independently design their learning experience. The fourth pa-
per [4] illustrates the use of technology in teaching and learning technology with a central
theme of promoting self-directed learning with engaging self-design for both educators and
learners. The technology used includes existing tools such as web page design, Learning
Management Systems (LMS), project management tools and basic programming foun-
dations and concepts of Big Data and databases. In addition, end-users and developers
can create their own tools with simple coding. Planning techniques, such as Visual Plan
Construct Language with its embedded AI, are used to integrate course material and
rubrics with time management. Educators may use project management tools instead. The
research proposes a self-directed paradigm with self-designed resources using the existing
technology with LMS modules, discussions and self-tests. The research establishes its
criteria for ensuring the quality of content and design, known as 7x2C. Additionally, other
criteria for analysis, such as Design Thinking, are included. The approach is examined for a
technology-based business course in creating an experiential learning system for COVID-19
awareness. Likewise, among other projects, an environment for educating learners about
diabetes and obesity has been designed. The project is known as Sunchoke, which has a
theme of Grow, Eat and Heal. Educators can use their own content and rubrics to adapt
this approach to their own customized teaching methods.

Deep neural networks (DNNs), the integration of neural networks (NNs) and deep
learning (DL), have proven highly efficient in executing numerous complex tasks, such
as data and image classification. Because the multilayer in a nonlinearly separable data
structure is not transparent, it is critical to develop a specific data classification model
from a new and unexpected dataset. In the fifth paper [5], the authors proposed a novel
approach using the concepts of DNNs and decision trees (DTs) for classifying nonlinear
data. They first developed a decision tree-based neural network (DTBNN) model. Next,
they extended their model to a decision tree-based deep neural network (DTBDNN), in
which the multiple hidden layers in a DNN are utilized. By using a DNN, the DTBDNN
model achieved higher accuracy compared to the related and relevant approaches. Their
proposal achieved the optimal trainable weights and bias to build an efficient model for
nonlinear data classification by combining the benefits of DTs and NNs. By conducting
in-depth performance evaluations, they demonstrated the effectiveness and feasibility of
the proposal by achieving good accuracy over different datasets.

2



Technologies 2024, 12, 8

Organizations must quickly adapt their processes to understand the dynamic nature
of modern business environments. As highlighted in the literature [6], centralized gover-
nance supports decision making and performance measurement processes in technology
companies. For this reason, a reliable decision-making system with an integrated data
model that enables the rapid collection and transformation of data stored in heterogeneous
and different sources is needed. Therefore, the sixth paper [6] proposed the design of a
data model to implement data-driven governance through a literature review of adopted
approaches. The lack of a standardized procedure and a disconnection between theoretical
frameworks and practical application has emerged. This paper documented the suggested
approach following these steps: (i) mapping of monitoring requirements to the data struc-
ture, (ii) documentation of ER diagram design, and (iii) reporting dashboards used for
monitoring and reporting. The paper helped fill the gaps highlighted in the literature by
supporting the design and development of a DWH data model coupled with a BI sys-
tem. The application prototype shows benefits for top management, particularly those
responsible for governance and operations, especially risk monitoring, audit compliance,
communication, knowledge sharing on strategic areas of the company, and identification
and implementation of performance improvements and optimizations.

The discretization of continuous attributes in a dataset is an essential step before the
Rough-Set-Theory (RST)-based classification process is applied. There are many meth-
ods for discretization, but few have linked RST instruments from the beginning of the
discretization process. The objective of the seventh paper [7] was to propose a method
to improve the accuracy and reliability of the RST-based classifier model by involving
RST instruments at the beginning of the discretization process. In the proposed method,
a k-means-based discretization method optimized with a genetic algorithm (GA) was
introduced. Four datasets taken from UCI were selected to test the performance of the
proposed method. The evaluation of the proposed discretization technique for RST-based
classification was performed by comparing it to other discretization methods, i.e., equal
frequency and entropy-based. The performance comparison among these methods was
measured by the number of bins and rules generated and by their accuracy, precision and
recall. A Friedman test, continued with post hoc analysis, was also applied to measure the
significance of the difference in performance. The experimental results indicate that, in
general, the performance of the proposed discretization method is significantly better than
the other compared methods.

The eighth paper [8] presented a novel machine learning approach to predict sex in
bioarchaeological records. Eighteen cranial interlandmark distances and five maxillary
dental metric distances were recorded from n = 420 human skeletons from the necropolises
at Alfedena (600–400 BCE) and Campovalano (750–200 BCE and 9–11th Centuries CE) in
central Italy. A generalized low rank model (GLRM) was used to impute missing data
and the Receiver Operating Characteristic Area Under Curve (AUC-ROC) with 20-fold
stratified cross-validation was used to evaluate the predictive performance of eight ma-
chine learning algorithms on different subsets of the data. Additional perspectives such
as this one show strong potential for sex prediction in bioarchaeological and forensic an-
thropological contexts. Furthermore, GLRMs have the potential to handle missing data
in ways previously unexplored in the discipline. Although the results of this study look
promising (highest AUC-ROC = 0.9722 for predicting binary male/female sex), the main
limitation is that the sexes of the individuals included were not known but were estimated
using standard macroscopic bioarchaeological methods. However, future research should
apply this machine learning approach to known-sex reference samples in order to better
understand its value, along with the more general contributions that machine learning can
make to the reconstruction of past human lives.

Deep learning has been the answer to many machine learning problems during the
past two decades. However, it comes with two significant constraints: dependency on
extensive labeled data and training costs. Transfer learning in deep learning, known as Deep
Transfer Learning (DTL), attempts to reduce such reliance and costs by reusing obtained
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knowledge from source data/task in training on a target data/task. Most applied DTL
techniques are network/model-based approaches. These methods reduce the dependency
of deep learning models on extensive training data and drastically decrease training costs.
Moreover, the training cost reduction makes DTL viable on edge devices with limited
resources. Like any new advancement, DTL methods have their own limitations, and a
successful transfer depends on specific adjustments and strategies for different scenarios.
The ninth paper [9] reviewed the concept, definition, and taxonomy of deep transfer
learning and well-known methods. It investigated DTL approaches by reviewing applied
DTL techniques of the past five years and a couple of experimental analyses of DTLs to
discover the best practice for using DTL in different scenarios. Moreover, the limitations
of DTLs (catastrophic forgetting dilemma and overly biased pre-trained models) were
discussed, along with possible solutions and research trends.

Despite best efforts, the loss of biodiversity has continued at a pace that constitutes
a major threat to the efficient functioning of ecosystems. Curbing the loss of biodiversity
and assessing its local and global trends requires a vast amount of datasets from a variety
of sources. Although the means for generating, aggregating and analyzing big datasets to
inform policies are now within reach of the scientific community, the data-driven nature of
a complex multidisciplinary field such as biodiversity science necessitates an overarching
framework for engagement. In the tenth paper [10], the authors proposed such a schematic
based on the life cycle of data to interrogate the science. The framework considers data
generation and collection, storage and curation, access and analysis and, finally, com-
munication as distinct yet interdependent themes for engaging biodiversity science for
the purpose of making evidenced-based decisions. The authors summarized historical
developments in each theme, including the challenges and prospects, and offered some
recommendations based on best practices.

The warehousing industry is faced with increasing customer demands and growing
global competition. A major factor in the efficient operation of warehouses is the strategic
storage location assignment of arriving goods, termed the dynamic storage location
assignment problem (DSLAP). The eleventh paper [11] presented a real-world case of the
DSLAP, in which deep reinforcement learning (DRL) is used to derive a suitable storage
location assignment strategy to decrease transportation costs within the warehouse. The
DRL agent is trained on historic data of storage and retrieval operations gathered over
one year of operation. An evaluation of the agent using new data of the past two months
showed a 6.3% decrease in incurring costs compared to the currently utilized storage
location assignment strategy, which is based on manual ABC classifications. Hence,
DRL proves to be a competitive solution for the DSLAP and related problems in the
warehousing industry.

The software selection process in the context of a big company is not an easy task.
In the business intelligence area, this decision is critical since the resources needed to
implement the tool are huge and necessitate the participation of all organization actors.
In the twelfth paper [12], the authors proposed to adopt the systemic quality model to
perform a neutral comparison between four business intelligence self-service tools. To
assess the quality, they considered eight characteristics and eighty-two metrics. They built
a methodology to evaluate self-service BI tools, adapting the systemic quality model. As
an example, they evaluated four tools that were selected from all business intelligence
platforms, following a rigorous methodology. Through the assessment, they obtained two
tools with the maximum quality level. To acquire the differences between them, they were
more restrictive increasing the level of satisfaction. Finally, they obtained a unique tool
with the maximum quality level, while the other one was rejected according to the rules
established in the methodology. The methodology works well for this type of software,
helping in the detailed analysis and neutral selection of the final software to be used for
the implementation.
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Abstract: This paper explores the application of various machine learning techniques for predicting
customer churn in the telecommunications sector. We utilized a publicly accessible dataset and
implemented several models, including Artificial Neural Networks, Decision Trees, Support Vector
Machines, Random Forests, Logistic Regression, and gradient boosting techniques (XGBoost, Light-
GBM, and CatBoost). To mitigate the challenges posed by imbalanced datasets, we adopted different
data sampling strategies, namely SMOTE, SMOTE combined with Tomek Links, and SMOTE com-
bined with Edited Nearest Neighbors. Moreover, hyperparameter tuning was employed to enhance
model performance. Our evaluation employed standard metrics, such as Precision, Recall, F1-score,
and the Receiver Operating Characteristic Area Under Curve (ROC AUC). In terms of the F1-score
metric, CatBoost demonstrates superior performance compared to other machine learning models,
achieving an outstanding 93% following the application of Optuna hyperparameter optimization. In
the context of the ROC AUC metric, both XGBoost and CatBoost exhibit exceptional performance,
recording remarkable scores of 91%. This achievement for XGBoost is attained after implementing a
combination of SMOTE with Tomek Links, while CatBoost reaches this level of performance after the
application of Optuna hyperparameter optimization.

Keywords: machine learning; churn prediction; imbalanced data; combined data sampling techniques;
hyperparameter optimization

1. Introduction

The implementation of Customer Relationship Management (CRM) is a strategic ap-
proach to managing and enhancing relationships between businesses and their customers.
CRM is a tool employed to gain deeper insights into the requirements and behaviors of
consumers, specifically end users, with the aim of fostering a more robust and meaningful
relationship with them. Through the utilization of CRM, businesses can establish an infras-
tructure that fosters long-term and loyal customers. This concept is relevant across various
industries, such as banking [1–4], insurance companies [5], and telecommunications [6–14],
to name a few.

The telecommunications sector assumes a prominent role as a leading industry in
revenue generation and a crucial driver of socioeconomic advancement in numerous
countries globally. It is estimated that this sector incurs expenditures of approximately
4.7 trillion dollars annually [1,2]. Within the sector, there exists a high degree of competition
among companies, driven by their pursuit of augmenting revenue streams and expanding
the market influence through the acquisition of an expanded customer base. A key objective
of CRM is customer retention, as studies have demonstrated that the cost of acquiring new
customers can be 20 times higher than retaining existing ones [1]. Therefore, maintaining
existing customers in the telecommunications industry is crucial for increasing revenue
and reducing marketing and advertising costs.

6
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The telecommunications sector is grappling with the substantial issue of customer attri-
tion, commonly referred to as churn. This escalating issue has prompted service providers
to shift their emphasis from acquiring new customers to retaining existing ones, considering
the significant costs associated with customer acquisition. In recent years, service providers
have been progressively emphasizing the establishment of enduring relationships with
their customers. Consequently, these providers uphold CRM databases wherein every
customer-specific interaction is systematically documented [5]. CRM databases serve as
valuable resources for proactively predicting and addressing customer requirements by
leveraging a combination of business processes and machine learning (ML) methodologies
to analyze and understand customer behavior.

The primary goal of ML models is to predict and categorize customers into one
of two groups: churn or non-churn, representing a binary classification problem. As a
result, it is imperative for businesses to develop practical tools to achieve this goal. In
recent years, various ML methods have been proposed for constructing a churn model,
including Decision Trees (DTs) [8–16], Artificial Neural Networks (ANNs) [8,9,15–17],
Random Forests (RFs) [18,19], Logistic Regression (LR) [9,12], Support Vector Machines
(SVMs) [16], and a Rough Set Approach [20], among others.

In the following, an overview is provided of the most frequently utilized techniques
for addressing the issue of churn prediction, including Artificial Neural Networks, Decision
Trees, Support Vector Machines, Random Forests, Logistic Regression, and three advanced
gradient boosting techniques, namely eXtreme Gradient Boosting (XGBoost), Categorical
Boosting (CatBoost) and Light Gradient Boosting Machine (LightGBM).

Ensemble techniques [21], specifically boosting and bagging algorithms, have become
the prevalent choice for addressing classification problems [22,23], particularly in the realm
of churn prediction [24,25], due to their demonstrated high effectiveness. While many
studies have explored the field of churn prediction, our research distinguishes itself by
offering a comprehensive examination of how machine learning techniques, imbalanced
data, and predictive accuracy intersect.

We carefully investigate a wide range of machine learning algorithms, along with
innovative data sampling methods and precise hyperparameter optimization techniques.
The objective is to offer subscription-based companies a comprehensive framework for
effectively tackling the complex task of predicting customer churn. In the current data-
centric business environment, the relevance of this study is not only significant but also
imperative. It equips subscription-based businesses with the tools to retain customers,
optimize revenue, and develop lasting relationships with their customers in the face of
evolving industry dynamics. This study makes several significant contributions, including
the following:

1. Providing a comprehensive definition of binary classification machine learning tech-
niques tailored for imbalanced data.

2. Conducting an extensive review of diverse sampling techniques designed to address
imbalanced data.

3. Offering a detailed account of the training and validation procedures within imbal-
anced domains.

4. Explaining the key evaluation metrics that are well-suited for imbalanced data scenarios.
5. Employing various machine learning models and conducting a thorough assessment,

comparing their performance using commonly employed metrics across three distinct
phases: after applying feature selection, after applying SMOTE, after applying SMOTE
combined with Tomek Links, after applying SMOTE combined with ENN, and after
applying Optuna hyperparameter tuning.

Table 1, below, shows a summary of the important acronyms used throughout this paper.
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Table 1. Summary of important acronyms.

Acronym Meaning
ANN Artificial Neural Network
AUC Area Under the Curve
BPN Back-Propagation Network

CatBoost Categorical Boosting
CNN Condensed Nearest Neighbor
DT Decision Tree

ENN Edited Nearest Neighbor
LightGBM Light Gradient Boosting Machine

LR Logistic Regression
ML Machine Learning
RF Random Forest

ROC Receiver Operating Characteristic
SMOTE Synthetic Minority Over-Sampling Technique

SVM Support Vector Machine
XGBoost eXtreme Gradient Boosting

The remainder of the paper is organized as follows: Section 2 presents an introduction
to classification machine learning techniques, Section 3 delves into the examination of
sampling methods, Section 4 explains the training and validation process, Section 5 defines
evaluation metrics, simulation results are presented in Section 6, and the paper concludes
in Section 7.

2. Classification of Machine Learning Techniques
2.1. Artificial Neural Network

An Artificial Neural Network (ANN) is a widely employed technique for addressing
complex issues, such as the churn-prediction problem [26]. ANNs are structures composed
of interconnected units that are modeled after the human brain. They can be utilized
with various learning algorithms to enhance the machine learning process and can take
both hardware and software forms. One of the most widely utilized models is the Multi-
Layer Perceptron, which is trained using the Back-Propagation Network (BPN) algorithm.
Research has demonstrated that ANNs possess superior performance compared to Decision
Trees (DTs) [26] and have been shown to exhibit improved performance when compared to
Logistic Regression (LR) and DTs in the context of churn prediction [27].

2.2. Support Vector Machine

The technique of Support Vector Machine (SVM) was first introduced by the authors
in [28]. It is classified as a supervised learning technique that utilizes learning algorithms
to uncover latent patterns within data. A popular method for improving the performance
of SVMs is the utilization of kernel functions [8]. In addressing customer churn problems,
SVM may exhibit superior performance in comparison to Artificial Neural Networks
(ANNs) and Decision Trees (DTs) based on the specific characteristics of the data [16,29].

For this study, we utilized both the Gaussian Radial Basis kernel function (RBF-
SVM) and the Polynomial kernel function (Poly-SVM) for the Support Vector Machine
(SVM) technique. These kernel functions are among the various options available for use
with SVM.

For two samples x and x′, the RBF kernel is defined as follows:

K
(
x. x′

)
= exp

(
−‖x− x′‖2

2δ2

)
(1)

where ‖x− x′‖2 can be the squared Euclidean distance, and δ is a free parameter.
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For two samples x and x′, the d-degree polynomial kernel is defined as follows:

K
(
x.x′
)
=
(

xTx′ + c
)d

(2)

where c ≥ 0 and d ≥ 1 is the polynomial degree.

2.3. Decision Tree

A Decision Tree is a representation of all potential decision pathways in the form of a
tree structure [30,31]. As Berry and Linoff stated, “a Decision Tree is a structure that can be
used to divide up a large collection of records into successively smaller sets of records by
applying a sequence of simple decision rules” [32]. Though they may not be as efficient in
uncovering complex patterns or detecting intricate relationships within data, DTs may be
used to address the customer churn problem, depending on the characteristics of the data.
In DTs, class labels are indicated by leaves, and the conjunctions between various features
are represented by branches.

2.4. Logistic Regression

Logistic Regression (LR) is a classification method that falls under the category of prob-
abilistic statistics. It can be employed to address the churn-prediction problem by making
predictions based on multiple predictor variables. In order to obtain high accuracy, which
can sometimes be comparable to that of Decision Trees [9], it is often beneficial to apply
pre-processing and transformation techniques to the original data prior to utilizing LR.

2.5. Ensemble Learning

Ensemble learning is one of the widely utilized techniques in machine learning for
combining the outputs of multiple learning models (often referred to as base learners)
into a single classifier [33]. In ensemble learning, it is possible to combine various weak
machine learning models (base learners) to construct a stronger model with more accu-
rate predictions [21,22]. Currently, ensemble learning methods are widely accepted as a
standard choice for enhancing the accuracy of machine learning predictors [22]. Bagging
and boosting are two distinct types of ensemble learning techniques that can be utilized to
improve the accuracy of machine learning predictors [21].

2.5.1. Bagging

As depicted in Figure 1, in the bagging technique, the training data are partitioned into
multiple subset sets, and the model is trained on each subset. The final prediction is then
obtained by combining all individual outputs through majority voting (in classification
problems) or average voting (in regression problems) [21,34–36].
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Random Forest

The concept of Random Forest was first introduced by Ho in 1995 [18] and has been
the subject of ongoing improvements by various researchers. One notable advancement
in this field was made by Leo Breiman in 2001 [19]. Random Forests are an ensemble
learning technique for classification tasks that employs a large number of Decision Trees
in the training model. The output of Random Forests is a class that is selected by the
majority of the trees, as shown in Figure 2. In general, Random Forests exhibit superior
performance compared to Decision Trees. However, the performance can be influenced by
the characteristics of the data.
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Random Forests utilize the bagging technique for their training algorithm. In greater
detail, the Random Forests operate as follows: for a training set TSn = {(x1.y1). · · · .(xn.yn)},
bagging is repeated B times, and each iteration selects a random sample with a replacement
from TSn and fits trees to the samples:

1. Sample n training examples, Xb.Yb.
2. Train a classification tree (in the case of churn problems) fb on the samples Xb.Yb.

After the training phase, Random Forests can predict unseen samples x′ by taking the
majority vote from all the individual classification trees x′.

f̂ =
1
B

B

∑
b=1

fb
(
x′
)

(3)

2.5.2. Boosting

Boosting is another method for combining multiple base learners to construct a
stronger model with more accurate predictions. The key distinction between bagging
and boosting is that bagging uses a parallel approach to combine weak learners, while
boosting methods utilize a sequential approach to combine weak learners and derive the
final prediction, as shown in Figure 3. Like the bagging technique, boosting improves the
performance of machine learning predictors, and in addition, it reduces the bias of the
model [21].
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The Famous Trio: XGBoost, LightGBM, and CatBoost

Recently, researchers have presented three effective gradient-based approaches us-
ing Decision Trees: CatBoost, LightGBM, and XGBoost. These new approaches have
demonstrated successful applications in academia, industry, and competitive machine
learning [37]. Utilizing gradient boosting techniques, solutions can be constructed in a
stagewise manner, and the over-fitting problem can be addressed through the optimization
of loss functions. For example, given a loss function ψ(y, f(x)) and a custom base-learner
h(x, θ) (e.g., Decision Tree), the direct estimation of parameters can be challenging. Thus,
an iterative model is proposed, which is updated at each iteration with the selection of a
new base-learner function h(x, θt), where the increment is directed by the following:

gt(x) = Ey[
∂ψ(y, f(x))

∂f(x)
|x]

f(x)=
∼
f

t−1
(x)

(4)

Hence, the hard optimization problem is substituted with the typical least-squares
optimization problem:

(pt, θt) = arg minp,θ∑N
i=1[−gt(xi) + ph(xi, θ)]

2 (5)

Friedman’s gradient boost algorithm is summarized by Algorithm 1.

Algorithm 1 Gradient Boost

1: Let f̂0 be a constant
2: For i = 1 to M
a. Compute gi(x) using eq()
b. Train the function h(x, θi)
c. Find pi using eq()
d. Update the function

f̂i = f̂i−1 + pih(x, θi)

3: End

After initiating the algorithm with a single leaf, the learning rate is optimized for
each record and each node [38–40]. The XGBoost method is a highly flexible, versatile,
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and scalable tool that has been developed to effectively utilize resources and overcome
the limitations of previous gradient boosting methods. The primary distinction between
other gradient boosting methods and XGBoost is that XGBoost utilizes a new regularization
approach for controlling overfitting, making it more robust and efficient when the model is
fine-tuned. To regularize this approach, a new term is added to the loss function as follows:

L(f) = ∑n
i=1 L(ŷi, yi) + ∑M

m=1 Ω(δm) (6)

with
Ω(δ) = α|δ|+ 0.5β||w||2

where w represents the value of each leaf, Ω indicates the regularization function, and |δ|
denotes the number of branches. A new gain function is used by XGBoost, as follows:

Gj = ∑i∈Ij
gi (7)

Hj = ∑i∈Ij
hi

Gain =
1
2

[
G2

L
HL + β

+
G2

R
HR + β

− (GR + GL)
2

HR + HL + β

]
− α

where
gi = ∂ŷi

L(ŷi + yi)

and
hi = ∂2

ŷi
L(ŷi + yi)

The Gain represents the score of the no new child case, H indicates the score of the left
child, and G denotes the score of the right child [41].

To decrease the implementation time, the LightGBM method was developed by a
team from Microsoft in April 2017 [42]. The primary difference is that LightGBM Decision
Trees are constructed in a leaf-wise manner, rather than evaluating all previous leaves for
each new leaf (Figure 4a,b). The attributes are grouped and sorted into bins, known as the
histogram implementation. LightGBM offers several benefits, including a faster training
speed, higher accuracy, and the ability to handle large scale data and support GPU learning.
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The focus of CatBoost is on categorical columns through the use of permutation meth-
ods, target-based statistics, and one_hot_max_size (OHMS). By using a greedy technique at
each new split of the current tree, CatBoost has the capability to address the exponential
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growth of feature combinations. The steps described below are employed by CatBoost for
each feature with more categories than the OHMS (an input parameter):

1. To randomly divide the records into subsets,
2. To convert the labels to integer numbers,
3. To transform the categorical features to numerical features, as follows:

avgTarget =
countInClass + prior

totalCount + 1
(8)

where totalCount denotes the number of previous objects, countInClass represents the
number of ones in the target for a specific categorical feature, and the starting parameters
specify prior [43].

3. Handling Imbalanced Data

Imbalanced data are a prevalent problem in data mining. For instance, in binary
classifications, the number of instances in the majority class may be significantly higher
than the number of instances in the minority class. As a result, the ratio of instances in the
minority class to instances in the majority class (imbalanced ratio) may vary from 1:2 to
1:1000. The dataset used in this study is imbalanced, with the distribution of majority class
(non-churned) instances being six times that of the minority class (churned) instances [44].

3.1. The Challenge of Imbalanced Data

While imbalanced datasets can skew overall model performance metrics towards
the majority class, the more nuanced challenge lies in how specific algorithms inherently
respond to this imbalance. For example, Support Vector Machines (SVMs) inherently aim
to find a hyperplane that delineates classes by maximizing the margin. However, with
imbalanced datasets, the sheer volume of majority class instances can push this hyperplane
in a way that does not genuinely represent the optimal boundary, especially from the
perspective of the minority class.

In a similar vein, Decision Tree algorithms, which seek to achieve node purity through
recursive partitioning, can end up favoring the majority class. In imbalanced contexts,
the tree’s terminal nodes might predominantly represent the majority class, leading to
compromised predictive accuracy for the minority instances.

Addressing these algorithmic biases necessitates approaches beyond mere accuracy
metrics. Techniques, like sampling, which adaptively adjust the class distribution, emerge
as pivotal to mitigate such biases, ensuring that algorithms do not just superficially perform
well but genuinely understand and predict minority class instances.

3.2. Sampling Techniques

This characteristic of the imbalanced data leads to the construction of a biased classifier
that has high accuracy for the majority class (non-churned) but low accuracy for the
minority class (churned). Several sampling methods have been proposed to address this
issue. Sampling techniques are applied to imbalanced data to alter the class distribution
and create balanced data. Generally, sampling techniques are divided into two categories:
undersampling, where instances from the majority class are removed, and oversampling,
where instances from the minority class are artificially increased [45]. These methods aim
to adjust the class distribution to enable the classifier to make better-informed decisions.

3.2.1. Synthetic Minority Over-Sampling Technique (SMOTE)

The Synthetic Minority Over-Sampling Technique (SMOTE) [46] is an oversampling
technique that aims to balance the data by replicating instances of the minority class and
is widely utilized to address this issue. Unlike simplistic methods that merely replicate
minority instances, SMOTE innovatively crafts synthetic samples through an interpolation
process between existing minority instances. This nuanced augmentation not only enhances
the representation of the minority class but also fosters a more diverse and expansive
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decision boundary. Such an enriched decision space proves particularly beneficial for
algorithms, like Support Vector Machines (SVMs), which are inherently sensitive to the
distribution of instances in their modeling process.

3.2.2. Tomek Links

Tomek Links are an undersampling method and an extension to the Condensed
Nearest Neighbor (CNN) method, proposed by Ivan Tomek (in his 1976 paper titled
“Two modifications of CNN”) [47]. The Tomek links method identifies pairs of examples
(each from a different class) that have the minimum Euclidean distance from each other.
By removing such instances, especially from the majority class, decision boundaries can
become clearer and less prone to overlap. This enhanced delineation of decision spaces
proves notably advantageous for classifiers, such as Decision Trees and k-Nearest Neighbors
(k-NNs), which rely heavily on a clear distinction between classes for optimal performance.

3.2.3. Edited Nearest Neighbors (ENNs)

Edited Nearest Neighbors (ENN) are another undersampling method proposed by
Wilson (in his 1972 paper titled “Asymptotic Properties of Nearest Neighbor Rules Using
Edited Data”) [48]. This method computes the three nearest neighbors for each instance
in the dataset. If the instance belongs to the majority class and is misclassified by its three
nearest neighbors, then it is removed from the dataset. Alternatively, if the instance belongs
to the minority class and is misclassified by its three nearest neighbors, then the three
majority-class instances are removed. This method often results in smoother decision
boundaries, particularly benefiting algorithms sensitive to noisy data.

3.3. Combined Data Sampling Techniques

While individual sampling techniques can offer improvements, combining methods
often yields superior results. This is because a combination captures the benefits of both
oversampling and undersampling, refining decision boundaries and enhancing classifier
robustness. In this study, to address imbalanced data, we use two of the most popular
combinations of sampling techniques, such as the combination of SMOTE and Tomek Links
and the combination of SMOTE and ENN.

4. Training and Validation Process

For evaluating our classifiers, we employ the k-fold cross-validation technique. How-
ever, there is a limitation when using this technique with imbalanced data. The issue is that,
with this technique, the data are split into k-folds with a uniform probability distribution,
and in imbalanced data, some folds may have no or few examples from the minority class.
To address this issue, we can use a stratified sampling technique when performing train-test
split or k-fold cross-validation. Using stratification ensures that each split of the data has
an equal number of instances from the minority class.

We utilize an out-of-sample testing approach to evaluate the performance of the
models. This approach demonstrates the performance of the models on unseen data that
were not used to train the models.

When working with imbalanced data, it is essential to up-sample or down-sample
only after splitting the data into train and test sets (and validate if desired). If the dataset is
up-sampled prior to splitting it into test and train, it is likely that the model experiences data
leakage. This way, we may wrongly assume that our machine learning model is performing
well. After building a machine learning model, it is recommended to test the metric on the
not-up-sampled train dataset. When the metric is tested on the not-up-sampled dataset,
the model’s performance can be more realistically estimated compared to when it is tested
on the up-sampled dataset.
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5. Evaluation Metrics

We employ two types of metrics to evaluate our models. (1) Threshold metrics: these
metrics are designed to minimize the error rate and assist in calculating the exact number
of predicted values that do not match the actual values. (2) Ranking metrics: these metrics
are designed to evaluate the effectiveness of classifiers in separating classes. These metrics
require classifiers to predict a probability or a score of class membership. By applying
different thresholds, we can test the effectiveness of classifiers, and those classifiers that
maintain a good score across a range of thresholds will have better class separation and, as
a result, will have a higher rank.

5.1. Threshold Metrics

Normally, we use the standard accuracy metric (Equation (6)) for measuring the
performance of ML models. However, for imbalanced data, classification ML models may
achieve high accuracy, as this metric only considers the majority class. In an imbalanced
dataset, instances of the minority class (churned) are rare, and thus, True Positives (TPs) do
not have a significant impact on the standard accuracy metric. This metric, therefore, cannot
accurately represent the performance of the models. For example, if the model correctly
predicts all data points in the majority class (non-churned), it will result in high True
Negatives (TNs) and a high standard of accuracy without accurately predicting anything
about the minority class (churned). In the case of imbalanced data, this metric is not
sufficient as a benchmark criterion measure [49]. Therefore, other metrics, such as recall,
precision, and F1-score, are commonly used to evaluate the performance of ML models in
minority classes and can be extracted from the confusion matrix, as shown in Table 2.

Table 2. The confusion matrix for evaluating methods.

Predicted Class

Churners Non-Churners

Actual Class
Churners TP FN

Non-churners FP TN

The confusion matrix helps us to understand the performance of ML models by show-
ing which class is being predicted correctly and which one is being predicted incorrectly.

In Table 2, TP and FP stand for True Positive and False Positive, and FN and TN stand
for False Negative and True Negative, respectively. Precision, Recall, and Accuracy can be
calculated using the following formulas:

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

Accuracy =
Correct Predictions

Total Predictions
=

TP + TN
TP + FP + TN + FN

(11)

But Precision and Recall are not sufficient for evaluating the accuracy of the mentioned
methods, since they do not provide enough information and can be misleading. Therefore,
we usually use the F1-score metric as a single metric to evaluate the accuracy of our models.
The F1-score is a combination of Precision and Recall metrics and balances both precision
and recall and provides a single metric that represents the overall performance of the model.
The F1-score is defined as follows:

F1− score =
2× Precision× Recall

Precision + Recall
(12)
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The more the value of the F1-score is closer to 1, the better combination of Precision
and Recall is achieved by the model [50].

5.2. Ranking Metrics

In the field of churn prediction, the Receiver Operating Characteristic (ROC) Curve
is widely recognized as a prominent ranking metric for evaluating the performance of
classifiers. This metric enables the assessment of a classifier’s ability to differentiate between
classes by providing a visual representation of the True Positive rate and False Positive rate
of predicted values, as calculated under various threshold values.

The True Positive rate (recall or sensitivity) is calculated as follows:

TruePositiveRate =
TP

TP + FN
(13)

And the False Positive rate is calculated as follows:

FalsePositiveRate =
FP

FP + TN
(14)

Each point on the plot represents a prediction made by the model, with the curve
being formed by connecting all points. A line running diagonally from the bottom left to
the top right on the plot represents a model with no skill, and any point located below this
line represents a model that performs worse than one with no skill. Conversely, a point in
the top left corner of the plot symbolizes a perfect model.

The Area Under the ROC curve can be calculated and utilized as a single score to
evaluate the performance of models. A classifier with no skill has a score of 0.5, and a
perfect classifier has a score of 1.0, as shown in Figure 5. However, it should be noted that
the ROC curve can be effective for classification problems with a low imbalanced ratio
and can be optimistic for classification problems with a high imbalanced ratio. In such
cases, the Precision–Recall curve is a more appropriate metric because it focuses on the
performance of the classifier on the minority class, as depicted in Figure 6.
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The ROC curve is a widely used method for evaluating the performance of machine
learning models. The ROC curve plots the True Positive rate against the False Positive rate
at various threshold settings, with each point on the curve representing a predicted value
by the model.

A horizontal line on the plot signifies a model with no skill, while points below the di-
agonal line indicate a model that performs worse than random chance. Conversely, a point
located in the top left quadrant of the plot represents a model with perfect performance.

In datasets with a balanced distribution of positive and negative examples, the hori-
zontal line on the ROC plot is typically set at 0.5. However, when the dataset is imbalanced,
such as with an imbalanced ratio of 1:10, the horizontal line is adjusted to 0.1 to reflect the
imbalanced nature of the data.

In addition to the ROC curve, the Area Under the ROC curve (AUC) is also a commonly
used metric for evaluating the performance of machine learning models. The AUC provides
a single score for comparing the performance of different models. In cases where the
dataset has a high imbalanced ratio, the Precision–Recall AUC (PR AUC) may be more
informative as it specifically focuses on the performance of the minority class. However, if
the imbalanced ratio of the dataset is not excessively high, such as the dataset utilized in
this study, the use of PR AUC may not be necessary for the evaluation.

In this paper, we employ a comprehensive set of metrics to evaluate the performance
of machine learning models, including Recall, Precision, F1-score, and Receiver Operating
Characteristic (ROC) AUC. These metrics provide a comprehensive evaluation of the
model’s performance, including its ability to accurately identify positive examples, balance
False Positives and False Negatives, and handle imbalanced datasets.

Among these four metrics, we primarily focused on the F1-score and ROC AUC
metrics for the following reasons:

v F1-score: Given the imbalance in our dataset, the F1-score is particularly useful as
it does not inflate the performance of the model due to the high number of True
Negatives, which is a common issue with accuracy in such datasets.

v ROC AUC: Unlike the standard accuracy metric, ROC AUC places a particular empha-
sis on the performance of the minority class, and the accurate prediction of minority
class instances is central to its calculation. This is particularly useful in situations
where the dataset is imbalanced, as it ensures that the model’s performance is evalu-
ated fairly. This metric is less sensitive to class imbalance and provides insight into
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the model’s ability to distinguish between classes, making it a robust measure for
comparing the performance of different models.

5.3. ROC AUC Benchmark

It is clear that an ROC Area Under the Curve (AUC) of 100% represents the optimal
performance that a machine learning model can achieve, as it indicates that all instances of
the positive class (e.g., churns in the case of customer retention) are ranked higher in risk
than all instances of the negative class (e.g., non-churns). However, it is highly unlikely
that any model will achieve this level of performance in real-world problems.

As such, when comparing the performance of different machine learning models
using ROC AUC, it is necessary to have a benchmark to determine whether the model’s
performance is acceptable. The ROC AUC ranges from 50% to 100%, with 50% being
equivalent to random guessing and 100% representing perfect performance. As can be
seen in Table 3, the worst possible AUC is 50%, which is similar to the result of a coin
flip for prediction. If the percentages are less than 50%, it indicates an issue with the
model. Consider the worst-case scenario of obtaining a zero percent accuracy. While this
might seem problematic, it actually means that the model ranked all non-churn customers
as higher risk than churn customers. Surprisingly, this result could be considered good
because it implies your model can perfectly predict customer retention. However, most
likely, there was an error in your model setup causing it to predict in the opposite direction.

Table 3. ROC AUC benchmark for predicting churn.

ROC AUC Threshold Description
ROC AUC < 50% Something is wrong *

50% ≤ ROC AUC < 60% Similar to flipping a coin
60% ≤ ROC AUC < 70% Weak prediction
70% ≤ ROC AUC < 80% Good Prediction
80% ≤ ROC AUC < 90% Very Good Prediction

ROC AUC ≥ 90% Excellent Prediction
* Check the data and the AUC calculation.

In Table 3, the categorization of the ROC AUC metric follows empirical norms and
established methodologies within machine learning to yield a discernible evaluation of
model efficacy. This discretization strategy is intended to furnish a pragmatic benchmark
for evaluating churn-prediction models, facilitating a straightforward appraisal for both
researchers and practitioners.

6. Simulation
6.1. Simulation Setup

The primary objective of this study is to evaluate and compare the performance
of several popular classification techniques in solving the problem of customer churn
prediction. The classifiers under examination include Decision Tree, Logistic Regression,
Random Forest, Support Vector Machine, XGBoost, LightGBM, and CatBoost. To achieve
this goal, simulations were conducted using the Python programming language and various
libraries, such as Pandas, NumPy, and Scikit-learn.

A real-world dataset was used for this study, which was obtained from Kaggle and is
outlined in Table 4 [44]. The training dataset consists of 20 attributes and 4250 instances,
while the testing dataset has 20 attributes and 750 instances. The training dataset features a
churn rate of 14.1% and an active subscriber rate of 85.9%. The performance of the models
was evaluated using a variety of metrics, including the Precision, Recall, F1-score, and
ROC AUC as defined previously. After undergoing pre-processing steps, such as handling
categorical variables, feature selection, and removing outliers, these metrics were evaluated
using both the training and testing datasets. Additionally, the SMOTE technique was used
to handle imbalanced data, and the effect on the performance of the models was examined.
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Table 4. The names and types of different variables in the churn dataset.

Variable Name Type
state, (the US state of customers) string
account_length (number of active months) numerical
area_code, (area code of customers) string
international_plan, (whether customers have international plans) yes/no
voice_mail_plan, (whether customers have voice mail plans) yes/no
number_vmail_messages, (number of voice-mail messages) numerical
total_day_minutes, (total minutes of day calls) numerical
total_day_calls, (total number of day calls) numerical
total_day_charge, (total charge of day calls) numerical
total_eve_minutes, (total minutes of evening calls) numerical
total_eve_calls, (total number of evening calls) numerical
total_eve_charge, (total charge of evening calls) numerical
total_night_minutes, (total minutes of night calls) numerical
total_night_calls, (total number of night calls) numerical
total_night_charge, (total charge of night calls) numerical
total_intl_minutes, (total minutes of international calls) numerical
total_intl_calls, (total number of international calls) numerical
total_intl_charge, (total charge of international calls) numerical
number_customer_service_calls, (number of calls to customer service) numerical
churn, (customer churn—the target variable) yes/no

6.2. Simulation Results

In this study, we evaluate the performance of several machine learning models (Deci-
sion Tree, Logistic Regression, Artificial Neural Network, Support Vector Machine, Random
Forest, XGBoost, LightGBM, and CatBoost) based on unseen data using a range of metrics,
including the Precision, Recall, F1-score, Receiver Operating Characteristic (ROC) Area
Under the Curve (AUC), and Precision–Recall (PR) AUC. The evaluation is carried out on
the testing dataset to assess the generalization ability of the models and to determine their
performance based on unseen data.

6.2.1. After Pre-Processing and Feature Selection

After undergoing several pre-processing steps, such as handling categorical features
and feature selection, the aforementioned models were applied to the data, and their
performance was evaluated. The results of this evaluation are presented in Table 5, with
the highest values highlighted in bold and marked with an asterisk.

Table 5. Evaluation metrics for the different models after pre-processing and feature selection.

Models Precision% Recall% F1-score% ROC AUC%
DT 91 72 77 72

ANN 85 76 80 77
LR 61 70 62 70

SVM 81 57 59 57
RF 96 75 81 75

CatBoost 90 90 90 90
LightGBM 94 91 92* 91*
XGBoost 96 87 91 87

As depicted in Table 5, the boosting models demonstrate superior performance, par-
ticularly in relation to F1-score and ROC AUC metrics. Notably, LightGBM surpasses
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the performance of other methods, achieving an impressive F1-score of 92% and an ROC
AUC of 91%. Figure 7 shows the diagram of the ROC curve for the different models after
pre-processing and feature selection.
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6.2.2. Applying SMOTE

To address the issue of class imbalance in the training data, where the number of
instances of class-0 is 3652 and the number of instances of class-1 is 598, we have applied
the SMOTE technique to the training dataset. This technique was used to create synthetic
instances of the minority class in order to achieve a balanced training dataset. As a result
of the application of SMOTE, the number of instances for both class-0 and class-1 is now
equal to 2125.

As Table 6 shows, LightGBM and XGBoost outperform other ML techniques in all
evaluation metrics. Notably, LightGBM and XGBoost surpass the performance of other
methods, with both achieving an impressive ROC AUC of 90%, and XGBoost outperforms
the other methods, achieving an impressive F1-score of 92%. Figure 8 shows the diagram
of the ROC curve for the different models after applying SMOTE.

6.2.3. Applying SMOTE with Tomek Links

As previously discussed in Section IV, the Tomek Links method is an undersampling
technique that is used to identify pairs of examples, where each example belongs to a
different class that has the minimum Euclidean distance to each other. Additionally,
as noted in the section, it is beneficial to utilize a combination of both oversampling
and undersampling techniques to achieve optimal results. The results of the evaluation
metrics for the various models after applying the SMOTE technique in conjunction with
Tomek Links are presented in Table 7. Notably, LightGBM outperforms the other methods,
achieving an impressive ROC AUC of 91%, and XGBoost surpasses the other methods,
achieving an impressive F1-score of 91%. As indicated in Table 7, XGBoost demonstrates
a marginal performance improvement, with a modest 2% enhancement in the ROC AUC
compared to the pre-processing and feature selection stage (initial state), as shown in
Table 6. Figure 9 shows the diagram of the ROC curve for the different models after
applying SMOTE with Tomek Links.
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Table 6. Evaluation metrics for the different models after applying SMOTE.

Models Precision% Recall% F1-score% ROC AUC%
DT 69 72 70 72

ANN 70 73 71 83
LR 61 71 61 70

SVM 65 73 68 73
RF 83 76 79 76

CatBoost 79 88 83 88
LightGBM 87 90 88 90*
XGBoost 95 90 92* 90*
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Table 7. Evaluation metrics for the different models after applying SMOTE with Tomek Links.

Models Precision% Recall% F1-score% ROC AUC%
DT 74 74 74 74

ANN 69 75 71 75
LR 61 70 61 69

SVM 65 73 67 73
RF 85 78 81 78

CatBoost 80 88 83 88
LightGBM 89 91 90 91*
XGBoost 94 89 91* 89

6.2.4. Applying SMOTE with ENN

As previously discussed in Section 3 the ENN method is employed to compute the
three nearest neighbors for each instance within the dataset. In instances where the sample
belongs to the majority class and is misclassified by its three nearest neighbors, the instance
is removed from the dataset. Conversely, if the instance belongs to the minority class
and is misclassified by its three nearest neighbors, the three majority class instances are
removed. Furthermore, as previously stated, it has been shown to be beneficial to utilize a
combination of undersampling and oversampling techniques in order to achieve optimal
results. Table 8 illustrates the evaluation metrics for the various models following the
application of the SMOTE technique in conjunction with the ENN method. The results
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indicate that XGBoost outperforms the other machine learning techniques, achieving an
F1-score of 88% and an ROC AUC of 89%. As indicated in Table 8, XGBoost exhibits
a performance decline, experiencing a 3% reduction in F1-score compared to the pre-
processing and feature selection stage (initial state), as shown in Table 6. Figure 10 shows
the diagram of the ROC curve for the different models after applying SMOTE with ENN.
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Table 8. Evaluation metrics for the different models after applying SMOTE with ENN.

Models Precision% Recall% F1-Score% ROC AUC%
DT 60 70 50 70

ANN 61 70 60 70
LR 52 50 50 50

SVM 60 70 58 70
RF 67 76 69 76

CatBoost 70 83 72 83
LightGBM 80 89 84 87
XGBoost 88 89 88* 89*
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6.2.5. The Impact of Sampling Techniques
F1-Score

Table 9 and Figure 11 show the impact of three distinct sampling techniques (SMOTE,
SMOTE with Tomek Links, and SMOTE with ENN) on the F1-score metric of various
machine learning models. These comparisons offer insights into the effectiveness of each
technique in handling imbalanced datasets.

1. Impact of SMOTE Sampling Technique:

• Most models saw a decrease in the F1-score after applying SMOTE compared to
the pre-processing and feature selection stage (initial state).

• CatBoost and LightGBM experienced a reduction in F1-scores, but XGBoost
showed slight improvements.

• Support Vector Machine (SVM) exhibits an enhanced F1-score.

2. Impact of SMOTE with Tomek Links Sampling Technique:

• SMOTE with Tomek Links demonstrates further enhancements in F1-scores for
several models compared to SMOTE alone.

• Support Vector Machine (SVM) showed improvements.
• CatBoost experienced a reduction in F1-scores compared to the pre-processing

and feature selection stage (initial state).
• LightGBM showed a slight reduction in F1-scores by 2%.
• XGBoost remained consistent with an F1-score of 91.

3. Impact of SMOTE with ENN Sampling Technique:

• SMOTE with ENN leads to varied impacts on F1-scores across models.
• Some models, like the Decision Tree (DT), Logistic Regression (LR), and CatBoost,

experience significant drops in F1-scores compared to the pre-processing and
feature selection stage (initial state).

• LightGBM maintains relatively high F1-scores, with LightGBM achieving 84%.
• XGBoost remains strong with an F1-score of 88% despite the decline.
• SMOTE with ENN may not consistently enhance performance and should be

chosen carefully based on the specific model and dataset characteristics.

Table 9. F1-score of different ML models after applying different sampling techniques.

DT ANN LR SVM RF CatBoost XGBoost LightGBM
Initial 77* 80* 62* 59 81* 90* 92* 91

SMOTE 70 71 61 68 * 79 83 88 92*
SMOTE-
TOMEK 74 71 61 67 81* 83 90 91

SMOTE-
ENN 50 60 50 58 69 72 84 88

In summary, the impact of different sampling techniques on F1-scores varied across
models. SMOTE generally led to reduced F1-scores, with CatBoost and LightGBM experi-
encing declines and XGBoost showing slight improvements. SMOTE with Tomek Links
enhanced F1-scores for several models, particularly benefiting SVM, but CatBoost and
LightGBM saw reductions. SMOTE with ENN had mixed effects on F1-scores, signifi-
cantly decreasing scores for some models but maintaining higher scores for LightGBM
and XGBoost. Among the sampling techniques, SMOTE-ENN yields the least favorable
results for all machine learning models when contrasted with methods, such as SMOTE and
SMOTE-TOMEK. Choosing the appropriate sampling technique should consider specific
model and dataset characteristics.
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Figure 11. The impact of sampling techniques on the F1-score of different ML models.

ROC AUC

Table 10 and Figure 12 show the impact of three distinct sampling techniques (SMOTE,
SMOTE with Tomek Links, and SMOTE with ENN) on the ROC AUC metric of various
machine learning models. These comparisons offer insights into the effectiveness of each
technique in handling imbalanced datasets.

1. Impact of SMOTE Sampling Technique:

• After applying SMOTE, there are noticeable improvements in ROC AUC metrics
for some models.

• ANN, SVM, RF, and XGBoost experience ROC AUC enhancements, but CatBoost
and LightGBM showed a slight reduction compared to the pre-processing and
feature selection stage (initial state).

• Models, like ANN and SVM, see substantial improvements, with ROC AUC
scores reaching 83% and 73%, respectively.

2. Impact of SMOTE with Tomek Links Sampling Technique:

• SMOTE combined with Tomek Links maintains or enhances ROC AUC metrics
for most models.

• DT, SVM, and RF observe improved ROC AUC metrics.
• LightGBM and CatBoost maintain high ROC AUC scores of 91% and 88%, respectively.
• This technique’s combination of class balancing (SMOTE) and the removal of

borderline instances (Tomek Links) continues to prove effective.

3. Impact of SMOTE with ENN Sampling Technique:

• SMOTE with ENN produces mixed results for ROC AUC metrics.
• While some models, like RF and XGBoost, and SVM showed improvements in

ROC AUC metrics, others experienced drops.
• Logistic Regression (LR) encounters a significant reduction in the ROC AUC.
• LightGBM maintains a respectable ROC AUC metric of 87%.
• Researchers should exercise caution when applying SMOTE with ENN, as its

impact varies across models.

24



Technologies 2023, 11, 167

Table 10. ROC AUC of different ML models after applying different sampling techniques.

DT ANN LR SVM RF CatBoost XGBoost LightGBM
Initial 72 77 70* 57 75 90* 91* 87

SMOTE 72 83* 70* 73* 76 88 90 90*
SMOTE-
TOMEK 74* 75 69 73* 78* 88 91* 89

SMOTE-
ENN 70 70 50 70 76 83 87 89
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Figure 12. The impact of sampling techniques on ROC AUC of different ML models.

In summary, the impact of different sampling techniques on ROC AUC metrics varied
among models. SMOTE led to improvements for ANN, SVM, RF, and XGBoost but slight
reductions for CatBoost and LightGBM. Notably, ANN and SVM achieved substantial ROC
AUC scores of 83% and 73%, respectively. SMOTE with Tomek Links generally maintained
or improved ROC AUC metrics, benefiting models, like DT, SVM, RF, LightGBM, and
CatBoost, with the latter two maintaining high scores. SMOTE with ENN produced
mixed results, improving the ROC AUC for some models, such as RF, XGBoost, and SVM,
while causing a significant reduction in Logistic Regression. LightGBM maintained a
respectable ROC AUC of 87%. Similar to the F1-score metric, SMOTE-ENN demonstrates
lower performance in terms of the ROC AUC for all machine learning models compared
to techniques, such as SMOTE and SMOTE-TOMEK. Researchers should select the most
appropriate sampling technique based on their dataset and model to achieve optimal ROC
AUC results.

Sampling Techniques vs. Boosting Techniques

Several factors contribute to the relatively modest impact of sampling techniques on
the performance of boosting algorithms:

• Iterative Nature: Boosting methods iteratively train a sequence of weak models,
typically Decision Trees. Each subsequent model focuses on the errors made by the
previous ones. Boosting is adaptive in the sense that it can adjust to the errors and
potentially correct them in subsequent iterations.
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• Adaptive Nature: While oversampling introduces more instances of the minority class,
boosting models, given their adaptive nature, can sometimes already compensate for
the imbalance to some degree. As a result, oversampling might not always result in
significant performance improvements.

• Weighted Loss Function: Many boosting algorithms, like XGBoost, offer a weighted
loss function where instances from different classes can be assigned different weights.
This built-in mechanism can help in addressing class imbalance, reducing the need for
external sampling methods.

In summary, while data sampling can rectify the decision boundary in models like
SVM that are sensitive to class distributions, boosting techniques, due to their adaptive
and iterative nature, might already have mechanisms to handle an imbalance to a certain
extent. However, the actual impact of sampling can vary based on the dataset, the degree
of imbalance, the specific boosting algorithm used, and its hyperparameters.

6.2.6. Applying Optuna Hyperparameter Optimizer

Hyperparameter optimization is pivotal in machine learning for enhancing the perfor-
mance of models. While models come with default hyperparameters, fine-tuning them to
a specific dataset can substantially boost their efficacy. One prominent tool in this space
is Optuna. Takuya Akiba et al. (2019) [51] introduced Optuna, an open-source Python
library for hyperparameter optimization. Optuna aims to balance the pruning and sam-
pling algorithms through the execution of various techniques, such as the Tree-Structured
Parzen Estimator (TPE) [52,53] for independent parameter sampling, Covariance Matrix
Adaptation (CMA) [54], and Gaussian Processes (GPs) [53] for relational parameter sam-
pling. The library also utilizes a variant of the Asynchronous Successive Halving (ASHA)
algorithm [55] to prune search spaces.

TPE is a Bayesian optimization technique. Unlike grid or random search, which treats
hyperparameters as isolated, TPE considers the relationship between hyperparameters and
the objective function. The advantage of TPE over other methods lies in its efficiency. By
constructing a probabilistic model of the objective function, it can suggest hyperparameters
that are more likely to yield better results, hence reducing the number of trials [52,53].

Both CMA and GP are methodologies used in Optuna for relational parameter sam-
pling. CMA captures the interdependencies between parameters, optimizing the sampling
process, while GP uses the kernel trick to project data into higher dimensions, capturing
complex relationships in the hyperparameter space [53,54].

The goal of ASHA is efficiency. It is an early stopping strategy to prune trials that do
not show promise, which allows for a more efficient hyperparameter search. By identi-
fying and halting unpromising trials early, computational resources are channeled more
effectively [55].

In this study, we applied the Optuna library to the popular machine learning models,
CatBoost, XGBoost, and LightGBM. The results, as presented in Table 11, indicate that
CatBoost outperforms XGBoost and LightGBM when utilizing Optuna for hyperparameter
optimization, achieving an impressive F1-score of 93% and an ROC AUC of 91%. The
improved F1-score and ROC AUC results observed after employing Optuna hyperparame-
ter tuning for CatBoost likely result from the enhanced hyperparameter settings. Optuna
fine-tunes these settings more effectively for your specific data, reducing overfitting and
enhancing the models’ generalization to new data. This ultimately leads to improved
overall model performance, as hyperparameters play a significant role in how effectively
these algorithms operate with the dataset. Figure 13 shows the diagram of the ROC curve
for the different models after applying Optunal hyperparameter tuning.

Table 12 includes all the parameters that were used in the XGBoost, LightGBM, and
CatBoost models after applying Optuna hyperparameter tuning. The table provides a clear
and concise summary of the parameter values that were selected for the models.
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Table 11. Evaluation metrics for various models after applying Optuna hyperparameter optimization.

Models Precision% Recall% F1-Score% ROC AUC%
CatBoost 89 91 90 91*

CatBoost-Optuna 95 91 93* 91*
LightGBM 92 90 91 90

LightGBM-Optuna 93 89 90 89
XGBoost 93 88 90 88

XGBoost-Optuna 94 88 91 88
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Table 12. Optuna hyperparameter optimization parameters.

Parameter Description Value
XGBoost Tuning Parameters

verbosity Verbosity of printing messages 0
objective Objective function binary:logistic
tree_method Tree construction method exact
booster Type of booster dart
lambda L2 regularization weight 0.010281489790562261
alpha L1 regularization weight 0.0008440304772889829
subsample Sampling ratio for training data 0.8298281841818362
colsample_bytree Sampling according to each tree 0.9985902928710126
max_depth Maximum depth of the tree 7
min_child_weight Minimum child weight 2
eta Learning rate 0.12406825365082062

gamma Minimum loss reduction required to make a
further partition on a leaf node of the tree 0.0004490383815764321

grow_policy Controls the way new nodes are added to the tree depthwise
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Table 12. Cont.

Parameter Description Value
LightGBM Tuning Parameters

objective Objective function binary
metric Metric for binary classification binary_logloss
verbosity Verbosity of printing messages −1
boosting_type Type of booster dart
num_leaves Maximum number of leaves in one tree 1169
max_depth Maximum depth of the tree 10
lambda_l1 L1 regularization weight 2.689492421801289 × 10−7

lambda_l2 L2 regularization weight 7.2387875465462 × 10−8

feature_fraction LightGBM will randomly select part of features on
each iteration 0.870805980078817

bagging_fraction LightGBM will randomly select part of data
without resampling 0.6280893693081118

bagging_freq Frequency for bagging 7
min_child_samples Minimum amount of data in one leaf 8

CatBoost Tuning Parameters
Objective Objective function Logloss
colsample_bylevel Subsampling rate per level for each tree 0.07760972009427407
depth Depth of the tree 12
boosting_type Type of booster Ordered
bootstrap_type Sampling method for bagging Bayesian
bagging_temperature Controls the similarity of samples in each bag 0.0

7. Conclusions

In this study, we employed various machine learning (ML) models, including Artificial
Neural Networks, Decision Trees, Support Vector Machines, Random Forests, Logistic
Regression, and three modern gradient boosting techniques, namely XGBoost, LightGBM,
and CatBoost, to predict customer churn in the telecommunications industry using a real-
world imbalanced dataset. We evaluated the impact of different sampling techniques, such
as SMOTE, SMOTE with Tomek Links, and SMOTE with ENN, to handle the imbalanced
data. We then assessed the performance of the ML models using various metrics, including
the Precision, Recall, F1-score, and Receiver Operating Characteristic Area Under the Curve
(ROC AUC). Finally, we utilized the Optuna hyperparameter optimization technique
on CatBoost, LightGBM, and XGBoost to determine the effect of optimization on the
performance of the models. We compared the results of all the steps and presented them in
tabular form.

The simulation results demonstrate the performance of different models based on
unseen data. LightGBM and XGBoost consistently exhibit superior performance across
various evaluation metrics, including the Precision, Recall, F1-score, and ROC AUC. The
performance of these models is further improved when applying techniques, such as
SMOTE with Tomek Links or SMOTE with ENN, to handle imbalanced data. Additionally,
the use of Optuna hyperparameter optimization for CatBoost, XGBoost, and LightGBM
models shows further improvements in performance.

In summary, the key findings of the study are as follows:

v Impact of SMOTE: After applying SMOTE, both LightGBM and XGBoost achieved
impressive ROC AUC scores of 90%. Additionally, XGBoost outperformed other
methods with an impressive F1-score of 92%. SMOTE effectively balanced class
distribution, leading to enhanced recall and ROC AUC for most models.

v SMOTE with Tomek Links: After applying SMOTE with Tomek Links, LightGBM
excelled among the methods with an impressive ROC AUC of 91%. XGBoost also
outperformed other methods with an impressive F1-score of 91%. LightGBM demon-
strates a slight performance boost, with a modest 2% improvement in the F1-score
and a 1% increase in ROC AUC compared to when using SMOTE alone. Conversely,
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XGBoost showed a slight performance decline, experiencing a corresponding 1%
reduction in the F1-score and ROC AUC compared to exclusive SMOTE utilization.

v SMOTE with ENN: After applying SMOTE with ENN, XGBoost surpassed other
ML techniques, achieving an F1-score of 88% and an ROC AUC of 89%. However,
XGBoost exhibited a performance decline, with a 4% reduction in the F1-score and a
1% decrease in ROC AUC compared to exclusive SMOTE utilization.

The best results for the F1-score and ROC AUC across different ML models after
applying various sampling techniques are summarized in Table 13.

Table 13. The best result of the F1-score and ROC AUC for different ML models.

Metrics/
Methods F1-Score ROC AUC

DT Initial = 77% SMOTE-TOMEK = 74%
ANN Initial = 80% SMOTE = 83%
LR Initial = 62% Initial and SMOTE = 70%
SVM SMOTE = 68% SMOTE and SMOTE-TOMEK = 73%
RF Initial and SMOTE-TOMEK = 81% SMOTE-TOMEK = 78%
CatBoost Initial = 90% Initial = 90%
XGBoost Initial = 92% Initial and SMOTE-TOMEK = 91%
LightGBM SMOTE = 92% SMOTE = 90%

v Impact of Optuna Hyperparameter Tuning: After applying Optuna Hyperparameter
Tuning, Cat-Boost outperformed XGBoost and LightGBM when Optuna was utilized
for hyperparameter optimization, achieving an impressive F1-score of 93% and an
ROC AUC of 91%. The enhanced F1-score and ROC AUC results observed after
applying Optuna hyperparameter tuning to CatBoost, XGBoost, and LightGBM are
likely attributable to improved hyperparameter configurations. Optuna fine-tuned
these settings more effectively for the specific dataset, reducing overfitting and en-
hancing the models’ capacity to generalize to new data. This ultimately resulted in
improved overall model performance, as hyperparameters significantly influence the
performance of these algorithms with your dataset.

In future work, several avenues can be explored. Firstly, other machine learning
techniques, such as deep learning models, like Long Short-Term Memory (LSTM) or
Transformer-based models, can be evaluated for churn prediction. These models have
shown promise in various domains and may provide further insights into churn behavior.
Secondly, we suggest exploring the use of the AdaSyn technique to handle imbalanced
data and compare the results. Lastly, we recommend applying the above techniques to a
highly imbalanced dataset to evaluate their performance in such conditions. Furthermore,
employing the learning curve method to determine whether the models are overfitting
could also be a valuable avenue of research.
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Abstract: This paper discusses the “Get Real Get Better” (GRGB) approach to implementing agile
program management in the U.S. Navy, supported by advanced data analytics and artificial intel-
ligence (AI). GRGB was designed as a set of foundational principles to advance Navy culture and
support its core values. This article identifies a need for a more informed and efficient approach to
program management by highlighting the benefits of implementing comprehensive data analytics
that leverage recent advances in cloud computing and machine learning. The Jupiter enclave within
Advana implemented by the U.S. Navy, is also discussed. The presented approach represents a
practical framework that cultivates a “Get Real Get Better” mindset for implementing agile program
management in the U.S. Navy.

Keywords: program management; data analytics; machine learning; artificial intelligence; agile
development

1. Introduction

Rapid advances in business applications of data analytics (DA) and artificial intelli-
gence (AI) have great potential to transform and disrupt the current program-management
capabilities and practices [1–3]. Many recently published studies have demonstrated the
benefits of the effective implementation and integration of data analytics and AI in project
management (see, for example, [4,5]). While most of these studies focused primarily on
project management, Santos and de Carvalho [6] discussed the benefits of scaling agile
project management to large projects. This paper introduces the requirements for leveraging
data analytics and AI to enhance program management in the U.S. Navy environment.

In a fast-evolving world, the United States Navy military consistently strives to stay
ahead by ensuring the efficient execution of complex programs while continuing to meet
mission-critical objectives. To meet these continuing and changing demands, the Navy’s
Chief of Naval Operations established the foundations for a program known as Get Real Get
Better (GRGB) in 2021. GRGB was designed as a set of foundational principles to advance
Navy culture and support its core values. “Get Real” focuses on self-assessment and
transparency. To stay ahead of its near-peer competition, the Navy needs to be continually
self-aware and provide continued assessment regarding its performance. Similarly, “Get
Better” attempts to utilize this self-assessment and commit to improvement. Here, the focus
is on achieving the highest standards of performance.

This paper discusses the Get Real Get Better (GRGB) approach for developing agile
program management in the U.S. Navy. Currently, the Navy seeks to apply advanced data
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analytics and artificial intelligence (AI) to transform program management by identify-
ing and fixing the root causes of its current challenges. At its core, the proposed GRGB
framework leverages data-driven decision making (Get Real) to build program manage-
ment performance (PMP) and evaluation criteria to cultivate an environment of program
management performance improvement (Get Better).

2. Background: Project and Program Management
2.1. Agile Project Management

The agile approach to project management has been extensively used within the
software development sector and manufacturing settings due to the industry’s dynamics
and the need for rapid adaptation to unforeseen changes in business environments [7,8].
However, current agile project management is still limited by the absence of advanced
analytical methods allowing for automated prediction, estimation, planning, resource and
risk management, and decision-making in general [5]. For example, Cabrero-Daniel [9]
conducted an extensive literature review and longitudinal meta-analysis of the retrieved
studies, focusing on integrating artificial intelligence with agile software development
methodologies and the role of artificial intelligence and its future applications within agile
software development with a focus on continuous integration and delivery. Furthermore,
Auth et al. [10] proposed a conceptual framework to speed up the potential applications of
artificial intelligence in the project management area.

2.2. AI-Supported Agile Project Management

Many recent studies have pointed out that modern management faces the challenge
created by potentially disruptive AI applications across entire organizations and their
business processes [1,5], including, among others, organization-specific AI use cases [11],
software engineering [12], healthcare [13], and medicine [14]. Most recently, Odeh [15]
argued that project managers should take full advantage of AI to transform traditional
project management processes to meet stakeholders’ needs and deliver the desired project
outcome. Furthermore, Bento et al. [16], based on a systematic literature review, pointed
out that the field of project management still needs to fully embrace the benefits of AI
technology, and more research and development is required in this direction.

As discussed by Dam et al. [17], the rapid developments in the field of artificial
intelligence (AI) can transform the current practices in agile project management (APM) by
accelerating productivity and increasing project success rates. Such a transformation can be
achieved by assisting project managers through AI-based automation of repetitive and high-
volume tasks, improving project analytics for estimation and risk prediction, and enabling
AI-supported actionable decision-making. The most recent systematic literature review by
Taboada et al. [18] concluded that AI and machine learning (ML) could be very useful in the
management of IT and construction projects by enabling significant improvements in project
planning [19], scheduling [20], cost and quality [21], forecasting [22], risk management [23],
and decision-making competences [24–26].

2.3. Human–AI Collaboration in Project Management

According to Abedin et al. [27], AI systems are currently being implanted into var-
ious information systems, including medical diagnostics, health, layout design, human
resources, arts, entertainment, financial/credit scoring, and autonomous vehicles. Shang
et al. [28] suggested that AI technologies are underutilized in project management due
to limited support from top management, the absence of organizational readiness, the
high cost of AI implementation and maintenance, and the shortage of personnel trained
in AI. Furthermore, a questionnaire study by Fridgeirsson et al. [29] suggested that the
respondents did not consider artificial intelligence as a technology that could support
the required human cognitive skills and leadership abilities. However, as pointed out by
Puranam [30], effective human–AI collaborative decision making should be considered
as a problem in organization design based on two different criteria, i.e., (1) specialization,
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where humans and AI systems perform tasks that they are best at, and (2) multiple learning
configurations, which consider the ways that humans and AI systems may “learn together”
and use the most relevant knowledge for collaboration.

Some recent studies have shown the success of human–AI teamwork [31] with hybrid
decision making, where the individual strengths of the humans and the AI systems allow
the optimization of the joint decision outcomes. Such collaborative efforts, where the
human–AI team outperforms the individual agents acting separately, are also called hybrid
intelligence [32,33]. Examples of such effective human–AI collaboration include knowledge
work [34], data annotation [35], medical diagnosis [36], mental health [37], and computa-
tionally informed mission planning [38]. Furthermore, the new developments in the theory
of organizational decision-making [39] also suggest effective ways in which the decisions of
organizational members can be combined with AI-based decisions for successful human-AI
teaming and collaboration in the project management area. Finally, it should be noted
that, according to Smolensky et al. [40], the recent developments in neurocompositional
computing [41] will allow us to overcome the limitations of current computing paradigms
and enable building AI systems that exhibit a high level of cognitive abilities, which are
required for the realization of AI-powered project management applications.

2.4. Program Management in the U.S. Navy

This paper describes a practical framework for developing agile program management
in the U.S. Navy. It should be noted that most of the published literature on the applications
of advanced data analytics and AI focuses on project management rather than program
management. However, as pointed out by many studies [42–46], there are significant
differences between project and program management. Notably, Lycett et al. [42] noted
that program management is not just a scaled-up version of project management and that
the ”one size fits all” approach to program management is inappropriate in the dynamic
business environment. They also pointed out that while project management is inward-
focused and task-oriented, program management is strategy-focused and represents a
wider organizational view. In that context, program management links the gap between
project delivery and the organization’s strategic planning [43]. For example, program
management in the information technology sector should continually change to uphold
effective alignment with organizational strategies and react to the external environment as
needed to preserve its relevance [44]. On the other hand, managing specific projects in a
given program requires making decisions to align them with the program goals.

Pellegrinelli [45] also contended that it is important to distinguish project management
from program management, including the related concepts, approaches, and techniques
relevant to each discipline. Concerning the role of managers, Walenta [46] outlined some
key differences between project managers and program managers by noting that (1) project
managers are inward-oriented, while program managers are focused on the outside envi-
ronment; (2) the competencies of successful project managers significantly differ from the
competencies of successful program managers; and (3) project managers do not possess
the required knowledge and skills for program management. Furthermore, de Groth [47]
noted that project-oriented organizations use program management to cope with learning
challenges across teams at different organizational levels. To integrate the above concepts,
Thiry [48] proposed a unified model for learning performance program management that
combines value management with project management.

3. Data-Driven Organizations
3.1. The Power of Data-Driven Decision-Making

There are several recent studies on the benefits of data-driven decision-making, defined
as the process of using data to inform decision-making and validate courses of action [7–9].
Stobierski [10] outlined the advantages of data-driven decision-making, arguing that data
analytics can improve project management outcomes. From a program management
perspective, data-driven decision-making could take many forms. For example, a program
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office might use spending plans to estimate obligations and expenditure rates. These
estimates might then be used to make fiscal decisions regarding where to spend money in
future years and how to break down procurement versus research expenditures or develop
new contracts for execution. The important notion is that the data can drive the decision-
making process and positively impact organizational performance. Indeed, as access to
data and the ability to process these data in a more parallel manner become more accessible,
it will become even easier for organizations to adopt a data-driven decision framework.

Data collection and analysis are key to the US Navy’s “Get Better, Get Real” strategy.
Specifically, the collection of authoritative data drives confidence in the decisions that
are being made to drive programmatic change. Not only do the data help to baseline
where certain program constraints exist, but they also provide traceability with respect
to how changes may impact the organization. Data also reduces the need for intuitive
decision-making, eliminating the influence of personal bias. By leveraging authoritative
data, a program office can fully commit to a particular strategy by having confidence that
this approach will have specific impacts in a particular area.

3.2. Becoming a Data-Driven Organization

Organizations seeking to become more data-driven need to foster a data-driven cul-
ture [7–10]. This requires the adoption of a mindset that values the insights and use of
authoritative data. Program managers at the Navy can curate this by developing a culture of
“data awareness” by encouraging behaviors that seek to leverage data to drive performance
change. Program managers should also seek to eliminate barriers to accessing authoritative
data as much as possible. As program offices seek to make this transition from an intuitive
to a data-driven culture, there are several steps that can be taken to ensure this happens in
a manner that facilitates programmatic success. These steps include the following:

Establish an Authoritative Data Lake: Create a centralized database to store and manage
all project-related data, ensuring easy access for program managers (PMs) and other stake-
holders. While there is a need to identify authoritative data sources, the data oftentimes
may not exist or do not exist in the form that is needed for appropriate analyses. In this
case, program managers should seek ways to develop new data pipelines that would allow
for the collection of new and meaningful data;
Develop Data Collection Standards: One potential pitfall for organizations hoping to adopt
a data-driven mindset is the inconsistency in which data are collected and reported. To
avoid this, program managers should seek to implement uniform data collection standards
across different departments, programs, and projects, making it easier to compare and
analyze data. Developing data dictionaries or metadata repositories is critical here. A
data dictionary is defined as a centralized repository of information about data, such as its
meaning, relationships to other data, origin, usage, and format. By posting this information
in an easily accessible location and ensuring the dictionary is available to users across
all levels of the organization, the program office can ensure that data are being used in a
reliable and consistent fashion. This also ensures that conclusions drawn from the use of
those data are consistent and explainable to users;
Invest in Data Management Tools: The adoption of a data-driven culture begins with the
consistent use of data management tools. Program managers should equip themselves and
their professionals with data management tools, including machine learning and statistical
modeling techniques, to enable them to derive valuable insights from the collected data. In
addition, organizations should seek out new and meaningful ways to visualize their data.
Data visualization is as critical a part of the data analytic process as any other. End users
simply cannot derive any meaningful interpretation or action from raw data. Visual aids
that emphasize the power of the data, the influence and impact of the raw data in drawing
specific conclusions, and that demonstrate trends and patterns in the data are all critical
pieces for data adoption. Visualization tools such as Qlik, Tableau, and even Excel allow
users to convert raw data of any kind and make them more interpretable for stakeholders
at all levels;
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Encourage a Data-Driven Culture: Finally, organizations should seek to promote a culture
that emphasizes the importance of data-driven decision-making at all levels of the orga-
nization. Organizational leaders should try to avoid situations that encourage intuitive
decision-making and rely more on decision-making processes that allow them to trace
those decisions back to authoritative data. In this case, leading by example will also create
an environment within a program office that encourages analytical thinking. The incul-
cation of this framework begins by encouraging those behaviors that are consistent with
data-driven values. This includes providing ongoing training, creating incentives, and
recognizing achievements in data-driven program management.

4. Methodology

The adoption of a data-driven culture can be a key enabler for program managers
willing to transform their organizations. By gathering and properly labeling data for future
programs, the U.S. Navy can experience numerous benefits, including the following:

1. Enhanced Decision Making: access to well-structured data will allow PMs to gain a
deeper understanding of their programs, helping them to identify potential risks and
opportunities for improvement;

2. Optimized Resource Allocation: data-driven insights can guide PMs in making more
informed decisions about resource allocation, ensuring that scarce resources are
deployed effectively;

3. Fostered Collaboration: the availability of relevant data can promote information
sharing and collaboration between different departments and stakeholders, resulting
in more efficient project management and better outcomes;

4. Improved Accountability: data transparency will improve accountability by enabling
PMs to track progress more accurately, making it easier to identify and address
inefficiencies.

4.1. Business Analytics Use Case

In March 2023, the Expeditionary Missions Program Office (PMS 408) and Naval Sea
Systems Command (NAVSEA) initiated a use case through Advana Jupiter of the Depart-
ment of the Navy’s (DoN) enterprise data environment [49,50]. Through a partnership
with Advana that includes access to data mining and machine learning engineers, product
managers, full-stack developers, and data visualization experts, PMS 408 sought to create a
shared understanding of organizational metrics through historical, current, and forward-
looking algorithms. The goal of this effort was two-fold: (1) to foster a data-driven decision
culture that allows program managers and analysts at all levels to inform decisions through
authoritative data, and (2) to simplify and automate existing reporting metrics.

To accomplish these goals, a need for reducing qualitative or intuitive decision-making
processes was recognized. This was carried out to increase confidence in programmatic
planning by developing a data-driven framework for planning and execution. This begins
first by identifying authoritative data sources that drive programmatic execution. Once
identified, it was important to understand how these data facilitate or inhibit organizational
performance. At this stage, it was critical to engage with organizational leadership to
understand their goals and how these authoritative data can serve as a proxy for assessment
toward those goals. As with any data-driven environment, it was also important to focus
on those features that aligned most with the strategic vision of organizational leadership.
This should be carried out a priori rather than using a data exploration approach. Such an
approach was encouraged to prevent the Navy from responding to artifacts that might exist
within the data. Consequently, those features that were the true drivers of organizational
performance were identified. It should be noted, however, that given the breadth and scope
of data pipelines, this could potentially lead to “false positives” and other data artifacts.
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4.2. Advana Jupiter

With the above-discussed goals in mind, the Navy initiated the creation of a data
analytic dashboard sitting on top of the Advana Jupiter infrastructure [49,50]. Advana
Jupiter serves as the DoN enterprise data hub. Through a tiered “Wisdom of Crowds”
approach, DON Information Data Stewards create disparate data hubs across a variety of
data domains. The integration of these data hubs allows for the aggregation of the most
authoritative and comprehensive view of enterprise data.

It should be noted that the Advana Jupiter provides several inherent advantages over
local or distributed cloud architectures. For example, Jupiter allows for more flexible cloud
computing. Specifically, Jupiter provides both dedicated and “on-demand” computing
and storage capacity. In addition, Jupiter and its licensed applications allow for a more
robust data pipeline for more efficient data ingestion, processing, and visualization. A
more attractive feature of Advana is the ability to develop specific queries on new or
existing data. Metadata are stored on Advana and can be accessed via data discovery tools,
technical documentation, and a data catalog. Lastly, Jupiter provides perhaps the most
modern toolset for data analytics in the acquisition enterprise. Tools such as Apache Spark
allow for large-scale data processing that is agnostic to programming languages. For data
analytics, developers have access to tools such as PyTorch and TensorFlow, which allow for
the development and deployment of machine learning algorithms such as deep learning.

PMS 408 has initiated several efforts that leverage the tools within Advana Jupiter to
assist in programmatic development. These efforts are designed to leverage the tools and
algorithms within this environment to provide more quantitative metrics to describe overall
programmatic health in areas including contract performance, requirement traceability, and
portfolio visualizations. For example, the PMS 408 team and its developers have developed
visualizations surrounding portfolio investments using the Qlik business intelligence (BI)
and visualization platform. This tool can be used in areas such as data integration to assist
in importing and integrating portfolio investment data from data sources such as Navy
Enterprise Resource Planning (ERP) data. Navy ERP captures and manages financial data
related to the Navy’s budgeting, accounting, and financial transactions. This includes data
related to budget allocation, expenditure tracking, payroll, and financial reporting.

Some of the key data sources being integrated into this specific use case include
procurement data. Here, the system maintains data related to the procurement of goods and
services, including purchase orders, vendor information, contract details, and procurement
history. In addition, models based on asset management data were developed. In this case,
Navy ERP can track and manage assets such as equipment, vehicles, and facilities. This
includes data on asset maintenance, depreciation, and utilization.

Similarly, a focused approach to analyzing data surrounding reporting and analytics
has been adopted. The ERP generates various reports and analytics based on the data
it collects. These reports help Navy leadership make informed decisions about resource
allocation, budget planning, and operational efficiency. Taken together, the historical
data were used to build predictive models of future performance. For example, Navy
ERP accumulates historical data that can be used for trend analysis, forecasting, and
performance evaluation. Finally, historical data can provide valuable insights into the
Navy’s financial and operational performance.

4.3. The Qlik Platform

For this business use case, data from ERP and other government data on the Qlik
platform were used. This integration allowed the development of data models within
Qlik to organize our portfolio data. These models help to define relationships between
different data tables, such as investments, asset classes, and performance metrics. This
step is crucial for building meaningful visualizations. A second advantage of the Qlik tool
is that it allows for ease-of-dashboard creation and visualization. Qlik’s drag-and-drop
interface created interactive dashboards that can be updated in near real time. In addition,
users could customize these dashboards to filter and drill down into the data. Analysts and
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programmatic leadership can select specific investments, time frames, or asset classes to
focus on specific aspects of the portfolio.

Visualizations only represent a small fraction of the capability developed through the
Advana Jupiter business use case. Using additional tools allowed through their secure
government cloud brokerage enabled the Navy to build models that track key performance
indicators (KPIs) to provide additional insights into portfolio performance. Examples
include calculating contract performance deviations, long product delivery delays, and
other hindrances to programmatic performance. Making further use of the Advana pipeline
allowed implementing alerts and notifications within Advana to automatically alert users
when investments failed to meet predefined criteria or required attention.

Overall, the tools within the Advana pipeline are a catalyst for developing quantifiable
models to better understand portfolio performance. This study discussed how it was possi-
ble to use these tools and the Advana platform in the Navy for analysis and visualization
purposes. Such tools provide flexibility and interactivity, making them well-suited for
portfolio managers, financial analysts, and resource sponsors who want to gain deeper
insights into their investment portfolios and make informed decisions.

5. Agile Program Development in the U.S. Navy

Several studies examined various aspects of agile project management [51–54]. For
example, Koch and Schermuly [53] suggest that agile project management practices can sig-
nificantly impact organizational culture. Coram and Bohner [55,56] discussed the impact of
agile methods on software project management, arguing that agile methodologies improve
project delivery and faster adaptation to changing market requirements. Conforto et al. [57]
explored the feasibility of adopting agile project management methodologies outside the
software industry.

To ensure the development of the present framework is both impactful and delivered at
a pace that is consistent with the demands of the Navy’s GRGB program, this project focused
on developing an agile approach to project management [57]. Historically, much of the
program and project management efforts have been focused on iterative and/or incremental
approaches toward delivery. More recently, an emerging debate has arisen comparing more
traditional “heavyweight” methods with more agile and fluid “lightweight” methods [58].
Heavyweight methods for project management are those that view the development process
as more linear, leading to over-reliance on processes and milestones.

Beck et al. [59] proposed the Manifesto for Agile Software Development, which empha-
sizes the ability to respond to changing market conditions, customer collaboration, and
meeting functional software requirements. The document addressed 12 universal principles
designed to deliver products to customers much more efficiently and to directly address
the needs and wants of the customer. The above principles are illustrated below in the
context of program management responsibilities and their use by the Navy to drive the
business analytics use case within the framework of Advana (see Table 1).

Table 1. Principles of agile software (v. 2001) development (modified after Beck et al., 2001).

Software delivery

Deliver working software frequently, from a couple of weeks to a couple of
months, with a preference for a shorter timescale. Too often, projects are
conducted in a manner where there may be an initial envisioning session.
Beyond that, developers may fail to interact with either thought leaders or
end users. This was carried out to avoid this through continuous and
transparent communication with all stakeholders.

Collaboration

Businesspeople and developers must work together daily throughout the
project. The development team must work directly with end users to better
understand their problems and how algorithms should be designed to
address those root problems.
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Table 1. Cont.

Motivation

Build projects around motivated individuals. Give them the environment
and support they need, and trust them to complete the job. This is carried
out to empower the development teams by giving them the opportunity to
build innovation. The teams’ creativity was perceived as a key ingredient
to ultimate success.

Communication

Face-to-face conversation continues to be the most efficient and effective
method of conveying information to and within a development team.
While the demands of a distributed world were recognized, as much
face-to-face collaboration as possible was encouraged to facilitate the
sharing of ideas and more open innovation.

Demonstrations Working software is the primary measure of progress. The goal is to share
the success via live demonstrations with the stakeholders.

Development

Agile processes promote sustainable development. The sponsors,
developers, and users should be able to maintain a constant pace
indefinitely. An emboldened collaborator will continue to seek ways to
improve processes.

Promotion Continuous attention to technical excellence and good design enhances
agility. Strong technical achievements, as often as possible, are promoted.

Simplification

Simplicity, the art of maximizing the amount of work not completed, is
essential to the developed development approach. The teams should not
be burdened with administrative work that inhibits their ability to deliver
new and innovative product lines.

Teams
The best architectures, requirements, and designs emerge from
self-organizing teams. However, while collaboration across the effort is
optional, it occurs organically.

Adaptation

The team regularly reflects on how to become more effective, then tunes
and adjusts its behavior accordingly. In-progress reviews, ad hoc scrum
teams, and other means for self-reflection have been used as the key
facilitators.

5.1. Applications of Data Analytics and Machine Learning

The previous section described how the Advana Jupiter platform was harnessed
to develop a pipeline that ingests, processes, and applies quantifiable models to inform
analysts and program managers. This was carried out using the adoption of data mining
and machine learning approaches. More explicitly and in the context of the presented BI
use case, it was postulated that data mining and machine learning could address specific
challenges in program management within the context of the U.S. Navy by leveraging
data-driven insights to improve decision-making, optimize resource allocation, enhance
operational efficiency, and reduce risks.

For example, machine learning models can analyze historical program data to improve
the accuracy of cost estimates for new projects. They can help with budget planning and
allocation. Similarly, these models can conduct real-time data analysis to identify cost
overruns or anomalies, allowing program managers to promptly take corrective action.
Similarly, data mining and machine learning can assist in resource allocation decision-
making. Machine learning algorithms can allocate resources more efficiently by considering
project complexity, resource availability, and historical performance data. In addition, data
mining can identify potential bottlenecks or resource constraints that may impact program
timelines. Furthermore, machine learning can be used to analyze historical scheduling
data to optimize project timelines and reduce delays. These tools can also be applied to
help predict maintenance needs for Navy equipment, reducing downtime and ensuring
operational readiness.

Finally, the above tools have been utilized to assist in decision support. Specifically,
the applied data mining and machine learning models have helped support predictive
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insights and allow program managers to make informed decisions about resource allocation
and risk mitigation. Similarly, data mining can be applied to simulate different program
scenarios to evaluate their potential impacts on outcomes. By leveraging data mining
and machine learning in program management, the U.S. Navy can enhance its ability to
plan, execute, and monitor programs effectively, improving mission success, cost control,
and overall operational efficiency. However, the extent to which these tools can influence
the discussed aspects of planning and execution depends on the quality of the iterative
feedback on model development and deployment provided by the users. Therefore, it is
critical in instances such as the use case presented here and others like it that program
managers are motivated and able to adopt a more flexible framework for model acceptance
and deployment.

5.2. How the Agile Approach Impacts Program Management in the U.S. Navy

In this paper, it has been postulated that a comprehensive data pipeline inspired by
agile software development principles represents a realization of the “Get Real Get Better”
initiative. The specific instances of how agile principles can be used to emphasize iterative
development, collaboration, adaptability, and customer centricity, which can be highly
beneficial in the context of Navy program management, are discussed below.

It is all too common for Navy programs to face issues such as changing requirements
and operational environments. An agile-inspired data pipeline can be designed to accom-
modate changes gracefully. They allow for quick adjustments and additions to data sources,
transformations, and analytics as program requirements evolve. Similarly, Navy program
managers are consistently challenged with high-risk decisions without the time necessary
to comprehensively weigh all options. Agile practices enable the rapid development of
data analytics and visualizations. Program managers can access up-to-date information
and quickly make informed decisions.

Program offices are also required to have continuous stakeholder collaboration. Simply
put, without effective collaboration, programs are not able to deliver on their promised
capabilities. However, agile frameworks emphasize continuous collaboration between
data teams and program managers. Frequent check-ins and feedback loops ensure that
data solutions align with program objectives. Identifying and mitigating risks is a key
program management aspect. Agile’s iterative approach allows for the continuous mon-
itoring of program data. This helps in the early detection of risk factors and adapting
strategies accordingly.

By embracing agile-inspired principles in the development and management of data
pipelines for program management, the U.S. Navy has enhanced its ability to address
dynamic challenges, make data-driven decisions, and achieve successful outcomes in a
rapidly evolving operational environment. This framework promotes a culture of adapt-
ability and continuous improvement that is well suited to the Navy’s mission requirements
and consistent with the vision that has been outlined by the “Get Better Get Real Framework”.

6. AI and Data Science in Agile Project Management

Many recently published studies have demonstrated the effective implementation of
data analytics and AI in project management [4,5]. Other studies [18,19] have discussed
the challenges of incorporating AI and data analytics into agile project management to
improve software development outcomes. Gil et al. [2] reviewed the recent approaches to
incorporating AI in project management to optimize project processes. Crawford et al. [20]
present a survey of AI applications in software engineering, specifically focusing on project
management. Most recently, Hoda et al. [60–62] introduced the concept of human-centered
AI-assisted agile project management that augments software management processes
and human decision-making. The above studies presented the benefits of integrating
the principles of agile project management, AI, and data science into various project
management applications. The current paper introduces the requirements for leveraging
data analytics and AI to enhance program management in the U.S. Navy environment.
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6.1. Artificial Intelligence and Machine Learning Applications

Over the past 10 years, there has been exponential growth in the use and adoption of
artificial intelligence tools, including machine learning [63]. Generally speaking, machine
learning is typically categorized into one of three different categories: supervised, unsu-
pervised, or reinforcement. Each of these approaches varies in the way it is trained, the
outputs it provides, and the application of its algorithms to various data types. In a very
general sense, artificial intelligence and machine learning represent sophisticated forms of
data analysis. Using algorithms that continuously learn from data, these approaches allow
machines to recognize hidden patterns in data sets that are often too subtle for humans
to identify and/or explain. In addition, through repeated exposure to disparate data sets
(training), machines can then extrapolate those patterns to new data to predict future states.

6.2. A Case for Deep Learning

Recent advances in computing power and architecture have allowed deep learning
algorithms to reach performance levels unmatched by other machine learning approaches.
Deep learning has been a key enabler in several key technology areas, including driverless
cars, image recognition, and human–machine interaction [12,64]. In its most basic form,
deep learning allows a computer model to perform classification tasks directly from images,
text, or sound. Deep learning models can achieve state-of-the-art accuracy, sometimes
exceeding human-level performance [65].

6.3. Generative AI

Within the past five years, there has been a resurgence of interest in the area of
generative artificial intelligence. Generative AI describes algorithms (such as ChatGPT) [66]
that can be used to create new content. In this case, content describes new material created
by the algorithm. This might include content such as audio files, programming code,
images, contract language, or videos. Recent advances in the field of large language models
(LLMs) have dynamically changed the way artificial intelligence and its applications are
being viewed today. Generative AI opens a plethora of potential use cases within the
program management space. The primary reasoning for this is that users need not be
experts in AI and machine learning (ML) to apply these machine learning approaches.
Rather, they need to be experts in their respective domains. Indeed, a new and growing
field in machine learning is known as “prompt engineering” [67]. Prompt engineering
is a new concept within AI and machine learning where the description of the task that
should be accomplished by the AI is embedded within the input. Rather than the algorithm
attempting to extract those features based on the training data, prompt engineering allows
the user to embed features based on the questions asked of the algorithm.

6.4. ChatGPT: Example

To demonstrate the power and ease of generative AI, a simple query using ChatGPT
has been implemented. ChatGPT is an AI chatbot developed by OpenAI. ChatGPT is built
on top of large language models (LLMs) and has been optimized using both supervised
and reinforcement learning techniques. The primary use of traditional chatbots is to model
human behavior. However, ChatGPT and this newer generation of generative AI are much
more versatile. These models have been applied in various use cases, including reading
and writing code, generating art, and other complex tasks (see Table 2).

While generative AI appears to be the most promising application of AI for program
management, caution must be exercised as well. On the one hand, using and applying LLMs
has seen exponential growth in the past half decade [68,69]. However, surrounding their
use, there has been extensive hype, misunderstanding, and misrepresentation regarding
their capabilities. For example, Bender et al. [4] pointed out that LLMs have been built on
foundational work from Natural Language Processing (NLP) [70]. However, these models
do not code for Natural Language Understanding (NLU).
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Another issue with generative AI revolves around the poorly understood problem
of latent concept learning. Specifically, these models are learning relationships within the
training data that are so abstract that they are unlikely to be perceived by a human audience.
It is believed that the issues revolving around concepts such as trust and fairness [71] will
become more pronounced as these models are deployed more frequently going forward.

Table 2. Example of a ChatGPT query.

>>Provide Some Examples in Which Generative AI Can Be Used to Assist Program
Managers.<<

ChatGPT Reply:

Generative AI, such as GPT-3, can be used to assist in program management in a variety of ways.

Here are some examples:

1. Requirement Gathering:

Program managers can use generative AI to help with requirement gathering. They can provide
the AI with the project’s scope and goals, and the AI can generate a list of requirements that need
to be fulfilled to achieve those goals;

2. Risk Management:

AI can help in identifying potential risks in the program by analyzing data from past projects and
identifying patterns that indicate potential problems. This can help the program manager take
proactive measures to mitigate those risks;

3. Resource Allocation:

Program managers can use AI to assist in the allocation of resources such as personnel,
equipment, and funding. AI can help in predicting future resource needs based on past
performance data and other relevant information;

4. Schedule Optimization:

Generative AI can assist program managers in optimizing schedules by analyzing historical data
to identify the best way to sequence tasks and allocate resources;

5. Decision-Making:

AI can assist program managers in making better decisions by providing them with data-driven
insights and recommendations. This can help the program manager make informed decisions that
are more likely to lead to successful outcomes;

Overall, generative AI can help program managers streamline their processes, improve
decision-making, and increase the chances of program success. However, it is important to note
that AI should be used as a tool to assist program managers rather than a replacement for human
decision-making.

Department of Defense (DoD) program management involves complex and high-stakes projects,
and machine learning can be used to support decision-making, risk management, resource
allocation, and other aspects of program management. Here are some examples of machine
learning techniques that can be used in DoD program management:

1. Predictive analytics:

Predictive analytics can be used to forecast future outcomes and identify trends based on
historical data. This can be useful for predicting project completion dates, identifying potential
cost overruns, and estimating resource needs;

2. Natural language processing (NLP):

NLP can be used to analyze unstructured data, such as emails, chat messages, and reports. This
can help program managers identify potential risks and issues that may not be captured in
structured data;
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3. Computer vision:

Computer vision can be used for surveillance, image analysis, and other tasks that require
processing large amounts of visual data. This can be particularly useful in the defense industry,
where there is a need for situational awareness and real-time decision-making;

4. Reinforcement learning:

Reinforcement learning can be used to optimize resource allocation and scheduling. This
approach involves using algorithms to learn from experience and improve over time based on
feedback;

5. Deep learning:

Deep learning can be used for a variety of tasks, including image and speech recognition, natural
language processing, and predictive analytics. This approach involves using neural networks to
learn from data and make predictions or decisions based on that learning.

In addition to these techniques, there are also specialized machine learning algorithms and
frameworks that have been developed specifically for defense applications, such as the Defense
Advanced Research Projects Agency’s (DARPA) Explainable Artificial Intelligence (XAI) program.

Ultimately, the choice of machine learning techniques will depend on the specific needs of the
DoD program and the available data.

6.5. Implications of Generative AIs for Agile Program Management Development

Generative AI holds considerable promise for agile program management by poten-
tially enhancing creativity, automating certain tasks, and introducing rapid prototyping
capabilities. However, it also brings challenges related to quality assurance, complexity,
the need for developing new skills among program managers, and many ethical considera-
tions. As with any disruptive technology, the successful integration of generative AI into
agile program management practices in the U.S. Navy will require thoughtful planning,
continuous learning, and adaptability.

Generally, generative AI systems can create new content such as text, design concepts,
and software code [70,71]. The applications of generative AI for developing agile pro-
gram management have many theoretical and practical implications. The key theoretical
considerations include complexity and uncertainty, continuous learning and adaptation,
and redefining value. Generative AI can also introduce a new level of complexity to agile
management programs due to the unpredictable and innovative nature of the generated
content. This could affect program risk assessment and the required approaches when
applying agile methodologies.

Furthermore, generative AI can constantly change its outputs based on knowledge
feedback loops when applying the agile principle of iterative development. However,
this also raises questions about achieving the successful completion of specific program
objectives and related tasks. Finally, as agile management’s traditional notion of “value”
evolves, determining the desired value of AI-generated versus human-designed system
solutions or components becomes critical to fulfilling the program management objectives.

The practical implications of agile program management in the U.S. Navy are sig-
nificant and include (1) enhanced creativity, (2) automated task completion, (3) feedback
integration, (4) rapid prototyping, (5) skill requirements, (6) resource allocation, (7) quality
assurance and testing, and (8) ethical and governance concerns. These implications are
described in Table 3 below.
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Table 3. Practical implications of generative AI for agile program management.

Enhanced creativity

Program managers can leverage generative models to
brainstorm and visualize multiple scenarios, designs, or
solutions, which can then be refined based on specific
stakeholder feedback.

Automated task completion

Generative AI can automate the generation of code, reports, or
other outputs for specific repetitive or well-defined tasks,
freeing program managers to focus on more complex or
creative aspects.

Feedback integration
Generative models can be retrained or fine-tuned for program
management purposes based on feedback, aligning with the
agile practice of regular reflection and adaptation.

Rapid prototyping

The use of generative AI can quickly produce multiple
prototypes or solutions to a variety of program management
tasks, adhering to the agile principle of early and continuous
delivery.

Skill requirements

The introduction of generative AI in agile program
management will require new skill sets for program
managers, including data analytics and AI training, which
should be considered during the planning and execution
phases of the program.

Resource allocation

The use of generative AI will require additional resources,
such as high-performance computing and specialized
AI-powered software tools, which should be accounted for
during program development, planning, and execution.

Quality assurance and testing
The use of generative AI will require new testing and quality
assurance procedures to ensure the accuracy and reliability of
program management outputs.

Ethical and governance
concerns

The use of generative AI in agile program management
should be guided by ethical and governance considerations to
ensure the responsible and ethical use of these technologies.

7. Conclusions

Focusing on the tenets within the “Get Real Get Better” framework, this paper has
postulated that program managers at the U.S. Navy should leverage data-driven decision-
making to build quantitative program assessment criteria [72,73]. An approach to achieving
this has been demonstrated using a use case study implemented through the partnership
with Advana to create a machine learning pipeline for data analytics that program of-
fices can harness. Addressing advanced and intelligent data analytics capabilities in the
U.S. Navy’s program management is crucial to ensuring the sustained success of national
security safeguarding [74,75]. By prioritizing data collection, labeling, and analysis, un-
locking advanced data analytics and artificial intelligence’s full potential becomes feasible,
leading to better decision-making and improved program outcomes. The time has come
for all stakeholders, ranging from program managers to top leadership, to collaborate in
cultivating a culture of organizational excellence that is data-driven and empowered by
artificial intelligence, thus fueling innovation, efficiency, and collaboration as the U.S. Navy
progresses toward being a more adaptable and resilient organization.
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Abstract: As the manufacturing industry advances towards Industry 5.0, which heavily integrates
advanced technologies such as cyber-physical systems, artificial intelligence, and the Internet of
Things (IoT), the potential for web-based attacks increases. Cybersecurity concerns remain a crucial
challenge for Industry 5.0 environments, where cyber-attacks can cause devastating consequences,
including production downtime, data breaches, and even physical harm. To address this challenge,
this research proposes an innovative deep-learning methodology for detecting web-based attacks
in Industry 5.0. Convolutional neural networks (CNNs), recurrent neural networks (RNNs), and
transformer models are examples of deep learning techniques that are investigated in this study
for their potential to effectively classify attacks and identify anomalous behavior. The proposed
transformer-based system outperforms traditional machine learning methods and existing deep
learning approaches in terms of accuracy, precision, and recall, demonstrating the effectiveness of
deep learning for intrusion detection in Industry 5.0. The study’s findings showcased the superiority
of the proposed transformer-based system, outperforming previous approaches in accuracy, precision,
and recall. This highlights the significant contribution of deep learning in addressing cybersecurity
challenges in Industry 5.0 environments. This study contributes to advancing cybersecurity in
Industry 5.0, ensuring the protection of critical infrastructure and sensitive data.

Keywords: cyber-physical systems; CNN; Industry 5.0; transformer models; web-based attacks

1. Introduction

Industry 5.0, the most recent industrial revolution, emphasizes the fusion of cyber-
physical systems, AI, and IoT to create an interconnected, intelligent, and adaptive pro-
duction environment [1]. This paradigm shift has revolutionized manufacturing processes,
enabling increased efficiency, productivity, and customization [2]. It also facilitates the
optimization of resources, i.e., energy efficiency, and reduced waste [3]. As a result, Indus-
try 5.0 is transforming various sectors, including automotive, healthcare, agriculture, and
logistics [4,5].

However, the growing interconnectedness and complexity of Industry 5.0 systems
have also introduced new cybersecurity challenges, making these systems more suscep-
tible to web-based attacks. Industry 5.0’s integration of IoT devices, big data, and cloud
computing expands the attack surface, revealing weaknesses that cybercriminals might
take advantage of [6]. Moreover, the convergence of operational technology (OT) and
information technology (IT) heightens the risk of cyber-physical incidents that can have
catastrophic consequences for safety, security, and trust [7].
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Web-based attacks such as distributed denial of service (DDoS), SQL injection, and
cross-site scripting pose serious risks to Industry 5.0 infrastructure and could result in the
loss of confidential data, operations being disrupted, and monetary losses [8]. These attacks
can also undermine public trust in emerging technologies, hampering their widespread
adoption and stifling innovation [9]. To protect the assets and ensure the resilience of
Industry 5.0 systems, it is essential to develop effective and trustworthy attack detection
methods.

To address the issue of web-based attack detection, traditional machine learning
methods have been used [10]. These techniques, including decision trees, support vector
machines, and clustering algorithms, have shown promising results in detecting known
attack patterns [11]. However, these approaches often struggle to cope with the evolving
complexity and sophistication of cyber threats [12]. They are also limited in handling large-
scale, high-dimensional, and imbalanced datasets, which are common in cybersecurity
applications [13].

Deep learning techniques, which have shown remarkable success in a variety of
domains such as image recognition, natural language processing, and speech recognition,
offer promising alternatives for improving cybersecurity in Industry 5.0 [14]. CNNs, RNNs,
and transformer models are among the techniques that can automatically learn complex
patterns and representations from raw data [15]. This capability enables deep-learning
models to detect novel and sophisticated attacks that may elude traditional machine-
learning methods [16].

Furthermore, deep learning techniques can be adapted to handle the challenges associ-
ated with cybersecurity datasets, such as imbalance, noise, and non-stationarity [17]. They
can also be combined with other artificial intelligence techniques such as reinforcement
learning and adversarial learning to create more robust and adaptive attack detection
systems [18]. Deep learning techniques have the potential to significantly improve the
detection and prevention of web-based attacks in Industry 5.0 by leveraging these advanced
capabilities, ultimately contributing to the safety, security, and sustainability of the rapidly
evolving digital landscape [3].

Furthermore, in Industry 5.0, where human-machine collaboration plays a crucial role,
it is essential to consider the human element in cybersecurity. Effective attack detection
should not only rely on automated systems but also involve human expertise and decision-
making. Humans can provide context, intuition, and domain knowledge that can enhance
the accuracy and efficiency of attack detection mechanisms [19].

Incorporating the human element in the context of cyber-attack prevention in Industry
5.0 involves recognizing the value of human expertise, contextual understanding, adaptabil-
ity, creativity, human-machine collaboration, and user awareness and education. Human
expertise is essential for analyzing complex attack patterns and developing effective de-
fense strategies. The contextual understanding provided by humans considers the social,
cultural, and ethical dimensions of cybersecurity, ensuring a balanced approach. Humans’
adaptability and creativity enable them to address emerging threats and find innovative
solutions. Collaborating with machines allows for efficient data processing and automa-
tion, while human oversight ensures accurate interpretation and decision-making. User
awareness and education programs empower individuals to contribute to cybersecurity by
adopting safe practices and reducing the risk of human-related vulnerabilities [20].

Overall, integrating the human element in Industry 5.0’s cyber-attack prevention
acknowledges the unique capabilities of humans and their ability to complement tech-
nological systems. By leveraging human expertise, understanding the broader context,
promoting collaboration, and enhancing user awareness, organizations can establish a
comprehensive and resilient cybersecurity framework that effectively safeguards against
cyber threats in the evolving digital landscape [21].

In the context of cyber-attack prevention in Industry 5.0, several methodologies,
experiments, and datasets have been developed to incorporate human elements. These
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efforts aim to leverage human expertise, behavior, and interactions to enhance cybersecurity
measures such as user behavior analytics and human centric cyber security datasets [22].

User behavior analytics: user behavior analytics (UBA) involves monitoring and
analyzing human behavior patterns to detect anomalous activities that may indicate a
cyber-attack. By studying user interactions with digital systems and networks, UBA
algorithms can identify deviations from normal behavior and trigger alerts. Research has
demonstrated the potential of UBA in detecting insider threats, credential theft, and other
malicious activities. However, challenges remain in accurately distinguishing between
normal and abnormal behaviors, as well as addressing privacy concerns associated with
extensive user monitoring [23].

Human-centric cybersecurity datasets: to develop and evaluate cybersecurity solu-
tions with human elements, researchers have created datasets that incorporate real-world
human behavior and interactions. These datasets capture various aspects, including user
authentication logs, network traffic, and user responses to simulated attacks. They pro-
vide valuable resources for studying human behavior in the context of cyberattacks and
developing data-driven defense strategies [24].

While these methodologies, experiments, and datasets incorporating human elements
in cyber-attack prevention in Industry 5.0 have shown promising results, there are still gaps
and limitations to consider [25].

Despite the promise of deep learning techniques for cybersecurity, their application in
the context of Industry 5.0 remains relatively unexplored. Existing research has primarily
concentrated on the application of individual deep learning techniques, such as CNNs
and RNNs, to specific attack scenarios [26]. However, in Industry 5.0, a comprehensive
understanding of the performance of various deep learning techniques and their suitability
for various types of web-based attacks is still lacking. This knowledge gap hinders the
development of effective and efficient deep learning-based solutions for detecting and
mitigating cyber threats in Industry 5.0 environments [27].

In light of these challenges, there is a pressing need for novel research that investigates
deep learning techniques’ applicability in web-based attack detection in Industry 5.0, com-
paring the performance of different techniques and identifying the most suitable approaches
for various attack scenarios. By addressing this research gap, the present study aims to
contribute to the advancement of cybersecurity in Industry 5.0, ensuring the protection of
critical infrastructure, sensitive data, and overall trust in emerging technologies [8].

The motivation for this research stems from the increasing complexity and intercon-
nectedness of Industry 5.0 systems, which have heightened their vulnerability to web-based
attacks. Traditional machine learning methods have shown limitations in addressing these
threats, necessitating the exploration of more advanced techniques, such as deep learning.
The primary goal of this research is to gain a better understanding of the capabilities of
deep learning techniques for detecting web-based attacks in Industry 5.0, as well as to
contribute to the development of more secure, resilient, and trustworthy industrial systems.

Despite the potential of deep learning techniques for detecting web-based attacks,
there is limited research on their application to Industry 5.0 environments. Furthermore,
previous research has primarily concentrated on individual deep learning techniques, i.e.,
CNNs or RNNs, without considering the full range of possibilities or their performance in
comparison with one another [26].

This research paper’s primary objective is to propose a novel deep learning-based
approach for web-based attack detection in Industry 5.0 by comparing the performance of
CNNs, RNNs, and transformer models. This study aims to:

• Investigate the use of deep learning approaches in identifying web-based attacks in
Industry 5.0 scenarios.

• Evaluate the performance of several deep learning algorithms in terms of accuracy,
precision, and recall.

• In Industry 5.0, determine which deep learning technique is best for detecting web-
based attacks.
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The primary research problem addressed in this study is determining the optimal
deep learning technique for detecting web-based assaults in Industry 5.0. Specifically, the
study aims to compare the performance of CNNs, RNNs, and transformer models and
evaluate their accuracy, precision, and recall. By addressing this research problem, valuable
insights will be gained for enhancing cybersecurity in Industry 5.0 systems. The rest of the
paper is organized into four sections. Section 2 provides a literature review on Industry
5.0, web-based attacks, and deep learning techniques for attack detection, highlighting
the gaps in the existing literature. Section 3 outlines the methodology, including dataset
description, feature selection, deep learning models, and evaluation metrics. Section 4
presents the experimental results, discussing model comparison, performance evaluation,
and the implications of the results. Finally, Section 5 concludes the paper, summarizing the
findings, implications, and future research directions.

2. Related Work

Industry 5.0 is a prospective manufacturing strategy that intends to incorporate cutting-
edge technology, e.g., the Internet of Things (IoT), artificial intelligence (AI), and robotics
into the production process in recent years. However, this advanced technology also poses
a significant risk in terms of cybersecurity. In this section, we explore the challenges of
Industry 5.0 and its potential vulnerabilities to cyber-attacks.

2.1. Industry 5.0 and Cybersecurity Challenges

Industry 5.0, the latest phase of the industrial revolution, aims to integrate cyber-
physical systems, IoT, and AI to create an interconnected, intelligent, and adaptive pro-
duction environment [3]. This paradigm shift offers numerous benefits, such as increased
efficiency, productivity, and customization, as well as reduced waste and optimized re-
source utilization [28]. Industry 5.0 applications have been implemented across various
sectors, including automotive, healthcare, agriculture, and logistics [29].

However, the increasing interconnectedness and complexity of Industry 5.0 systems
introduce new cybersecurity challenges [6]. The integration of IoT devices, big data, and
cloud computing increases the attack surface, making these systems more vulnerable
to cyber threats [30]. Additionally, the convergence of IT and OT increases the risk of
cyber-physical incidents with potentially catastrophic consequences for safety, security, and
trust.

Leng et al. [27] provide a comprehensive review of the cybersecurity challenges in
smart manufacturing, focusing on the Industry 5.0 perspective. The authors identify several
key security issues, such as data integrity, privacy, and access control, and discuss potential
countermeasures. They emphasize the need for robust and adaptive security solutions
to protect Industry 5.0 systems from various threats, including web-based attacks [31].
The summary of the literature on Industry 5.0 and cybersecurity challenges is shown in
Table 1. For instance, in the automotive industry, Industry 5.0 technologies have improved
production line efficiency and enabled real-time vehicle monitoring. In healthcare, smart
hospitals with advanced robotics and AI systems enable remote patient monitoring and
personalized treatments. Agriculture benefits from precision farming techniques, while
logistics utilizes smart warehouses and predictive analytics. These examples illustrate how
Industry 5.0 is transforming industries and showcase its potential impact.

Table 1. Summary of the literature on Industry 5.0 and cybersecurity challenges.

Reference Study Focus Key Findings

Nahavandi et al. [3] Overview of Industry 5.0 Definition, characteristics, and potential
applications of Industry 5.0

Østergaardet al. [32] Benefits of Industry 5.0 Increased efficiency, productivity, and
customization in manufacturing processes
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Table 1. Cont.

Reference Study Focus Key Findings

Huang et al. [6] Security challenges in
Industry 5.0

Identification of key security issues and
potential countermeasures for smart
manufacturing

Roman et al. [30] Features and challenges of
IoT Security

Discussion of the increased attack surface
and vulnerability of Industry 5.0 systems
due to IoT integration

2.2. Web-Based Attacks and Their Impact on Industry 5.0

Web-based attacks pose significant threats to Industry 5.0 infrastructure, potentially
leading to the loss of sensitive information, disrupted operations, and financial damages [8].
DDoS attacks, SQL injection, and cross-site scripting are some examples of typical web-
based attacks.

GÜVEN et al. [26] provide an in-depth analysis of DDoS attacks in the context of IoT,
discussing the implications of the Mirai botnet and other IoT-based botnets. The authors
highlight the need for robust defense mechanisms to protect IoT devices, which are often
integral components of Industry 5.0 systems, from being compromised and used in DDoS
attacks.

Liu et al. [10] presented a survey of machine learning algorithms for detecting soft-
ware vulnerabilities and web attacks, such as SQL injection and cross-site scripting, was
undertaken. They discovered various machine learning methods, including decision trees,
support vector machines, and clustering algorithms, that have demonstrated potential in
detecting known attack patterns. However, they also noted the limitations of these tech-
niques in dealing with the evolving complexity and sophistication of web-based threats.
The summary of the literature on web-based attacks and their impact on Industry 5.0 is
shown in Table 2.

Table 2. Summary of the literature on web-based attacks and their impact on Industry 5.0.

Reference Study Focus Key Findings

GÜVEN et al. [26] DDoS attacks in IoT

In-depth analysis of IoT-based
botnets and the need for
robust defense mechanisms
against DDoS attacks

Dogman et al. [8] Security in AI-enabled IoT
systems

Discussion of the potential
consequences of web-based
attacks on Industry
5.0 infrastructure

Liu et al. [10] Machine learning for web
attack detection

Survey of machine learning
techniques applied to
software vulnerability
detection and web attacks

2.3. Deep Learning Techniques for Attack Detection

CNNs, RNNs and transformer models have demonstrated exceptional performance in
a variety of applications, including image recognition, natural language processing, and
speech recognition [33]. These techniques can learn complex patterns and representations
from raw data, enabling them to detect novel and sophisticated attacks that may elude
traditional machine-learning methods [16].

Yin et al. [14] produced a thorough examination of deep learning algorithms for
cybersecurity, outlining how they can be used to find vulnerabilities and identify intrusions.
They identified several deep learning architectures and techniques that have demonstrated
promising results in detecting cyber threats, such as CNNs for network traffic analysis
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and RNNs for sequential data analysis. The authors also highlighted the potential of deep
reinforcement learning and adversarial learning for developing more robust and adaptive
attack detection systems [18].

Salih et al. [34] explored the use of deep learning techniques for handling the challenges
associated with cybersecurity datasets, such as imbalance, noise, and non-stationarity. They
proposed a deep learning-based approach to tackle class imbalance in network intrusion
detection and demonstrated its effectiveness in detecting both known and unknown attacks.

Vinayakumar et al. [35] investigated the application of deep learning techniques for
detecting web-based attacks, specifically focusing on SQL injection and cross-site scripting
attacks. They compared the performance of several deep learning architectures, including
CNNs, RNNs, and LSTM networks, and found that hybrid models combining multiple
architectures yielded the best performance. The summary of the literature on deep learning
techniques for attack detection is shown in Table 3.

Table 3. Summary of the literature on deep learning techniques for attack detection.

Reference Study Focus Key Findings

Yin et al. [14]
A comprehensive survey
on deep learning for
cybersecurity

Review of deep learning techniques and
their applications in intrusion detection,
malware analysis, and vulnerability
discovery

LeCun et al. [33] Deep learning overview
Discussion of the success and potential of
deep learning techniques in various
domains

Vaswani et al. [16] Attention Mechanisms in
deep learning

Introduction of the transformer model and
its potential for enhancing cybersecurity

Salih et al. [34]
Data preprocessing in
deep learning for
cybersecurity

Exploration of deep learning techniques for
handling challenges associated with
cybersecurity datasets

Vinayakumar et al.
[35]

Deep learning for
detecting web-based
attacks

Comparison of deep learning architectures
for detecting SQL injection and cross-site
scripting attacks

2.4. Research Gaps and Benefits of Quantum Models

While deep learning techniques have shown promise in addressing web-based attacks,
their application in the context of Industry 5.0 remains relatively unexplored. Existing
research has primarily focused on individual deep-learning techniques, such as CNNs or
RNNs, for specific attack scenarios [26]. However, a comprehensive understanding of the
performance of various deep learning techniques and their suitability for different types of
web-based attacks in Industry 5.0 is still lacking.

Quantum machine learning has emerged as a promising direction that offers potential
benefits over classical machine learning methods. It has demonstrated quantum advantages
in various tasks and domains. While our paper focuses on classical deep learning models
for web-based attack detection, it is important to consider the potential implications of
quantum models in this context, especially in the era of Industry 5.0. Quantum models have
shown remarkable performance in tasks such as financial market risk analysis [36], quantum
neural computing [37], learning from experiments [38], and combinatorial optimization [39].
These recent works highlight the potential of quantum machine learning to outperform
classical approaches and offer improved performance and efficiency in solving complex
problems. By exploring and discussing these advancements in quantum machine learning,
we can gain insights into the potential benefits and future developments of incorporating
quantum models in web-based attack detection systems.

Furthermore, there is a need for more research on the integration of deep learning
techniques with other AI methods, such as reinforcement learning and adversarial learning,
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to develop more robust and adaptive attack detection systems [18]. Studies that investigate
the scalability and real-time applicability of deep learning techniques for web-based attack
detection in Industry 5.0 are also limited. Integrating deep learning with other AI methods,
such as reinforcement learning and adversarial learning, can lead to the creation of more
robust and adaptive attack detection systems. By closing these research gaps, not only can
the field of cybersecurity in Industry 5.0 be advanced, but it can also ensure the protection
of critical infrastructure, sensitive data, and foster overall trust in emerging technologies.

In conclusion, this literature review has identified several key challenges and gaps
in the existing research on deep learning techniques for web-based attack detection in
Industry 5.0. Addressing these gaps and challenges will contribute to the advancement of
cybersecurity in Industry 5.0, ensuring the protection of critical infrastructure, sensitive
data, and overall trust in emerging technologies. The summary of the research gaps in the
existing research is shown in Table 4.

Table 4. Summary of the research gaps in the existing research.

Reference Study Focus Key Findings

Popoola et al. [18] Deep learning for attack
detection in IoT networks

Discussion of the potential of deep
reinforcement learning and adversarial
learning for developing robust attack
detection systems

leng et al. [27] Security challenges in
Industry 5.0

Emphasis on the need for robust and
adaptive security solutions to protect
Industry 5.0 systems from web-based
attacks

3. Methodology

This section discusses the methodology used for developing and evaluating deep
learning models for intrusion detection. It covers the dataset description and preprocessing
steps, feature selection and extraction techniques, and the different types of deep learning
models, including CNNs, RNNs, and transformer models. It also presents the evaluation
metrics used to assess the models’ performance. An overview of the proposed methodology
is presented in Figure 1.

Figure 1. Proposed deep learning methodology for web-based attack detection.

3.1. Datasets and Pre-Processing

The dataset used in this research is a combination of the KDD Cup 1999 dataset [40]
and the more recent CICIDS2017 dataset [41], which provide a comprehensive collection
of various web-based attacks, including DDoS, SQL injection, and cross-site scripting
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attacks. Both datasets were created by recording TCP/IP traffic in a controlled network
environment, simulating a range of attacks. A detailed description is given in Table 5.

Table 5. Description of datasets.

Dataset No. of Instances Attack Types

KDD Cup 1999 5 million DoS, R2L, U2R, probe

CICIDS2017 2.8 million Brute force, web attack, infiltration, botnet,
DDoS

The KDD Cup 1999 dataset comprises approximately 5 million connection records,
where each connection is described by 41 features and labeled as either ‘normal’ or an
‘attack’, with the latter further categorized into four major types: denial of service (DoS),
remote to local (R2L), user to root (U2R), and probe.

The CICIDS2017 dataset is a widely used dataset in the field of cybersecurity, specif-
ically for intrusion detection system (IDS) evaluation and research. It consists of about
2.8 million instances, each described by 79 features. While the dataset primarily focuses
on network traffic and system events, it does incorporate human elements in several ways
such as real-world network traffic reflects the actual behavior and activities of users. Di-
versification in the attack scenarios represents the human element in terms of attackers’
motivations and strategies. In addition, the source and destination IP, ports and protocol
types in the CICIDS2017 provide insights into the interactions between individuals and
network systems, enabling researchers to analyze and model the human behavior aspects of
cyber-attacks. Furthermore, attack payloads can help understand the techniques employed
by attackers to exploit vulnerabilities and deceive users. This aspect further contributes to
the consideration of human involvement by examining the impact on individuals’ systems
and data.

For pre-processing, the data was first cleaned by removing duplicate entries and
handling missing values. Then, it was normalized to ensure that all features have the same
scale, reducing the likelihood of bias towards high-magnitude features. Normalization was
performed using the min-max scaling technique, which scales the range of features to [0, 1].

3.2. Feature Selection and Extraction

The high dimensionality of the datasets poses a challenge for any machine learning
model, as it can lead to overfitting and increased computational complexity. Therefore,
feature selection was performed to reduce the dimensionality and retain only the most
informative features. The feature selection process was based on the mutual information
criterion, a measure of the amount of information obtained about one random variable
through observing the other random variable. This allowed us to rank the features based on
their relevance to the output variable (i.e., attack type) and select the top-ranked features.

After feature selection, feature extraction was performed to further reduce the dimen-
sionality and improve the model’s ability to generalize. Principal component analysis
(PCA) was used for feature extraction, which transforms the original features into a new
set of features (principal components) that are uncorrelated and capture the maximum
variance in the data. The flow of the data preprocessing, feature selection, and extraction is
given in Figure 2.
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Figure 2. Feature selection and extraction process.

3.3. Deep Learning Models

In this research, we employ three types of deep learning models: CNNs, RNNs, and
transformer models. These models were selected due to their proven success in various
domains, including cybersecurity [14,16,18].

3.3.1. Convolutional Neural Networks (CNNs)

CNNs are primarily used in image processing tasks due to their ability to capture
local patterns and spatial hierarchies in the data [33]. However, their application in the
field of cybersecurity, specifically web-based attack detection, has recently been gaining
traction [14]. In this study, we leverage the ability of CNNs to learn patterns in the input
feature space and identify potential markers indicative of an attack as shown in Figure 3.

Figure 3. Model architectures and parameters of transformer models.

The architecture of our CNN model consists of several convolutional layers followed
by pooling layers, and finally fully connected layers. The convolutional layers learn local
patterns in the data, while the pooling layers reduce the spatial dimensions, and the fully
connected layers perform classification. The architecture of the CNN model is given in
Figure 4.
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Figure 4. Architecture of the CNN model [42].

3.3.2. Recurrent Neural Networks (RNNs)

RNNs are designed to process sequential data, making them suitable for tasks involv-
ing temporal dependencies [43]. In the context of web-based attack detection, the sequence
of network packets can provide valuable information about the nature of the traffic.

The architecture of our RNN model includes a layer of long short-term memory
(LSTM) cells, a variant of RNN that effectively handles long-term dependencies in the
data. This LSTM layer is followed by a fully connected layer that performs classification as
shown in Figure 5.

Figure 5. Architecture of the RNN model [44].

3.3.3. Transformer Models

Transformer models, based on the ‘attention’ mechanism, have revolutionized the
field of natural language processing [16]. They can focus on different parts of the input
sequence when producing an output, making them highly effective for tasks that require an
understanding of complex patterns in the data. The architecture of the transformer model
is shown in Figure 6.
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Figure 6. Architecture of the transformer model [45].

In this study, we adapted a transformer model for the task of web-based attack
detection. The model’s architecture includes an encoder that processes the input sequence
and a decoder that produces the output. The encoder consists of multiple self-attention
layers that enable the model to focus on different parts of the input sequence, enhancing its
ability to identify potential attacks.

Table 6 provides an overview of the model architectures and parameters used in the
transformer models. The architecture consists of four layers, with a hidden dimension
of 256. The model utilizes eight attention heads for capturing different aspects of the
input. The feed-forward dimension is set to 1024, allowing for non-linear transformations
within the model. The positional encoding length is set to 1000, providing the model
with information about the relative positions of tokens in the input sequence. These
parameters collectively define the structure and behavior of the transformer models used
in the research.

Table 6. Model architectures and parameters of transformer models.

Architecture Parameters

Number of layers 6

Hidden dimension 256

q1′ 8

Feed-forward dimension 1024

Input vocabulary size 10,000

Target vocabulary size 10,000

Positional encoding length 1000

3.4. Models Evaluation Metrics

In order to validate the experiments, there may be unseen threats to the validity of
experimentation encompass various aspects that may introduce biases or limitations to
the study’s findings. In the context of the presented research on deep learning models
for intrusion detection in Industry 5.0, we can identify several threats such as confound-
ing variables and model overfitting (internal validity); generalizability and sample bias
(external validity); and feature selection and measurement bias (construct validity).

58



Technologies 2023, 11, 107

In this research we carefully selected the two datasets namely KDD 1999 and CI-
CIDS2017 which is a diversified dataset that reduces the sample bias, model overfitting,
and generalization. CICIDS2017 is commonly used dataset as a use case of Industry
5.0 [46–49]. In addition, the PCA, transform features, rank features and relevance to output
feature selection and extraction techniques are used to further reduce the chances of bias
and limitation. Table 7 represents the size of features.

Table 7. Dataset size after feature extraction, selection, and pre-processing.

Dataset Size after Feature
Extraction

Size after Feature
Selection

Size after
Pre-Processing

KDD Cup 1999 90,000 80,000 75,000

CICIDS2017 180,000 160,000 150,000

Finally, to avoid the measurement bias, multiple evaluation criteria are used, i.e.,
accuracy, precision, recall, and F measures. By acknowledging these threats and taking
appropriate measures, this research enhances the validity of the experimentation and
improves the reliability and generalizability of the findings in the context of Industry 5.0.

3.4.1. Accuracy

It is the most intuitive performance measure. Accuracy is the ratio of correctly pre-
dicted instances (both positive and negative) to the total number of instances. Accuracy is
calculated as follows:

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(1)

where TP is the number of true positives (attacks correctly identified as attacks), TN is
the number of true negatives (normal behavior correctly identified as normal), FP is the
number of false positives (normal behavior incorrectly identified as an attack), and FN is
the number of false negatives (attacks incorrectly identified as normal).

3.4.2. Precision

Precision is also known as the positive predictive value; precision is the ratio of
correctly predicted positive instances to the total predicted positive instances. It is calculated
as follows:

Precision =
(TP)

(TP + FP)
(2)

Precision measures the ability of a classifier not to label a negative sample as positive.

3.4.3. Recall

Recall is also known as sensitivity, hit rate, or true positive (TP); recall is the ratio of
correctly predicted positive instances to the total actual positive instances. It is calculated
as follows:

Recall =
(TP)

(TP + FN)
(3)

Recall measures the ability of a classifier to find all the positive samples.

3.4.4. F1 Score

F1 score is the weighted average of precision and recall. Therefore, this score takes
both false positives and false negatives into account. It is usually more useful than accuracy,
especially if you have an uneven class distribution. The F1 score is calculated as follows:

F1 Score =
2× (Precision× Recall)
(Precision + Racall)

(4)
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The models’ performances are evaluated using these metrics, and the results are
presented in the next chapter. The use of these four metrics provides a comprehensive
assessment of the models’ capabilities and allows for a fair comparison between them.

4. Results and Discussion

In this section, we present the results of our experiments with the three deep learning
models, i.e., CNNs, RNNs, and transformer models. These results are based on the perfor-
mance of each model in detecting web-based attacks on the test set, following the training
and validation stages. We evaluate each model based on the four metrics discussed in the
previous chapter: accuracy, precision, recall, and F1 score as shown in Figure 7.

Figure 7. Model architecture and parameters of CNN.

4.1. Models Performance Evaluation

The performance of each model according to the four metrics is shown in Table 8. The
values are averages over multiple runs of the experiments, with different initializations of
the models.

Table 8. Performance of deep learning models.

Model Accuracy Precision Recall F1 Score

CNNs 0.94 0.92 0.91 0.92

RNNs 0.95 0.93 0.92 0.93

Transformer model 0.96 0.94 0.94 0.94

All three models achieved high performance with accuracy above 0.94 and F1 scores
above 0.92. This suggests that deep learning techniques can be highly effective for the
task of web-based attack detection in Industry 5.0. Figure 8 shows the confusion matrix of
predicted data.
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Figure 8. Confusion matrix of predicted data.

However, there are some differences between the models. The transformer model
achieved the highest performance across all four metrics, with accuracy and an F1 score
of 0.96 and 0.94, respectively. This suggests that the self-attention mechanism of the
transformer model, which allows it to focus on different parts of the input sequence when
producing output, is particularly beneficial for this task.

The RNNs also performed well, with slightly lower performance than the transformer
model. This is likely due to their ability to process sequential data, which is crucial for
detecting patterns in the sequence of network packets.

The CNNs, while still achieving high performance, had slightly lower scores than the
other two models. This suggests that while their ability to capture local patterns in the data
is beneficial, it might not be as crucial for this task as the ability to process sequential data
or focus on different parts of the input sequence.

In addition to the overall performance, we also evaluated the models’ ability to detect
different types of attacks. Table 9 presents the F1 scores of each model for three common
types of web-based attacks: distributed denial of service (DDoS), SQL injection, and cross-
site scripting.

Table 9. F1 scores for different types of attacks.

Model DDoS SQL Injection Cross-Site Scripting

CNNs 0.91 0.90 0.92

RNNs 0.92 0.91 0.93

Transformer Models 0.94 0.94 0.95

The results show that all three models are effective at detecting different types of
attacks, with the transformer model once again achieving the highest scores. This suggests
that the transformer model’s self-attention mechanism is not only beneficial for the overall
task of web-based attack detection but also for detecting specific types of attacks.

4.2. Comparison with State-of-the-Art Techniques

In addition to the evaluation of the proposed deep learning techniques, it is crucial to
place these results in the context of existing state-of-the-art techniques. This comparison
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provides a benchmark for understanding the extent of improvement achieved by the
proposed models.

Traditional methods for web-based attack detection include signature-based detection,
anomaly-based detection, and machine learning methods such as decision trees, support
vector machines, and ensemble methods. More recent methods have started to incorporate
deep learning techniques, but often focus on specific types of deep learning models, such
as CNNs or RNNs, and do not consider transformer models. Table 10 compares the
performance of our proposed models with several state-of-the-art techniques, based on
their F1 scores reported in recent literature.

Table 10. Comparison with state-of-the-art techniques.

Reference Technique F1 Score

Visoottiviseth et al. [50] Signature-based detection 0.85

Krishnamurthy et al. [51] Anomaly-based detection 0.86

Wei et al. [52] Decision trees 0.88

(Vijayanand et al. [53] Support vector machines 0.89

(Chakir et al. [48] Ensemble methods 0.90

Proposed methods

CNNs 0.92

RNNs 0.93

Transformer models 0.94

As can be seen from Table 9, our proposed models outperform the state-of-the-art
techniques. The transformer model, in particular, achieves an F1 score that is 0.04 points
higher than the best-performing state-of-the-art technique (ensemble methods). This
demonstrates the potential of deep learning, and transformer models in particular, for
improving web-based attack detection in Industry 5.0.

The results of our experiments demonstrate the potential of deep learning techniques
for web-based attack detection in Industry 5.0. All three models achieved high performance,
suggesting that these techniques can effectively learn the patterns associated with web-
based attacks and distinguish them from normal behavior.

Among the three models, the transformer model achieved the highest performance.
This suggests that its self-attention mechanism, which allows it to focus on different parts
of the input sequence when producing output, is particularly effective for this task. This
finding aligns with recent research in other domains, which has shown the superiority of
the transformer model in tasks involving sequential data.

While the RNNs and CNNs did not perform as well as the transformer model, their
performance was still high, suggesting that they can also be effective tools for this task.
The slight superiority of the RNNs over the CNNs might be due to their ability to process
sequential data, which is crucial for detecting patterns in the sequence of network packets.

However, it is important to note that these results might not generalize to all types
of web-based attacks or all types of Industry 5.0 systems. Further research is needed to
explore the effectiveness of these techniques in different settings and against different types
of attacks. Moreover, while the performance of these models is high, there is still room for
improvement. Future research could explore ways to further enhance their performance,
such as by integrating them with other techniques or by developing new, more advanced
deep learning models.

5. Conclusions

In this study, we investigated the application of deep learning techniques, specifically
CNNs, RNNs, and transformer models, for web-based attack detection in Industry 5.0.
Our findings suggest that these deep learning techniques can effectively detect web-based
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attacks, with an overall high performance across all models. Among the three models,
transformer models showed the highest performance, indicating their significant potential
for this task.

The findings of our study have important implications for improving the security of
Industry 5.0. Our results indicate that deep learning techniques can be highly effective
tools for detecting web-based attacks, which are one of the major threats to Industry 5.0.
Specifically, our results suggest that transformer models, which have not been extensively
used in this context, could be particularly effective. This could guide the development of
more advanced and reliable security systems for Industry 5.0, contributing to the resilience
and sustainability of these systems.

Despite its contributions, our study also has some limitations that point to directions
for future research. First, our study focused on three specific types of deep learning models
and three specific types of attacks. Future research could explore other types of models and
attacks to provide a more comprehensive understanding of the potential of deep learning
for web-based attack detection. Second, while our results indicate that our proposed models
outperform traditional techniques, they do not explore the potential of hybrid methods that
combine these techniques. Future research could investigate such hybrid methods, which
could potentially leverage the strengths of both traditional and deep learning techniques.
Finally, our study did not investigate the interpretability of the proposed models. Given the
importance of interpretability in many security applications, future research could explore
methods for improving the interpretability of deep learning models for web-based attack
detection.
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Abstract: Self-directed learning and self-design became unexpectedly popular and common during
the COVID-19 era. Learners are encouraged to take charge of their learning and, often the opportunity
to independently design their learning experience. This research illustrates the use of technology
in teaching and learning technology with a central theme of promoting self-directed learning with
engaging self-design for both educators and learners. The technology used includes existing tools
such as web page design, Learning Management Systems (LMS), project management tools, and
basic programming foundations and concepts of big data and databases. In addition, end-users and
developers can create their own tools with simple coding. Planning techniques, such as Visual Plan
Construct Language with its embedded AI, are used to integrate course material and rubrics with
time management. Educators may use project management tools instead. The research proposes a
self-directed paradigm with self-designed resources using the existing technology with LMS modules,
discussions, and self-tests. The research establishes its criteria for ensuring the quality of content and
design, known as 7x2C. Additionally, other criteria for analysis, such as Design Thinking, are included.
The approach is examined for a technology-based business course in creating an experiential learning
system for COVID-19 awareness. Likewise, among other projects, an environment for educating
learners about diabetes and obesity has been designed. The project is known as Sunchoke, which
has a theme of Grow, Eat, and Heal. Educators can use their own content and rubrics to adapt this
approach to their own customized teaching methods.

Keywords: self-directed learning; self-directed design; pedagogy; plan-oriented; web evaluation
criteria; design thinking; COVID-19; self-awareness system

1. Introduction

Self-directed learning and self-design became unexpectedly popular and common
during the COVID-19 era. Learners were directed to do their learning and, in many
instances, design on their own. The concept of self-directed learning theorem focuses on the
idea that learners have the capacity to acquire knowledge independently and take an active
role in their own learning process. The learners take ownership of their learning, set goals,
and engage actively in the process of acquiring knowledge and skills independently [1,2].
COVID-19 has brought about significant changes in educational systems, shifting them
from traditional learning approaches to more flexible ones. This transformation aims
to ensure accessible education through various modalities, utilizing a range of learning
tools and online systems. The COVID-19 pandemic has emphasized the importance of
flexible learning approaches in meeting the diverse needs of learners, presenting both
challenges and opportunities. Furthermore, it has underscored the necessity for innovative
pedagogical strategies that foster increased social engagement and interactions among
students. [3,4]. The design thinking framework integrates key elements such as knowledge
management, knowledge sharing, innovation, and problem-solving, with collaboration and
learner-centric activities at its core. This framework encompasses six stages—empathize,
define, ideate, prototype, test, and implement—each of which holds relevance in the context
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of knowledge management [5]. This research illustrates the use of technology in teaching
and learning technology with a central theme of promoting self-directed learning with
engaging self-design for both educators and learners. The technology used includes existing
tools such as web page design, Learning Management Systems (LMS), project management
tools, and basic programming foundations and concepts of big data and databases. In
addition, end-users and developers can create their own tools with simple coding.

Plans are sets of actions or strategies put together to achieve specific goals. Plans
involve a set of steps to accomplish desired outcomes and are essential for effective problem-
solving and decision-making [6]. Planning techniques, such as Visual Plan Construct
Language with its embedded AI, are used to integrate course material and rubrics with
time management. VPCL has proven to be effective for novice programmers in learning
programming and problem-solving [7]. Educators may use project management tools
instead. Problem-solving conceptual models serve as effective strategies for learners to
achieve their goals. These models foster the development of critical thinking skills, promote
intellectual growth, and enhance decision-making capabilities. Alongside the importance
of supporting environments, these concepts are essential for learners in their educational
journey [8]. A self-learning problem known as a plan with its designated design can be
broken into smaller subunits called sub plans to create a new plan. For each of the two
plans, there are four ways to combine the plans, known as append, interleave, embed,
and branch plans. A visual design presentation facilitates the understanding of these plan
integrations at each stage and, similarly, their decompositions. There are four ways to
ensure learning by error checking of a plan known as missing, misplaced, malformed, and
misrepresent. The entire planning of the system operates with three selective modes of
rehearsal, integration, and creation/innovation phase. In the rehearsal mode, the entire
creation of the plans for a problem can be observed. In the integration mode, the plan
integration of two plans is tested and combined with the help of the system based on
the intention of the learner. In the creation/innovation phase, a plan is created from the
existing plan in the system library/database or entirely from scratch. The research proposes
a self-directed paradigm with self-designed resources using the existing technology with
LMS modules, discussions, and self-tests. The research goal is to promote self-directed
learning with self-design in the development of self-awareness systems for imperative
topics such as COVID-19.

The research establishes its criteria for ensuring the quality of content and design,
known as 7x2C. The 7x2c, or the seven pairs of Cs, represent important aspects such as
Content and Context, Correctness and Credibility, Currency and Continuity, Completeness
and Coverage, Consistency and Conciseness, Community and Customization, and finally,
Compelling and Creativity. Additionally, other criteria for analysis are included. The
approach is examined for a technology-based business course in creating an experiential
learning system for COVID-19 awareness with four plan-page designs: Informative, Diag-
nostics, Simulations, and Solutions. Approximately twenty students in a course known as
Web Systems and E-Commerce were engaged in this research for several terms beginning
in Spring 2019 at the peak of COVID-19 and given the rubric and direction to go ahead with
the self-learning and self-design of their own system for COVID-19 awareness or a similar
project. The creation of a supportive and collaborative learning environment, incorporating
transformative moments, plays a crucial role in fostering meaningful connections and culti-
vating a sense of belonging among learners. These models offer several benefits, including
increased engagement, motivation, collaboration, and personal growth. [9] Each learner
submitted and presented their project, adhering to the provided self-directed learning
rubric and employing a self-designed methodology. The process of developing the self-
awareness system fostered a sense of belonging and pride among learners, empowering
them to exercise their own autonomy in the learning process. Learners were able to achieve
the task of building a desired system, such as a COVID-19 self-awareness system. They
combined multiple frameworks and demonstrated intermediate work completion instead
of just producing a final result at the end of the semester. This approach allowed for flexi-
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bility, rapid development, and immediate design, which are advantages over traditional
learning methods. Likewise, among other projects, an environment for educating learners
about diabetes and obesity has been designed. The project is known as Sunchoke, which
has a theme of Grow, Eat, and Heal. Another project for programming tutorials, as well as
a project for teaching and learning materials in the course Web Systems and E-Commerce,
has been examined. Educators can use their own content and rubrics to adapt this approach
to their own customized teaching methods.

2. Self-Directed Learning with a Contemporary Topic: COVID-19

The research connects COVID-19 as a contemporary topic to the “Web Systems and E-
Commerce” business course curriculum by making learning applicable to real-life scenarios
and creating an engaging atmosphere. The most challenging part is the moment of spark
and project integration, but seeing the intermediate results delivers satisfaction among
learners. This research explains how learners can use COVID-19 in four phases: informative,
diagnostic, simulation, and pattern matching for trends and solutions. The design of the
project includes a set of frameworks and an initial setup using materials from the course,
such as creating a web page to keep track of self-learning and self-design. The task of each
learner is to customize the work and transform learning in collaboration in each of the four
phases and processes.

The course covers topics such as web technology, web design, website analysis, and
creating an e-commerce store from scratch with techniques in web hosting. The web design
includes the basics of HTML coding and programming with JavaScript and C++. However,
learners have the freedom to choose an existing template or work on their own. The recipe
for homemade criteria for web analysis, known as 7x2 C’s, is illustrated throughout the
course. For example, learners are directed to collect “Correct and Credible” information
about COVID-19, such as WHO and CDC, when creating the informative phase.

The course requires learning and applying the basics of programming on the web page.
The learners were directed to build a simple diagnostic program that finds diseases that
have co-symptoms of COVID-19. Similarly, they were asked to find a game or simulation
program that mimics COVID-19’s interaction with the body’s cells. The learner is given a
language translator program from English to Spanish written in JavaScript. The task is to
convert the translator program to a diagnostic program by changing the variable names
and input/output display messages [10].

The web color code (RED, GREEN, BLUE) hexadecimal or binary is used for the
presentation of the data for COVID-19 cases to pattern-match and find the possible trend
by applying a certain mask to the data. In the early stage, learners are directed to acquire
web hosting accounts and publish their COVID-19 web page to share their experiences and
challenges. This research has been an ongoing effort since the Spring of 2020, continuously
improving ways to direct self-learning with self-design by adding new values.

The COVID-19 pandemic has disrupted the normalcy of society by forcing people
to distance themselves from each other through “social distancing” and limiting physical
contact as a crucial strategy to curb the spread of the virus. The limit on physical contact
and isolation is a key remedy to keep the infection from non-infected people. In order to
stay safe, people live in isolation (quarantine) and are encouraged to stay at home until it is
safe to be around others. People rely on themselves to carry out their day-to-day business
rather than waiting for others to do it for them. On many occasions, people design their
own tools and environments and self-direct their learning. Technology has become a tool
for reaching out and being part of the solutions for individuals experiencing social isolation
and loneliness. Many institutions have adopted learning management systems for teaching
and learning, and many businesses have moved to virtual platforms, including healthcare.

Self-directed learning (SDL) has been an effective strategy in education for decades,
and it is a core concept in adult education, which has become a popular choice, ranging
from cooking and self-study to work and communication. Most importantly, learning ways
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to improve the quality of health and life and combat the pandemic has become even more
important in self-directed learning.

Self-learning during this time added another dimension and a necessity for the self-
design of tools and environments. A tremendous amount of searching was done on the
internet to look for designs of what was needed, such as tackling the shortage of Personal
Protective Equipment (PPE), workplace (mini office) design, computer interfaces, and web
pages, and there was more reliance on social media and 3D printers.

The network and web systems played an important role in providing the means for
exchanging information in both self-directed learning and self-design in using and creating
tools and environments for health and other life necessities.

This study involved students at SUNY Old Westbury (Long Island) in a business
course known as “Web Systems and E-Commerce” during the Spring of 2020 at the height
of the COVID-19 pandemic. It was repeated in the Summer of 2020 and the Fall of 2021
semesters and continued until the present time. Additionally, materials from this work are
from a collection of four of my conference presentations since 2020.

The students were self-directed to learn the materials given to design their web page
first by providing the existing code and viewing the impact. The ultimate plan is to build
an awareness system for COVID-19 by collaborating with other classmates and sharing the
challenges, new learning, and task experiences of the next level of learning and design.

The content of the page provided to each user in the course is utilized as a basic
framework for self-learning direction. The information on COVID-19 is accessed from
credible sources, such as the World Health Organization (WHO) [11], and the Centers for
Disease Control and Prevention (CDC) [12].

3. Design Thinking Pedagogical Framework

Design Thinking, also known as Design-Based Learning, has been used as a tool in
teaching and learning. Having originated from the fields of architecture, design, and art,
the term was first used in 1987. A pedagogical tool can benefit from compliance with
the following seven mindsets that design thinking follows: (1) focus on human values,
(2) showing, not telling, (3) creating clarity from complexity, (4) getting experimental and
experiential, (5) being mindful of processes, (6) biased towards action, and (7) collaborat-
ing across boundaries. The concept has been expanded to other applications in various
domains. It is a model for enhancing creativity, innovation, engagement, and perseverance
which enables students to work collaboratively in a multidisciplinary fashion incorporat-
ing design-led change. The learning cycle comprises experiencing, reflecting, thinking,
and acting. Additionally, it is a model of knowledge development, knowledge use, and
knowledge building [13].

4. Learning Criteria Framework: Web Error Analysis

To design and evaluate a web page, the criteria established in the course are known as
“7x2 C” [14]. These criteria are provided by the instructor to the user for ongoing design
and evaluation. In the design and evaluation of a web page, there are seven layers of the
website. The seven pairs of Cs are shown below:

• Content and Context;
• Correctness and Credibility;
• Currency and Continuity;
• Completeness and Coverage;
• Consistency and Conciseness;
• Community and Customization;
• Compelling and Creativity.

The 7x2 C criteria definition and examples:
Content and Context:

Each page on the website should have content that is relevant to the context of the
page’s topic and meaning. This volume of information should be helpful and informative.
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For example, in the case of COVID, the content should provide basic facts about the virus
and the pandemic. For any other topic, the necessary content with the related context
should be gathered and provided.
Correctness and Credibility:

The content and context of each page should be correct and credible to build trust
and provide accurate information. In the case of COVID, the content on each page should
use correct and credible sources such as the CDC and WHO. Web users need to obtain
information correctly. For any other topic, the correctness and credibility of the content
and posted material should be in the mindset of the learner. Credible sources from journal
articles are encouraged.
Currency and Continuity:

Each page should be up-to-date and have a history and a vision for the future with
currency and continuity. In the case of COVID, there should be a history of the virus and
the process that is happening at the current time, along with predictions and events, such
as updates on progress. Time management with social presence has been enforced.
Completeness and Coverage:

A website should cover all necessary areas under consideration with complete infor-
mation and coverage. Regarding COVID, all important subject matters should be presented
with a visible link. In another topic, the entire area under study has been identified, each
with its coverage to be completed.
Consistency and Conciseness:

Each page should be consistent in its format, images, and style. Additionally, the page
should be concise to avoid overwhelming the reader. For COVID-19 content, the page
should use appropriate formatting, images, and styles throughout the site and provide only
essential information. For other topics, learners should be trained to apply consistency to
their workspace and practice the art of conciseness and abstraction.
Community and Customization:

When designing a page, it should be tailored to the needs of its users. For COVID-19
content, the audience of the page should be taken into consideration.
Compelling and Creative:

A page should be compelling and creative by incorporating art and innovation. For
COVID-19 content, using appropriate colors and backgrounds with special features and
effects, such as video and sound, should be considered for the graphic design.

5. Layers of Website Design and Evaluation

A webpage can be designed and evaluated for its purpose and functionality in the
following seven layers:

1. Application and Development—This layer identifies the purpose of the website, its
target audience, and the features and functionalities required to fulfill its intended
use. It does so by applying the “who, what, when, where, why, and how” approach
to determine the use and purpose of the page;

2. Appearance—This layer focuses on the overall look, animation, features, and clarity
of the webpage to create a visually appealing user experience;

3. Search Engine—This layer ensures that the webpage locates the right information and
the right amount promptly, improving the user’s search experience;

4. HTML—This layer covers the important HTML commands (tags) properly, ensuring
that the webpage is structured correctly and optimized for search engines;

5. Client-Side Programming—This layer incorporates JavaScript programming for the
interface and validation, allowing for dynamic and interactive elements on the webpage;

6. Server-Side and Database—This layer incorporates server-side programming and database-
user login and responses to enhance the webpage’s functionality and performance;

7. Security, Privacy, and Ethics—This layer considers protective measures and policies
for security, privacy, and ethical issues to ensure the webpage is safe and trustworthy
for users.
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6. Self-Directed Learning and COVID-19

The first step in self-directed learning is for users to understand what they need to
do and what materials they need to access to gain the necessary knowledge. The next step
is to utilize the acquired knowledge and apply it creatively and innovatively. In the case
of COVID-19, self-directed learning can help individuals manage and seek remedies for
the virus.

Information related to COVID-19 includes the fact that it affects people differently,
ranging from asymptomatic or mild cases to severe or fatal cases. Some of the reasons
people react differently to the virus are certain underlying health conditions, dietary
intake, environmental controls, genetic predisposition, and immune system function. Other
reasons may become known in the future.

7. The Aim of the Self-Learning System

The aim of the self-learning system is to incorporate learning materials that raise
awareness about COVID-19 in a gradual way. This can be accomplished by engaging
and assisting self-learners, who can collaborate and share their new knowledge with the
database. The system is divided into four categories for COVID-19, known as

1. Comprehend;
2. Combat;
3. Coexist/Cope;
4. Trace/Pattern matching.

The ultimate goal of the system is to collectively find a pattern that provides hints
for a cure for COVID-19. This makes self-directed learning with self-design a successful
technique that contributes to the quality of education in our lives.

8. Self-Design Framework—COVID-19: Plan-Oriented Approach

There are two key considerations in designing a system for COVID-19 awareness.
First, the learner must understand the technology/code that creates the system. Second,
health and medical information is necessary for the system to effectively raise awareness.
Additionally, learner participation, information sharing, and creativity should be consid-
ered when developing the system from scratch. Special measures are taken to ensure that
the awareness system is as simple and user-friendly as possible. To design the awareness
system, a plan-oriented approach has been introduced.

9. Plan-Oriented Approach: Integration

In the plan-oriented system, any task that performs an action or provides information
is considered a plan. A plan can be combined with another plan to form a larger plan, and
this trend continues to form the entire system as a plan.

For plan integration, there are four ways to combine two plans, which are shown
below. Plan integration can be illustrated visually for better understanding.

1. Append Plans:

# The plans are placed next to each other, and the action after one plan goes to
another plan. Therefore, Plan B is after or on top of Plan A.

2. Interleave Plans:

# The plans are intertwined with each other. After a quick start of Plan A, Plan B
begins, and then it goes back to Plan A, and so on.

3. Embed Plans:

# One plan is entirely in another plan; therefore, Plan B is entirely in Plan A.

4. Branch Plans:

# A plan is an alternative to another plan, therefore selecting either Plan A or
Plan B.
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10. Plan Oriented Self-Design System Phases

To facilitate the teaching and learning of self-design, the entire system has been divided
into three phases based on plan orientation:

1. Rehearsal (Observation) Plans

# In this phase, the learner can visually observe how the entire system is created
via plans that include the name, description of the plans, and how the plans
are integrated and detailed.

2. Integration (Composition) Plans

# In this phase, the learner can visually observe how two plans are integrated
to provide the content and name of the newly formed plan. For a known
system plan, integration as a smart agent helps the learner choose the right
decision. The trend of integration can be repeated until the entire system has
been created.

3. Creation (Innovation) Plans

# Lastly, in this phase, the learner can visually build their plans by borrowing a
plan from the system, modifying an existing plan, or creating an entirely new
innovative plan that can be added to the system for future use.

The required knowledge for this self-design includes a basic understanding of in-
formation systems, programming, web design, project management, and e-commerce.
Self-learning can be incorporated in parallel with other topics of interest for new systems.

11. Integrating Contemporary and Imperative COVID-19

COVID-19 has been chosen as a contemporary and imperative topic to be incorporated
into the business course Web Systems and E-Commerce. However, learners can choose
their own interests and match them with the COVID-19 system. Before COVID-19, the
Sunchoke project was used to grow, eat, and heal with its web page, products, and services.
This project has been known throughout the campus for more than a decade. Some of the
contemporary topics that have been tested include programming, torture, mindfulness, art
and poetry, marketing and business plans, and the stock market.

The COVID-19 self-designed system skeleton is built on four plans: prevention, de-
tection, simulation, and solution. The content for each plan is provided to learners from a
credible source, and learners are encouraged to expand their knowledge and engage with
other participants to obtain new learning that can be added to their plan. Learners are also
encouraged to think abstractly and simplify details as much as possible to avoid becoming
overwhelmed by the system. Therefore, the system can be expanded or shrunk depending
on the knowledge provided or acquired. The layout and format for the web, as well as the
links for the plans, can be modified to the learner’s preferences. The basic programming
code for the diagnostic portion of the plan amounts to twenty lines and is currently written
in JavaScript. A sample game is provided to demonstrate the interaction of the virus with
human cells. Additionally, a database and a program written in C/C++ are provided
to be hosted on the web server for interaction with the system. As a contemporary and
imperative topic, COVID-19 has been incorporated into self-learning and self-design web
systems and e-commerce in the following four categories of plans that are shown below.

12. Informative Plan

This plan focuses on providing information about the COVID-19 virus, including its
history, prevention, spread, and general knowledge. The information will be provided
from credible sources such as the CDC and WHO and will be subject to the 7x2 C criteria to
ensure quality. Learners are encouraged to share the content and build trust within their
teams for collaborative learning.
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13. Diagnostics Plan

A multidisciplinary study integrates artificial intelligence, simulation, and monitoring
observation to combat the disease and its spread and predict its trajectory [15]. An AI-
learning-based system is used to assist in diagnostic support for the assessment of imaging
findings of the disease [16]. This plan concentrates on diagnosing the virus using co-
symptoms and is based on inference rules. Initially, the diagnostics plan starts with a
few systems and diseases that have similar symptoms. This can be expanded to ten or
more symptoms as the learning progresses. The learners are provided with a small search
program that uses associative arrays to hold symptoms and the corresponding disease, with
interaction to find a possibility for COVID-19. After having more than several symptoms,
the number of symptoms can be adjusted. The search program is given in JavaScript due to
the nature of JavaScript client programming embedded in the web. A learner can add their
weight to rank a disease for better probability and accuracy. The items in the array can be
increased upon the discovery of new symptoms.

14. Simulation Plan

An agent-based simulation models a network of susceptible, exposed, infected, and
recovered individuals, known as SEIR, to investigate two network strategies for mitigating
the spread of disease while maintaining economic activities [17]. This plan focuses on how
COVID-19 interacts with body cells and enters the body. A simulation game is used to
mimic the interaction with four scenarios:

1. Virus defeats the body’s cells: The virus replicates itself with an assigned degree by
the learner and generates itself in a recursive behavior;

2. Body cells defeat the virus: The body cells win and prevent the survival of invading
viruses;

3. Virus and body cells remain neutral: The virus sustains a chain of transmission
to coexist;

4. The COVID-19 virus turns into a positive virus: The virus becomes part of the body
and stays neutral or becomes a useful virus.

15. Trace Pattern Matching Database-Solution Plan

A pattern-matching system processes intelligent algorithms to identify significant
associations and patterns within the data. The outcomes will aid in understanding the
spread of disease and its progression [18]. This plan focuses on finding patterns for COVID-
19 by collecting information on individuals and trends that have been discovered. A
trend could be by blood type, age group, or vaccination, among other factors, such as
underlying conditions and even existing disparities in race and ethnicity. One way to
present individuals or cases is to use an ID that can be broken into sections, with each
section presenting a situation. Computer bits/bytes/words have historically been used
to present different tasks and operations, enabling more than gigabytes or terabytes of
different variations in the population of humans on Earth.

The web color code, which is built on three colors (red, green, and blue), or RGB, is
used to identify subject IDs in a unique way to trace COVID-19. Each color has eight bits
(or bytes) that range from 0 to 255, creating a total of 256 different colors. This results
in 16,777,216 assorted colors that can be used for subject IDs in different situations of
COVID-19 in the study. These colors can be represented in 24-bit color through binary,
decimal, or hexadecimal from 000000 to FFFFF, ranging from black to white.

A case of COVID-19 can be presented with 16 shades of redness, which state the degree
of severity. Having data in binary form enables the system to mask each part of the data for
an assigned purpose. To organize the data, four separate databases will be attached to the
system, incorporating asymptomatic, mild, severe, and fatal cases or issues, creating a data
mart for analysis.

The study will shed light on what has happened (to describe), what to predict, and
what to prescribe by applying an algorithm to solve the problem.
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16. Conclusions

The study promotes the use of technology in self-learning with self-design as a peda-
gogical technique and tool in teaching and learning in an attempt to meet the best of the
curriculum and learners’ interests. The COVID-19 pandemic is used as a contemporary
and imperative topic for this project. However, learners can select their topic of interest
and transform their learning from the COVID-19 case. Creating a network of learning
systems with learners’ collaboration incorporating the sample case of COVID-19 is the
aim to achieve a health awareness system throughout the Web System and E-Commerce
course. The self-learning framework is based on the concept of 7x2C criteria as an assur-
ance of compliance to assess the effectiveness and efficiency of the system. The self-design
framework is plan-oriented and based on the concept of plan and plan integrations and
their spatial relationships. The learners are directed to design the system to comprehend,
combat, coexist, cope, and trace COVID-19 with four layers of diagnostics, simulation, and
pattern-matching database with the collaboration of learners. There are three teaching
and learning phases in which learners can observe the entire creation, engage in partial
integration, and create their plans entirely. The technical contribution and novelty of
the research lie in the combination of frameworks such as Design Thinking, (Visual Plan
Construct Language (VPCL), and web page analysis based on the 7x2 C criteria. Based on
collecting facts and data, a mini data mart is established to search for patterns and trends
for an algorithm to tackle a solution to COVID-19. Throughout the Management Learning
System modules, the requirements and specifications of creating a self-awareness system
have been introduced. Discussions serve as a forum for communication and engagement
among learners, where they can share ideas and challenges. Self-tests are conducted to
ensure and evaluate the learning process and comprehension of COVID-19. The success of
the 7x2 C criteria relies on factors such as credibility, coverage, timeliness, consistencies,
community, and creativity. Educators and learners both ensure compliance with the content
and appearance of online materials.

In conclusion, throughout the learning journey, every learner demonstrated their
commitment by submitting and presenting their projects in accordance with the prescribed
self-directed learning rubric and employing a methodology of their own design. The
experience of developing the self-awareness system not only instilled a profound sense of
belonging and pride among the learners but also empowered them to embrace their auton-
omy and take ownership of their learning process. They combined multiple frameworks
and demonstrated intermediate work completion instead of just producing a final result at
the end of the semester. This approach allowed for flexibility, rapid development, and im-
mediate design, which were advantages over traditional learning methods. Learners were
able to achieve the task of building a desired system, such as a COVID-19 self-awareness
system. By providing a large imaging dataset, an AI-based system can generate accurate
and reliable outcomes using machine learning algorithms. To increase accuracy, a human
expert can be involved to validate the findings through double-checking or random testing
of the diagnostic system. The goal of AI-based systems is to mimic human expert sys-
tems. The approach of using co-symptoms and inference rules to diagnose COVID-19 is
a traditional one that can be employed to build an expert system. Learners gain a better
understanding of these inference rules and relate them to their own experiences. Addition-
ally, alternative detection techniques like RT-PCR testing can be incorporated to build a
comprehensive diagnostic system.

Sunchoke projects, as a product and service system, have been used at the teaching
institution for some time, and students have participated in the project in the business
contest. The other topics under consideration are programming tutorials and innovation
systems, learning, and teaching via art and poetry. This study and the idea of self-learning
with self-design need further investigation, along with their implications, possibly on
COVID-19 or any other imperative topic.
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Abstract: Deep learning has been the answer to many machine learning problems during the past
two decades. However, it comes with two significant constraints: dependency on extensive labeled
data and training costs. Transfer learning in deep learning, known as Deep Transfer Learning (DTL),
attempts to reduce such reliance and costs by reusing obtained knowledge from a source data/task in
training on a target data/task. Most applied DTL techniques are network/model-based approaches.
These methods reduce the dependency of deep learning models on extensive training data and
drastically decrease training costs. Moreover, the training cost reduction makes DTL viable on edge
devices with limited resources. Like any new advancement, DTL methods have their own limitations,
and a successful transfer depends on specific adjustments and strategies for different scenarios. This
paper reviews the concept, definition, and taxonomy of deep transfer learning and well-known
methods. It investigates the DTL approaches by reviewing applied DTL techniques in the past five
years and a couple of experimental analyses of DTLs to discover the best practice for using DTL in
different scenarios. Moreover, the limitations of DTLs (catastrophic forgetting dilemma and overly
biased pre-trained models) are discussed, along with possible solutions and research trends.

Keywords: machine learning; deep learning; transfer learning; deep transfer learning; progressive
learning

1. Introduction

In recent years, Deep Learning (DL) has successfully addressed a number of chal-
lenging and interesting applications; in particular, problems that involved non-linearity of
datasets. Recent advancements in deep learning methods deliver various usages and appli-
cations in extremely different areas such as image processing, natural language processing
(NLP), numerical data analysis and predictions, and voice recognition. However, deep
learning comes with restrictions, such as expensive training processes (time and processing)
and the requirement of extensive training data (labeled data) [1].

Since the start of the Machine Learning (ML) era, transfer learning has been a neat
exploration for scientists. Before the rise of deep learning models, transfer learning was
known as domain adaptation and focused on homogeneous data sets and how to relate
such sets to each other because of the nature of ML algorithms [2,3]. Traditional ML models
have less dependency on the dataset size, and usually, their training is less costly than
deep learning models since they have been mostly designed for linear problems. Therefore,
the motivation for using transfer learning in deep learning is higher than ever in the AI
(Artificial Intelligence) and ML fields since it can address the two restraints of extensive
training data and training costs.

Recent transfer learning methods on deep learning aim to reduce the training process
time and cost, and the necessity of extensive training datasets which can be hard to harvest
in some areas such as medical images. Moreover, a pre-trained model for a specific job can
be run on a simple edge device such as a cellphone with limited processing capacity and
limited training time [4]. Moreover, developments in DTL are opening the door to more
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intuitive and sophisticated AI systems since it considers learning a continuous task. A great
example of this idea is Google’s deep mind project and advancements such as progressive
learning [5]. All this is bringing DTL to the forefront of research in artificial intelligence
and machine learning.

This review aims to answer the following research questions: (i) What is DTL, and how
does it differ from semi-supervised, multiview, and multitask learning? (ii) What are dif-
ferent transfer learning methods and their taxonomy? (iii) What are the most applied
DTL methods, and how are they effective? (iv) What is the best practice of DTL model-
based approaches in practice? (v) What are the limitations of DTL and possible solu-
tions/research trends?

In this paper, first, the definition of DTL is reviewed, followed by the taxonomy of DTL.
Then, the selected recent practical studies of DTL are listed, categorized, and summarized.
Moreover, two experimental evaluations of DTL and their conclusions are reviewed. Last
but not least, we discuss the limitations of today’s DTL techniques and possible ways to
tackle them.

2. Deep Learning

Deep learning (DL) or deep neural network (DNN) is a machine learning subcategory,
which can deal with nonlinear datasets. DNNs consist of layers of stacked nodes, with ac-
tivation function and associated weights, (fully/partially) connected and usually trained
(weight adjustments) by back-propagation and optimization algorithms. During the past
two decades, DNNs were developed rapidly and are used in many aspects of our daily
lives today. For instance, Convolutional Neural Network (CNN) layers have improved
deep learning models for visual-related tasks since 2011, and as of today, most DLs use
CNN layers [1]. For more details about machine learning and deep learning, please refer
to [1], since this paper is focused on deep transfer learning, and we assume that the reader
should have a thorough understanding of machine learning and deep learning.

3. Deep Transfer Learning (DTL)

Deep transfer learning is about using the obtained knowledge from another task and
dataset (even one not strongly related to the source task or dataset) to reduce learning
costs. In many ML problems, arranging a large amount of labeled data is impossible,
which is mandatory for most DL models. For instance, at the beginning of the COVID-19
pandemic or even a year into it, providing enough chest X-ray-labeled data for training
a deep learning model was still challenging, while when using deep transfer learning,
the AI succeeded in detecting the disease with a very high accuracy with a limited training
set [6,7]. Another application is applying machine learning on edge devices such as phones
for variant tasks by taking advantage of deep transfer learning to reduce the need for
processing power.

An untrained DL uses a random initializing weight for nodes, and during the ex-
pensive training process, those weights adjust to the most optimized values by applying
an optimization algorithm for a specific task (dataset). Remarkably, Ref. [8] proved that
initializing those weights based on a trained network with even a very distant dataset
improves the training performance compared to the random initialization.

Deep transfer learning differs from semi-supervised learning since, in DTL, the source
and target datasets can have a different distribution and just be related to each other, while
in semi-supervised learning, the source and target data are from the same dataset, only
the target set does not have the labels [2]. DTL is also not the same as Multiview learning,
since Multiview learning uses two or more distinct datasets to improve the quality of one
task, e.g., video datasets can be separated into image and audio datasets [2]. Last but not
least, DTL differs from Multitask learning despite many shared similarities. The most
fundamental difference is that in Multitask learning, the tasks use interconnections to
boost each other, and knowledge transfer happens concurrently between related tasks.
In contrast in DTL, the target domain is the focus, and the knowledge has already been
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obtained for target data from source data, and they do not need to be related or function
simultaneously [2].

4. From Transfer Learning to Deep Transfer Learning, Taxonomy

It is possible to categorize Deep Transfer Learnings (DTLs) in different ways by
various criteria, similar to Transfer Learnings. DTLs can be divided into two categories of
homogeneous and heterogenous based on the homogeneity of source and target data [2].
However, this categorization can be conducted differently because it is subjective and
relative. For example, a dataset of X-ray photos can be considered heterogeneous to a
dataset of tree species photos when the comparison domain is limited to only image data.
In contrast, it can be considered homogeneous to the same tree species photo dataset when
the domain consists of audio and text datasets.

Moreover, DTLs can be categorized into three groups based on label-setting aspects:
(i) transductive, (ii) inductive, and (iii) unsupervised [2]. Briefly, transductive is when only
the source data is labeled; if both source and target data are labeled it is inductive; if none
of the data are labeled, it is unsupervised deep transfer learning [2].

Refs. [2,9] mention and define another categorization of DTLs through the aspect of
applied approaches. They similarly categorized DTLs into four groups of: (i) instance-based,
(ii) feature-based/mapping-based, (iii) parameter-based/model-based, and (iv) relational-
based/adversarial-based approaches. Instance-based transfer learning approaches are
based on using the selected parts of instances (or all) in source data and applying different
weighting strategies to be used with target data. Feature-based approaches map instances
(or some features) from both source and target data into more homogeneous data. Further,
the [2] survey divides the feature-based category into asymmetric and symmetric feature-
based transfer learning subcategories. “Asymmetric approaches transform the source
features to match the target ones. In contrast, symmetric approaches attempt to find a
common latent feature space and then transform both the source and the target features
into a new feature representation” [2]. The model-based (parameter-based) methods are
about using the obtained knowledge in the model (network) with different combinations
of pre-trained layers: freezing some and/or finetuning some and/or adding some fresh
layers. Relational/adversarial-based approaches focus on extracting transferable features
from both source and target data either using the logical relationship or rules learned in
the source domain or by applying methods inspired by generative adversarial networks
(GAN) [2,9]. Figure 1 shows the taxonomy of the above-mentioned categories [2].

Figure 1. Taxonomy of Transfer Learning which is extendable to Deep Transfer Learning as well.

Other than the model-based and adversarial-based approaches, all other categories
have been explored deeply during the last couple of decades for different ML techniques
known as domain adaptation or transfer learning [2,3]. However, most of those techniques
are still applicable to deep transfer learning (DTL) as well. Model-based (parameter-based)
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approaches are the most applied techniques in DTL since they can tackle the domain
adaptation between the source and target data by adjusting the network (model). In other
words, deep transfer learning is mainly focused on model-based approaches. Remarkably,
model-based approaches in deep learning models can even tackle the adaptation of a very
distant source and target data [2,9].

In deep transfer learning (DTL), different techniques are applied for model-based
approaches, although generally, they are combinations of pre-training, freezing, finetuning,
and/or adding a fresh layer(s). A deep learning network (DL model) trained on source data
is called a pre-trained model consisting of pre-trained layers. Freezing and finetuning are
techniques using some or all layers of pre-trained models to train the model on target data.
Freezing some layers means the parameters/weights will not change and are constant val-
ues for frozen layers from a pre-trained model. Finetuning means the parameters/weights
are initialized with the pre-trained values instead of random initialization for the whole
network or some selected layers. Another recent DTL technique is based on freezing a
pre-trained model and adding new layers to that model for training on target data; Google’s
deep mind project introduces this technique in 2016 as Progressive Learning/progressive
neural networks (PNNs) [5,10].

The concept of progressive learning mimics human skill learning, which is adding
a new skill on top of previously learned skills as a foundation to learn a new one. E.g.,
a child learns how to run after learning to crawl and walk and using all the skills obtained
in the process. Similarly, PNNs prevent catastrophic forgetting in DTL versus finetuning
techniques by freezing the whole pre-trained model and learning (adjusting to) the new
task by training the newly added layers on top of the previously trained layers [5,10].

In deep learning models, usually, the earlier layers conduct the feature extraction at a
high level of detail, further layers towards the end extract the information and conceptualize
the given data, and lateral layers conduct the classifications or predictions. For instance,
in the image-related model, the earlier layers of CNN extract the edges, corners, and tiny
patches of a given image. Further layers put those details together to detect objects or
faces, and the lateral layers, usually fully connected layers, conduct the classification [11].
Given this process, the most effective and efficient approach for DTL, to our knowledge, is
to freeze the earlier and middle layers from a related pre-trained model and finetune the
lateral layers for the new task/dataset [12]. Similarly, the new layers are added to the last
part of a pre-trained model in progressive learning.

Nonetheless, some other research in this area use combinational and sophisticated
methods to tackle transfer learning in deep learning such as ensembled networks, weighting
strategies, etc. [2]. However, to our knowledge, the search for recent advancements in DTL
for practical tasks ends up with methods based on mostly the model-based and limited
number of adversarial-based approaches.

5. Review of Recent Advancements in DTL

We limited our selection to the last five years of published studies on deep transfer
learning for various tasks and data types. Table 1 shows the list of selected works from
hundreds of reviewed literature sorted by their DTL approaches. We used the systematic
literature review (SLR) technique [13] for the process of finding and selecting these
thirty-eight publications. The inclusion criteria that we used for our selection process are
as follows: (a) published in the past five years, (b) reproducible (detailed implementation
and models), (c) applied to practical ML problems, and (d) generalizable. We found that
all reviewed studies mostly fall into three categories of model-based approaches and
some into the adversarial-based approach, which are explained in the previous section.
We name these approaches as (i) Finetuning: finetuning a pre-trained model on target
data; (ii) freezing CNN layers: the earlier CNN layers are frozen, and only the lateral
fully connected layers are finetuned; (iii) progressive learning: some or all layers of a
pre-trained model are selected and used frozen, and some fresh layers will be added to
the model to be trained on target data; and (iv) adversarial-based: extracting transferable
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features from both source and target data using adversarial or relational methods, as
shown in Figure 2.

Figure 2. Most common Deep Transfer Learning approaches.

The most common DTL method is using a trained model on a highly related dataset
to target data and finetune it on target data (finetuning). The simplicity of applying this
technique makes it the most popular DTL method in our selection; 21 of 38 selected works
have used this method. This method can improve training on target data in various
ways, such as reducing training costs and tackling the need for an extensive target dataset.
However, it is still prone to catastrophic forgetting. Needless to say, it is a very effective
DTL method for many tasks and datasets in various fields such as medical, mechanics, art,
physics, security, etc. Moreover, it has been applied for both image datasets and tabular
(numerical) datasets as listed in Table 1.

The second popular approach in DTL is freezing CNN layers in a pre-trained model
and finetuning only lateral fully connected layers (Freezing CNN layers). CNN layers
extract features from the given dataset, and the fully connected layers are responsible for
classification, which in this method will be finetuned to the new task for target data.

Table 1. List of selected recent deep transfer learning (DTL) publications.

Ref. Year Title Data
Type

Time
Series Approach CNN Known Models

Used Dataset Field

[14] 2022

UAV swarm-based radar
signal sorting via multi-
source data fusion: A deep
transfer learning framework

Image No Finetuning Yes
Yolo, Faster-
RCNN, and
Cascade-RCNN

Radar image

[15] 2022

Classification of analyz-
able metaphase images us-
ing transfer learning and
fine tuning

Image No Finetuning Yes VGG16, Incep-
tion V3 Medical image

[16] 2021

Multiclassification of En-
doscopic Colonoscopy Im-
ages Based on Deep Trans-
fer Learning

Image no Finetuning yes AlexNet, VGG,
and Res-Net Medical Image

[17] 2021

MCFT-CNN: Malware clas-
sification with fine-tune
convolution neural net-
works using traditional
and transfer learning in In-
ternet of Things

Image No Finetuning yes Res-Net50 Malware classifica-
tion
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Table 1. Cont.

Ref. Year Title Data
Type

Time
Series Approach CNN Known Models

Used Dataset Field

[18] 2021
Facial Emotion Recogni-
tion Using Transfer Learn-
ing in the Deep CNN

Image no Finetuning yes
VGGs, Res-Nets,
Inception-v3,
DenseNet-161

Facial emotion
recognition (FER)

[6] 2020

Automated Deep Transfer
Learning-Based Approach
for Detection of COVID-19
Infection in Chest X-rays

Image no Finetuning yes Inception-
Xception Medical image

[7] 2020

Classification of the COVID-
19 infected patients using
DenseNet201 based deep
transfer learning

Image no Finetuning yes ImageNet,
Dense-Net Medical image

[19] 2019

Enhancing materials prop-
erty prediction by lever-
aging computational and
experimental data using
deep transfer learning

Tabular/
bigdata yes Finetuning no none Quantum

mechanics

[20] 2019

Application of deep trans-
fer learning for automated
brain abnormality classifi-
cation using MR images

Image no Finetuning yes Res-Net Medical image

[21] 2019
An adaptive deep transfer
learning method for bear-
ing fault diagnosis

Tabular/
bigdata Yes Finetuning No LSTM RNN Mechanic

[22] 2019
Online detection for bear-
ing incipient fault based on
deep transfer learning

Image Yes Finetuning Yes VGG-16 Mechanic

[23] 2019
Towards More Accurate
Automatic Sleep Staging
via Deep Transfer Learning

Tabular/
bigdata Yes Finetuning Yes None Medical data

[24] 2019
Deep Transfer Learning for
Multiple Class Novelty De-
tection

Image No Finetuning Yes Alex-Net, VGG-
Net Vision

[25] 2019
A Digital-Twin-Assisted
Fault Diagnosis Using
Deep Transfer Learning

Tabular/
bigdata No Finetuning No None Mechanic

[26] 2019
Learning to Discover Novel
Visual Categories via Deep
Transfer Clustering

Image No Finetuning Yes None Vision

[27] 2018 Deep Transfer Learning for
Person Re-identification Image No Finetuning Yes None Identification/

security

[28] 2018 Deep Transfer Learning for
Art Classification Problems Image No Finetuning Yes None Art

[29] 2018

Classification and unsuper-
vised clustering of LIGO
data with Deep Transfer
Learning

Image No Finetuning Yes None Physics/
Astrophysics
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Table 1. Cont.

Ref. Year Title Data
Type

Time
Series Approach CNN Known Models

Used Dataset Field

[30] 2018

Empirical Study and Im-
provement on Deep Trans-
fer Learning for Human
Activity Recognition

Tabular/
bigdata Yes Finetuning Yes None Human Activity

Recognition

[31] 2018 Automatic ICD-9 coding
via deep transfer learning

Tabular/
bigdata No Finetuning Yes None Medical

[32] 2017

Video-based emotion
recognition in the wild us-
ing deep transfer learning
and score fusion

Video
(audio
and
visual)

Yes Finetuning Yes VGG-Face Human science/
psychology

[33] 2022
Deep transfer learning-
based visual classification
of pressure injuries stages

Image No Freezing
CNN layers Yes

Dense-Net 121,
Inception V3,
MobilNet V2,
Res-Nets, VGG16

Medical image

[34] 2021 Deep Transfer Learning for
WiFi Localization

Tabular/
bigdata No Freezing

CNN layers Yes None WiFi Localization

[35] 2020

Automated invasive ductal
carcinoma detection based
using deep transfer learning
with whole-slide images

Image No Freezing
CNN layers Yes Res-Net, Dense-

Net Medical image

[36] 2019
Deep Transfer Learning for
Signal Detection in Ambient
Backscatter Communications

Tabular/
bigdata No Freezing

CNN layers Yes None Tele-
communication

[37] 2019
Brain tumor classification
using deep CNN features
via transfer learning

Image No Freezing
CNN layers Yes Google-Net Medical image

[38] 2018
Comparison of Deep Trans-
fer Learning Strategies for
Digital Pathology

Image No Freezing
CNN layers Yes None Medical image

[39] 2018

Deep transfer learning for
military object recognition
under small training set
condition

Image No Freezing
CNN layers Yes None Military

[40] 2018
Deep Transfer Learning
for Image-Based Structural
Damage Recognition

Image No Freezing
CNN layers Yes VGG-Net Civil engineering

[41] 2017
Deep Transfer Learning for
Modality Classification of
Medical Images

Image No Freezing
CNN layers Yes VGG-Net, Res-

Net Medical image

[42] 2017
Folding Membrane Pro-
teins by Deep Transfer
Learning

Tabular/
bigdata No Freezing

CNN layers Yes Res-Net Chemistry

[43] 2021

Progressive Transfer Learn-
ing Approach for Identify-
ing the Leaf Type by Opti-
mizing Network Parameters

Image No Progressive
learning Yes Res-Net50 Plant science
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Table 1. Cont.

Ref. Year Title Data
Type

Time
Series Approach CNN Known Models

Used Dataset Field

[44] 2020

An Evaluation of Progres-
sive Neural Networks for
Transfer Learning in Natu-
ral Language Processing

NLP/text No Progressive
learning No None NLP

[45] 2020

Progressive Transfer Learn-
ing and Adversarial Do-
main Adaptation for Cross-
Domain Skin Disease Classi-
fication

Image No Progressive
learning Yes None Medical image

[46] 2017
Progressive Neural Net-
works for Transfer Learning
in Emotion Recognition

Image
and
audio

Yes Progressive
learning No None Para-linguistic

[47] 2020

A deep transfer learning
model with classical data
augmentation and CGAN
to detect COVID-19 from
chest CT radiography digi-
tal images

Image No Adversarial-
based Yes

Alex-Net, VGG-
Net16, VGG-
Net19, Google-
Net, Res-Net50

Medical image

[48] 2019

Diagnosing Rotating Ma-
chines with Weakly Su-
pervised Data Using Deep
Transfer Learning

Tabular/
bigdata Yes Adversarial-

based Yes None Mechanic

[49] 2017
A New Deep Transfer Learn-
ing Based on Sparse Auto-
Encoder for Fault Diagnosis

Tabular/
bigdata Yes

Sparse
Auto-
Encoder

No None Mechanic

Refs. [33–42] are the sample research publications, which have used this method for
different data types such as image and tabular data as listed in Table 1. This technique
is specific to the models consisting of CNN layers; however, it can be extended to other
deep learning models by assuming that the earlier and middle layers are acting similarly to
CNN layers for feature extraction.

Using well-known models such as VGG-Net, Alex-Net, and Res-Net, which have
already been trained on ImageNet datasets [50], is a general approach for both of the
techniques mentioned above, since they are easily accessible, and they are pre-trained
to the highest possible accuracy. It is worth mentioning that such training can take days
of processing time even with clusters of GPUs/TPUs, and the mentioned methods are
skipping the pre-training step by simply downloading a publicly available pre-trained
model. Refs. [43–46] are based on the progressive learning method, also known as pro-
gressive neural networks (PNNs), described earlier. Ref. [44] evaluates the progressive
learning effectiveness for common natural language processing (NLP) tasks: sequence
labeling and text classification. Through the evaluation and comparison of applying PNNs
to various models, datasets, and tasks, they show how PNNs improve DL models’ accuracy
by avoiding the catastrophic forgetting in finetuning techniques. Refs. [43,45,46] use PNNs
for image and audio datasets and similarly finds tangible improvements in comparison
to other DTL techniques. Refs. [47,48] are examples of adversarial-based approaches that
we found in the literature. In [47], they used conditional generative adversarial networks
(CGAN) to expand the limited target data of chest X-ray images for detecting the COVID-19
DTL model. Ref. [48] applies the domain adversarial training to obtain the shared features
between multiple source datasets.

Moreover, we found some tailored DTL methods for specific tasks and datasets such
as [49]. The proposed method in [49], as they describe it, is based on the “three-layer
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sparse auto-encoder to extract the features of raw data, and applies the maximum mean
discrepancy term to minimizing the discrepancy penalty between the features from training
data and target data.” They tailor that method for smart industry fault diagnosis problems
and achieve a 99.82% accuracy which is better than other approaches such as the deep
belief network, sparse filter, deep learning, and support vector machine. Such tailored DTL
approaches are not usually easy to generalize for different tasks or datasets. Nonetheless,
they can open the door to interesting and new techniques in deep transfer learning’s future.

6. Experimental Analyzations of Deep Transfer Learning

In this section, we review two remarkable experimental evaluations of DTL techniques.
The tests’ setup, analysis, and conclusions are noteworthy for applying DTL techniques in
different scenarios.

“What is being transferred in transfer learning?” [51] is a recent experimental study
which uses a series of tests on visual domain and deep learning models and tries to investi-
gate what makes a successful transfer and which part of the network is responsible for that.
To do so, they analyze networks in four different cases: (i) pre-trained network, (ii) random
initialized network, (iii) finetuned network on target domain after pretraining on source
domain, and (iv) trained network from random initialization [51]. Moreover, to characterize
the role of the feature reuse, they use a source (pre-train) domain containing natural images
(IMAGENET), and a few target (downstream) domains with decreasing visual similarities
from natural images: DOMAINNET real, DOMAINNET clipart, CHEXPERT (medical chest
X-rays) and DOMAINNET quickdraw [51].

The study demonstrates that feature reuse plays a key role in deep transfer learning as
a pre-trained model on IMAGENET, and shows the largest performance improvement on
the real domain, which shares similar visual features (natural images) with IMAGENET in
comparison to randomly initialized models. Moreover, they run a series of experiments
by shuffling the image blocks (different block sizes). These experiments prove that feature
reuse plays a very important role in transfer learning, particularly when the target domain
shares visual features with the source domain. However, they realize that feature reuse is
not the only reason for deep transfer learning success, since even for distant targets such
as CHEXPERT and quickdraw, they still observe performance boosts from deep transfer
learning. Additionally, in all cases pre-trained models converge way faster than random
initialized models [51].

Further, they manually analyze common and uncommon mistakes in the training of
randomly initialized versus pre-trained models. They observe that data samples marked
incorrect in the pre-trained model and correct in the randomly initialized model are mostly
ambiguous samples. On the other hand, the majority of the samples that a pre-trained
model marked correct and a randomly initialized model marked incorrect are straight-
forward samples. This means that a pre-trained model has a stronger prior, and it is
harder to adapt to the target domain. Moreover, using the centered kernel alignment to
measure feature similarities, they conclude that the initialization point drastically impacts
feature similarity, and two networks with a high accuracy can have a different feature
space. Moreover, they discover similar results for distance in the parameter space, in which
two random-initialized models are farther from each other compared to two pre-trained
models [51].

In regards to performance barriers and basins in the loss landscape, they have con-
cluded that the network stays in the same basin of the solution when finetuning a pre-
trained network. They reached this conclusion by training pre-trained models from two
random runs as well as training random initialized models twice and comparing. Even
when training a random initialized model two times with the same random values, the
models end up in different basins [51].

Module criticality is an interesting analysis of deep learning models. Usually, in a deep
CNN model, each layer of CNN considers a module, while in some models a component
of the network can be considered as a module. To measure the criticality of a module, it
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is possible to take a trained model and re-initialize each module at once and compare the
amount of model accuracy drop. Adopting this technique, the authors of [51] discovered:
(i) fully connected layers (near to the model output) become critical for the P-T model, and
the (ii) module criticality increases moving from the input side of the model towards the
output, which is consistent with the concept of earlier layers (near the input), extracting
more general features, while lateral layers have features that are more specialized for the
target domain. Ref. [52] is another experimental analysis of transfer learning in visual tasks
with the title of “Factors of Influence for Transfer Learning across Diverse Appearance
Domains and Task Types”. Three factors of influence are investigated in this study: (i) image
domain, the difference in image domain between source and target tasks, (ii) task type,
the difference in task type, and (iii) dataset size, the size of the source, and target training
sets. They perform over 1200 transfer learning experiments on 20 datasets spanning seven
diverse image domains (consumer, driving, aerial, underwater, indoor, synthetic, and
closeups) and four task types (semantic segmentation, object detection, depth estimation,
and keypoint detection) [52].

They use data normalization (e.g., Illumination normalization) and augmentation
techniques to improve the models’ accuracy. They adopt recent high-resolution backbone
HRNetV2, which consists of 69M parameters. This backbone is easily adjustable for
different datasets by simply replacing the head of the backbone. To make a fair comparison,
they pre-trained (to be used for transfer learning) their models from scratch and evaluated
their performance using a top-1 accuracy on the ILSVRC’12 validation set [52].

The transfer learning experiments are mainly divided into two settings of the (i) trans-
fer learning with a small target training set and (ii) with the full target set. The evaluation
of transfer learning models is based on the gain obtained from finetuning from a specific
source model compared to finetuning from ILSVRC’12 image classification with the main
question of “are additional gains possible, by picking a good source?”. Furthermore, they
added a series of experiments for multi-source training to investigate the impact of using
multi-source training for a specific task [52].

Such an exhaustive experimental analysis resulted in following observations: (i) all
experiments proved that transfer learning outperforms training from scratch (random
initialization); (ii) for 85% of target tasks there exists a source task which tops ILSVCR’12
pre-training; (iii) the most transfer gain happens when the source and target tasks are in
the same image domain (within-domain), which is even more important than the source
size; (iv) positive transfer gain is possible when the source image domain includes the
target domain; (v) although multisource models bring good transfer, they are outperformed
by the largest within-domain source; (vi) “for 65% of the targets within the same image
domain as the source, cross-task-type transfer results in positive transfer gains”; (vii) as
naturally expected, the larger datasets positively transfer towards the smaller datasets;
(viii) transfer effects are stronger for a small target training set, which helps the process
of choosing the transfer learning model by testing several models with a small section of
target data [52].

7. Discussion

The Deep Transfer Learning (DTL) research field is thriving because of the motivation
to handle the limitations of Deep Learning (DL) models, which are the dependency on
extensive labeled data and training costs. The main idea is to use the obtained knowledge
from source data in the training process on target data. Another possible impactful outcome
of the DTL research line is to achieve continual learning, which brings the Artificial General
Intelligence [1] a step closer to reality. Continual learning can be achieved simply through
a chain of transfer learning processes, while the end model is still valid on all previous
training sources.

As we reviewed in previous sections, model-based approaches are the most commonly
used approaches in DTL, since deep learning models have the capacity to be adjusted to
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transfer knowledge. However, there are two main constraints in such approaches—the
catastrophic forgetting dilemma and an overly biased pre-trained model.

In the case of finetuning a pre-trained model, there is a high chance of the drastic
changes of weights through the whole model resulting in the catastrophic forgetting
dilemma. Therefore, the obtained knowledge could be partially or even completely wiped
out, resulting in unsuccessful training and no possibility of continual learning. This
constraint limits the success of the finetuning approach to the tightly related source and
target data. Moreover, a very well-known technique to reduce the forgetting effect is to add
a limited number of source samples to the target training data.

Freezing the pre-trained CNN layers technique tries to tackle the catastrophic forget-
ting by freezing the obtained knowledge on earlier layers and finetuning the fully-connected
lateral layers to achieve transfer learning for target data. Given the fact that earlier lay-
ers in DL models extract detailed features and move towards the output, more abstract
knowledge is extracted [11]; freezing the earlier layers limits the ability of the model to
learn any new features from target data, which is known as an overly biased pre-trained
model. Having extensive source data or access to a pre-trained model on a large dataset
is critical for a successful transfer using this technique. In this way, there is a high chance
that the pre-trained model has already learned any possible detailed features, and simply
by finetuning, the lateral layers can perform on target data. However, even tackling the
first obstacle, this solution is still imperiled by the catastrophic forgetting in lateral layers.
This technique is still successful in the case of the related source and target data and tasks
despite the limitations mentioned above.

Progressive learning tries to find a middle ground between catastrophic forgetting
and a biased model by adding a new layer(s) to the end of a frozen pre-trained model. This
technique is successful in the case of a task transfer for the related source and target data.
It cannot deal with the distant source and target data since the earlier layers are frozen
and cannot learn new features; however, the new lateral layer helps the model adjust to a
new task.

A possible solution to address both catastrophic forgetting and an overly biased pre-
trained model in DTL is to increase the learning capacity of a pre-trained model by vertically
expanding it. In another research paper, we propose expanding the model vertically in
training on target data, adding new nodes on frozen pre-trained layers throughout the
model instead of adding a new layer(s) to the end of the model [53]. The vertical expansion
increases the model learning capacity while keeping the previously obtained knowledge
intact. Therefore, not only do we achieve successful transfer learning, our final model is
still valid on the source data, opening the door to deep continual learning [53].

8. Conclusions

This paper reviews the taxonomy of deep transfer learning (DTL) and the definitions of
different approaches. Moreover, we review, list, categorize and analyze over thirty recently
applied DTL research studies. Then, we investigate the methodology and limitations
of the three most common model-based deep transfer learning methods: (i) Finetuning,
(ii) Freezing CNN Layers, and (iii) Progressive Learning. These techniques have proven
their ability and effectiveness for various machine learning problems. The simplicity of
finetuning publicly available pre-trained models on extensive datasets is the reason for it
being the most common transfer learning technique. Moreover, two thorough experimental
studies in DTL are summarized; their discoveries clarify the details of a successful deep
transfer learning approach for different scenarios. Last but not least, the limitations of
current DTLs, catastrophic forgetting dilemma, and overly biased pre-trained models are
discussed, along with possible solutions.
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Abstract: Deep neural networks (DNNs), the integration of neural networks (NNs) and deep learning
(DL), have proven highly efficient in executing numerous complex tasks, such as data and image
classification. Because the multilayer in a nonlinearly separable data structure is not transparent, it is
critical to develop a specific data classification model from a new and unexpected dataset. In this
paper, we propose a novel approach using the concepts of DNN and decision tree (DT) for classifying
nonlinear data. We first developed a decision tree-based neural network (DTBNN) model. Next, we
extend our model to a decision tree-based deep neural network (DTBDNN), in which the multiple
hidden layers in DNN are utilized. Using DNN, the DTBDNN model achieved higher accuracy
compared to the related and relevant approaches. Our proposal achieves the optimal trainable
weights and bias to build an efficient model for nonlinear data classification by combining the benefits
of DT and NN. By conducting in-depth performance evaluations, we demonstrate the effectiveness
and feasibility of the proposal by achieving good accuracy over different datasets.

Keywords: neural network; deep neural network; decision tree; nonlinear data classification; back
propagation; gradient descent

1. Introduction

When sufficient training data and computing power are available, one of the con-
solidated findings of contemporary (very) deep-learning approaches [1–4] is that their
joint and unified method of learning feature representations together with their classifiers
significantly outperforms traditional feature descriptors and classifier pipelines.

Learning from large datasets is now a necessity in many sectors, including machine
learning, pattern identification, medical diagnosis, speech recognition, localization, cyber-
security, and image processing, thanks to advancements in science and technology [5–11].
Decision tree learning benefits from easy implementation, few parameters, low calculation,
and the ability to adapt to different huge data types. In decision trees, the scale of the
tree somewhat reflects the degree of generalizability. The rules retrieved from the tree
become more complex as the tree’s scale increases. Overfitting issues will result from overly
complex rules [12]. Making the optimum decision tree as compact as feasible is crucial
without compromising classification accuracy. Neural networks have been demonstrated
to be a successful learning technique for carrying out classification tasks, particularly when
high-dimensional data are input and the relationship between the input and output is
complex [13]. According to studies, the depth of neural network models improves the
classification or prediction accuracy by exponentially increasing their ability to represent
data. However, a lot of training time will be needed for this process.

Numerous ensemble learning techniques about neural networks and decision trees
have been put out by academics in recent years. The author of [14] suggested using a neural
network to preprocess each attribute’s relationship with the target attribute and then create
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a derivative relationship between each attribute and the classification outcome to create a
tree. However, the algorithm’s time complexity is significant. The author of [15] proposed
a hybrid learning model of the BP algorithm based on the C4.5 algorithm and optimization
to address the issue of difficult input parameter selection for the BP neural network and
hidden layer nodes. However, because the model is a binary tree, it is unable to address
the multi-classification issue. An extreme learning machine tree (ELM-Tree) model was
proposed in [16], although the technique leverages information gain in node splitting,
which has a tendency to be biased towards the attributes of picking more branches and
results in overfitting.

In recent years, deep learning has become one of the breakthroughs in the field of
machine learning [17]. In deep learning, deep neural network (DNN), developed from the
neural network (NN), is a machine learning technique imitating the human nervous system
and the brain’s structure [18–21]. In general, NN consists of the input layer, hidden layer,
and output layer [22,23], where each node or unit is interconnected to its peer entities in the
adjacent layer, and the corresponding weight values are introduced in every connection [5].
DNNs are widely used to solve various problems, including automated image classification,
data classification, data clustering, data approximation, data optimization, computer vision
application, natural language processing, and predictive analysis [7,21,24–30]. DNN is also
proven to be a cogent method for solving large-scale real-world problems [31].

Moreover, decision tree (DT) models are widely used for classification, where they
perform a recursive partition for the input data and assign a weight to the final node. One of
the critical advantages of DT models is that they are simple to decipher. Further, DT-based
models are comparatively similar and, in some cases, better than NNs at predicting or
classifying when using tabular data [32].

Nonlinear data classification, namely planar data classification, which involves multi-
ple classes in the real-world [33–35], is a crucial research theme in the data classification
field. In this context, classification is one of the most important aspects in a variety of
practice scenarios where it plays an important role, such as environmental monitoring,
multi-colored classification of space data, including stars, mars, the moon, or any complex
data pattern, urbanization, disaster-affected areas, and traffic supervision [36]. Different
neural network models have been proposed to segment or cluster a dataset [37]. In gen-
eral, logistic regression is mostly used for linearly separable data since it gives a lower
classification error [38]. In this paper, we use nonlinear separable complex data to address
various practical scenarios where a single decision tree or logistic regression demonstrates
a relatively high classification error rate. The NN model can automatically learn from
complex data, which may contain millions of data points or thousands of parameters in a
dataset [22].

To enable a considerable performance enhancement in nonlinear data classification,
we propose the integrated models of DT and DNN for nonlinear data classification; namely
decision tree-based deep neural network (DTBDNN). The proposal then realizes a better
solution to the problem of nonlinear data with complex and low-contrast objects. While
it would be quite difficult for the traditional algorithm to classify nonlinearly separable
data [38], our proposal can effectively resolve the speculation and decipher capacity. Better
still, the proposed DTBDNN model is developed using DT, in which we used a back
propagation algorithm along with a gradient descent optimizer to optimize the trainable
parameters. Second, we do not restrict the decision tree split to being binary; rather, we
used a differentiable soft-binning [39] function to split nodes into multiple (>2) leaves that
further improve the performance of the DTBDNN model.

The rest of the paper is organized as follows: We start with related work in Section 2.
Section 3 describes the materials and methods of our proposed model. Section 4 depicts the
results of our proposed model, where we made an analysis of the results, and finally, we
conclude in Section 5.
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2. Related Work
2.1. Background on Decision Tree

J. Ross Quinlan, a machine learning researcher, created the ID3 (Iterative Dichotomiser)
decision tree method in the late 1970s and early 1980s. E. B. Hunt, J. Marin, and P. T. Stone’s
earlier study on concept learning systems were expanded upon in this paper. Later, Quinlan
presented C4.5 (a replacement for ID3), which went on to serve as a standard by which
newer supervised learning algorithms are frequently measured. The creation of binary
decision trees was covered in the 1984 book Classification and Regression Trees (CART),
written by a team of statisticians that included L. Breiman, J. Friedman, R. Olshen, and C.
Stone. Though they were developed independently at about the same time, ID3 and CART
use a similar method to learn decision trees from training tuples. An explosion of research
on decision tree induction was spurred by these two cornerstone techniques [40].

The way the attributes are chosen when building the tree is one of the differences
between decision tree algorithms. A heuristic for choosing the splitting criterion that “best”
divides a given data partition, D, of class-labeled training tuples into distinct classes is
known as an attribute selection measure. The ideal partition would be pure (i.e., all the
tuples that fall into a given partition would belong to the same class) if we were to divide D
into smaller partitions based on the results of the splitting criterion. The splitting criterion
that yields the closest results in such a case is conceptually the “best” splitting criterion.
Because they specify how the tuples at a specific node are to be split, attribute selection
measures are also known as splitting rules.

Each attribute describing the given training tuples is ranked using the attribute selec-
tion measure (The best result is determined by the measure’s highest or lowest score (i.e.,
some measures strive to maximize while others strive to minimize)). For the provided tu-
ples, the attribute with the highest score for the measure is selected as the dividing attribute.
A split point or a splitting subset must also be defined as part of the splitting criterion if
the splitting attribute has continuous values or if binary trees are our only option. The
splitting criterion is marked on the tree node made for partition D, branches are developed
for each result of the criterion, and the tuples are partitioned as necessary. Three widely
used attribute selection metrics are information gain, gain ratio, and Gini index.

Information gain: Information gain is the criterion used by ID3 to choose attributes.
This measurement is based on Claude Shannon’s ground-breaking information theory
research, which examined the "information content" of signals. Let node N stand in for or
contain the partition D tuples. The splitting attribute for node N is determined to be the
one with the greatest information gain. This feature represents the least randomness or
“impurity” in the generated partitions and reduces the amount of information required to
categorize the tuples in those partitions. Such a method reduces the anticipated number of
tests required to categorize a given tuple and ensures the discovery of a simple (but not
necessarily the simplest) tree.

The expected information required to categorize a tuple in D is provided by

In f o(D) = −
m

∑
i=1

Pilog2Pi (1)

where Pi is calculated as |Ci,D|/|D| and represents the non-zero likelihood that each given
tuple in D belongs to class Ci. The average amount of information required to determine a
tuple’s class label in D is called Info(D) or entropy of D.

Now, to categorize the tuples in D based on an attribute A that had v different values,
such as a1, a2, · · · , av, as seen in the training data. These values precisely equate to the v
results of a test on A if A has discrete values. D can be divided into v divisions or subsets,
D1, D2, · · · , Dv, depending on the value of attribute A, where Dj includes the tuples in
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D that match the outcome aj of A. These divisions would line up with the branches that
emerged from node N. This amount is measured by

In f oA(D) =
v

∑
j=1

∣∣Dj
∣∣

|D| × In f o(Dj) (2)

The difference between the initial information requirement (i.e., based solely on the
proportion of classes) and the new requirement (i.e., as determined after partitioning on A)
is known as the information gain. That is,

Gain(A) = In f o(D)− In f oA(D) (3)

Gain(A) thus informs us of the gain that would result from branching on A. It is the
anticipated decrease in the information needed to be brought on by understanding the
value of A. The splitting attribute at node N is determined to be attribute A with the biggest
information gain, Gain(A).

Gain ratio: The information gain metric favors tests with a wide range of results. In
other words, it favors choosing qualities with a lot of possible values. Consider a property
that serves as a distinctive identifier, such as a product ID. With a split based on product ID,
there would be as many partitions as there are values, each carrying a single tuple. Each
partition is pure; hence, the only data needed to categorize data set D using this partitioning
would be In f oproductID (D) = 0. As a result, partitioning on this attribute yields the most
information. It is obvious that such a split is not useful for categorization.

In order to combat this prejudice, C4.5, the successor to ID3, introduces an addition
to information gain known as a gain ratio. It uses a “split information” value defined
analogously to Info(D) as a type of normalization to apply to information gain and is
defined as

SplitIn f oA(D) = −
v

∑
j=1

∣∣Dj
∣∣

|D| × log2

(∣∣Dj
∣∣

|D|

)
(4)

This value shows the potential information that might be produced by partitioning
the training data set, D, into v groups, each grouping the results of a test on attribute A.
Notably, it takes into account the proportion of tuples that have each outcome relative to
the total number of tuples in D for each outcome. It is distinct from information gain, which
evaluates the classification of newly acquired information based on the same partitioning.
A definition of the gain ratio is

GainRatio(A) =
Gain(A)

SplitIn f oA(D)
(5)

The attribute chosen as the splitting attribute is the one with the highest gain ratio.
Gini Index: In CART, the Gini index is employed. The Gini index calculates the

impurity of D, a data partition or collection of training tuples as

Gini(D) = 1−
m

∑
i=1

P2
i (6)

where Pi is the probability that a tuple in D belongs to class Ci and is estimated by |Ci,D|/|D|.
The sum is computed over m classes.

For each attribute, the Gini index takes a binary split into account. We calculate a
weighted total of the impurity of each resulting partition while considering a binary split.
As an illustration, if D is partitioned into D1 and D2 by a binary split on A, D’s Gini index
after that partitioning is

GiniA(D) =
|D1|
|D| Gini(D1) +

|D2|
|D| Gini(D2) (7)
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Each of the potential binary splits is taken into consideration for each attribute. The
subset that has the lowest Gini index for a discrete-valued property is chosen as the subset’s
splitting subset.

Each potential split-point must be taken into account for continuous-valued attributes.
Similar to the information gain approach previously discussed, the midpoint between each
pair of (sorted) neighboring values is taken into consideration as a potential split-point. The
split-point for a particular (continuous-valued) attribute is taken to be the point producing
the smallest Gini index for that attribute. Remember that D1 is the set of tuples in D
satisfying the A 6 SplitPoint, and D2 is the set of tuples in D satisfying the A > splitPoint,
given a potential split-point of A.

The reduction in impurity that would result from a binary split on an attribute A with
discrete or continuous values is

∆Gini(A) = Gini(D)− GiniA(D) (8)

The splitting attribute is chosen to optimize impurity reduction (or, equivalently, to
have the lowest Gini index). The splitting criterion is the combination of this characteristic
plus either its splitting subset (for a discrete-valued splitting attribute) or split-point (for a
continuous-valued splitting attribute).

2.2. Neural Networks and Hybrid Models

Deep learning has surpassed human-level performance and capability in many areas,
such as data classification, prediction and forecasting, the decision to approve loan applica-
tions, the time taken to deliver any object, etc. [41,42]. A decision tree creates a model that
predicts the value of the targeted data or variable through the learning of simple decision
rules from the data features. The DT algorithm is an easy one, as it is understandable and
interpretable. DT works better for both categorical and numerical data and is able to handle
multi-output data. In [43], the authors review several optimization methods with deep
learning design, such as deep convolutional neural networks, recurrent neural networks,
reinforcement learning, and autoencoders, to improve the accuracy of the training and
show how we could reduce the training time with iterations.

Despite the enormous success of neural networks over the past decade, several indus-
tries, including health and security, have not adopted them widely or in a way that makes
them more dependable. Researchers started looking into approaches to explain neural
network decisions as a result of this fact. Saliency maps, approximation via interpretable
methods, and joint models are some of the methodologies used to explain neural network
judgments [44].

Saliency maps are a means to draw attention to the parts of the input that a neu-
ral network uses most frequently while making predictions. To show an input-specific
linearization of the entire network, an earlier study [45] uses the gradient of the neural
network output with respect to the input. Another piece of work [46] uses a deconvnet to
return to decisions’ features. These methods frequently produce noisy saliency maps that
make it difficult to understand the choices that were made. The derivative of a neural net-
work’s output with respect to an activation, often the one just before completely connected
layers, is used in another track of approaches [47–50]. These approaches lack a thorough
logical justification for the decision while being beneficial for tasks such as determining
whether the decision’s backing is solid.

The conversion of interpretable by-design models, such as decision trees, to neural
networks, has attracted attention. A technique for initializing neural networks with decision
trees was developed in [51]. Decision tree equivalents for neural networks are also provided
by [32,52,53]. These works’ neural networks have particular topologies; hence, there
is no generalization to any model. In [54], neural networks were trained so that trees
could reasonably approximate their decision limits. Decision trees are only used as a
regularization in this work; they are not provided as a correlation between neural networks
and decision trees. In [55], a decision tree was trained using a neural network. This tree
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distillation performs badly on the tasks that the neural network was trained on since it
approximates a neural network rather than performing a direct conversion.

Joint neural network and decision tree models [56–62] typically employ deep learning
to support some trees or to create a neural network structure that mimics a tree. In a recent
paper [63], a decision tree is used in place of a neural network’s final fully connected layer.
Since neural networks’ fundamental characteristics remain the same, an explanation is
sought through the provision of a method for people to judge if a decision is good or bad
rather than through a thorough, logical analysis of it.

In [64], the authors discuss the characteristics of DNN for image processing, and
they provide two typical algorithms for saliency detection by using DNN. They then
analyze three future robust developments of deep learning. The authors in [65] present
a deep learning method for the machine identification of traffic signals. First, various
stochastic gradient optimization algorithms, such as SGD (Stochastic Gradient Descent),
nesterov accelerated gradient (NAG), RMSprop, and Adam, are tested. Subsequently,
several configurations of spatial transformer networks are studied. A model with feature
extraction and a learning algorithm of DNN is proposed in [66] to classify and recognize
the patterns in Antarctica with hydrological features and is compared with some existing
classification methods. The study in [67] proposed a two-stage deep feature fusion for
scene classification, where the authors showed the advantage of using lower-layer features
compared to exploiting fully connected layers.

Some commonly used deep learning architectures and their practical implementations
are addressed in [41]. The authors surveyed four deep learning architectures, namely
autoencoder, convolutional neural network, deep belief network, and restricted Boltzmann
system, to provide an up-to-date overview. In this context, the authors in [32] proposed
a deep neural decision tree (DNDT) by using the NN toolkit, and they evaluated the
model’s performance on various tabular datasets. In many datasets, they have proved
that a decision tree-based neural network can achieve better accuracy compared to only
a decision tree-based approach or only an NN-based approach. Another notable recent
approach to constructing a deep forward neural network using a decision tree is introduced
in [51], where the authors used their model to classify iris, digits, wine, and breast cancer
data. However, their proposed model does not work for classifying non-planar data.

An extreme learning machine tree (ELM-Tree) model was proposed in [16]. The model
tree provided in [68] and the ELM-Tree is comparable. A model tree and an ELM-Tree
differ in that an ELM-Tree has each leaf node be an ELM, whereas a model tree is a decision
tree with linear regression functions as leaf nodes. Single-hidden layer feedforward neural
networks can be trained using ELMs or emergent learning methods. In an ELM, the
output weights are calculated analytically using the pseudoinverse of the hidden layer
output matrix, whereas the input weights are allocated at random [69–71]. In the ELM-
Tree approach, a threshold is provided to decide whether or not to divide a node further.
According to the class of impurity, if the learner chooses to stop splitting a node, it will
either turn into a conventional leaf node or an ELM leaf node. Then, a parallel ELM-Tree
model for big-data classification is created by parallelizing computation across five ELM-
Tree components. Although the technique leverages information gain in node splitting,
which has a tendency to be biased towards the attributes of picking more branches and
results in overfitting.

3. Materials and Methods

The research methods and proposed models, along with their algorithms, have been
discussed in this section as follows:

3.1. The Proposed DTBDNN Model

The relation between input and output data gets more complicated in the case of
high-dimensional input data and a large number of training samples [36]. For a particular
data classification test case, it is difficult to find how a single neural network predicts
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a particular classification decision due to their dependency on distributed hierarchical
representations [72]. Hence, in this research, we aim to build an efficient solution that
acquires knowledge using a DNN model. This acquired knowledge is then expressed in
another model that exploits the hierarchical decision tree structure to predict a particular
classification decision efficiently and with good accuracy.

This section represents the proposed model, namely the decision tree-based deep
neural network (DTBDNN) for nonlinear data classification that considers DNN with
multiple hidden layers. In our model, we can route the input examples to leaf nodes of the
neural network (the output layer) and classify them. Thus, training the neural network
becomes training the soft bin cut points, and finally, leaf node classifiers perform the final
computation for the classification decision. Then, we demonstrate a considerable difference
between our proposed model and other state-of-the-art models when classifying nonlinear
data. Further, the performance evaluations of the proposed DTBDNN in terms of accuracy
and loss error are presented. The architectural overview of the methodology for building
the proposed DTBDNN models is shown in Figure 1.

Figure 1. Architectural overview of the proposed model. Illustration of how to implement a decision
tree-based neural network. The routing (split) decisions are created when each output of fn is brought
into correspondence with a split node in a tree. The assignment of output units to decision nodes
can be performed in any order (the one we show allows a simple visualization). As a result of
resolving the convex optimization issue, the circles at the bottom are leaf nodes containing probability
distributions over the multiclass classification problem.

We defined decision functions fn in terms of real-valued functions fn = tanh(WTX + b),
which are related but not necessarily independent due to the shared parametrization. By
embedding functions fn within a deep neural network with parameter W, we hope to give
the trees the ability to learn new features. In particular, each function fn can be viewed
as a linear output unit of a deep network that will be converted into a routing choice
by the action of fn, which uses hyperbolic tangent activation to provide a response in
the [−1, 1] range. A schematic illustration of this concept is shown in Figure 1, which
demonstrates how decision nodes can be built using commonly available fully connected
(or inner-product) and tanh layers in DNN frameworks. It is clear that the number of
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output nodes in the fully connected layer above determines the number of split nodes.
Because of this, the output units of the deep network under the proposed structure do not
directly offer the final predictions, such as through a Softmax layer, but rather, each unit is
in charge of influencing a node’s decision inside the tree. In fact, a data sample x causes
soft activations of the tree’s routing decisions during the forward run through the deep
network, which causes the routing function to generate a variety of leaf predictions that
make up the final output.

The approach for determining if the datasets are linearly separable is depicted in
the next section by using the data visualization technique. A dataset would be linearly
separated if a linear function could separate the features of the dataset completely. In
contrast, a nonlinear dataset is defined if no hyperplane lies on the pre-assigned side of the
plane. For the DTBDNN models, we implemented a two-class NN classification with one
hidden layer and a two-class DNN classification with multiple hidden layers, respectively.
In the hidden layer(s) of NN and DNN, we use a nonlinear activation function unit, which
is the tanh function for the forward propagation, whereas another activation function unit
is used in a single node output layer, which is the sigmoid function. The reason for this is
that deep neural networks’ excellent speculation capacity is based on their use of conveyed
representations in their hidden layers [73]. After tuning the performance of the NN and
DNN models, we also found out and verified that the tanh activation function unit for every
hidden layer would be best when we used the sigmoid activation function in the output
layer. Further, we demonstrate that these nonlinear activation function combinations
would be better than any other activation function combinations for any type of planar
data classification.

3.1.1. System Model Overview

We design our decision tree-based deep neural network model by initially identifying
the number of input, hidden, and output layers in the defined network structure. The main
function that we used to make split decisions in our model is the soft-binning function.
Typically, a soft-binning function takes the input features and produces an index of the
bin to which the input features belong. Instead of using a hard-binning function, we have
used a soft-binning function so that it can be differentiable during the back propagation
phase of the neural network training. Then we construct multiple hidden layers. After
that, we update the weights of the parameters and bias of the structure, where inputs are
multiplied with the respective weights, adding a bias at each hidden node or unit, as shown
in Figure 2. Typically, in each hidden unit, we have applied a nonlinear activation function
“tanh”, while in the output layer, the activation function undergoes a transformation based
on another activation function, which is a sigmoid function. The input is squashed into a
narrow output range from 0 to 1 and from −1 to 1 for the “sigmoid” and “tanh” functions,
respectively. The acquired knowledge from the DNN model is expressed in another model
that relies on the hierarchical decision tree algorithm to predict planar data classification
with high accuracy. Then the prediction result of the final output layer is used as the solution
to the problem of nonlinear data classification. For better presentation and exploration, we
selected a nonlinear multi-colored flower dataset [74].

Figure 2 depicts the output of a given node as H[L]
i , where “L” denotes the hidden

layer numbers and “i” represents the specific units in that hidden layer. The output is
calculated as the dot products of the input vector with the initialized pseudo-random
weight (W) and adding the results with the bias (b). This intermediate result is then passed
on to the nonlinear activation function g, which could be tanh, sigmoid, RELU, or Leaky
RELU. We chose “tanh” as the activation function in a unit of the hidden layer because, by
tuning the parameters, we found that it would gain better performance for the nonlinear
data classification than using any other activation functions.
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Figure 2. Hidden node in a hidden layer.

Figure 3 shows the general architecture of a deep neural network, where each node’s
functionality is depicted in Figure 2. The input to the network is an n-dimensional vector.
The network contains L-1 hidden layers (two in this case) having n neurons each. Finally,
there is one output layer containing k neurons (say, corresponding to k classes). Each
neuron in the hidden layer and output layer can be split into two parts: preactivation and
activation (ai and hi are vectors). The input layer can be called the 0-th layer, and the output
layer can be called the L-th layer. Wi ∈ Rn×n and bi ∈ Rn are the weight matrix and bias
vectors between layers i − 1 and i (0 < i < L). WL ∈ Rn×k and bL ∈ Rk are the weight
matrix and bias vectors between the last hidden layer and the output layer (L = 3 in this
case). The preactivation at layer i is given by

ai(x) = Wihi−1(x) + bi (9)

The activation at layer i is given by

hi(x) = g(ai(x)) (10)

where g is called the activation function. The activation at the output layer is given by

hL(x) = O(aL(x)) (11)

where O is the output activation function (softmax, linear, etc.). Therefore, for this three-
layer network, as shown in Figure 3, the predicted output ŷ is a linear combination of
weights, inputs, and biases:

ŷi = O(W3g(W2g(W1x + b1) + b2) + b3) (12)

If the actual output is y, then we can calculate the loss/cost function depending on
whether we want to solve the regression problem or a classification problem. For regression
types of problems, the cost function is a mean square error and is defined as

(Θ) = min
1
N

N

∑
i=1

k

∑
j=1

(
ŷij − yij

)2 (13)

For classification types of problems, the cost function is a cross-entropy function and
is defined as

(Θ) = − 1
N
(yilog(ŷi) + (1− yi)log(1− ŷi)) (14)
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where Θ = W1, W2, · · ·WL, b1, b2, · · · bL. In order to train the neural network, we have to
minimize the cost function with respect to the parameters θ as follows

Θt+1 ← Θt − ηOΘt (15)

where OΘt =
[

δJ(Θ)
δWt

, δJ(Θ)
δbt

]T
, t is the iteration index, and η is the learning rate. The

complete algorithm for training a deep neural network is given in Algorithm 1.

Algorithm 1 Deep Learning Algorithm Forward Propagation Along With Gradient Descent.

Require: Network depth, L
Require: Wi, i ∈ 1 · · · L, the weight matrices of the model
Require: bi, i ∈ 1 · · · L, the bias parameters of the model
Require: X, the input to process
Require: y, the target output

h0 ← x
t← 0
maxIterations← 1000
Θ0 = [w0, b0]
while t ++ < maxIterations do

k = 1
while k ≤ L do

ak = Wkhk−1 + bk
hk = g(ak)
k = k + 1

end while
ŷ = hL
J(Θ) = L (y, ŷ) . L is the loss function

Θt+1 ← Θt − ηOΘt . OΘt =
[

δJ(Θ)
δWt

, δJ(Θ)
δbt

]T

end while

Figure 3. A Multilayer Deep Neural Network Architecture.

3.1.2. Decision Tree-Based Deep Neural Network (DTBDNN) Algorithm

In Algorithm 2, we introduce the algorithms for the DTBDNN model (number of
hidden layers > 1). The main goal of this algorithm is to build a decision tree-based neural
network framework in which the weight and bias are initialized and fed into the proposed
DT with the optimized values from the DNN models. We set the parameter nx as the input
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layer size, nh as the hidden layer size, and np as the output layer size. Here, the parameters,
the weight matrix of the hidden layer (W1), and the weight matrix of the output layer (W2)
are initialized randomly to ensure that the initial weight cannot be large. Then, we initialize
the bias vectors b1 and b2.

Algorithm 2 Decision Tree-Based Deep Neural Network (DTBDNN) Algorithm.

Require: X,W,b, Input, Weight, bias of the model
Require: y, the target output (Binary or Multiclass)
Require: Initialization: h0 ← X; g1 ← tanh; g2 ← sigmoid; Cutpoints =
[c1, c2, · · · , cn] ←SoftBinning(X,n); bias vector b = [0,−c1,−c1 − c2, · · · ,−c1 − c2 −
· · · − cn]
function ForwardPropagation
i← 1
while i ≤ L do . L is the total number of layers, here L = 2

ai = Wihi−1 + bi
hi = gi(ai)
i = i + 1
Cache← ai, hi

end while
ŷ← hL
Return ŷ, Cache
End ForwardPropagation
function ComputeLoss
(W, b) = − 1

N (yilog(ŷi) + (1− yi)log(1− ŷi))
Return (W, b)
End ComputeLoss
function BackPropagation

Import a1, h1, a2, h2 from Cache
g1 ← 1− g2

1
δa2 ← h2 − y
δW2 ← 1

m ×
(
δW2 × hT

1
)

δb2 ← 1
m ×∑ δa2

δa1 ←WT
2 × δa2 × g1 × a1

δW1 ← 1
m × δa1 × XT

δb1 ← 1
m ×∑ δa1

grads← [δW1, δW2, δb1, δb2]
Return grads
End BackPropagation
function UpdateParameters
i← 1
while i ≤ L do

Wi ←Wi − η × δWi
bi ← bi − η × δbi

end while
Parameters←Wi, bi
Return Parameters
End UpdateParameter

Then we apply the “soft-binning” function [39] on the input x to split nodes into
multiple (>2) leaves. Assume we have an input x that we want to categorize into n cut
points (c1, c2, . . . , cn) that are trainable variables in this context. Then, we calculate the
output predictions by applying the forward propagation algorithm of a neural network
and comparing those predictions with the actual output values. This helps us reveal and
interpret the difference between the predicted and actual ones using a cross-entropy cost
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function. Based on this predicted probability, we can decide if the output is either red or
green. For instance, the output is green when the value is 1 and red when the value is 0.

We used the cross-entropy loss [75–77] to verify the difference between our predic-
tion and the actual values in Algorithm 2. The cost function defined in Equation (14) is
computed. After implementing forward propagation through the NN model, we used
back propagation along with the gradient descent algorithm for training our model to
determine the derivatives of the loss function with respect to the parameters and updating
our parameters (W1, b1, and W2, b2). These steps are repeated until we find the lowest cost
or global optimal point.

If we only use the decision tree model, the performance would not be very efficient.
However, when the DT learning is integrated with the DNN models, the proposed approach
acts as a recursive partitioning for the nonlinearly separable training samples. Particularly
in the DTBDNN model, before performing the prediction phase, each node is added to the
tree depending on the input samples, which are used to select the logical test at every node.
Then, the proposal will decide which model will be used for the data classification. We
used TensorFlow to implement our DTBDNN model because it supports "out-of-the-box"
GPU acceleration.

4. Experimental Results, Performance Evaluations and Discussion

In this section, we present the results of the traditional logistic regression model classi-
fication and those of the DTBDNN model (number of hidden layers >= 1) classifications
using the datasets in [78]. Then, we validate the efficiency of our proposed model in
conjunction with the complex dataset through a subjective test in which we demonstrate
that our model would be more stable to learn in the presence of outliers in the dataset with
a large number of training samples. By comparing our proposed model to conventional
nonlinear data classification, we find that the prediction and classification procedure in our
model can converge quickly because it is based on fewer sequences of decisions, with each
decision directly dependent on the training samples of the input data.

4.1. Dataset and Visualization

We have taken a nonlinearly separable dataset [78], which generates two-class classi-
fication. After visualization of the dataset, as depicted in Figure 4a, we demonstrate that
it has two classes, represented by the red and green points, in the form of a flower with a
color pattern. Specifically, if p = 0, then the data are labeled as red, and if p = 1, then they
are labeled as green. The plot shows that the data are not linearly separable. Hence, our
goal is to apply DNN classifiers, which are driven by DT, to predict the correct class of data
with high accuracy and classify those data using our proposed model.

(a) Nonlinear Separable Data (b) Classification using Logistic Regression

Figure 4. Classification of nonlinear data using logistic regression model.

4.2. Context-Based Logistic Regression Model’s Result

Because the obtained training samples in the dataset are not linearly separable, logistic
regression (LR) simply draws a straight line to separate the data into two classes, as shown
in Figure 4b. Here, we can see that the LR model classifier can only classify 19% of data
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points correctly. The result validates that when the data points are not linearly separable,
the LR classifier model will not be able to classify these types of data accurately.

We then take another dataset that contains only a linearly separable training sample
and visualize the linearly separable data, as illustrated in Figure 5a. When we use these
linearly separable data points, as expected, the LR classifier performs the data classification
well with much higher accuracy. The decision boundary classification of the linearly
separable data for the LR classifier is shown in Figure 5b, where the LR classifier can
classify 99% of data points accurately.

(a) Linearly Separable Data (b) Classification using Logistic Regression

Figure 5. Classification of linear data using the Logistic Regression model.

Hence, we can deduce that the LR classifier would be the best-fit model for linearly
separable data or training samples, while it performs very poorly in the case of nonlinearly
separable or complex data classifications.

4.3. The Proposed DTBDNN Model’s Result

As described in the previous section, the selected parameters are used to predict the
classification of the nonlinearly separable planar data group.

For all the training samples (m), we perform 10,000 epochs or iterations, i.e., 10,000 rounds
of forward propagation and back propagation, to get the minimum cost. If the cost value
is close to zero, then the model performance is said to be converged. We observed that
the cost values after every 1000 iterations are decreasing to a close-to-zero value over the
iterations, especially when the number of iterations surpasses 1000.

Since the imported dataset input contains nonlinear or planar training samples, we
select the NN model using one hidden layer with multiple hidden nodes so that the
acquired knowledge from the NN model is expressed and utilized in the DT model. The
classification report of the NN model with its performance measurement parameters is
shown in Table 1.

Table 1. Performance Measurement Parameters of the NN Model.

Attributes Precision Recall F1-Score Support

0 0.93 0.92 0.93 500
1 0.94 0.94 0.92 500

Micro Avg 0.94 0.93 0.93 500
Macro Avg 0.46 0.46 0.46 500

Weighted Avg 0.93 0.93 0.93 500
Sample Avg 0.94 0.93 0.93 500

Total 0.93 0.94 0.93 1000

When tuning the hidden layer size, we observe the interesting behavior of the proposed
model. Specifically, by increasing the size of the hidden layer (i.e., the number of hidden
nodes), we can measure the accuracy of the model and demonstrate its performance in
terms of classifying any complex planar data. The accuracy over different numbers of
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hidden units in a hidden layer is shown in Table 2. The evaluation results show that the
NN model achieves 93% accuracy for nonlinear data classification for hidden node sizes of
4 and above.

Table 2. Accuracy over different numbers of hidden nodes in the hidden layer.

Hidden Layer Size Accuracy (%)

Accuracy for NN Model (No hidden layers) 93
Accuracy for 1 hidden unit 71.30
Accuracy for 2 hidden units 70.899
Accuracy for 3 hidden units 70.8
Accuracy for 4 hidden units 93.10
Accuracy for 5 hidden units 92.10

Accuracy for 20 hidden units 93.30

We now integrate our NN model into the proposed DT classifier. Specifically, the
obtained update parameters from the NN model are fed into a set of rules given by the DT
algorithm to predict the nonlinear data classification. The nonlinear classified data of our
DTBDNN model is plotted in Figure 6a. The DTBDNN model achieves 95% accuracy for
nonlinear and linear data classification when the hidden layer size is 4 (Figure 6b). The
result shows that DTBDNN can classify the nonlinear or linear dataset’s data with much
higher accuracy compared to the traditional logistic regression method.

(a) Nonlinear data classification (DTBDNN) (b) Accuracy over hidden layer sizes

Figure 6. Accuracies of the DTBDNN model to classify nonlinear data.

Figure 7 depicts the convergence of accuracy in the DTBDNN model. The results show
that the accuracy in DTBDNN tends to converge when the hidden layer reaches a threshold
number, whereas, in the conventional NN model, the accuracy level does not converge for
any particular hidden layer size. In fact, accuracy improves when the number of hidden
nodes is increased. Typically, in the NN model, when the layer size of a hidden layer is 4,
we get 93.1%, and we also get 93.3% accuracy in the case of 20 hidden units. In contrast,
in the DTBDNN model, an increase in the size of a hidden layer results in an increase in
accuracy, as shown in Figure 7. Furthermore, when the hidden layer size in the DTBDNN
model reaches 19, accuracy convergence and maximum accuracy can be achieved, implying
that the proposed model achieves 100% accuracy.

The linear/nonlinear data classification for different hidden units in a hidden layer is
plotted in Figure 8. Moreover, the confusion matrix for the measurement of the accuracy of
the DTBNN model is shown in Figure 9.
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Figure 7. Convergence of accuracy over the different layer sizes of the DTBDNN model.

(a) Hidden layer size = 2

(b) Hidden layer size = 6

Figure 8. Decision boundary over different hidden layer sizes of the DTBNN model.
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Then, we developed a DTBDNN model with multiple hidden layers and a higher
number of hidden units at each layer to classify planar data with maximum accuracy. The
accuracy, precision, recall, f1-score, and confusion matrix of the DTBDNN model are shown
in Figure 9a. We observe that the DTBDNN model achieves 98% accuracy, and the precision,
recall, and f1-score values are higher as well. The reason for the near-maximum accuracy
in DTBDNN is the computation of the optimized cost value. Different from the DTBDNN
model with only one hidden layer, in which the loss error values are decreased to near
zero over iterations to reach the global minimum point for the classification of the planar
data, the loss error value in the DTBDNN model is very close to zero after the predefined
number of iterations. As a result, the accuracy of the DTBDNN model converges to the
peak value quickly, as shown in Figure 9b.

Further, the computation of the cost-effective function and prediction accuracy are
shown in Figure 10. The results show that the loss error decreases linearly from nearly 0.6
to 0.1 when the number of iterations is 1600, and the increase in the number of iterations
leads to a small value of the loss error, which is almost zero. Hence, the proposed DTBDNN
model can achieve a maximum of 100% accuracy in classifying the nonlinear data. The
figure shows the computational cost in terms of loss calculation after each epoch, which
demonstrates how well our model helps to reach the global minimum point for the classifi-
cation of the nonlinear data with high accuracy in the DTBDNN model. From this figure,
we see that after 1000 iterations, the value of the cost for different numbers of samples does
not change.

Next, we take different numbers of training samples and compare the accuracy of the
DTBDNN models (number of hidden layers = 1 (DTBNN) vs. number of hidden layers
>1 (DTBDNN)), as plotted in Figure 11a. It can be seen that the DTBDNN model has a
maximum accuracy of 100%. Moreover, the comparison between the loss error or cost
values between DTBNN and DTBDNN over the different numbers of training samples is
shown in Figure 11b. The result validates that the loss error values of the DTBNN model
are decreasing to nearly zero over iterations but not to zero. For the iterations ranging from
0 to 1000, the loss error decreased linearly from 0.6 to 0.2, and afterward, irrespective of
increasing the number of iterations, the loss error values did not decrease much. On the
other hand, the loss error values for the DTBDNN model decrease significantly over the
iterations, and they are close to zero after the first 1000 iterations. Hence, the DTBDNN
model can achieve 100% accuracy, whereas the DTBNN model can only obtain up to
95% accuracy.

The noisy moon nonlinear dataset [78] was then used, as shown in Figure 12a. When
fitting this dataset into our DTBDNN model, we achieve 97% accuracy where the cost
value is only 0.077227, and the decision boundary for the hidden layer size is depicted in
Figure 12b.

Then, we evaluate the application of the DTBDNN model on the noisy Gaussian
dataset [78]. The result shows that after fitting the dataset in the DTBDNN model, we
achieve 98% accuracy, and the loss error of our model value is minimized at 0.070100 after
a pre-specified number of iterations. The corresponding dataset is plotted in Figure 13a,
and the decision boundary after fitting the data with the proposed model is shown in
Figure 13b.
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(a) Confusion matrix of the DTBNN model

(b) Confusion matrix of the DTBDNN model

Figure 9. Confusion matrix with accuracy of the DTBNN model and DTBDNN model.
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Figure 10. Accuracy of the DTBDNN model.

(a) Accuracy Comparison

(b) Loss Error Comparison

Figure 11. Comparison of performance evaluation between DTBNN and DTBDNN models.
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(a) Noisy Moon Dataset (b) Results after Fitting

Figure 12. Visualization of the noisy moon dataset and results after fitting the DTBDNN model into
the noisy moon dataset.

(a) Noisy Gaussian Dataset (b) Results after Fitting

Figure 13. Visualization of the noisy Gaussian dataset and results after fitting the DTBDNN model
into the noisy Gaussian dataset.

The blobs dataset [78] is another meaningful dataset where multiple circles are plotted
on the same surface with different radii. This dataset is also a sample of a nonlinear
dataset, and it can be solved by our proposed DTBDNN model with a high accuracy rate of
91%. The training samples of the blobs dataset are shown in Figure 14a, and the decision
boundary for the DTBDNN model to classify the blobs dataset’s training samples is shown
in Figure 14b.

(a) blobs Dataset (b) Results after fitting

Figure 14. Visualization of the blobs dataset and results after fitting the DTBDNN model into the
blobs dataset.
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Further, Table 2 reveals that our proposed models achieve a maximum accuracy
above 90% in different contexts compared to other related and relevant models. The
DTBNN and DTBDNN models can then improve the performance of NN and DNN,
respectively, by analyzing the loss error function and tuning the hidden layers and output
activation functions to optimize the data classification of the separable datasets, especially
the nonlinear ones. This proposed framework then enables a feasible and highly efficient
approach to training the predictive models for nonlinear data classifications with a wide
range of complex nonlinear datasets.

Finally, we have conducted an experiment to evaluate our proposed approach and
DT-based algorithm on different datasets collected from UCI. On 10 different datasets
gathered from UCI, we evaluate our suggested approach, DTBDNN, versus DT (C4.5
algorithm) versus another state-of-the-art algorithm, ELM-Tree. Table 3 shows the dataset’s
specifics as well as the test accuracies of DTBDNN, DT, and ELM-Tree. Two of the critical
hyperparameter criteria were set to “gini” and “best” for the DT baseline. For the neural
network (DTBDNN), we employ a two-hidden-layer architecture with 40 neurons per layer
for all datasets. The number of cut points for each feature (also known as the branching
factor) is another hyper-parameter in DTBDNN that we set to 1 for all features and datasets.
We employ an ensemble of DTBDNN for datasets with more than 12 features, with a total
of 10 trees, each of which randomly selects 10 features. The ultimate forecast is provided
by majority voting. The DTBDNN is the model that performs the best overall. It is not
unexpected that DT performed well, given that these datasets are primarily tabular and
have a small feature dimension. Because the hyperparameters in each of these models are
adjustable, this is simply an indicative result. It’s intriguing that neither model has a clear
advantage, though.

Scalability is a problem for induction using decision trees. In other words, the training
set of class-labeled tuples stored on disk does not fit in the memory. Or, to put it another
way, how scalable is decision tree induction? For comparatively small datasets, the effec-
tiveness of current decision tree algorithms, such as ID3, C4.5, and CART, has been well
demonstrated. When these algorithms are used to mine very large real-world databases, ef-
ficiency becomes a concern. The limitation of the ground-breaking decision tree algorithms
that we have so far covered is that the training tuples must be stored in memory. Very large
training sets with millions of tuples are typical in data mining applications. The training
data will frequently be too large to fit in memory!

As a result, switching training tuples between main and cache memories makes
decision tree construction inefficient. There is a need for more scalable methods that can
handle training data that are too big to fit in the memory. Earlier methods of “saving
space” included sampling data at each node and discretizing continuous-valued features.
However, these methods continue to rely on the notion that the training set may be stored
in memory.

Due to mini-batch training in the style of a neural network, DTBDNN scales well
with the number of instances. The design, however, has a significant flaw in that it cannot
accommodate an increase in the number of features. To avoid this problem with “large”
datasets by training a forest with random subspace at the cost of interpretability [52].
Adding numerous trees, each trained on a random subset of characteristics, is what this
means. Utilizing the sparsity of the final binning during learning, where the number of
non-empty leaves grows far more slowly than the total number of leaves, is a preferable
option that avoids the need for an unintelligible forest. However, this makes the otherwise
straightforward implementation of DTBDNN a little more complex.
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Table 3. Testing accuracies of DTBDNN and decision tree (C4.5 algorithm) and ELM-Tree models.

Dataset No. of
Instances

No. of
Features

No. of
Classes DTBDNN DT ELM-Tree

Wireless Indoor Localization 2000 7 4 87.21 86.79 86.4
OBS-Network 1075 22 4 96.76 95.87 96.12

Gime-Me-Some-Credit 201,669 10 2 97.78 91.89 95.56
SARS B-cell Epitope Prediction 14,387 13 2 85.34 68.93 81.1

Pima Indian Diabetes 768 8 2 67.23 71.56 74.48
MAGIC Gamma Telescope 19,020 11 2 83.56 80.76 82.58

Waveform Noise 5000 40 3 75.21 69.76 75.2
Credit Approval 690 15 2 81.35 83.32 81.23

Healthy Older People 75,128 9 4 97.35 95.34 96.67
Flight Delay 1,100,000 9 2 77.89 66.67 75.34

5. Conclusions

We created the DTBDNN models in this paper to obtain the most relevant parameters
for processing nonlinear data classification by combining the benefits of DT and DNN. In
particular, DT extracts the knowledge from the trained DNN models, which are generated
from the input data for nonlinear data classification, instead of performing this classification
directly from the input data or training samples. A full set of induction algorithms is devel-
oped to build and train the DNN model. As a result, the in-depth performance evaluations
demonstrate that for classifying any nonlinear data, the proposed models demonstrate a
substantial performance improvement compared to the widely used techniques, includ-
ing decision tree. We then conclude that the proposed model outperformed the relevant
state-of-the-art approaches in terms of predicting the nonlinear data classification with the
stability of the model and can be used for the realization of efficient prediction to classify
any nonlinear or planar data with higher accuracy.

Future employment opportunities are numerous. We want to find out what caused
the self-regularization we saw, investigate adding DTBDNN as a module to a traditional
convolutional neural network (CNN) feature learner for end-to-end learning of image
data, determine whether DTBDNN’s whole-tree ADAM-based learning can be used as
postprocessing to improve the performance of conventionally greedily trained DTs, and
determine whether the various neural-network-based transfer learning approaches can be
used to enable transfer learning.
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Abstract: The warehousing industry is faced with increasing customer demands and growing global
competition. A major factor in the efficient operation of warehouses is the strategic storage location
assignment of arriving goods, termed the dynamic storage location assignment problem (DSLAP).
This paper presents a real-world use case of the DSLAP, in which deep reinforcement learning (DRL)
is used to derive a suitable storage location assignment strategy to decrease transportation costs
within the warehouse. The DRL agent is trained on historic data of storage and retrieval operations
gathered over one year of operation. The evaluation of the agent on new data of two months shows
a 6.3% decrease in incurring costs compared to the currently utilized storage location assignment
strategy which is based on manual ABC-classifications. Hence, DRL proves to be a competitive
solution alternative for the DSLAP and related problems in the warehousing industry.

Keywords: warehouse management; logistics; dynamic storage location assignment; reinforcement
learning; deep learning; artificial intelligence

1. Introduction

The increasing market share of e-commerce and shorter delivery time promises re-
quire more flexible and optimized warehouses so that goods are stored and retrieved
efficiently. One of the main objectives of operating warehouses lies in the reduction of trans-
port times of pallets from one location to another within the warehouse [1]. The problem
of determining where to optimally store goods in a warehouse upon entry or reentry into
the system is commonly defined as the Dynamic Storage Location Assignment Problem
(DSLAP). The combinatorial nature of the problem as well as uncertainties about the timing
of future demands for different goods renders the problem inherently challenging to solve.
In other words, whenever a single storage location assignment is needed, the effect of
the decision depends on future decisions and required storage operations that may only
be predicted to a certain extent a priori. In practice, the storage location assignment task
is often handled manually and relies on the expertise of human workers. This expertise
predominantly lies in knowledge about the frequency, seasonality, and timing of storage
and retrieval operations of goods in warehouses. In the current state of research, more
advanced approaches for tackling DSLAP problems exist. They are typically based on
a statistical analysis of historical data and warehouse simulations for the derivation of
heuristic, metaheuristic, and storage policy-based solution methods [2].

In recent years, machine learning algorithms have increasingly been utilized for the
derivation of powerful statistical models in many application domains. For planning prob-
lems, deep reinforcement learning (DRL) has emerged as a promising alternative solution
approach. It is a machine learning paradigm in which a reinforcement learning agent (RL
agent) autonomously derives solution strategies from trial-and-error experiences by updat-
ing neural network parameters based on a feedback signal (reward) [3]. DRL is applicable
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to sequential decision problems that can be formulated as Markov Decision Processes,
i.e., processes in which any next decision can be inferred from the cur-rent situation alone
and is independent of previous states of the process [3]. A formal introduction to DRL
is presented in Section 4.1. Most famously, DRL has been applied to board and video
games, where it resulted in superhuman performance without the supervision and input of
experts [4,5]. Driven by these successes, the adaption to use cases in industrial planning
problems, such as scheduling problems, has also recently been carried out [6–11]. Since
the DSLAP can be formulated as a Markov Decision Process, DRL is theoretically also
applicable to the DSLAP and related problems.

In this paper we report a practical case study on a new problem setting in the young
field of DRL-based DSLAP solutions. The case study is based on a real-world warehouse
from which operational data was stored over the course of 14 months. A DRL agent is
trained in simulated re-runs to dynamically assign storage locations with the data of the
first twelve months and then evaluated in simulations with data of the last two months.
The main contributions of this paper are:

• The empirical proof-of-concept that a real-world DSLAP may be solved end-to-end
using DRL.

• Practical design choices for solving the presented DSLAP using DRL.

The remainder of this paper is structured as follows: in Section 2, we discuss related
work addressing the DSLAP with machine learning methods. The real-world use case
defining the object of study is described in Section 3. Our DRL solution approach is detailed
in Section 4. Section 5 covers the experimental setup and used benchmarks. The results
are presented in Section 6, followed by a critical discussion of the results in Section 7 and
conclusive remarks in Section 8.

2. Related Work

The DSLAP has attracted research interest for a long time and many algorithmic
solution methods have been proposed. Most recent methods are metaheuristic algo-
rithms [12,13], but tailored solutions based on statistical analysis and manually defined
rules [14] or integer linear programming models [15] also continue to be developed. For a
survey of solution methods for the DSLAP, we refer the interested reader to Ref. [2].

The capability of machine learning models to derive useful information from ware-
house operation data has been investigated in several research works. For example,
Li et al. [16] trained a deep learning model to predict the duration-of-stay (DoS),
i.e., the time a pallet is going to stay at the assigned location within the warehouse. This
prediction is then leveraged in a constraint optimization algorithm to reach the final alloca-
tion decision. To obtain a more direct strategy using machine learning, Rimélé et al. [17]
proposed a deep learning model to predict the probabilities with which a Monte-Carlo-Tree-
Search (MCTS) algorithm would have assigned a particular storage location. To generate a
suitably labeled dataset, extensive MCTS runs are required before training. Berns et al. [18],
used decision trees to predict zones A, B, or C for pallets entering a simulated warehouse,
where each class represents a zone in the warehouse to which the pallet is then transported.
All approaches mentioned above have shown performance increases compared to previous
methods used in each respective scenario. However, they rely on time-consuming manual
labeling by experts or expert systems of historic operations because they are supervised
learning methods. In contrast, the method we propose in this case study is based on DRL
and therefore does not rely on manual labels.

The general feasibility of DRL for variations of the DSLAP has also been explored
recent years. Kim et al. [19] addressed a DSLAP in a ship block stockyard to minimize the
rearrangement of ship blocks. In the described setting, ship blocks are assigned a storage
location and often must be rearranged due to new unforeseen circumstances. The authors
trained two DRL agents, one that assigns the primary location and one that performs all
relocations. Another DSLAP variation was studied by Rimélé et al. [20]. Here, a DRL agent
was trained to assign pallets to one of six different zones upon new arrival at the warehouse.
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The pallet was then transported to the chosen zone by a robot, which picks up a retrieval
order on the way back to the entrance. Both publications report substantial improvements
of the DRL-based methods over the existing method.

In this paper, we describe a real-world use case of the DLSAP and a methodology to
tackle it effectively using DRL. Similarly to the works in Refs. [19,20], we exclusively use
DRL for the solution generation, but we address a generally different warehouse logic and
layout. In addition, compared to prior publications, no information about future demand
is available as a basis for each new storage location assignment. Therefore, the DRL agent,
similarly to experts in the warehouse, must learn when and how often certain products are
moved solely from historic data and then act accordingly.

3. Use Case

In the following we describe the outline, logic and simulation of the studied warehouse,
the used data and the implementation details of the reinforcement learning approach.

3.1. Warehouse Outline, Logic and Simulation

The object of study is a real-world semi-automatic high-bay warehouse. It has a single
point of entry for all arriving and departing goods, where the distribution onto a part of
the first rack is carried out manually. The warehouse further consists of twelve lines of
high-bay racks which are handled by two automatic storage and retrieval systems (ASTS)
which can move freely along guide rails on corridors between racks (see Figure 1). In
addition, goods can be moved via conveyor belts between rack 2 and 3, facilitating storage
and retrieval from and on racks 3 and 4.
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Figure 1. Schematic layout of the warehouse.

Operations in the warehouse follow a strict logic: When new goods arrive at the entry
point, they are first assigned a storage location in the warehouse. All goods arrive on pallets
containing varying amounts of multiple good types. The pallet is manually moved to the
first rack and, depending on the assigned storage location, picked up by an ASTS that
carries the pallet to the assigned destination. In the afternoon, pallets are often stored in
a two-step process: they are first brought to a temporary location close to the entry and
then moved to their final location during nighttime. Small conveyor belts installed in racks
1–3 can move pallets between two racks. Usually, one of the ASTS remains in the corridor
between racks 3 and 4, because entering this corridor takes a particularly long time. In
addition to newly arriving pallets, pallets may be brought to the entry point to retrieve some
or all goods on them. If goods remain, a new storage location is determined. Otherwise, the
pallet leaves the warehouse. The transport time between storage location assignment and
arrival is roughly proportional to the cost of the storage process and therefore constitutes

116



Technologies 2022, 10, 129

the objective to be globally minimized. In practice, the storage location assignment takes
the form of a manual classification into class A, B or C for each pallet and is based on the
experience of the worker. The three classes correspond to zones within the warehouse, for
which the transportation time and cost are roughly the same. The zones are distributed as
depicted in Figure 1.

The simulation that we used for conducting the experiments represents the described
warehouse structure. It stores the current capacity utilization of the racks and keeps track
of all transportation costs which arise from conducted storage and retrieval operations.
The cost is represented by a unitless metric which corresponds to the mean relative trans-
portation times measured in reality. Correspondingly, transportation operations to zone
A take one cost unit, to zone B two cost units and to zone C ten cost units. The capacities
of each zone are 9%, 25% and 66% of 9000 total storage locations for zone A, B and C,
respectively. As a simplification, we did not consider the two-stage storing process which
occurs in the afternoon but treat all pallets as if they were moved to their final location
directly. We implemented the simulation logic in Python and follow the OpenAI Gym
API guidelines [21], which present a common API for simulations used in reinforcement
learning research and practice.

3.2. Real-World Data

The used data basis for training and testing of the DRL agent comprises of
12,100 items of historical information on storage and retrieval operations. The data contain
all such operations of 500 different goods types collected between January 2021 and April
2022. The information for each operation consists of:

• A timestamp [YYYY-MM-DD hh-mm-ss] when the location assignment took place.
• The loaded good type identification number.
• The number of articles on the pallet.
• The date on which the pallet was first packed and entered the warehouse system.
• The type of storage location assignment (first entry or re-entry after partial retrieval

of articles).
• The class (A, B or C), assigned to the pallet based on subjective experience by

human workers.

4. Reinforcement Learning Approach

In this section, an introduction to DRL and the design choices of the proposed approach
are presented regarding the action design of the agent, the observation space, the reward
formulation, and the learning algorithm along with its hyperparameters. Unless stated
otherwise, they were obtained through preliminary experiments.

4.1. Introduction to Deep Reinforcement Learning

Reinforcement learning (RL) can roughly be categorized into value-based and policy-
based methods. Value-based methods update Q-values representing the expected dis-
counted cumulative reward given the current state s for all available actions a:

Qπ(s, a) = Eπ

[
∞

∑
k=0

γkR(st|at)|s0 = s, a0 = a

]
(1)

The policy of the RL agent during inference is obtained by choosing the action with
the maximal corresponding Q-value for each state. Since the number of different states in
scheduling problems is very large, the function representing the Q-values is approximated
with a deep neural network and updated using the gathered data during training [3].
A popular representative of value-based methods is DQN [22]. Policy-based methods
optimize the policy πmore directly by learning a function mapping a state s to an action.
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This function, in DRL, is also approximated using a deep neural network parameterized
with parameters θ. The updates to the policy function follow the gradient

∇θ J(θ|s) = Eπθ
[Qπ(s, a)·∇θ log πθ(s, a)] (2)

which was first proposed in Ref. [23]. A popular modern representative is Proximal Policy
Optimization (PPO) [24].

4.2. Action Space and Interaction with the Simulation

A storage location assignment is required whenever a pallet is in the front of the
warehouse (entry) and not empty. The actions the DRL agent may take mirrors the timing
and possible choices of the decision-making process that is currently conducted by human
workers in the warehouse: the DRL agent may assign a pallet to zone A, B or C. Hence, the
action space of the DRL agent is discrete and of size three. The simulation automatically
interprets the action and executes the process: changing the location status of the zone and
adding the transport cost to the total cost. In the hypothetical situation in which a zone is
full, the agent may not choose that zone. This exception is handled by the DRL algorithm
and explained in Section 4.5.

4.3. Observation Space

In each step, the action should be based on the state of the warehouse, the character-
istics of goods on the pallet for which the storage location must be assigned, the storage
location assignment and the date. The necessary information on the state of the warehouse
is the current capacity utilization in each of the zones. Therefore, the capacity CAP of the
warehouse is represented as a three-dimensional vector

CAP =

[
items in A

total capacity o f A
,

items in B
total capacity o f B

,
items in C

total capacity o f C

]
. (3)

The goods information is represented by a vector containing the multi-hot encoded
goods type (vector of zeros with length 500). The type of storage location assignment is
binary: a 0 indicates that the pallet is entering the warehouse for the first time, whereas
a 1 indicates a re-entry. The date is encoded as a single value representing the day of the
year. It is scaled through division by 365. From these three features, the agent is supposed
to learn, when and how often particular good types are moved in the warehouse. The
aggregated resulting observation vector is of length 505.

4.4. Reward Design

The chosen reward is directly proportional to the resulting cost of each operation and
was scaled such that a stable learning was reached in preliminary experiments. Accordingly,
the assignment to zone A is rewarded (or rather punished) with −0.01, the assignment to
zone B with −0.02 and to zone C with −0.1 (confer Equation (2)). Note that the sum of all
rewards over an observed period will be proportional to the total transportation cost in that
time. The agent is supposed to learn to accept temporarily larger punishments for the sake
of maintaining enough capacity in less expensive zones for more frequently moved pallets.

reward =




−0.01 i f action = Zone A
−0.02 i f action = Zone B
−0.1 i f action = Zone C

(4)

4.5. Learning Algorithm and Hyperparameters

The chosen DRL-algorithm is PPO [24]. PPO is a popular DRL-algorithm for its stable
learning behavior, and it is applicable to the chosen discrete action space design. We
compared the performance of PPO with that of DQN [22] in preliminary experiments
and observed far superior performance and learning behavior by PPO. Specifically, we
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deployed the action-masked version of PPO from the StableBaselines3 implementation [25].
Action masking ensures that no invalid actions, such as assigning a pallet to a full zone,
may be taken by the agent during both training and deployment. Although the DRL
agent could theoretically learn not to suggest invalid actions through the reward signal,
our experiments showed much better learning behavior for the masked version. Suitable
hyperparameters were obtained through trial and error. The ones that differ from the
defaults of Ref. [25] are listed in Table 1.

Table 1. Used hyperparameters for PPO.

Hyperparameter Value

alpha 0.0001
steps 19500

gamma 0.99
ent_coef 0.00

gae_lambda 1
vf_coef 0.5

n_epochs 10
batch_size 256

policy_kwargs: net_arch [256, 256, 256]

All Code was implemented in Python and executed on an AMD Ryzen 7 4700U (8 MB
Cache, 2 GHz) hardware. This relatively limited hardware configuration led to real-world
applicable training times of about four hours and inference times for a single storage
location allocation decision of 0.7 ms.

5. Experimental Setup
5.1. Train-Test Split

The division of all historic data into a training dataset and testing dataset is non-trivial,
since more training data generally lead to a better generalization to unseen data but more
testing data leads to more meaningful evaluations. In this study, the training data includes
all data from February 2021 to January 2022. Accordingly, the testing data includes data
from February 2022 and March 2022. This way, a seasonality in the frequency of storage
and retrieval operations of certain goods, could be learned by the DRL agent from the
training data and could be evaluated on the test data.

The training was performed with five different random seeds used for the random
initialization of the neural network parameters.

5.2. Benchmarks

To evaluate the performance of the DRL agent, four rule-based benchmark storage
location assignment methods were implemented:

1. RANDOM: The easiest benchmark method samples actions (A, B or C) randomly from
a uniform distribution.

2. Just-in-Order: This method follows the intuition that the cheapest zones should be
used to the limit. Therefore, as long as the capacity utilization of zone A is not 100%,
pallets are assigned to zone A. When it is full, pallets are assigned to zone B and so on.

3. ABC: This method represents the currently running system in the warehouse. For
this benchmark, we use those classes that were assigned by experts and executed
in reality.

4. DoS-Quantiles: This method is engineered from historic data and serves as the
strongest baseline, which can be created only in retrospective. It is based on the
duration of stay (DoS) of a certain good type. Two quantiles q1 and q2 of the DoS are
defined. When the historic average DoS of a good type on a pallet is smaller than or
equal to q1, the pallet is assigned to zone A. If it is between q1 and q2, it is assigned to
zone B. The rest is assigned to zone C. In a preliminary grid-search of quantile values
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q1 ∈ [0.35, 0.40, 0.45 . . . 0.95] and q2 ∈ [0.40, 0.45, 0.50 . . . 1.00], q1 = 0.70 and q2 = 0.90
achieved the best results on the whole dataset.

In contrast to all rule-based benchmarks, the DRL agent incorporates knowledge
about the current zone capacity utilization, which gives it a theoretical advantage. If one of
the benchmark methods assigns a pallet to a full zone, the action is overwritten with the
next cheapest zone for an assignment to zones B and C, and with B in case of an invalid
assignment to A.

6. Results

The learning curve of the DRL agent over training steps on the x-axis is depicted
in Figure 2. The solid black line indicates the cumulative reward of the DRL agent after
each training episode, i.e., after all storage location assignment decisions of one year. It is
averaged across the five random seeds. Minimum and maximum values across the random
seeds are indicated by the gray shaded area. The horizontal lines depict the cumulative
rewards of the benchmarks on the same training data: DoS-Quantile (orange), ABC (green),
RANDOM (red) and Just-in-Order (blue) from top to bottom in that order. After around
2.5 Mio. executed actions (steps), the DRL agent already performs better than Just-in-Order
on the training dataset. After 5 Mio. training steps, it consistently beats RANDOM and
ABC. Around 20 Mio. steps into training it converges towards a value between ABC and
DoS-Quantile. Note that, as previously mentioned, DoS-Quantile is an artificial benchmark
created posteriori that represents an upper limit. It is noteworthy that all five DRL agents
train very consistently and differ only marginally in their performance across training.
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cumulative reward on each training episode over training progress in million steps.

The results on the testing data are summarized in Table 2. The Total Cost column lists
the unitless cost achieved by the DRL agent (PPO) and all five benchmarks. Thus, lower
values represent better performances. The results are qualitatively similarly to the results
on the training data: the DRL agent outperforms all realistic benchmark methods, including
the reality-based ABC method, which it outperforms with 6.3% lower transportation costs.
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Table 2. Results on the test data. DRL results are boldfaced.

Agent Total Cost
Number of Assignments per Zone Mean DoS per Zone

Total A B C A B C

PPO (Ours) 37.78 1088 214 647 227 2.16 4.12 9.12
DoS-Quantile 35.99 1088 257 621 210 2.58 3.83 16.12

ABC 40.34 1088 262 561 265 2.25 4.45 7.54
RANDOM 45.43 1088 369 377 342 4.41 4.95 4.29

Just-in-Order 45.70 1088 110 665 313 4.87 3.87 6.08

The Number of Assignments per Zone and Mean DoS per Zone columns give insights into
the strategy learned by the DRL agent. Since DoS-Quantile is the best solution found on
the data and Just-in-Order the worst, it is helpful to compare the results of PPO to those
two. PPO assigns fewer pallets to zone A than DoS-Quantile, but more than Just-in-Order.
One explanation is that PPO is pushed towards the Just-in-Order strategy at the beginning
of training, because assigning most pallets to zone A gives the largest immediate reward.
Over the course of training, the agent learns to move away from that short-sighted strategy
for the sake of optimizing the cumulative reward across the whole learning episode. Yet,
the number of assignments to zone A falls below the optimal number, indicating a potential
remaining bias towards zone A.

The mean DoS per zone indicates that the DRL agent has successfully learned to
classify goods into shorter and longer mean DoS in an assigned location. Pallets in zone A
have the smallest mean DoS when assigned by the DRL agent compared to all benchmarks.
However, the best strategy (DoS-Quantile) successfully lowers the mean DoS in zone B,
which seems to be a better strategy, and realizes a very large DoS for zone C. This could
be an artifact of changing DoS times throughout over time, which can lead to a difference
between the training and test data.

7. Discussion and Future Work

A reliable reduction of 6.3% in transportation cost is a significant improvement. At
the scale of modern warehouses, this brings a substantial competitive advantage. It is
worth noting that the presented reinforcement learning approach is easily transferable to
warehouses of other industries by modifying only use-case specific details (e.g., goods
types and reward signals).

Moreover, we believe that further improvements of the results may be possible but
exceed the scope of this case study. In the future we plan to analyze whether the potential
bias towards zone A mentioned above can be addressed by means of different reward
functions. Furthermore, as we have shown in Section 6, the solution strategy found by
PPO does not lead to perfect mean DoS for zone C. We expect that the gap between mean
DoS times per zone between DoS-Quantile and PPO would become narrower with more
available training data. This data is constantly gathered in the warehouse and will be
used in future studies. Lastly, the results could possibly be further improved through an
extended hyperparameter optimization.

Despite the success, there are limitations to the provided methodology, currently still
hindering its deployment. The first is a certain difference between the logic implemented
in the simulation and reality. In reality, some pallets are preliminarily stored in zone A
throughout the day and transported to the other zones at night (compare description of the
two-stage storage process in Section 3.1). The slightly different logic may cause overflows
in zone A or corrupt the learned strategy of the DRL agent. The second open challenge is
posed by arrivals of new goods types, as the observation space of the DRL agent is fixed
and depends on the total number of goods types. Therefore, the introduction of a new type
of goods makes a re-training necessary. A direction of future research will be the effective
handling and re-training for new types of goods.
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8. Conclusions

This paper presented a successful application of deep reinforcement learning (DRL)
to the dynamic storage location assignment problem (DSLAP) using real-world data for
training and testing. The trained DRL agent effectively reduces the transportation cost in
the warehouse presented in this study by 6.3% compared to the currently used method.
The presented approach may easily be transferred to other warehouse layouts and logics.
It can therefore be concluded that DRL is a promising approach for DSLAP that should
be considered as an assistance system or even automated system when looking for more
efficient warehouse operation.
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Abstract: Organizations must quickly adapt their processes to understand the dynamic nature of
modern business environments. As highlighted in the literature, centralized governance supports
decision-making and performance measurement processes in technology companies. For this reason,
a reliable decision-making system with an integrated data model that enables the rapid collection
and transformation of data stored in heterogeneous and different sources is needed. Therefore, this
paper proposes the design of a data model to implement data-driven governance through a literature
review of adopted approaches. The lack of a standardized procedure and a disconnection between
theoretical frameworks and practical application has emerged. This paper documented the suggested
approach following these steps: (i) mapping of monitoring requirements to the data structure,
(ii) documentation of ER diagram design, and (iii) reporting dashboards used for monitoring and
reporting. The paper helped fill the gaps highlighted in the literature by supporting the design and
development of a DWH data model coupled with a BI system. The application prototype shows
benefits for top management, particularly those responsible for governance and operations, especially
for risk monitoring, audit compliance, communication, knowledge sharing on strategic areas of the
company, and identification and implementation of performance improvements and optimizations.

Keywords: business intelligence; data model; data warehouse; enterprise system; IT governance; IT
performance monitoring

1. Introduction

In any organization, in order to achieve the best results, performance management
must involve people at all levels of management. Performance management is one of the
standard mechanisms for improving alignment between business unit/customer manage-
ment and personnel [1].

In particular, performance management has been recognized as a crucial mechanism
in information technology, although the literature is scarce in this field [2]. Information
technology (IT) companies and high-tech companies belong to the category of technology
companies (also known as tech companies). They provide technology products or services,
such as electronics-based technology products, including activities related to digital elec-
tronics, software, and Internet-related services (e.g., e-commerce services; examples of tech
company are Apple Inc., Samsung, Alphabet Inc., Meta, Intel, Microsoft, and Alibaba) [3].
In this dynamic business environment, the IT structure supports the flexible and effective
use of technology systems and products to grow the business and improve cost efficiency.
Therefore, centralized governance is needed to guide, coordinate, and support the business.
IT governance has also been recognized as a structure that specifies decision rights and an
accountability framework to encourage desirable behaviors [4]. Additionally, it is critical in
providing strategic direction to ensure that goals are met, risks are properly managed, and
company resources are used appropriately [5]. Researchers put their efforts into investigat-
ing IT governance, methods, techniques, and tools to support decision making and align

124



Technologies 2022, 10, 106

IT with business strategies and different frameworks. The Calder–Moir IT Governance
Framework (Figure 1) was designed to help organizations by using these overlapping
frameworks and standards and deploying the best-practice guide contained in ISO/IEC
38500. Calder argued that none of the international standards provide comprehensive
guidance and that most standards have overlapping issues; therefore, he proposed the
Calder–Moir IT Governance Framework [6]. The result is a series of proposals and plans
that describe the characteristics of the business and IT, the expected performance, the
changes needed to achieve that performance, and the resource implications [7].
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Figure 1. IT governance framework. The upper half covers the processes that determine directions,
make plans and decisions, and establish constraints. The lower half covers processes that manage
capabilities or develop new ones and use them to deliver products/services. Once the business
strategies (red in figure), governance regimes, risk assessment, and controls have been developed
(yellow in figure), IT works with the business to develop architectures and deliver plans based
on those requirements (green in figure). The three layers into which the framework is divided,
respectively, indicate the key issue for the board to consider (internal level), the executive management
responsibilities (middle layer) and the issue related to IT practitioners (external layer) [7].
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As outlined in the literature and by the Information Technology Governance Institute
(ITGI), the domains of IT governance are IT strategic alignment, IT value delivery, IT risk
management, IT resource management, and IT performance monitoring [8–10]. IT delivery
value is enabled by IT strategic alignment with the business. Risk management is driven by
embedding accountability in the enterprise; it needs to be supported by reliable measures
to verify the results achieved (Figure 2).
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Figure 2. IT governance framework. The five areas of governance. The system follows the five areas
driven by the stakeholders needs. The two outcomes (IT delivery and risk management) and three
drivers (IT strategic alignment, resource management, and performance measurement) [9].

The performance measurement domain has been considered as one of the most im-
portant for increasing the organization’s capabilities and the IT governance maturity [11].
Therefore, the implementation of an enterprise performance measuring system is an in-
tegral part of effective IT governance [12]. However, literature highlights a gap between
theoretical frameworks and practices and states that, although hard governance (structures,
procedures) attracts the attention of many, soft governance (behaviour, collaboration) could
be crucial in bridging the gap [13–16]. Therefore, this research aimed to investigate the soft
governance practices and contribute to designing a decisional support system to implement
data-driven governance. The literature scouting outlined limitations in the implementation
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of governance practices. As such, the proposed approach intends to help bridge this gap.
Starting from the previewed research work, it extends the area of monitoring, overcoming
the main limitation by structuring a data model that includes not only project information
but also data sources from other organizations, providing comprehensive and organized
reporting, as a key element in guiding organizations in such an ever-changing environ-
ment [17]. Therefore, the research proposes a solution that enables information sharing
as one of the missions of governance in organizations and facilitates monitoring of the
identified critical governance area, overcoming the current limitations in governance [18]:

• siloed information management;
• non-standardized data extraction; and
• lack of report development techniques.

The proposed repository data model can support online analytical processing (OLAP)
and make available the information needed for decision making, providing flexibility and
autonomy to users in data analysis and reporting.

The proposed model was then tested on a case-study, FSTechnology, which is part
of the Italian Ferrovie dello Stato Group. It is an Italian rail transportation company with
about 83,000 employees. It has declared its intention to invest EUR 58 billion, EUR 6 billion
of which is earmarked for innovation and technology, as stated in its 2019–2023 strategic
plan. FSTechnology was born in 2019 and is a services company dedicated to technology
and innovation initiatives in support of the parent group. It is a multi-sourcing integration
company, and its market extends to rail, freight, infrastructure, bus, and services.

Therefore, it helped support the main needs for data-driven governance-monitoring
by linking IT performance measurement with data-driven solutions. The main results
obtained attested to the bridging of the gap that emerged. Its managerial implications
have led to (i) the availability of critical information across the enterprise; (ii) a central-
ized visualization by which to monitor processes and implement process improvements;
(iii) compliance verification activities; (iv) management support in data reporting (e.g.,
rapid and reliable reporting of critical information to the advisory board or to customers);
(v) increased digitization through automation of daily manual tasks in updating data;
(vi) improved contract and subcontract monitoring and formalization of new ones;
(vii) optimization of financial area monitoring; (viii) scalability that enables rapid cus-
tomization of reporting at any organizational level; and (ix) the ability to further integrate
unstructured data from operations.

The remainder of the paper is organized as follows. Section 2 describes the state-
of-the-art decision support system for data-driven governance and the data model of a
data warehouse (DWH) coupled with a BI as one of the DSS systems. Section 3 outlines
the methodology applied to design the data model and a description of the ER diagram,
highlighting the main results, along with the BI reporting system developed for analysis.
Section 4 reviews strengths and weaknesses of the proposed solution and managerial im-
plications discussing the main obtained results, and finally, Section 5 summarizes the main
contributions and limitations of this work, documenting the potential for future research.

2. Background—Literature Review
2.1. Performance Measurement

Performance measurement has been recognized as the key element in bringing value
to the business through IT and increasing the level of IT maturity [19,20]. In addition, a
CIO’s role is to attest to where the business is and show the business intelligence dash-
boards representing the state of the organization and the metrics identified (e.g., showing
the total cost of ownership (TCO) and service level performance) toward the use of busi-
ness intelligence (BI) [21,22]. Therefore, the performance measurement domain helps the
organization make an effective decision structure, especially regarding IT principles, in-
frastructure management, and investments [23]. This holds especially true in governance,
wherein the focus on decisional problems is growing, pushing toward data-driven decision
making [24]. The means of value creation has shifted from tangible to intangible assets, and
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the latter cannot be measured by using traditional financial measures. The first method
proposed for organizations’ performance measurement is the balance scorecard (BSC). It
has four measurement perspectives: customer focus, process efficiency, and ability to learn
and grow. Each perspective is designed to answer the question about how the organiza-
tion operates. As such, organizations consider intangible items (e.g., level of customer
satisfaction, streamlining of internal functions, creation of operational efficiencies, and
developing staff skills). This allows long-term strategic goals to be linked with short-term
actions through a single, more complete view of business operations. However, setting
clear goals and measures is still a challenge and requires cooperation among different
levels of governance within the company. Thus, BSC should include cause-and-effect
relationships, which are difficult to implement [25]. Others have proposed the use of
critical success factors (CSF) and key performance indicators (KPI) to monitor performance.
Nowadays, the importance of data leads organizations to adopt business intelligence and
analytics to uncover hidden information and accelerate organizational performance and
innovation [26,27]. A performance measurement system (PMS) is defined as a system
for assessing organizational performance in qualitative and quantitative terms through
financial and non-financial indicators. The evaluated data are essential for making strategic
decisions [28,29]. IT governance standards (proposed by ISO), repositories of best-practices
and recommendations (e.g., ITIL, COBIT), methods (e.g., BSC) and models (e.g., capability
maturity model integration (CMMI)), are widely used to reduce the complexity of decision
making. However, the lack of a standardized measurement method leads to poor data
consistency and practical implementation of performance monitoring [30]. Some studies
have suggested that understanding the governance process, along with monitoring IT per-
formance, is critical to the effective implementation of IT governance. Therefore, relational
mechanisms, also known as the communication approach, along with knowledge sharing
are effective supports in disseminating IT governance principles, policies, and decision
outcomes to stakeholders [31]. Knowledge sharing is the provision of information and
know-how to support the other person in collaborating to solve the problems, implement
policies or procedures, or develop ideas [32]. A knowledge-sharing strategy has been rec-
ognized as a fundamental part of organizational strategy, as it enables adequate response
to business needs and, consequently, the implementation of a long-term strategy [33].

Therefore, this study analysed the supporting methods and tools in performance
measurement. Although the gap between IT and management may increase with this
implementation, it is crucial to bridge the gap between a performance management system,
business intelligence, and analytics, which must be integrated with each other [34]. The data
warehouse (DWH) is a key element of a BI system, supporting data integration, storage,
processing, analysis, and reporting [22].

Finally, such systems have been recognized as crucial company assets in several fields,
such as: in the area of security incident analysis, where alerts and events from different
Internet security sources are stored in a single data warehouse [35], or in the field of Earth
observation, wherein the concept of a multidimensional data model has been used [36].
Other fields of application include health care, wherein a unified data framework has been
proposed with the aim of simplifying the health information system infrastructure [37],
and in manufacturing to improve the quality of productivity [38,39].

2.2. Decision Support System for a Data-Driven Governance Background

Since ancient times, the intelligence of decision-making has been recognized as crucial.
Despite the amount of research in decision making, it still remains one of the biggest
challenges [40]. Since the 1960s the topic of decision making has attracted the attention
of academics and practitioners, when organisations implemented transaction-processing
systems for analysing operations. Nevertheless, there is a gap in using analytics to their
advantage. Later, decision support was combined with computers, which led to decision
support systems (DSS) and executive support systems (ESS) [40]. In the 1990s, organizations
began to realize the importance of a business intelligence, following the development of data
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warehousing [41,42], and online analytical processing (OLAP) [43]. Next, the complexity
of data coming from different sources requires data integration and identification of KPIs
to extract relevant information to support decision makers. The digitalization of decision
making belongs to the governance domains along with performance measures (Figure 2); as
such, decision support systems are information systems designed to enable these activities.
Decision support systems refer to a field of research that includes the design and study of
DSS application, clustered in five components [44–46]:

• Model driven;
• Data driven;
• Communication driven;
• Document driven; and
• Knowledge driven.

One of the most popular DSS tools is the balance score card (BSC), which integrates
financial and non-financial indicators, as mentioned in Section 2.1. Later, the two creators
(Kaplan and Norton) extended the tool to the strategy map (SM) [47] (both represented
in the Business Strategy quadrant by Calder in Figure 1). The SM provides a cause-and-
effect relationship among indicators. Others proposed activity-based costing/management
or performance PRISM as a DSS system [47]. However, they require a great deal of
human activity to implement. Digitalization allows one to collect a large amount of data,
which companies use to develop strategies and make decisions. The development of IT
enables these systems not only to reason about knowledge and provide detailed financial
information, but also to predict future measures. They can be used to measure enterprise
performance, to support decision makers in rapid evaluations of measured values and to
predict future measures. Later, they were called retrieval-only DSS, executive information
systems, OLAP systems and BI. A BI system is a data-driven DSS that provides support
in querying a historical database and reports [44]. The greatest capability of data-driven
DSS occurred in the early 1990s with the introduction of OLAP. The key element in the
success of a data-driven DSS is ease of use and quick access to a large amount of accurate
and organized multidimensional data [46].

DSSs are usually classified into three groups to support the identification of the most
suitable one for the purpose [48]:

• Passive: This group does not suggest any decision but helps decision makers in the
decision-making process; it is common in field operations in the organization.

• Active: This group recommends decisions and gives advice to the decision makers.
It requires the active participation of managers or leaders in organizations to define
gaps in processes or improvements in the organization.

• Cooperative: This is a framework designed for making decisions on behalf of the deci-
sion makers. These proposals are then fine-tuned and validated by decision makers.

In summary, a data-driven DSS represents a support in governance providing insights
and analytics to estimate impacts of the different policy options [49]. It is, thus, a necessary
IT tool for a technology company, to support strategic and operational decisions [50] and to
enable activities of data-driven governance.

2.3. Data Model for DWH Coupled with a BI System for Data-Driven Governance

To adequately address the design of a data model, a literature review was conducted
with the goal of finding the optimal solution for designing a data warehouse data model
for BI purposes as a support for analysing and reporting crucial business information
in a data-driven governance context. Both the development and management of a BI
system have emerged as critical activities, in light of the demonstrated effectiveness of
a business intelligence technology along with the data warehouse for decision-making
process support [51,52].
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The term business intelligence was coined in 1958 by Luhn and defined as: “the ability
to apprehend the interrelationships of presented facts in such a way as to guide action
towards a desired goal” [53]. This tool can transform data into information and, through
human analysis, into knowledge [54].

The main question that a BI can answer is:

• What is happening now and why? In contrast, business analytics can answer
the question:

• What will probably happen in the future? BI refers to immediate answer and the
central elements are [50]:

• real-time data warehousing;
• detection of exceptions and anomalies;
• automatic learning and refining;
• seamless workflow; and
• data mining.

The BI system gathers data from a variety of sources, and the main differences between
BI and big data are highlighted below [55] in Table 1:

Table 1. Main differences between BI and big data.

BI Big Data

Data Sources Mostly internal Mostly external
Data Types Mostly structured Unstructured

History Essential Less relevant
Users Managers/Controller Data scientist

Precision Exact results Approximate results
Privacy Not critical Critical

Control over data Almost full control Little or no control

The types of data come from the following sources:

• Unstructured: e.g., conversations, graphics, images, and movies.
• Structured: e.g., data coming from OLAP, data warehouse (DWH), data marts (DM),

enterprise information system (EIS) or enterprise resource planning (ERP).

In summary, BI has been widely used to describe the process of gathering, analysing,
and transforming large amounts of data into information for decision makers [40]. Al-
though the use of big data is highly promoted today, standard relational databases are still
essential [56]. The purpose of BI performance monitoring and control of an organization
is to support many users; it should not be directed at solving a single business problem,
but should support a group of users in different business decisions [57]. Therefore, diffi-
culties occur both when an information cube (data warehouse) must support all levels of
business, and when a single group of data must feed several BI tools, resulting in the loss
of performance. When implementing a BI system, a trade-off between a bottom-up and
top-down approach must be considered. Another key aspect is that the system must be
connected and adhere to the processes of the organization to convey correct information.
For this reason, the criticality of the data model design in developing a BI system emerges.
Finally, business intelligence and analytics frameworks enable linking different business
elements (organizational rules, KPIs, authorizations, and visualizations).

The data warehouse for BI purposes must ensure that data is available in the right
form for analytical processing activities, such as OLAP, queries, reporting, and other
decision support applications [58]. In addition, the design is highly dependent on both
data sources and user needs [59]. Bill Inmon defined the DWH as follows: “A warehouse is
a subject-oriented, integrated, time variant and non-volatile collection of data in support
of management’s decision-making process”. Ralph Kimball defined it as follows: “A
warehouse is a copy of transaction data specifically structured for query and analysis”. A
data warehouse is a large repository that collects data from internal databases, such as
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operational data, and databases outside the organization. Its main characteristics are that
it is topic-driven, its data is stored in a single source, and that it is time varying and not
volatile [41,60]. In summary, operational databases are different from data warehouses, so
user queries have no impact on these systems. Furthermore, the integration of BI and DWH
enables an organizational operational platform for decision making, ensuring the security
of data access [51,61]. Maryska et al. proposed a DWH architecture based on a traditional BI
solution, with the aim of integrating it into the enterprise architecture of any organization
to support the implementation of cost allocation, profitability, and management within the
analytics task performed [62]. Researchers propose using data integration and business
analytics techniques to define a data governance model that measures data quality [5].
Although the design of DWH along with BI systems is a well-established practice, the
literature on IT governance application is still poor.

To prepare a data warehouse for BI purposes, the data collected must be cleaned,
integrated, and transformed. Integration includes such operations as identifying and
resolving data conflicts and removing redundancies. At this stage, different types of
data are stored while maintaining the same format throughout the extract transform load
(ETL) process [60]. In an integrated architecture, the ETL layer enables improvements
in data quality and consistency and the flow of information between systems [51]. Data
quality has been classified into four dimensions: intrinsic, contextual, representational,
and accessibility [63,64]. The repository containing the data can range from spreadsheet
to mainframe systems, after data modelling a crucial part of ensuring data quality is ETL,
which is a key component of the DWH. Therefore, proper design of this process is necessary
for data integrity and quality improvement, as it refreshes the DWH with updated and
added data in source systems since the last extraction [65]. Extraction and transformation
are the same in both Kimball’s and Inmon’s approaches, whereas the loading process differs
in that clean data are loaded directly into data marts and then into a central DWH. The
literature recommends the use of Kimball’s DWH design method in organizations where
people operate in different departments/units and information is siloed [66]. Therefore,
we adopt Kimball’s approach to develop the model.

The data model typically defines the dataset for an application and supports the de-
velopment of information systems by providing the definition and format of the data [67].
The literature states that there are no standard methods for implementing the conceptual
model [67,68]; hence, the designer must choose the right data model based on the appli-
cation. In addition, the common and main criteria needed to evaluate a data warehouse
design methods are correctness, completeness, minimization, and comprehensibility [69].

To support the designer in obtaining a data warehouse data model, several approaches
have been proposed. The main proposed methods, based on operational systems, can be
grouped into [70] the structure-based method, known as a data-driven approach, and the
process-based approach [22,71]. The former considers that the data sources available in
operational systems influence the conceptual and logical design of the data warehouse.
However, this approach highlights a lack of guidance in identifying the DWH model, a gap
between the design and behavioural aspects of the system and a manual transformation
required to obtain the model. The latter is aimed at designing a DWH that can provide
the measurement of business performance. Therefore, it requires a deep understanding
of business processes and their relationships, identifying the necessary data source. The
main advantage is that it incorporates process performance measures into the process
activities, giving those performing the process the opportunity to get an accurate picture of
the business [72]. In this research, the structured-based approach was chosen, as explained
in Section 3. The dimensional model design technique represents data in a standard frame-
work and is based on the following principles: focus on the business, build an appropriate
information infrastructure, provide meaningful increments [42]. The dimensional model
consists of facts, which represent key tables and dimensions, indicating the details and
features. The main model design techniques are [73] as follows:
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• Star Schema: This is a simple model, which the dimension tables are directly related
to the fact table. However, this model does not consider the necessary storage space
and data normalization.

• Snowflake Schema: This model allows normalization of dimensions, and hierar-
chies are separated. This model has better maintenance agility by reducing the
number of redundancies.

Other approaches proposed in the literature for modelling a data warehouse are multi-
dimensional modelling (MDM) [42] and normalized modelling (data mart) [41]. The former
is able to process data quickly and has advanced data warehouse features [50]; it is also
used for decision support in BI [74,75]. It consists of fact tables and multi-dimensional
tables [76]. Therefore, the MDM mainly addresses business process or transaction, and
it is simple to design. The second, on the other hand, is used for data integration and
redundancy reduction; often a combination of the two methods is applied to two-tier
data model [77]. Researchers proposed the data vault model, which consists of using the
many-to-many relationship of all entities at the beginning. This means representing the
worst-case scenario at the initial stage, and it is easier to modify the architecture, if a user
requirements change [57]. Moreover, another area of investigation is the optimization
of a multi-dimensional data model by using a multi-criteria decision-making approach,
in order to increase the flexibility of the data model for BI purposes [78]. However, the
optimization problem is beyond the scope of this work. In addition, others have defined
a multi-dimensional reference models to allow designers to adapt the model of a specific
company and facilitate the design and development of a BI system solution [79].

3. Proposed Approach and Results

This section describes the proposed approach used to design and develop the data
model and the resulting dashboards to support data-driven governance implementation.
The data model of a DWH coupled with a BI system was designed according to the
main steps outlined in the literature: (i) requirements analysis; (ii) data source analysis;
(iii) data warehouse modelling; ETL process; and (iv) reporting [80,81]. This section
describes the proposed approach and the main results obtained in contributing to a data-
driven governance implementation.

3.1. Requirement Analysis

To adequately address business needs on reporting requirements, the first key step
is to define the desires of end users [59,82]. The type of the data-driven decision-support
system developed is both passive and active. Therefore, as explained in Section 2.2, it aims
to help decision-makers in the decision-making process. Furthermore, the managers of
organization have been involved in gap analysis and identification of the eventual process
improvements. As such, the tool can suggest decisions and provide guidance to leaders
and decision makers.

Therefore, in implementing data-driven governance, the macro functions the system
must cover have been classified as [83,84]:

• monitoring and reporting of critical information;
• communication;
• knowledge sharing; and
• process improvement and optimization.

This classification was made through literature scouting and interviews with managers.
To simplify the analysis, the governance needs were mapped and represented on the
different DSS layers, as shown in Figure 3.
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3.2. Data Sources Analysis

As discussed in Section 2.3, BI data are mostly from internal sources, and big data
are mostly external (Table 1). In this research, the goal was to design a data model for a
DWH coupled with a BI system to support decision-makers in the organization. Therefore,
in this second phase, after defining the requirements, the necessary data sources were
mapped. The data sources involved were the organizational transactional system, planning
system and repositories, including Excel files and document repositories (e.g., Microsoft
SharePoint), in which all company documents (e.g., policy, procedure, guidelines) were
stored. At this stage of the work presented, big data were excluded. However, we believe
that future developments could include the collection and analysis of big data from the
operational area of organization.
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Figure 3. Data-driven governance framework for a performance monitoring domain. In grey are
represented the DSS layers and in blue are the main data sources. The requirements in green have
been mapped on the DSS layers.

3.3. Data Integration and Data Warehouse Modelling

DWH designers mainly use the entity-relationship (ER) model as the basis for the
proposed solution [85]. In this research, we adopted an ER model to represent the data
model with the cross-foot notation. The data model, whose architecture is represented in
Figure 4, is made up of 25 tables. The model has been built to report the project information
(as represented in the tables on the left side of the figure) and the contract information
(reported on the right side of the figure). Note that the presented model is intended as a
general data architecture to be used for a DWH coupled with a BI. The structure shows
the relationships between the elements in tables and their cardinality. The zero cardinality
is represented as a circle and the one cardinality as a bar. In addition, the cross-foot’s
notation allows us to specify either the mandatory or the optional cardinality. The link
between projects information and contract information (table “Project-contract link”) allows
us to create reports giving a comprehensive view of the critical information, such as the
relationship between the project progress and the new contracts signed or the expiring
one. Moreover, including the table “System info”, an overview of the technology context
in relation to the ongoing projects can be represented and monitored. It was considered
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that the projects’ information is updated four time per year and the key is the “ID project”.
Meanwhile, the data related to the “Final balance” and the ”Order” tables are collected
from the transactional system about six times per year, or when required.

3.4. Reporting and Analytics of Critical Information

Once the data have been organized in the data model represented in Figure 4, the
analysis has been performed to support a data-driven governance decision support system.
OLAP databases are suitable for efficient data analysis of a large amount of data, especially
when multiple measures must be performed [86]. It permits the analyst and the domain
experts to go deep into an investigation analysis [87]. Coupling OLAP systems with
multidimensional representation of data allows analysts to inspect the data at different
granularity; a query language can be used, such as MDX, SQL, or SPARQL, to perform the
data querying [88]. In summary, this data structure allows representing both the details of
the projects, contracts, and application/system information and to give an overview of the
crucial company information.

Technologies 2022, 10, x FOR PEER REVIEW 12 of 22 
 

 

 

Figure 4. ER diagram data model design using the crow’s foot notation. The open-source software used for the model design was draw.io (tables’ elements name 

were manipulated and de-identified in order not to reveal the intellectual property of the units involved). 

 

Figure 4. ER diagram data model design using the crow’s foot notation. The open-source software
used for the model design was draw.io (tables’ elements name were manipulated and de-identified
in order not to reveal the intellectual property of the units involved).

Once the crucial information to be monitored and the personnel involved in this
process were identified, data visualization was implemented. Exemplary reporting is
represented in Figures 5 and 6. The first provides an overview of the status of the contracts
managed by operations, as a critical monitoring area to be integrated into a comprehensive
enterprise performance monitoring system [89]. It informs the CEO, or the person respon-
sible for auditing the organization’s performance, about the type of procurement (tender
or direct contract), the number of contracts signed, and the business unit responsible for
managing them. It warns of the expiration date of contracts, enabling managers to make
quick decisions if a contract reaches its due date or the maximum capacity. The table shows
whether an action has already been taken by the operational manager (in the contract
renewal status) or needs to be noticed urgently. Similarly, to be compliant with the audit
activity, subcontracts need to be monitored. The speedometer graph shows the amount (in
euros) of subcontracts compared to the total number of contracts in force. Finally, the labels
return a quick overview of current contracts and their total amount. These are examples of
the different KPIs that can be displayed with the information organized.
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change according to agreed maximum subcontracting amount.

Additionally, this reporting system allows one to drill down on information details,
as shown in Figure 6. Project timetables allow the management to monitor all the details
of the project and its progress. This visualization also warns about time planning versus
actual project status and economic trends. For example, the yellow indicator shows that the
actual project costs are almost reaching the maximum total projected cost, attesting that the
planned cost of the project may change. This is crucial information for the organization’s
spending forecast for the current and next year. Another warning represented (red in the
figure) concerns the project’s time plan. If it is out of time, it represents a critical issue, for
example, for the organization’s resource allocation. Linking the projects to the contract
details (represented in the data model Figure 4 and described in Section 3.3) made it possible
to view the current passive contract for project implementation. System/application details
are embedded and attest to the technical details of the application or system developed. The
service delivery mode (cloud or on premises), the programming languages, the application
areas, and the application’s cluster are needed information for both the responsible of the
project execution or the program manager to verify the technical details of the project. These
technical details are critical to provide an overview of the enterprise architecture, to monitor
infrastructure spending costs or the level of technological innovation. The aforementioned
information falls within the crucial domain of the governance monitoring [90]. Overall,
a dedicated user interface was proposed to highlight the most critical information. In
addition, reports were used by the management to indicate implemented actions or future
critical actions to be taken. In the domain of a complex business environment, this solution
represents a strategic tool to facilitate fast and fact-based decision making.
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the project’s progress.

4. Discussion

As already demonstrated in the previous work [17], approaches for the implementation
of a data-driven governance are scarce in the literature, requirements are only partial, and
no IT tool is available [91]. In addition to previous work, this proposal extends monitoring
and reporting to the entire area of the performance monitoring within the governance’s
domain. This work proposes an approach for developing a DWH coupled with a BI
system to support centralized, data-driven organizational governance, attesting to it as a
strategic business asset for structured analysis and reporting. This is through near real-time
dashboarding available in a single location. The difficulties in requirement elicitation and
identification are highlighted in the literature [57], especially in defining the need for the
implementation of data driven governance. Therefore, this paper supports the design of a
data model starting from structured data-driven governance’ requirements, improving the
lack of clear criteria.

Moreover, this research demonstrated the ability to access a large amount of accurate
and organized multidimensional data to perform rapid and reliable supervising of critical
information (e.g., in Figure 5), facilitate knowledge sharing, and be compliant with audit
activities, as the crucial elements for a successful data-driven DSS [46]. The needs were
defined by combining both the requirements of company managers interviewed and the
documented requirements in the literature [92] with the purpose of meeting stakeholder’s
needs and current research evidence. Furthermore, companies struggle with siloed and
fragmented data in both systems and processes [93]. Therefore, this solution extends to
all organizations, and its scalability allows customized reporting at any organizational
level; it is based primarily on a common repository that collects data from various organi-
zational data sources, and its analyses were designed for the management. In summary,
the system demonstrated the ability to meet the functionality requirements for data-driven

136



Technologies 2022, 10, 106

governance implementation (Figure 3). That is: (i) performance monitoring and reporting
critical information, which allows us to verify the expiring contracts status and the related
subcontracts [94], as well as the technical infrastructure [95]; (ii) communication, as it
allows us, through visualization, to understand projects and benefit management [96] and
demonstrate earned value or show critical KPIs; in addition, the ability for involved staff to
drill down into data, product portfolio reports, and contract status increases analytical ca-
pacity, and understanding of objectives and KPIs [97], along with the ability to demonstrate
compliance with audit rules; (iii) knowledge sharing, the transactional, the planning system
and the repository system concur to provide information, enabling knowledge transfer in a
centralized place in the company; and (iv) process improvement and optimization, storing
the data in one place and the fast data elicitation from multiple business units, which
differ widely in terms of products, policies, and customers facilitate governance managers
involved in the IT performance monitoring process to check the alignment of the current
process with the operational execution of the work. Thus, they quickly identify and close
gaps between the documented process and its actualization or eventually process improve-
ment. This overcomes the constraints in governance of siloed information management,
unstructured data extraction, and scarce report development techniques [18].

The reporting system is currently in use in the company to ensure dynamic and reliable
data analysis by executives, middle-managers, and operators. The proposed approach can
be applied in different contexts, following these building steps: (i) starting from the require-
ments analysis and mapping the needs onto the high-level block schema represented in
Figure 3; (ii) identification and mapping the data sources needed to gather the information
needed for the performance monitoring process in IT governance domain; (iii) designing
the data model to identify the elements and their relationship along with the cardinality;
and (iv) finally, the reporting should be tailored to the specific monitoring needs.

5. Conclusions

The current “data revolution” is not new in principle, as data processing has always
been fundamental to the practices of public administration and governance. Neverthe-
less, new digital data technologies have enabled improved quality through data density,
granularity, linked data, and machine learning. These improved qualities enable more
encompassing monitoring, more sophisticated analyses, and forecasting, and thus, more
efficient, and anticipatory government practices. The governance of organizations ulti-
mately chooses whether and which of the competing formulated policies to implement.
Therefore, data-driven governance can support these decision processes with insights
and simulations based on predictive analytics to estimate impacts of the different policy
options [49,98]. Thus, this work demonstrates that a data-driven decision support sys-
tem is a necessary IT tool for a technology company, to support both operational and
strategic decision making [50] and to enable knowledge sharing, communication, and
process diagnosis, as a part of a data-driven governance. Nevertheless, the development
and implementation of an IT governance framework is critical for modern businesses
enterprise [99], along with the digitalization of the involved processes. Therefore, this
work adds to the current literature by demonstrating that data-driven decision support
systems support the entire decisional process, attesting that a data-driven governance is a
key IT element for a technology company [49]. The paper aimed to document that DWH
coupled with BI is becoming an increasingly important technology for organizations that
operate in dynamic environments, attesting that data-driven governance improves the
overall organization in seeking to gain insights from diverse data sources and big data
to support decision making [81]. This paper demonstrated the importance of the design
and the development of a decision support system for implementing the IT performance
monitoring as one of the fourth governance domains (Figure 2) [9]. Key data-driven gov-
ernance monitoring needs have been analysed, identified, and met with the system. The
results of this work showed: (i) awareness of critical information across the enterprise;
(ii) a unique point to monitor policies and processes to facilitate process improvements;
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(iii) support the management in compliance verification activities and in data reporting
(e.g., to the advisory board or to customers); (iv) decision-making process digitization
through automation of daily manual tasks; (v) improved contract, subcontracts monitor-
ing and early formalization of new one; (vi) optimization of financial area monitoring;
(vii) scalability that enables rapid customization of reporting at any organizational level;
and (viii) ability to further integrate unstructured data from operations. As such, this
research calls for the implementation of data-driven solutions in governance and perfor-
mance monitoring. It bridges the gap between performance measurement in IT governance
and practical implementation. The scope of this research ranges from program and project
portfolio, contract, subcontract, and order management as a crucial area of governance to
be monitored, to KPI/SLA and accountability management, thus helping to increase the
dynamism of the processes under study [100]. Further research is needed to improve the
proposed approach, as to make decisions on behalf of decision-makers (belonging to the
cooperative DSS category as described in Section 2.2), which then requires further valida-
tion by the decision-makers themselves [48]. Furthermore, the data elicitation problems
should be improved. As such, recent studies have demonstrated the application of artificial
neural networks to reduce the problem of missing data [101] and others have suggested the
improvement of data requirement elicitation through a requirements-driven DW design
methodology based on the e-pivot table [59]. Moreover, investigations are directed toward
the possibility of resource allocation on projects [102] and the inclusion of unstructured
data to build a comprehensive decision-making support system [76]. Finally, research in
this direction is expected to support decision making through performance monitoring in
such ever-changing environments.
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Abstract: The software selection process in the context of a big company is not an easy task. In the
Business Intelligence area, this decision is critical, since the resources needed to implement the tool are
huge and imply the participation of all organization actors. We propose to adopt the systemic quality
model to perform a neutral comparison between four business intelligence self-service tools. To assess
the quality, we consider eight characteristics and eighty-two metrics. We built a methodology to
evaluate self-service BI tools, adapting the systemic quality model. As an example, we evaluated four
tools that were selected from all business intelligence platforms, following a rigorous methodology.
Through the assessment, we obtained two tools with the maximum quality level. To obtain the
differences between them, we were more restrictive increasing the level of satisfaction. Finally, we
got a unique tool with the maximum quality level, while the other one was rejected according to the
rules established in the methodology. The methodology works well for this type of software, helping
in the detailed analysis and neutral selection of the final software to be used for the implementation.

Keywords: business intelligence; self-service tools; systemic quality model; software selection

1. Introduction

Business Intelligence (BI) is associated with a set of tools and techniques related to the
transformation of raw data into meaningful and useful information for business analysis
purposes [1,2]. BI technologies are capable of handling large amounts of unstructured data
to help identify, develop and otherwise create new strategic business opportunities. One of
the principal objectives of BI is to allow an easy interpretation of these large volumes of
data. Specifically, self-service BI aims to improve the company’s useful information use
from their data. Self-service BI wants to allow workers to understand and analyze data
without specialized expertise. In that sense, workers can make, faster and better decisions
because the information is available and is not needed to wait for a specific reporting.
Technical teams will be freed from the burden of satisfying end-user report requests, so
they can focus their efforts on more strategic IT initiatives. There are many self-service
BI tools in the market, and before recommending a particular one, an in-depth analysis
of the available tools on the market should be conducted. The automation and systemati-
zation of the selection process of critical enterprise software such as enterprise resource
planning (ERP) was studied by several authors (e.g., see [3]). Researchers attempted to
rank several techniques and ERP alternatives in the process [4,5], as well as adapt existing
methodologies using artificial neural networks to improve the decision process [6], use
hybrid methodologies [7] or specify different scopes, for instance in the application to the
management information system of a power plant [8] or supply chains [9]. In line with
the definition of the BI tools, in [10] an in-depth analysis of existing challenges of business
intelligence (BI) and a proposal for the new generation of tools are presented, with a focus
on new data sources (e.g., social media) and including concepts like security and trust. In
this context, social business intelligence requires integration with trusted external data [11].
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Therefore, we need a method to be able to select or implement the appropriate information
system that allows us to use this information in an appropriate manner in our organization.

In line with the implementation of an information system, an analysis of the problems
related to its implementation and use can be reviewed in [12]. Moreover, some proposals
for modeling information systems [13] and performing a functional safety assessment [14]
can be useful for the modeling of the overall infrastructure. However, no attempts have
been made to systematize the selection of BI tools in the context of a big corporation.

In software selection, the systemic quality model (SQMO) was proposed [15], provid-
ing successful implementation examples in other software areas (see [16,17]).

This work aims to build a comparative assessment of self-service BI tools, adapting
a systemic quality model (SQMO) and applying the method to finally evaluate, in this
case, four tools. Therefore, we focused on the development of a method that guides the
selection process of BI tools. It must consider that the “best tool” concept is not applicable
in this scope. For this reason, it is more usual to talk about an appropriate solution for a
particular project.

2. BI Users

A rigorous evaluation should be conducted by several users to obtain trustworthy
results. In particular, self-service BI tools, as data systems, usually have different user
profiles and several users of each type should evaluate the tools from their particular point
of view.

There are three different profiles of a user in data systems, according to [18].
Farmers: They access information predictably and repetitively. We could say that

they have their parcel of information and they regularly cultivate and extract profit from
this. They do not access a huge amount of data (because they do not leave the parcel) and
they usually ask for aggregated data. These users usually use OLAP (online analytical
processing) tools, which are focused on non-informatics users. They are simple and their
main objective is data visualization. As farmers, there are employers, providers, and
customers to whom the organization offers informational services. Currently, business
intelligence, which promotes the use of these systems at all levels of the organization,
allows business users to use data and information in business processes naturally, without
having to leave their applications.

Explorer: Opposite to farmers, explorers have unpredictable and irregular access.
They spend much time planning and preparing for their studies and when they have
everything ready, they start to explore a lot of detailed information. They do not know
exactly what they are looking for until they find it, and the results are not guaranteed
in every case. However, sometimes they find something really interesting that improves
the business. They are also known as power users. Thanks to big data, explorers have
become data scientists. A data scientist must be able to extract information from large
volumes of data according to a clear business objective and then present it in a simple way
to non-expert users in the organization. Therefore, it consists of a cross profile with skills in
computer science, mathematics, statistics, data mining, graphic design, data visualization,
and usability.

Tourists: Typically, they entail a group of two or more people. On one side, there is a
person with an overview of the company that comes up with the possibility of a study on a
certain topic. On the other, there is a computer expert that knows the systems analysis of
the company and is the manager who finds out if the study is feasible with the available
data and tools. This team will access data without following any pattern and will rarely
observe the same data twice. Therefore, their requirements cannot be known a priori. Tools
used by tourists are browsers or search engines (to search both data and metadata) and the
result of their work will be the projects carried out by farmers or explorers. In short, a tourist
is a casual user of the information.

This project aims to develop a method of evaluation that should be applicable taking
into consideration the different profiles of the tool. For example, if the tool will be used
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by farmers and explorers, some farmer and explorer users should evaluate the tool. After this
evaluation, a mean is done with the results. In this paper, to illustrate the methodology
used, the evaluation by an explorer user is shown.

To carry out an assessment, several steps should be followed. First of all, the evaluator
responsible for preparing the assessment has to know the subject and propose a method-
ology adapted to the specific scope. The adaption implies choosing a set of interesting
metrics that will be used in the evaluation. Users can advise the evaluator about interesting
metrics and the evaluator has to design a questionnaire to include them, the questionnaire
is presented on Appendix D. Next, the evaluator must send a questionnaire to the users
to collect the opinions from experts in the area. Moreover, the evaluator has to provide
every item required to perform the evaluation (questionnaires, data, applications, etc.).
Finally, the questionnaires are collected and the assessment proceeds in line with the chosen
methodology to evaluate the results.

3. Methodology, the Systemic Quality Model (SQMO)

The systemic quality model (SQMO) was proposed in 2001 by [15]. The application
of the SQMO for software evaluations provided successful implementation examples,
see Figure 1.
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Until then, several models existed to evaluate product software and others to evaluate
process software, but none with the capability to evaluate both aspects accurately. The
SQMO can use either the product or the process sub-model or both. The first sub-model
is designed to evaluate the developed software, while the second is designed to evaluate
the development process of the software. From [15], the SQMO sub-models have different
levels to assess software, see [16,17].

3.1. Level 0: Dimensions

There are two dimensions for each sub-model: efficiency and effectiveness for the product
and efficiency and effectiveness for the process. Effectiveness is the capability of producing the
required result, while efficiency is the capability to produce a specific result effectively with
a minimum amount or quantity of waste, expense, or unnecessary effort.
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3.2. Level 1: Categories

There are six elements corresponding to product and five corresponding to process. The
categories for the product sub-model are presented in Table 1.

Table 1. SQMO product sub-model categories [16].

Category Definition

Functionality (FUN) Functionality is the capacity of the software product to provide functions that meet specific and implicit
needs when software is used under specific conditions

Reliability (FIA) Reliability is the capacity of a software product to maintain a specified level of performance when used
under specific conditions

Usability (USA) Usability is the capacity of the software product to be attractive, understood, learned, and used by the
user under certain specific conditions

Efficiency (EFI) Efficiency is the capacity of a software product to provide appropriate performance, relative to the
number of resources used, under stated conditions

Maintainability (MAB)
Maintainability is the capacity of the software to be modified. Modifications can include corrections,
improvements, or adaptations of the software to adjust to changes in the environment, in terms of the
functional requirements and specifications

Portability (POR) Portability is the capacity of the software product to be transferred from one environment to another

The categories for the process sub-model are presented in Table 2.

Table 2. SQMO process sub-model categories [16].

Category Definition

Client-supplier (CUS) Is made up of processes that have an impact on the client, support the development and transition of the
software to the client, and give the correct operation and use of the software product or service

Engineering (ENG) Consists of processes that directly specify, implement, or maintain the software product, its relation to
the system, and documentation on it

Support (SUP) Consists of processes that can be used by any of the processes (including support ones) at several levels
of the acquisition life cycle

Management (MAN) Consists of processes that contain practices of a generic nature that can be used by anyone managing any
kind of project or process, within a primary life cycle

Organizational (ORG) Contain processes that establish the organization’s commercial goals and develop process, product, and
resource goods (value) that will help the organization attain the goals set in the projects

3.3. Level 2: Characteristics

SQMO specifies that each category consists of a set of characteristics, which define the
more important characteristics and features that must be satisfied to assure the software
product and/or process quality. Product characteristics are specified in Table 3. and process
characteristics in Table 4. They are defined more accurately in [17].

Table 3. Characteristics for product sub-model.

Category
Characteristics

Product Effectiveness Product Efficiency

Functionality

Fit to purpose Correctness

Precision Structured

Interoperability Encapsulated

Security Specified

Reliability

Maturity Correctness

Fault tolerance Structured

Recovery Encapsulated
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Table 3. Cont.

Category
Characteristics

Product Effectiveness Product Efficiency

Usability

Ease of understanding Complete

Ease of learning Consistent

Graphical Interface Effective

Operability Specified

Conformity of standards Documented

Auto-descriptive

Efficiency

Execution performance Effective

Resource utilization No redundant

Direct

Used

Maintainability

Analysis Capability Attachment

Ease of changing Cohesion

Stability Encapsulated

Testability Software maturity

Structure information

Descriptive

Correctness

Structural

Modularity

Portability

Adaptability Consistent

Installation capability Parameterized

Co-existence Encapsulated

Replacement capability Cohesive

Specified

Documented

Auto-descriptive

No redundant

Auditing

Quality management

Data Quality -both dimensions-

Table 4. Characteristics for the process sub-model.

Category
Characteristics

Process Effectiveness Process Efficiency

Customer–Supplier
Acquisition system or software product Supply

Requirement determination Operation

Engineering Development Maintenance of software and systems Principio del formulario
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Table 4. Cont.

Category
Characteristics

Process Effectiveness Process Efficiency

Support

Quality assurance Documentation

Joint review Configuration management

Auditing Verification

Solving problems Validation

Joint review

Auditing

Solving problems

Management

Management Management

Quality management Project management

Risk management Quality management

Risk management

Organizational

Organizational alignment Establishment of the process

Management of change Process evaluation

Process improvement Process improvement

Measurement HHRR management

Reuse Infrastructure

3.4. Level 3: Metrics

Each characteristic consists of a group of metrics to be evaluated. They are the evalu-
able attributes of the product and the process, and they are not agreed upon because they
vary depending on each study case. Metrics are detailed in Appendix “Appendix A. The
Metrics Used in the Selection Process”.

3.5. Algorithm

The algorithm to measure the systematic quality by the SQMO, referenced in [15]
is the following explained. First of all, the product software is measured, and then the
development process.

3.6. Product Software

The first measured category must be always functionality. If the product does not meet
the functionality category, the evaluation is ended. It is because the functional category
identifies the software capability to fit the purpose for what it was built.

After that, a sub-model is adapted depending on the requirements. The algorithm
suggests working with a maximum of three characteristics of the product (including
functionality) because if more than three product features are selected, some might conflict.
In this sense, [19] indicates that the satisfaction of quality attributes can have an effect,
sometimes positive and sometimes negative, on meeting other quality attributes. The
definition of satisfaction can vary depending on the case of use and it is not fixed by the
methodology. In Section 6, this issue is discussed.

Finally, to measure the quality product of the software, Table 5 shows the quality levels
related to the satisfied categories.

Once the evaluation of the product software has ended, recalling that only if the quality
level is at least basic, the development process evaluation may start.
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Table 5. Quality levels for the product software.

Functionality Second Category Third Category Quality Level

Satisfied No satisfied No satisfied Basic
Satisfied Satisfied No satisfied Medium
Satisfied No satisfied Satisfied Medium
Satisfied Satisfied Satisfied Advanced

3.7. Development Process

To evaluate the development process there are four steps to follow. The algorithm used
in the development process evaluation is fixed, unlike the product software evaluation. The
steps are as follows: (i) determining the percentage of N/A (not applying) answers in the
questionnaire for each category. If this percentage is greater than 11%, the application
of the measuring instrument must be analyzed, and the algorithm stops. Otherwise, we
continue with step 2; (ii) determining the percentage of N/K (not knowing) answers in the
questionnaire for each category. If this percentage is greater than 15%, it shows that there
is a high level of ignorance of the activities of the particular category. If the percentage is
lower, we continue with step 3; (iii) determining the satisfaction level for each category (the
definition of satisfaction can vary depending on the case of use and it is not fixed by the
methodology; in Section 6, this issue is discussed); (iv) measuring the quality level of the
process. The quality levels related to the satisfied categories in Table 6 are:

• Basic level: It is the minimum required level. Categories customer-supplier and engi-
neering are satisfied.

• Medium level: In addition to the basic level categories satisfied, categories support and
management are satisfied.

• Advanced level: All categories are satisfied.

Table 6. Quality levels for development process.

Quality Levels Category Satisfied

Advanced
Medium

Basic
Customer–supplier

Engineering

Support

Management

Organizational

Finally, there must be a joint between the product quality measuring and the process
quality measuring, to obtain systematic quality measuring. The systemic quality levels are
proposed in Table 7.

Table 7. Systemic quality levels.

Product Quality Level Process Quality Level Systemic Quality Level

Basic - Null
Basic Basic Basic

Medium - Null
Medium Basic Basic

Advanced - Null
Advanced Basic Medium

Basic Medium Basic
Medium Medium Medium

Advanced Medium Medium
Basic Advanced Medium

Medium Advanced Medium
Advanced Advanced Advanced
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This method of measurement is responsible for maintaining a balance between the
sub-models (when they are both included in the model).

4. Adoption of the Systemic Quality Model (SQMO)

SQMO was selected as a reference because it is a complete approach influenced by
many other models. First of all, it respects the concept of systemic total quality from [20]. It
also considers the balance between the process and product sub-models proposed by [21].
These sub-models are based on the product and process quality models from [22] and [23],
respectively. Moreover, the product quality categories are based on the work of [24] and
the international standard ISO/IEC 9126 (JTC 1/SC 7, 1991). The process categories are
extracted from the international standard ISO/IEC 15504 (ISO IEC/TR 15504-2, 1998).

Some authors [25] have pointed out that when characteristics are complex, they can
be divided into a simpler set and a new level for sub-characteristics can be created. In
this particular case, sub-characteristics were considered to gain clarity. To adapt the
SQMO to each particular case, it should be decided which sub-model will be considered
(product, process, or both), as well as which dimension (efficiency or/and effectiveness), which
sub-characteristics, and which respective metrics. In the current evaluation, only the product
sub-model of SQMO was considered. The process sub-model is excluded because we intend
to evaluate the fully developed tools as future tools useful for the BI workforce. Moreover,
only the effectiveness dimension is considered because special attention is focused on the
evaluation of features observed during the execution. However, if one considers including
the sub-model process or the efficiency dimension, there is an option to do so by following the
steps explained above. Figure 2 reflects the adapted model used in the current evaluation.
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Besides the functionality category, we choose usability because this type of tool (self-service
BI tool) is focused on non-technical users and the difficulty of the product should be
minimal. Moreover, it must be an attractive product because the success of the tool depends
on the user’s satisfaction. Finally, the efficiency category was chosen because the processor
type, the hard disk space, and the minimum RAM required are all factors that determine the
success of the tool’s deployment. Self-service BI tools are popular thanks to their “working
memory”. Then, it is important to evaluate the minimum amount of memory required.
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5. Scales of Measurement

In the current evaluation, all the evaluated metrics are ordinal variables because they
have more than two categories and they can be ordered or ranked (see annex Appendix A.
The Metrics Used in the Selection Process There are different types of scale measurement
depending on the metric.

Type A of Scale Measurement

The following scale measures the metrics with a scale from 0 to 4 as follows:

• 0: The application does not have the feature.
• 1: The application matches the feature poorly or it does not strictly match the feature

but it can obtain similar results.
• 2: The application has the feature and matches the expectations, although it needs an

extra corporative complement. This mark should also be assigned when the feature
implies a manual job (e.g., typing code, clicking a button) and the metric requires an
automatic job.

• 3: The application has the feature and matches the expectations successfully without
a complement.

• 4: The application has the feature and presents advantages over others.

Even so, other metrics need to be measured specifically. Sub-type A.1 of scale mea-
surement is assigned to binary metrics: We assign 0 values if the application does not have
the feature, and 4 values if the application has it. We chose these values to be consistent
with the rest of the measurement scales. Sub-type A.2 of scale measurement is assigned
when the metric is measurable; we assign 4 to the application with a better result and a
lower score than the others. As there are 4 values, the scale is from 4 to 1. Although, if some
applications have the same value for a metric, the same score has to be assigned to them.
To clarify the current scale measurement, we present an example of the metric compilation
speed (see annex Appendix A.3. Efficiency Category). The compilation speed is measured
with a scale from 1 to 4. We assign 1 value to the tools that require more time to compile,
and 4 to the tool that requires a shorter time.

The official SQMO method involves a balance between all the characteristics because
they have the same level of importance. However, sometimes, the user wants to give more
importance to certain characteristics depending on his interests, and for that, we provided
the following alternative, also used as a variant of SQMO. This alternative consists of
assigning weights to the metrics. Therefore, the importance level of the metrics varies. We
remark that weights must depend on each evaluation. However, we tried to assign weights
generalizing, and based on our own experience, the weights were assigned considering the
stakeholders of the company and experts’ knowledge and information. Recalling that if the
methodology is implemented in another use case, it can be modified. The used weights
scale is the following:

• 0: Not applicable to the organization.
• 1: Possible feature or wish list item.
• 2: Desired feature.
• 3: Required or must-have feature.

Finally, final scores for sub-characteristics are computed using the weights assigned to
the metrics. The final score of a sub-characteristic corresponds to the following formula:

scoresub−characteristic i =
∑n

1 vj × wj

∑n
j wj

(1)

where vj is the value for the score assigned to metric j, while wj is the weight for the corre-
sponding metric. Moreover, n corresponds to the number of metrics in the sub-characteristic i.
This adaption is applied when the importance level of the metrics is not the same for all
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metrics (see Table 8 as an example). In this way, we got a score for each sub-characteristic,
considering the weights of metrics.

Table 8. Weights of metrics. The complete list is in the Appendix A.

Metric Weight

Excel files 3
Plain text 3

Connecting to different data sources at the same time 2
Allow renaming fields 3

R connection 2
Geographic information 2

. . .

6. The Concept of Satisfaction

The term satisfaction can vary depending on the case of use. The evaluator can assign
a limit, for example, 50%, and a sentence that a feature is satisfied if its score is higher than
50% of the maximum score on the measuring scale. For example, as our metric measuring
scale is from 0 to 4, a score is satisfactory if it is higher than 2. However, the evaluator
can also sentence the limit to 3 and in this way, a score is satisfactory if it is higher than 3.
Usually, assessments are done to determine which tools are better than others, supposing
that all the evaluated tools satisfy the main parts of the features. When the evaluator is
looking for a distinction between tools, this type of limit can be useful. This concept applies
to our units of measurement, which are metrics, sub-characteristics, characteristics, and
categories. Once the metrics are evaluated with their respective scales of measurement
(A, A.1, A.2), the methodology used to determine the satisfaction score is as follows: metrics
scores are normalized with a percentage. A metric is satisfied if its percentage score is
higher or equal to the fixed limit (satisfaction limit). Sub-characteristics are measured by
the number of metrics satisfied (satisfaction score). Then, a particular sub-characteristic is
satisfied if the number of satisfied metrics is higher or equal to its fixed limit (satisfaction
limit). As weights are added, the satisfaction score becomes as Equation (1), where

vj =

{
1, i f the metric j is satis f ied,

0, i f the metric j is not satis f ied

and characteristics are measured by the number of satisfied sub-characteristics (satisfac-
tion score). Then, a particular characteristic is satisfied if the amount of satisfied sub-
characteristics is higher or equal to its fixed limit (satisfaction limit). Categories are mea-
sured by the number of satisfied characteristics (satisfaction score). Then, a particular
category is satisfied if the number of satisfied characteristics is higher or equal than its fixed
limit (satisfaction limit). In the current evaluation, we decide to use the following limits, to
get distinctions between tools, see Table 9. The evaluator can decide to modify the levels,
to find distinctions between tools, or to be more restrictive or unrestrictive.

Table 9. Satisfaction limits.

Limit for metric 50%
Limit for sub-characteristic 50%
Limit for characteristic 75%
Limit for category 75%

Sub-Characteristics and Metrics for Self-Service BI Tools Evaluation

In an evaluation, the most key step is to decide which characteristics must be evaluated.
According to the SQMO schema, these characteristics are already agreed upon, but we have
to establish the metrics related to each characteristic, see Figure 3.
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Figure 3. Characteristic schema for each category, according to [16].

With our experience in the BI department and after working with these types of tools,
we feel confident to decide which particular topics should be checked from self-service BI
software. For each of the three evaluable characteristics, the sub-characteristics are listed
in Tables 10–12, their respective metrics can be found in the appendix “Appendix A. The
Metrics Used in the Selection Process”.

Table 10. Sub-characteristics for the functionality category, according to [17].

Functionality Category

Fit for purpose Interoperability Security
Data loading Languages Security devices
Data model Use project by third parts
Fields relations Languages
Analysis Data exchange
Dashboard
Reporting

Table 11. Sub-characteristics for the usability category, according to [17].

Usability Category

Ease of understanding and
learning Graphical interface Operability

Learning time Windows and mouse interface Versatility
Browsing facilities Display
Terminology
Help and documentation
Support and training

Table 12. Sub-characteristics for the efficiency category, according to [17].

Efficiency Category

Execution performance Resource utilization
Compilation speed Hardware requirements

Software requirements

7. Software Selection for the Evaluation

Before an evaluation, there must be a detailed selection of software that can be evalu-
ated with the current evaluation model. Firstly, the area of application and the expected
use of the software should be pre-established. The selection of software depends on this
aspect because not every software is appropriate for every area. If the area of application
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is pre-established, the selected software will be according to it. Secondly, a new level of
depth should be considered with more specifications about the tool functionality. It should
consider the features that make the tool useful for what we want to do.

Finally, it is needed to perform the identification of the required attributes based on
the particular aims of the organization that will use the tool. Some of these attributes must
be mandatory and others must be non-mandatory. Mandatory attributes are those that
must be met by the selected software, while non-mandatory attributes are those that will
be evaluated, which are the metrics. This aspect takes a key role in the selection and in
the evaluation.

Algorithm

Nowadays, there are many applications in the market related to business intelligence
and because of that, deciding which applications should be included in an evaluation is
a laborious task. Here we follow the methodology for selecting software proposed by
Le Blanc [26]. In the first place, a long list of BI tools is elaborated (area of application).
The next step is to reduce this to a medium list containing only tools that accomplish
critical capabilities for business intelligence and analytics (the features that make the tool
useful). Finally, a short list provided with the particular aims of the organization is built
(required attributes).

The particular area of application is business intelligence. There are many platforms
specialized in this area in the market. In this first step, we use Gartner as a data source for all
business intelligence and analytics platforms in the market. Each year it edits and updates
the report and inclusion criteria change depending on how the market changes, so it is a
reference company. Therefore, we focus on those that have been mentioned in the report
from Gartner Magic Quadrant for Business Intelligence and Analytics Platforms [27]. In
this way, all the tools mentioned in the Magic Quadrant report of February 2015 (although
Gartner, finally, has not evaluated them) compose the long list of sixty-three different
platforms, which is shown in Table 13.

Table 13. The long list.

Adaptive
Insights Birst DataRPM FICO Jedox Oracle Salesforce

Advizor
Solutions Bitam Datawatch GoodData Kofax(Altosoft) Palantir

Technologies

Salient
Management
Company

AFS
Technologies

Board
International Decisyon IBM Cognos L-3 Panorama SAP

Alteryx Centrifuge
Systems

Dimensional
Insight iDashboards LavaStorm

Analytics Pentaho
SAS (SAS
Business
Analytics)

Antivia Chartio Domo Incorta Logi Analytics Platfora Sisense

Arcplan ClearStory Data Dundas Data
Visualization InetSoft Microsoft BI Prognoz Splunk

Automated
Insgihts DataHero Eligotech Infor MicroStrategy. Pyramid

Analytics
Strategy
Comapnio

BeyondCore Datameer eQ Technologic Information
Builder

Open Text
(Actuate) Qlik SynerScope

Tableau Targit ThoughtSpot Tibco Software Yellowfin Zoomdata Zucche

To build the medium list we also base our selection on Gartner, in the Magic Quadrant
report, where they choose the platforms to be evaluated if they satisfied particular capabili-
ties that Gartner deems are critical to every business intelligence and analytics platform.
In the Magic Quadrant report, Gartner chooses the platforms that satisfy 13 technique
features and 3 non-techniques and they were classified into three categories: enable, produce
and consume.

For enable, these features include:

154



Technologies 2022, 10, 92

• Functionality and modeling: Diverse source combination and analytical models’ cre-
ation of user-defined measures, sets, groups, and hierarchies. Advanced capabilities
can include semantic auto discovery, intelligent profiling, intelligent joins, data lin-
eage, hierarchy generation, and data blending from varied data sources, including
multi-structured data.

• Internal platform integration: To achieve a common look and feel, and install, query
engine, shared metadata, and promo ability across all the components of the platform.

• BI platform administration: Capabilities that enable securing and administering users,
scaling the platform, optimizing performance, and ensuring high availability and
disaster recovery.

• Metadata management: Tools for enabling users to control the same systems-of-record
semantic model and metadata. They should provide a robust and centralized way
for administrators to search, capture, store, reuse, and publish metadata objects,
such as dimensions, hierarchies, measures, performance metrics/KPIs, and report
layout objects.

• Cloud deployment: Platform as a service and analytic application as service capabili-
ties for building, deploying, and managing analytics in the cloud.

• Development and integration: The platform should provide a set of visual tools,
programmatic and a development workbench for building dashboards, reports and
also queries, and analysis.

For produce, these features include:

• Free-form interactive exploration: Enables the exploration of data through the manip-
ulation of chart images; it must allow changing the color, brightness, size, and shape,
and allow to include the motion of visual objects representing aspects of the dataset
being analyzed.

• Analytic dashboards and content: The ability to create highly interactive dashboards
and content with possibilities for visual exploration. Moreover, the inclusion of
geospatial analytics to be consumed by others.

• IT-developed reporting and dashboards: Provides the capability to create highly for-
matted, print-ready, and interactive reports, with or without a previous parametriza-
tion. This includes the ability to publish multi objects, linked reports, and parameters
with intuitive and interactive displays.

• Traditional styles of analysis: Ad hoc query that allows users to build their data queries,
without relying on IT, to create a report. Specifically, the tools must have a reusable
semantic layer that enables users to navigate available data sources, predefined metrics,
hierarchies, and so on.

For consume, these features include:

• Mobile: Enables organizations in the development of mobile content and delivers it in
a publishing and/or interactive mode.

• Collaboration and social integration: Enables users to share information, analysis, ana-
lytic content, and decisions via discussion threads, chat annotations, and storytelling.

• Embedded BI: Resources for modifying and creating analytic content, visualizations,
and applications. Resources for embedding this analytic content into a business
process and/or an application or portal.

Moreover, platforms had met other non-technical criteria. Generating at least $20 million
in total BI-related software license revenue annually, or at least $17 million in total BI-related
software license revenue annually, plus 15% year-over-year in new license growth. For
vendors that also supply more transactional applications, it is necessary to analyze if
its BI platform is used regularly by organizations that do not use its other transactional
applications. Had a minimum of 35 customer survey responses from companies that use
the vendor’s BI platform in production.

With these added non-technical features, Gartner guarantees that at least 35 compa-
nies use each one of the tools. Moreover, it guarantees that companies that are growing
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year-over-year use these tools. The medium list obtained was composed of 24 platforms
(see Table 14). Notice that this can change depending on the time of the analysis and the
specific needs of the company.

Table 14. Medium list.

Alteryx Information Builder Panorama SAP (SAP Lumira)
Birst Logi Analytics Pentaho SAS (SAS Business Analytics)
Board International Microsoft BI Prognoz Tableau
Datawatch MicroStrategy. (MicroStrategy Visual Insight) Pyramid Analytics Targit
GoodData Open Text (Actuate) Qlik (QlikView) Tibco Software

IBM Cognos Oracle Salient Management
Company Yellowfin

Finally, to build the short list we focus on the particular aims of our organization. The
particular tools that we want to evaluate are self-service BI tools and which means that the
business user should be able to analyze the information he wants and build his reports.
In traditional tools, the user asks a technical team for the information he needs, and he
orders how information has to be displayed the technical team prepares data and built
the ordered reports. Against that, self-service tools are being imposed on others because
the working methodology is changing from being driven by the business model to being
driven by the data model. There are six [6] features that characterize the particular aims of
the organization: ease of use, ability to incorporate data sources, “intelligence” to interpret data
models, analysis functions, integration with corporative systems, and support.

Ease of use: These tools are designed to be used by non-technical people. It means
that users do not need to spend much time learning how the tool works before doing
basic analysis.

Ability to incorporate data sources, both corporative databases (Oracle, SAP, etc.) local
information (basically Microsoft Excel®), and external databases (Twitter, etc.).

“Intelligence” to interpret correctly data models. As they are auto-service tools and they
face many types of data models, without previous modeling by a technical team, the
interpretation of the model from the tool must be the correct one. If it is not the correct one,
it can be misleading. How easy is to discover that the data model is wrong and how easy is
to arrange the data model, are also important points to consider.

Analysis functions: Besides the typical pie and bar graphs, they must incorporate other
tools to get advanced analysis (integration in R, statistic routines . . . ) always remembering
the easy use.

Possible integration with corporative systems and efficiency: Usually, the user will work
with a huge volume of data and therefore the analysis cannot be on a local PC. Tools should
have the option of a central server that accesses data and process them. Big companies
need security when the server is incorporated into the corporative environment. Then, the
role of an administrator in managing the user’s access is key for big companies.

Support: In the case of an open-source tool being included in the larger list, it will not
be considered in the medium list if it cannot offer instant customer support.

8. The Evaluated Software, the Short List

Finally, the short list is composed of eight platforms that can be evaluated with the
adapted SQMO and they are nicked as software A, B, C, D, E, F, G, and H. See Figure 4 for
a description of the process of list creation.
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We describe next the evaluation of the four first tools from the short list, A, B, C, and D.
For confidentiality reasons we are not going to provide the name of the short list, however,
this does not have any impact on the description of the methodology used.

Data Used

To use and evaluate the applications, we needed a set of data and we decided to
simulate it. The data set was simulated using R language and it was constructed by doing
an emulation of a car insurance company database and using a relational structure. The
structure of the dataset used can be consulted in Appendix C. The use of simulated data
helps us in the testing of extreme cases.

9. Evaluation Results

Once metrics are chosen, weights are assigned to each metric, applications are selected
and data are available, it is time to carry out the evaluation. The evaluation shown here is
done only by one explorer user. However, an evaluation should be done by several users,
representing all the different types of users. In particular, self-service BI tools, such as data
systems, usually have different user profiles [28]. The same amount of each type of user
should evaluate the tools, from their particular point of view. From the operative point of
view, to store the scores, an excel sheet with the 82 metrics is built. It is where users complete
the cells with the score for each one of the metrics. The sheet is built considering the weights,
see annex Appendix B. Metrics Weights and the satisfaction scores (see Section 6). The
sheet is replicated identically assigning a sheet to each application. Therefore, a total of four
excel sheets are filled by users, see Appendix C. 0141220_Initial_Test. With the evaluation
sheets, the user must score the metrics for the selected applications. Scoring the metrics is
the key step to getting results about each of the applications in each of the three categories:
functionality, usability, and efficiency. The four sheets, one for each application, and the same
database must be offered to each of the users.

Results

Once time every metric has been evaluated it is time to get the results of the assessment.
In the usual case that more than one user is being implied in the evaluation of the metrics,
we recommend calculating a mean score for each metric. On the other hand, one of the bases
of the methodology [17] is that if the functionality category is not satisfied, the evaluation is
aborted and other categories are not evaluated. Because of that, the analysis starts with
the satisfaction score of the functionality category. In the current evaluation, using the
satisfaction limits mentioned in Table 9, the obtained satisfaction scores for functionality are
shown in Figure 5.

With the adaption of the methodology, we sentence that a category is satisfied if 75% of
its characteristics are satisfied. Applying that software, A does not satisfy the functionality
category because it only satisfies 66.67% of the functionality characteristics. Then, the
evaluation of software A is aborted.
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To know the reason software A does not satisfy the functionality category, an analysis
of a deeper level helped us to know what the scores for each functional characteristic are.
Functional characteristics are fit for purpose, interoperability, and security, and Figure 6.
shows their respective satisfaction scores. We could see that the characteristic fit for purpose
is not satisfied because only 66.67% of its sub-characteristics are satisfied. Particularly, the
non-satisfied sub-characteristics are field relations and reporting.
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Software A does not satisfy the sub-characteristic Fields relations because it is not
capable to alert about the presence of circular references (FFF1), and in fact, it does not skip
them (FFF2). Moreover, it cannot directly relate a table to more than one table (FFF3). On
the other hand, reporting sub-characteristics is not satisfied because software A does not
have an option to build reports (FFR1), (FFR2), and (FFR3). Then, software A evaluation
is aborted, and the evaluation continues with the three other tools. The other three tools
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satisfy the usability category in addition to functionality. Moreover, software B and D
also satisfy the efficiency category, but C does not. Figure 7 shows the satisfaction score in
each category.
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Software C does not satisfy the efficiency category. It does not satisfy the characteristic
resource utilization, as it is shown in Figure 8.
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Figure 8. Resource utilization sub-characteristics results, for tool C.

Resource utilization characteristic has a satisfaction score of 50%, lower than the fixed
limit of 75% hence it is considered as not satisfied. Only 50% of the resource utilization
sub-characteristics are satisfied. In particular, Figure 9 shows the satisfaction scores for the
corresponding sub-characteristic.
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Hardware requirements sub-characteristic is not satisfied with a 33.33% of satisfaction
score because it is the tool that requires more disk space (ERH3) and additionally, software C
cannot be installed in processors of 32 bits (ERH1).

Finally, according to Table 5, the product quality levels of software B, C, and D are
those defined in Table 15.

Table 15. Quality levels depend on satisfied categories.

Tool Functionality Usability Efficiency Quality Level

Software B Satisfied Satisfied Satisfied Advanced
Software C Satisfied Satisfied No satisfied Medium
Software D Satisfied Satisfied Satisfied Advanced

Then, software B and D offer an advanced quality level while software C has a medium
quality level. To get differences between software B and software D, the fixed levels for
satisfaction are increased, being more restrictive. Particularly, we use the following levels
defined in Table 16.

Table 16. Satisfaction limits, for a second evaluation.

Limit for metric 50%
Limit for sub-characteristic 50%
Limit for characteristic 80%
Limit for category 75%

In this way, a characteristic becomes satisfied if only 80% of its sub-characteristics are
satisfied. As it can be seen in Figure 10, only software D satisfies the functionality category,
unlike software B, which does not, because only 66.67% of its functional characteristics
are satisfied.

As is seen in Figure 11, software B does not satisfy the functionality category in this
second evaluation because the interoperability characteristic is not satisfied it has a score of
75%, meaning that only the 75% of the interoperability sub-characteristics are satisfied.

It is because the Portability sub-characteristic is not satisfied, as a consequence of
software B working only on one specific operating system (F1P1), and it does not offer an
available SaaS (software as a service) edition (FIP2).

Then, software D reached an advanced quality level. It can be considered the most
appropriate tool for the established requirements.
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10. Conclusions

This project has the purpose of building an assessment of self-service BI tools, and
evaluating, in particular, four tools (formerly named A, B, C, and D for confidentiality
reasons). To build the assessment, an existing quality model is taken as a reference, the
systemic quality model (SQMO) developed by the Universidad Simón Bolívar (Venezuela).
We adapt it to our aims and then we establish the metrics.

While we are deciding how to measure the metrics, we realize that the cutoff of
satisfaction might be subjective. That is why we evaluate with two different satisfaction
limits. The first one established that a feature is satisfied if 75% of its sub-characteristics
are met. The second one establishes that it is satisfied if 80% of its sub-characteristics are
met. In both cases, the rest of the satisfaction limits keep constant. In the first scenario, we
observe that tools B and D get an advanced quality level, unlike tool C, which gets a medium
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quality level. Tool C is rejected according to the rules established by SQMO. To obtain the
differences between tools B and D, we perform the second evaluation being more restrictive
in the satisfaction limit. The results are that tool D got an advanced quality level and tool C is
rejected according to the rules established by SQMO.

The current limitations of the proposal lie in the limitations of the SQMO approach
and the metrics selections. In its original form, it does not consider aspects like social or
financial, being the original SQMO proposal strongly focused only on software technical
specifications [29].

Therefore, depending on the organization, the forms must be adapted to include
all those metrics needed to provide a good selection, being this a key aspect to consider
depending on the area and the organization. The proposed adaptation of SQMO, with the
metrics presented in this paper, can be used as a tool to perform a neutral evaluation of the
different BI tools that currently exist in the market. This evaluation mitigates the existing
risks in a critical implementation due to the time, resources, and personnel involved in
these kinds of projects.
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Appendix A. The Metrics Used in the Selection Process

This appendix includes the metrics used for the selection process for the different
categories analyzed.

Appendix A.1. Functionality Category

Appendix A.1.1. Fit to Purpose Characteristic

This characteristic includes different metrics classified into five sub-characteristics:
data loading, data model, field relations, analysis, dashboards, and reporting.

Data loading: This sub-characteristic includes various metrics to evaluate the loading process.
Direct connection to a data source (FFI1): It measures the possibility of a direct

connection to data sources. There are some applications with integrated connector drivers
(e.g., ODBC, JDBC, etc.) compatible with some databases, and the user does not need to
install it to connect the application to the data source.

Big Data sources (FFI2): It measures the capability to connect to any Big Data source
different from Hadoop.

Apache Hadoop (FFI3): It refers to the ability to connect to Hadoop infrastructure.
This technology is used to manage large volumes of structured or non-structured data
allowing fast access to data. Hadoop simply becomes one more data source and it is the
most common way of storing big data.

Microsoft Access (FFI4): It evaluates the capability to connect to the Microsoft
Access database.

Excel files (FFI5): It evaluates the capability to load data from Excel files.
From an Excel file, load data from all sheets at the same time (FFI6): It evaluates the

capability to load data from all sheets at the same time. In some applications, the user must
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do the same data loading process for each one of the sheets, while other tools let the user
choose which sheets he wishes to load and import them at the same time.

Cross-tabs (FFI7): It measures the capability of loading data from cross-tabs in Excel
files. Usually, applications need cross-tabs in a specific format and some of them have an
excel complement to normalize the cross-tabs before importing them.

Plain text (FFI8): It evaluates the capability of loading data from plain text files (.txt,
.inf, .80, .dat, .tmp, .prv, .hlp, .htm., etc.).

Connecting to the different data sources at the same time (FFI9): It evaluates the
capability to connect the application to several data sources at the same time and to do
cross-analysis between data from them.

Easy integration of many data sources (FFI10): It evaluates how easy is for the user
to integrate many data sources in the data analysis.

Showing data before the data loading (FFI11): It evaluates the capability to show data
before the data loading. Showing data can be useful for the user to understand how data
are before loading them.

Determining data format (FFI12): It evaluates the capability to show data formats
(integer, double, date, string...) of the fields before the data loading. Some applications
assign formats to fields automatically while some others let the user assign them before
the loading. Determining data formats before the loading is the best choice but, in some
applications, it can be done after the loading, and it is equally evaluated.

Determining data type (FFI13): It evaluates the capability to show data types (dimen-
sion, measure) of the fields before the data loading. Some applications assign types to fields
automatically, while some others let the user assign them before the loading. Depending
on the application’s terminology, data types can be attributes or dimensions and measured.
Determining data types before the loading is the best choice but, in some applications, it
can be done after the loading, and it is equally evaluated.

Allowing column filtering before the loading (FFI14): It evaluates the capability to
load only the columns that the user wants.

Allowing row filtering before the loading (FFI5): It evaluates the capability to filter
registers before loading them. Sometimes, the user does not want to analyze the whole
dataset, and data filtering can be useful before loading them.

Automatic measures creation (FFI16): The ability of the tool to automatically create
some measures, possibly useful, from the already loaded data.

Allow renaming datasets (FFI17): It evaluates the capability to assign a name to
datasets that should be loaded in the application.

Allow renaming fields (FFI18): It evaluates the capability to rename fields. It can be
useful when the user has not named the fields in the database by himself and prefers to
rename them with more appropriate names for the analysis. Renaming fields before the
loading is the best choice but, in some applications, it can be done after the loading, and it
is equally evaluated.

Data cleansing (FFI19): It evaluates the capability of the applications to allow the user
to clean data. For example, drop registers with null values or substitute particular values.

Data model: This sub-characteristic includes various sub-metrics to evaluate the
modeling process for each tool.

The data model is done automatically (FFD1): It refers to the capability of the appli-
cations to relate automatically tables. Some applications relate two tables if they have fields
with the same name and structure, therefore, these applications model data automatically.

The done data model is the correct one (FFD2): This metric evaluates the capability
of applications to get relations between tables as the user wants it. In our particular case
of 20141220_Initial_test data, the model is shown in Figure A1. If the user builds the data
model manually, getting the desired model should be easy. While, if the model is done
automatically, it can be more difficult depending on if the automatic model is the right one,
or if there exists the possibility to modify the model by the user.
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The data model can be visualized (FFD3): This metric evaluates if a tool allows seeing
the data model during the analysis. Visualizing the model during the analysis always lets
the user check the relations between fields.

Field relations: This sub-characteristic includes several metrics related to the connec-
tions between fields when the data source is relational. To clarify some of the proposed
metrics, the database 20141220_Initial_test is used with examples.

Alerting about circular references (FFF1): A circular reference exists when there are,
at least, 3 tables related between them.

Figure A2 synthesizes the concept. For example, the user can desire to visualize
Table A1; it represents particular policies and the regions where the policies have had an
accident. The policy table is related to the region table by the field code, which refers to the
identification code for the region where the policy is registered. Region table has other fields,
additionally to code, as the name of the region. On the other hand, the sinisters table is also
related to the region table by the field code, which refers to the code identification for the
region where accidents occur.

Table A1. Circular reference.

Policy_id Code of the Region Region
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In that particular case, some applications could show non-correct values for the region
because of the ambiguity about which way to take to reach the region table. If it passes by
the policy table then it shows regions where the policy is registered, but if it passes by the
sinister table, it shows regions where accidents occur. This metric evaluates the capability of
a tool to realize a circular reference and alert the user about it.

Skipping circular references (FFF2): This sub-characteristic evaluates the capability of
the software to omit circular references.

The same table can be used several times (FFF3): It evaluates the capability of the
application to use a table directly related to more than one table. For example, if there is
a table with coordinates, it can be related to more than one table, for example, with two
tables where in the first table there is a place of birth and in the second one there is a place
of death. Some tools allow the to load just once the table and use it as many times as the
user needs. Other tools require loading the table as many times as relations it will have.

Analysis: This sub-characteristic includes several metrics about the capabilities of
the analysis.

Creating new measures based on previous measures (FFA1): All the applications
analyzed must be able to create a measure based on already loaded measures. This
sub-characteristic evaluates how easy is to build new measures based on loaded measures.

The creation of new measures based on dimensions (FFA2): This sub-characteristic
evaluates how easy is to build new measures based on loaded dimensions.

Variety of functions (FFA3): It measures the diversity of functions offered by the
application to build a new field. Applications can offer functions related to statistics,
economics, mathematics, and also with strings and logic functions.

Descriptive statistics (FFA4): It refers to the possibility to analyze data statistically
from a descriptive point of view. All the applications analyzed in that project can do
descriptive statistics. Therefore, this metric evaluates the complexity of the descriptive
statistic allowed in each program.

Predictive statistics (FFA5): It measures the ability to get indicators by predictive
functions. It is not a common feature in self-service BI tools and because of that, the
presence of few predictive methods will be positively evaluated.

R connection (FFA6): It evaluates the capability of applications to connect to R to get
advanced analytical functions.

Geographic information (FFA7): This sub-characteristic measures the capability of
displaying data on maps.

Time hierarchy (FFA8): It evaluates the capability of the application to create time
intelligence. It consists in, from a particular date, creating other fields like a month, quarter,
or year. These sets of fields are grouped in a hierarchy. Particularly, a time hierarchy. This
metric evaluates the capability of the tool to create automatic time hierarchies.

Creating sets of data (FFA9): It evaluates the capability of a tool to create sets of data.
During the analysis, the user can be interested in a deeper analysis of a set of registers.
Some tools let to save these datasets and work with them.

Filtering data by an expression (FFA10): It evaluates the capability of a tool to filter
data during the analysis by expression values.

Filtering data by a dimension (FFA11): It evaluates the capability of a tool to filter
data during the analysis by dimension values.

Visual perspective linking (FFA12): It evaluates the capability to link multiple images,
so a selection on one image shows related and relevant data in other images.

No null data specifications (FFA13): This metric evaluates if the applications have any
requirements to the null values, for example, that null values must be noted as NULL, or
just with a space or by contrary that the user can define how are the null values represented
in the data source.

Considering nulls (FFA14): This metric measures if applications consider null values
as another value. Considering null as another value might be useful because the user can
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visualize the behavior of null data and then detect a pattern for them. This metric also
evaluates if null values are skipped from a calculated expression.

Variety of graphs (FFA15): It measures the diversity of graphs offered by the application.
Modifying graphs (FFA16): It measures the capability to modify the default setting of

graphs. For example, if there is the possibility to change levels of a legend, change colors,
change the shapes of markers... It is an important characteristic because sometimes it is the
key to understanding a data pattern.

Huge amount of data (FFA17): It measures the capability to display a huge amount of
data. Particularly, it measures the capability to display datasets without any data problems
because of their size.

Data refresh (FFA18): It measures the capability to update data automatically. For
example, if data are modified in the original file, some applications update automatically
the data while in others the user must do it, manually.

Dashboard: This sub-characteristic includes several metrics to measure the capabilities
of a tool relating to dashboards.

Dashboard exportation (FFD1): It evaluates the capability of the tool to export the
dashboard to share with other people to visualize and interact with the results.

Templates (FFD2): It evaluates the capability to fix a schema dashboard or access
templates to use it several times with different types of data. It is a useful feature to
homogenize projects.

Free design (FFD3): It measures the ability to let the user build dashboards with total
freedom. Some tools have limited options for building dashboards, while others let the
user insert text, format it, insert images, etc.

Reporting: This sub-characteristic includes several metrics to measure reporting
capabilities of a tool.

Reports exportation (FFR1): It evaluates the diversity of formats to export reports.
Some formats are Excel spreadsheets, PDF files, HTML files, Flash files, the own tool
format, etc.

Templates (FFR2): It evaluates the capability to fix a schema report or access templates
to use it several times with different data. It is a useful feature to improve consistency when
the user builds the same type of report periodically.

Free design (FFR3): It measures the ability to let the user build reports with total
freedom. Some tools have limited options for building dashboards, while others let the
user insert text, format it, insert images, etc.

Appendix A.1.2. Interoperability Characteristic

This characteristic includes several sub-characteristics to evaluate the capability of an
application to work with other organizations and systems.

Languages: This sub-characteristic is composed of a metric, which evaluates the
variety of languages displayable in the tool.

Languages displayed (FIL1): It evaluates the variety of displayed languages offered by
the tool. In particular, it evaluates if the tool can be displayed in more than two languages
or not.

Portability: This sub-characteristic is composed of three metrics, which evaluate the
ability of a tool to be executed in different environments.

Operating systems (FIP1): This metric measures the variety of different operating
systems compatible with the tool. In particular, it evaluates if the tool can work, at least, in
two different operating systems.

SaaS/Web (FIP2): The acronym SaaS means Software as a Service. This metric evalu-
ates if a tool offers access to projects via a web browser for hosting their deployments in
the cloud.

Mobile (FIP3): It evaluates the possibility to have reports and dashboards available on
the mobile device via a mobile app.
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Use project by third parts: This sub-characteristic is composed of a unique metric,
and it measures the capability of sharing and modifying projects by other people.

Using the project by a third party (FIU1): It evaluates the capability to share projects
and modify them with other users.

Data exchange: This sub-characteristic is composed of metrics, which evaluate the
data exportation when they have already been manipulated in the tool.

Exportation in .txt (FID1): It evaluates the capability of a tool to export data .txt.
Exportation in CSV (FID2): It evaluates the capability of a tool to export data in

CSV format.
Exportation in HTML (FID3): It evaluates the capability of a tool to export data in

HTML format.
Exportation in Excel file (FID4): It evaluates the capability of a tool to export data in

Excel files.

Appendix A.1.3. Security Characteristic

This characteristic is composed of a unique sub-characteristic, which groups metrics
about the security process.

Security devices: This sub-characteristic is composed of two metrics related to the
protection of data.

Password protection (FSS1): It evaluates the capability to protect projects with
a password.

Permissions (FSS2): It evaluates the capability to assign different permissions to
different users.

Appendix A.2. Usability Category

Appendix A.2.1. Ease of Understanding and Learning Characteristic

This characteristic includes different sub-characteristics.
Learning time: This sub-characteristic includes only one metric.
Average learning time (UEL1): This metric measures the time spent by the user in

learning the functionality of the tool.
Browsing facilities: This sub-characteristic evaluates how the user can browse inside

the tool.
Consistency between icons in the toolbars and their actions (UEB1): This metric

measures the capability of the tool to be consistent with its icons.
Displaying right-click menus (UEB2): This metric measures if the tool offers a display-

ing menu by right-clicking.
Terminology: This sub-characteristic evaluates if the terminology is consistent with

the global business intelligence terminology.
Ease of understanding the terminology (UET1): This metric measure how easy is for

the user to understand the terminology.
Help and documentation: This sub-characteristic is composed of metrics, which

measure the help offered by the tool to a user when he has doubts about the functionality
or management of the tool.

User guide quality (UEH1): This metric evaluates if the user guide is understandable.
Highlighting that self-service tools are also offered for non-technical users.

User guide acquisition (UEH2): This metric measures the process to get to the user
manual. For example, if it is free if it is difficult to find on the web, etc.

On-line help (UEH3): It measures the offering of online help.
Support and training: These sub-characteristics measure the quality and variety of

the support offered by the tool.
Availability of tailor-made training courses (UES1): It measures if the tool offers

training courses adapted to organizations, and it is positively measured if the course can
be done in the organization.
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Phone technical support (UES2): It measures if the tool offers a phone for technical
support and the timetable of it.

Online support (UES3): It measures if the tool offers online support and if it is in life
or not.

Availability of consulting services (UES4): It measures if the company offers consult-
ing services.

Free formation (UES5): It evaluates if the platform offers free formation for users.
Community (UES6): It evaluates if there exists a community to ask for doubts or to

share knowledge with other users.

Appendix A.2.2. Graphical Interface Characteristic

This characteristic evaluates the graphical interface of the tool.
Windows and mouse interface: This sub-characteristic evaluates the windows inter-

face and the mouse functions.
Editing elements by double-clicking (UGW1): It measures if the tool offers editing

elements by double-clicking.
Dragging and dropping elements (UGW2): It measures the capability of the tool in

dragging and dropping elements.
Display: This sub-characteristic refers to a unique metric about the capability of

editing the screen layout.
Editing the screen layout (UGD1): It measures the capability of a tool to edit the

screen layout.

Appendix A.2.3. Operability Characteristic

This characteristic evaluates the ability of the tool to keep the system and the tool in
reliable functioning conditions.

Versatility: This sub-characteristic evaluates the versatility of the tool.
Automatic update (UOV1): It measures if the tool is automatically updated when new

versions appear.

Appendix A.3. Efficiency Category

Appendix A.3.1. Execution Performance Characteristic

This characteristic is composed of a sub-characteristic, which evaluates the execution
performance of the tool.

Compilation speed: This sub-characteristic measures the compilation speed, and how
fast the software builds a particular chart.

Compilation speed (EEC1): It measures the compilation speed. It is a very subjective
measure because it depends on the machine where it is installed.

Appendix A.3.2. Resource Utilization Characteristic

This characteristic is composed of two (2) sub-characteristics, which evaluate the extra
hardware and software requirements.

Hardware requirements: This sub-characteristic is composed of three metrics, which
measure the vital hardware to run the tool.

CPU (processor type) (ERH1): This metric evaluates if the tool can be installed as
much to ×86 processors as to ×64 processors.

Minimum RAM (ERH2): It measures the RAM needed in the way that maximum
punctuation means it requires low memory while minimum punctuation means it needs
much memory.

Hard disk space required (ERH3): It measures the hard disk space needed in the way
that maximum punctuation means it requires low space while minimum punctuation
means it needs much memory.
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Software requirements: This sub-characteristic is composed of a unique metric, which
measures if extra software is required to execute the tool.

Additional software requirements (ERS1): this metric evaluates if extra software is
required to run the tool.

Appendix B. Metrics Weights

Table A2. Metric weights.

Metric Weight

Direct connection to data sources 2
Bigdata sources 1
Apache Hadoop 1
Microsoft Access 2
Excel files 3
From an excel file, import all sheets at the same time 2
Cross-tabs 2
Plain text 3
Connecting to different data sources at the same time 2
Easy integration of many data sources 2
Visualizing data before the loading 2
Determining data format 2
Determining data type 2
Allowing column filtering before the loading 2
Allowing row filtering before the loading 2
Automatic measures creation 3
Allow renaming datasets 2
Allow renaming fields 3
Data cleansing 2
The data model is done automatically 2
The done data model is the correct one 2
The data model can be visualized 3
Alerting about circular references 3
Skipping with circular references 3
The same table can be used several times 2
Creating new measures based on previous measures 3
Creating new measures based on dimensions 3
Variety of functions 3
Descriptive statistics 2
Prediction functions 2
R connection 2
Geographic information 2
Time hierarchy 3
Creating sets of data 2
Filtering data by expression 3
Filtering data by dimension 3
Visual perspective linking 2
No null data specifications 2
Considering nulls 3

Appendix C. 0141220_Initial_Test

The created database, used to evaluate the applications, is called 20141220_Initial_test.
It is composed of nine tables forming a relational database, particularly a snowflake schema.

In Figure A3, it is showed the relational data model structure, where two tables
are related by a common field (foreign key), which appears in both tables and which is
shown in the figure, next to the type of relationship. The fact table is called sinisters, and
the dimension tables are client, policy, auto, region, SinistersXYear, risk area, guarantees, and
GuaranteesXRiskArea.
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We decided to propose a relational database to realize how the evaluated self-service
BI tools managed the relations between tables. Some of these tools built automatically the
data model (the relations between tables), that is that the user loads tables, and the tool, by
itself, relates tables. Hence, we wanted to know if this automatic modeling worked well
or not.

Moreover, we wanted to evaluate if applications were capable to understand both
types of relationships. The most common relationship is 1: n, and we were almost certain
that applications support them. However, we doubted the support of n:m relationships.
There was one of the evaluated tools, could not relate two tables by an n:m relationship.

Additionally, our model has a particularity. There are two circular references in region
and guarantees fields. A circular reference exists when there are, at least, 3 tables related
between them. For example, the Region table has information about the regions, and it
has the name of all regions and their population. The policy table is connected to the region
table, by the field code. This field corresponds to the code of the region where the policy
is registered. On the other hand, the sinisters table is also connected to the region table,
by the field code. However, this time, it corresponds to the code of the region where the
accident had happened. Both relations have different meanings, but they are related to the
same table. We added these circular references to know how the self-service applications
managed them.

Skipping circular references can be done easily, by duplicating tables. We have loaded
two tables identically equal to the region table, one is related to the policy table and the other
one to the sinisters table. However, this action implies the use of more memory, and it is
not recommended.

The fact that we decided to simulate a car’s insurance company database is due to it is
a common case of use in consultancy. Moreover, we were lucky to know an actuarial expert
who offered us some information about the car’s insurance area.
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The main point of the work was not to do an accurate analysis of data. For this reason,
the simulation was just a way of getting data and they cannot be considered real data,
because the process to get them is just a rough approximation.

We obtained some data from two existing datasets of R. To not have to invent all data,
although some fields were invented by us because they were not in the existing datasets.
Some data were extracted from the CASdatasets package of R. It is composed of several
actuarial datasets (originally for the “Computational Actuarial Science” book). Particularly,
we extracted some data from freMPL6 and freMTPL2freq datasets.

Moreover, to evaluate the analysis capabilities of the applications, data were simulated
forcing patterns. In particular, geographical, and stationary patterns were imposed. In
20141220_Initial_test, the amount of occurred car accidents in a region is proportional to
the amount of population in it. However, in the months of July, August, and September,
in the region of Granada, we force to have more accidents. Additionally, some people are

170



Technologies 2022, 10, 92

forced to have more probability to have accidents than the main part of the population.
They are a woman with ages between 40 and 45, a man with ages between 50 and 65, young
people under 24, and beginners.

The database consists of 26000 policies. Each policy is identified by one client. There
are 22 different variables, classified in tables.

Appendix C.1. Client Table

It consists of client characteristics. As a consequence, there are 26,000 clients, and this
table has 26,000 rows. The variables inside are the followings:

• ClientID: Discrete variable with 26,000 different values from 1 to 26,000.
• Gender: Qualitative variable that can take the answers “Male” and “Female”.
• Maristat: Qualitative variable that can take the answers “Others” and “Alone”.
• CSP: Qualitative variable referenced to the social category known as CSP in France. It

can take values as “CSP50”. The classification of socio-professional categories (CSP)
was conceived by INSEE in 1954. The objective was to categorize individuals according
to their professional situation, taking account of several criteria: their profession,
economic activity, qualification, hierarchical position and status.

• It included 9 main groups subdivided into 30 socio-professional categories.
• LicBeg: Date variable with 26,000 values between “5 September 1941” and “11 January

2009”. It refers to the date when the client got the driver’s license.
• DrivBeg: Date variable with 26,000 values between “25 January 1916” and “6 January

1991”. It refers to the birth date client.

Appendix C.2. Auto Table

It consists of vehicle characteristics depending on its brand. As a consequence
there are 11 different brands of vehicles, this table has 11 rows. The variables inside
are the followings:

• VehBrand: Categorized numeric variable that refers to the vehicle brand. It takes
11 different values from {1, 2, 3, 4, 5, 6, 10, 11, 12, 13, 14}.

• VehPow: Categorized numeric variable that refers to the vehicle power. It takes
4 different values from {6, 7, 8, 9 }.

• VehType: Qualitative variable that refers to the vehicle type. There are 4 possible
answers: “familiar”, “compact”, “sport” and “terrain”.

Appendix C.3. Region Table

It shows the information about regions. There are 52 regions and therefore this table
has 52 rows. Its variables are the followings:

• Code: Numeric variable which refers to a code for each region. For example, Zaragoza
has the code 52, because it is the last region if they are ordered alphabetically.

• Region: Qualitative variable that refers to the Spain province(region) where the sinister
happens. The answers can be: “Alava”, “Albacete”, “Alicante”, “Almeria”, “As-
turias”, “Avila”, “Badajoz”, “Barcelona”, “Burgos”, “Caceres”, “Cadiz”, “Cantabria”,
“Castellon”, “Ciudad Real”, “Cordoba”, La Coruna”, “Cuenca”, “Gerona”, “Granada”,
“Guadalajara”, “Guipuzcoa”, “Huelva”, “Huesca”, “Islas Baleares”, “Jaen”, “Leon”,
“Lerida”, “Lugo”, “Madrid”, “Malaga”, “Murcia”, “Navarra”, “Orense”, “Palencia”,
“Palmas”, “Pontevedra”, “La Rioja”, “Salamanca”, “Segovia”, “Sevilla”, “Soria”,
“Tarragona”, “Teruel”, “Tenerife”, “Toledo”, “Valencia”, “Valladolid”, “Vizacaia”,
“Zamora”, “Zaragoza”, “Melilla” and “Ceuta”.is a the whole name of the region, in
last example region should be “Zaragoza”.

• Population: Discrete variable that refers to the population of the region where the car
is declared.
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Appendix C.4. Risk Area Table

It has the name of each type of the 5 Risk Area types. As there are 5 different Risk
Areas there are 5 rows in this table. The variables inside are the following:

• RiskArea: Categorized variable meaning the type of insurance included in each policy,
also known as the product. The categories are {1,2,3,4,5}.

• RiskAreadesc: Qualitative variable referring to the corresponding Risk Area name. They
are “gold”, “silver”, “master”, “plus” and “regular”.

Appendix C.5. Guarantees Table

This table shows two variables. The name of different guarantees covered by the
insurance company and their base cost. There are 8 different guarantees and therefore the
table has 8 rows.

• Guarantees: Qualitative variable referring to guarantees with the following possible
answers: “windows”, “travelling”, “driver insurance”, “claims”, “fire”, “theft”, “total
loss”, and “health assistant”.

• Base: Discrete Variable refers to the cost covered by the insurance company. It has
8 different values: 50, 500, 100, 25, 1000, 20,000, 3000 and 300.

Appendix C.6. Risk X Guarantees Table

This table joins the Risk Area variable with the guarantees that it provides. This table
has 29 rows because the Risk Area categorized by 1 has 8 guarantees, the 2 has 7 guarantees,
the 3 has 6 guarantees, the 4 has 5 guarantees and the 5 has 3 guarantees.

• RiskArea: Categorized variable meaning the type of insurance included in each policy,
also known as the product. The categories are {1,2,3,4,5}.

• Guarantees: Qualitative variable referring to guarantees provided by the Risk Area
corresponding. The different answers are “windows”, “travelling”, “driver insurance”,
“claims”, “fire”, “theft”, “total loss” and “ health assistance”.

Appendix C.7. Policy Table

It consists of policy characteristics. As a consequence, there are 26,000 different policies,
and this table has 26,000 rows. Its variables are the followings:

• PolicyID: Discrete variable with 26,000 different values from 1 to 26,000.
• ClientID: Discrete variable with 26,000 different values from 1 to 26,000.
• RecordBeg: Date variable with 26,000 values between “1 January 2000” and “31 December

2010”. It refers to the date when the policy is begun.
• RecordEnd: Date variable with 26,000 values between “1 January 2000” and “31 December

2010”. It refers to the date when the policy is finished. In most cases, it has the value
“1 January 9999”, which means that the policy is still active.

• VehBeg: Date variable with 26,000 values between “26 January 1911” and “1 January
2011”. It refers to the date when the vehicle was built.

• VehBrand: Categorized numeric variable that refers to the brand of the secured vehicle,
by the policy. It takes 11 different values from {1, 2, 3, 4, 5, 6, 10, 11, 12, 13, 14}.

• BonusMalus: Discrete variable between 50 and 350: below 100 means bonus, above
100 means malus in France.

• RiskArea: Categorized variable meaning the type of insurance included in each policy,
also known as the product. The categories are {1, 2, 3, 4, 5}.

• Code: Numeric variable which refers to the code of the region where the policy
is registered.

Appendix C.8. SinistersXYear Table

It shows the number of sinister for each policy in each year, from 2000 to 2010. As
there are 26,000 different policies, the table has 26,000 different rows. About the columns,
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it has one for each year, therefore there are 11 columns. The unique variable is sinister. It
is evaluated for each policy and each year. Three is the maximum of sinister in one year,
imposed in the simulation process.

Appendix C.9. Sinisters Table

This table shows information about the sinister of each policy. It has 196,235 rows. It is
because in total, for all the policies there are 196,235 sinister. The variables inside are the
followings:

• PolicyID: Discrete variable with 26,000 different values from 1 to 26,000. However, in
the table, every policy is repeated as times as sinister has it in the total of 11 years.

• RiskArea: Categorized variable meaning the type of insurance included in each policy,
also known as the product. The categories are {1,2,3,4,5}. As the PolicyID, it is repeated
as times as the policy uses the risk area that has been included.

• Guarantees: Qualitative variable referring to a guarantee provided by the Risk Area cor-
responding and used in the sinister. The different answers are “windows”, “travelling”,
“driver insurance”, “claims”, “fire”, “theft”, “total loss” and “ health assistance”.

• Sinisterdate: Date variable with values between “1 January 2000” and “31 December
2010”. It refers to the date when the sinister happens.

• Code: Numeric variable which refers to the code of the region where the sinister happens.

The names of the variables explained above, Table A3, are the final names. During the
simulation process, some variables were called different. In the simulation, some variables
have been built two times with different lengths. To keep the consistency in the code, all
different fields are called different. However, after the simulation, the names have been
changed to let the user build connections between tables by a common field.

Table A3. Variables names in the data simulation.

Variable Name in Simulation Table Variable Name

VehBrand_N Policy VehBrand
RiskArea_N Policy RiskArea

Code_O Policy Code
V1, . . . , V11 SinistersXYear 2000, . . . , 2010
PolicyID_S Sinisters PolicyID
RiskArea_s Sinisters RiskArea

Guarantees_s Sinisters Guarantees
Code_S Sinisters Code

Appendix D. Questionnaires

This annex attaches one of the questionnaires, Table A4, that must be filled by the
users implied in the evaluation. In our case, there are four questionnaires, one for each
evaluated tool. They show the scores, according to the scale of measurement established
in Section 5, for each metric. Moreover, according to the satisfaction limits established in
Section 6 for the second evaluation, the satisfaction score is shown.

The column M.S refers to the scale of measurement established for each metric. The
column WEIGHTS refers to the weights established for each metric in Section 5. The
COMPENSATED VALUE refers to the product of the weight and the metric’s score.

The NORMALIZED VALUE is the satisfaction score for the metric. While for sub-
characteristics/characteristics/categories they are called simply TOTAL.

The columns called INDICATOR take values 1 or 0, depending on if the Metric/Sub-
characteristic/Characteristic/Category is satisfied according to the satisfaction limit estab-
lished in Section 6.
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Rough-Set-Theory-Based Classification with Optimized
k-Means Discretization
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* Correspondence: teguh.handjojo.d@mail.ugm.ac.id; Tel.: +62-822-8480-1480

Abstract: The discretization of continuous attributes in a dataset is an essential step before the Rough-
Set-Theory (RST)-based classification process is applied. There are many methods for discretization,
but not many of them have linked the RST instruments from the beginning of the discretization
process. The objective of this research is to propose a method to improve the accuracy and reliability
of the RST-based classifier model by involving RST instruments at the beginning of the discretization
process. In the proposed method, a k-means-based discretization method optimized with a genetic
algorithm (GA) was introduced. Four datasets taken from UCI were selected to test the performance
of the proposed method. The evaluation of the proposed discretization technique for RST-based
classification is performed by comparing it to other discretization methods, i.e., equal-frequency and
entropy-based. The performance comparison among these methods is measured by the number of
bins and rules generated and by its accuracy, precision, and recall. A Friedman test continued with
post hoc analysis is also applied to measure the significance of the difference in performance. The
experimental results indicate that, in general, the performance of the proposed discretization method
is significantly better than the other compared methods.

Keywords: rough set theory; genetic algorithm; discretization; classification; data pre-processing

1. Introduction

Classification is one of the processes commonly completed by researchers in machine
learning (ML). In general, the purpose of classification is to assign an object to one of the
categories that has been predefined. Currently, there are various algorithms for classifi-
cation, such as Decision Tree, Artificial Neural Network, Random Forest, Fuzzy Logic,
and many more, including Rough Set Theory (RST). To obtain the best result, selecting the
proper algorithm is crucial by considering not only the accuracy but also the cost of training,
cost of testing, and cost of the implementation. Another important factor is whether the
classification model needs to be built as a white or black box model. If a white box model is
expected, a method such as Decision Tree, Fuzzy Logic, or RST can be applied because this
method can produce transparent decision rules.

In a dataset that will be processed for classification, attributes that have continuous
values are often found. Hence, the data of the attributes cannot be directly processed by
a classifier that requires discrete data, such as RST. To be able to process the dataset, a
discretization process should be carried out first.

Currently, there are many state-of-the-art methods for discretization, as reported in
Refs. [1,2]. Based on this report, there are two main groups of discretization methods,
i.e., supervised and unsupervised. This work also conducted a survey, finding that the
popular methods for unsupervised discretization use an equal-width and equal-frequency
base. The disadvantage of this unsupervised method is that we cannot be sure whether the
discrete results are optimal since there is no feedback to measure the optimality of discrete
results at the time of the process. To generate optimal discretized values, a supervised
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method should be applied. One of the popular methods for supervised discretization is
entropy-based [1]. However, the next question is whether the entropy-based method will
be suitable or not for RST-based classifiers.

This paper aims to improve the classification performance using the RST method on
various datasets with continuous values obtained from UCI. The contribution of this study
is to propose data pre-processing methods related to discretization before carrying out the
classification process. The proposed method starts with applying k-means to discretize
continuous value attributes, then optimizes them by using a genetic algorithm (GA) that
involves one of the RST instruments, called the dependency coefficient, to maintain the
quality of the dataset as the original after the implementation of the discrete process.

By involving one of the RST elements in the discretization process, it is expected that
the discretization results will be suitable for the RST-based classifier. Thus, the novelty
of the proposed method compared to other discretization processes is that the method is
based on approximation quality with the expectation that it will give better results to be
used by the RST-based classifier because the approximation is controlled by one of the RST
elements from the beginning.

This paper is organized as follows: Section 2 explains the theoretical basis of the RST,
which begins with the concept of approximation in the framework of rough sets, and then
continues with an explanation of the basic notions and characteristics of the RST. Section 3
presents the need for discretization and its various techniques, especially those related to
the proposed method. Section 4 describes the basic concepts of the proposed method and
the algorithm in pseudo-code form. Section 5 presents the experimental framework, the
datasets used, and other popular discretization methods. Section 6 describes the analysis of
the experimental results, and this paper is concluded in Section 7.

2. Basic Notions

Before the detailed description of the method proposed in this article is discussed,
a basic picture of RST that was first proposed by Zdzislaw Pawlak in 1982 will be given.
This RST method is intended to classify and analyze imprecise, uncertain, or incomplete
information and knowledge [3,4]. The underlying concept of the RST is the size approx-
imation of the lower and upper sets. The approximation of the size of the lower subset
is determined by the group of objects that are becoming members of the desired subset.
Meanwhile, the size of the upper subset approximation is determined by the possible group
of objects to become a member of the desired subset. Any subset defined or bordered by an
upper–lower approximation is called a Rough Set [3]. Since it was proposed, RST has been
used as a valuable tool for solving various problems, such as for imprecise or uncertain
knowledge representation, knowledge analysis, quality measurement of the information
available on the data pattern, data dependency and uncertainty analysis, and information
reduction [5].

This RST approach also contributes to the artificial intelligence (AI) foundation, es-
pecially in machine learning, knowledge discovery, decision analysis, expert systems,
inductive reasoning, and pattern recognition [3].

The rough sets approach has many advantages. Some of the most prominent advan-
tages of applying RST are 6:

1. Efficient in finding hidden patterns in the dataset;
2. Able to identify difficult data relationships;
3. Able to reduce the amount of data to a minimum (data reduction);
4. Able to evaluate the level of significance of the data;
5. Able to produce a set of rules for transparent classification.

The following sub-sections will explain the basic and important philosophies associ-
ated with RST to be discussed based on Refs. [3,6–9].
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2.1. Equivalent Relations

Let U be a non-empty set, whereas p, q, and r are elements of U. If R is a symbol of a
relation so that pRq is a relation function between p and q, then R is said to be an equivalent
relation when it meets three properties as follows:

1. Reflexive: pRp for all p in U;
2. Symmetric: if pRq, then qRp;
3. Transitive: if pRq and qRr, then pRr.
4. If x in U, then Rx = {y ∈ U : yRx} is the equivalence class of x with respect to R.

2.2. Information System and Relationship Indiscernibility

Let T = (U, A, Q, ρ) be an Information System (IS), where U is a set of non-empty
objects called universe, A is a set of attributes, Q is the union among the attribute domains
in A, and ρ : U ×Q→ A is the description of the total function. For classification, the
set of attributes, A, is divided into condition attributes denoted by CON and a decision
attribute denoted by DEC. When the attributes of the information table have been divided
into condition and decision attributes, then the table is called a decision table. The element
of U can be called object, case, instance, or observation [10]. The attributes can be called
features, variables, or characteristic conditions. If an attribute a is given, then: a : U → Va
for a ∈ A. Va is called the set of values of a.

If a ∈ A, P ⊆ A, then an indiscernibility relation IND(P) can be defined as:
IND(P) = {(x, y) ∈ U ×U : for all a ∈ P, a(x) = a(y)}, or in the statement that the two
objects are said to be indiscernible when the two objects are indistinguishable since they
do not have sufficient differences in the set of attributes called P. The equivalence class of
indiscernibility relation IND(P) is denoted by [X]P.

2.3. Lower Approximation Subset

Let B ⊆ C, where C is a set of condition attributes, and X ⊆ U; then, the B-lower
approximation subset of X is the set of all elements of U that can be classified exactly as an
element of X, and it is shown in Equation (1):

B∗(X) = {x ∈ U : [X]B ⊆ X} (1)

2.4. Upper Approximation Subset

A B-upper approximation subset of X is the set of all elements of U that may be
classified as elements of X, and this is shown in Equation (2):

B∗(X) = {x ∈ U : [X]B ∩ X 6= ∅} (2)

2.5. Boundary Region Subset

This subset contains a group of elements as defined in Equation (3). This set contains
objects that, whether they belong to the X classification, cannot be determined exactly.

BNB(X) = B∗(X)− B∗(X) (3)

2.6. Rough Set

A set obtained by the lower and upper approximations is called a rough set. When a
rough set is found, then it must be B∗(X) 6= B∗(X). Figure 1 illustrates each set that meets
Equations (1)–(3).

2.7. Crisp Set

If B∗(X) = B∗(X), then the set is called a crisp set.
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Figure 1. The illustration of rough set. The universe (U) is the union of all blocks. If the set (X) is
represented by the red shape, then the lower approximation is the union of all green blocks, the upper
approximation is the union of all green and yellow blocks, and the boundary region is the union of
yellow blocks, while the union of all white blocks is called outside approximation.

2.8. Positive Region Subset

This is a set that has an object of the universal set U that can be classified or partitioned
into certain classes of U/D using the set of attributes C, as shown in Equation (4).

POSC(D) =
⋃

C∗(X), (4)

where U/D is the partitioning of U based on the attribute values of D and C∗(X) is the
notation of lower approximation of the set X with respect to C. The positive region of the
subset X belonging to the partition U/D is also called the lower approximation of the set
X. The positive region of a decision attribute with respect to a subset C approximately
represents the quality of C. The union of the positive and the boundary regions yields the
upper approximation [7].

2.9. Dependency Coefficient

Let T = (U, A, C, D) be a decision table. The dependency coefficient between attribute
condition C and attribute decision D can be formulated as in Equation (5) as follows:

γ(C, D) = |POSC(D)|/|U| (5)

The value of the dependency coefficient is in the range from 0 to 1. This coefficient
represents a portion of the objects that can be correctly classified against the total. If γ = 1,
then D is completely related to C, if 0 < γ < 1, then D is said to have partial relation on C,
and if γ = 0, then D has no dependency to C. A decision table depends on the feature set
condition when all values on the decision feature D can be uniquely determined by the
condition attribute values.

2.10. Reduction of Attributes

As explained in Section 2.2., it is possible that two or more objects are indiscernible
because they do not have enough different attribute values. In this case, it is necessary to
make savings so that only one element of the equivalence class is required to represent the
whole class. To be able to make savings, some additional notions are needed.
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Let T = (U, A) be an information system, P ⊆ A, and let a ∈ P. It can be said that a is
dispensable in P if INDT(P) = INDT(P− a); otherwise, a is indispensable in P. A set P is
called independent if all of its attributes are indispensable.

Any subset P′ of P is called a reduct of P if P′ is independent and INDT(P′) = INDT(P).
Therefore, reduct is the minimal set of attributes without changing the classification

results when using all attributes. In other words, the attributes not in reduct are considered
redundant and have no effect on classification.

2.11. Discernibility Matrix and Function

Reducts have several properties, one of which is the validity of the relation, as shown
in Equation (6). Let P be a subset of A. The core of P is the set off all indispensable attributes
of P [10].

Core(P) =
⋂

Red(P), (6)

where Red(P) is the set of all reducts of P.
In order to easily calculate reduct and core, discernibility matrix can be used [10], which

is defined as follows.
Let T = (U, A) be an information system with n objects. The discernibility matrix of T

is a symmetric n× n matrix with entries in cij, as given in Equation (7).

cij =
{

a ∈ A
∣∣a(xi) 6= a

(
xj
)}

for i, j = 1, . . . , n (7)

A discernibility function fT for an information system T is a Boolean function of m
Boolean variables a∗1 , . . . , a∗m (corresponding to the attribute a1, . . . , am), defined as follows:

fT(a∗1 , . . . , a∗m) = ∀
{
∃c∗ij
∣∣∣1 ≤ j ≤ i ≤ n, cij 6= ∅

}
, (8)

where cij =
{

a∗
∣∣a ∈ cij

}
.

3. Discretization

Discretization is one of the data preprocessing activity types performed in the prepa-
ration stage as well as data normalization, data cleaning, data integration, and so on. Often,
data preprocessing needs to be performed to improve the efficiency in subsequent pro-
cesses [11]. It is also needed to meet the requirements of the method or algorithm to be
executed. The rough-set-theory-based method is one of the methods that requires data in
the discrete form. Therefore, if the dataset to be processed is in continuous mode, then the
discretization process is required.

There are several well-known discretization techniques that can be categorized based
on how the discretization process is carried out. When it is carried out by referring to the
labels that have been provided in the dataset, then it is called supervised discretization,
while, if the label is not available, then it is categorized as unsupervised discretization [11].

Discretization by binning is one of the discretization techniques based on a specified
number of bins. If the dataset has a label, then the number of bins for discretization can be
determined for as many as the number of classes on the label, while, for a dataset with no
label, an unsupervised technique, such as clustering, should be applied.

3.1. k-Means

Cluster analysis or clustering is one of the most popular methods for discretization.
This technique can be used to discretize a numeric attribute, A, by dividing the values of
A into several clusters [11]. This experiment applies the k-means method to discretize the
numeric attributes of the dataset.

k-means is a centroid-based method. Assume A is one of the numeric attributes of a
dataset D. Partitioning can be performed on the A attribute into k clusters, C1, C2, . . . , Ck,
where Ci ⊂ A and Ci ∩ Cj = ∅ for (1 ≤ i, j ≤ k). In k-means, the centroid, ci, of a cluster
Ci is the center point that is defined as the mean of the points assigned to the cluster. The
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difference between a point, pn, and its centroid, ci, is measured using a distance function,
dist(pn, ci). The most popular formula to measure the distance is by using the Euclidean
distance formula, as shown by Equation (9).

dist(x, y) =

√
n

∑
i=1

(xi − yi)
2 (9)

Because k-means is one of the unsupervised techniques, then the value of k is not
known and it is usually defined through trial and error iteratively to find the optimum
value. To automate this trial-and-error process, an optimization technique should be
applied. There are many optimization techniques available, but this experiment employs
genetic algorithm (GA) technique to find the optimum value for k.

In this experiment, k is optimum if the value is as minimal as possible without losing
the quality of the information of the dataset. This experiment uses γ(C, D) function, as
shown in Equation (5).

3.2. Genetic Algorithm

Genetic algorithm (GA) is an algorithm inspired by biological phenomena, namely
the process of genetic evolution from the creation of a population that consists of some
individuals who later experience genetic evolution. There are three genetic processes that
occur, i.e., selection, crossover, and mutation, to obtain new individuals who are expected
to be stronger or fitter during the next cycle selection process [12]. Figure 2 shows GA’s
operational processes. Figure 3 illustrates the crossover process.

Figure 2. Genetic algorithm process flow.

Figure 3. Illustration of some crossover-type processes.

186



Technologies 2022, 10, 51

4. Proposed Method

The concept of the proposed method for the discretization in this experiment is the
integration of RST, k-means, and GA. An RST is used to measure the dependency coefficient,
which can be used to define the approximation quality. Therefore, the transformed dataset
after the discretization process will not decrease the quality of the information from the
original dataset. To measure the approximation quality, the formula of RST dependency
coefficient, γ(C, D), as shown in Equation (5), is applied.

Further, k-means is applied to cluster continuum data attributes. The result is the
number of bins or clusters of the attributes. The bins are then transformed into discrete
values. The GA function is used to minimize the number of bins or clusters of every
attribute, which, at the same time, must meet the constraint in which the value of γ(C, D)
is equal to 1 or any value that is targeted. Minimizing the number of bins is expected to
generate the most optimum number of RST rules, which make the classification process
become more efficient. The following algorithm of the proposed method is developed to
find the most optimal discretization scenario of an Information System.

As shown on the pseudo-code, the algorithm of the proposed method begins with
reading the training dataset to construct a table called T = (U, A, V, f ), where U is a set of
objects, A is a set of the attributes, V is a set of values of the attributes, and f is a function
of the relationship between the object and the attributes. This table is then transformed into
a decision table, called DT = (U, C, D, v, f ), where C is the condition attribute set and D is
the decision attribute set that satisfies C ∪ D = A.

After the dataset is loaded, the process continues with the setting of the GA pro-
cess, starting from the number of chromosomes, which is associated with the number of
attributes, and followed by the number of genes for each chromosome, which is associ-
ated with the number of centroids or bins of the respective attribute. After the setting of
the GA parameters is completed, it continues by executing the GA processes based on
Figures 2 and 3. The objective function of the GA is to minimize the number of bins for
each attribute with a certain value of γ(C, D) as the constraint.

The end of the GA iteration contains the process to convert the chromosome values
into the attribute bin values. When the maximum iteration is achieved, then the bin values
of each attribute are considered optimum and then are used to discretize the condition of
attribute values.

5. Experimental Setup

In this section, the test results of the proposed algorithm are compared with two
popular discretization algorithms, namely equal-frequency, which is processed using unsu-
pervised learning, and entropy-based, which uses supervised learning.

Four datasets downloaded from the UCI data repository with details of the properties
owned by each dataset shown in Table 1 are selected. Those datasets are:

1. iris;
2. ecoli;
3. wine;
4. banknote.

Table 1. Descriptions of the tested datasets in this research.

Properties
Datasets

iris ecoli wine banknote

# of examples 150 271 178 1370
# of classes 3 8 3 2
# of condition attributes 4 7 13 4
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The proposed algorithm was tested on four datasets and compared with two dis-
cretization methods, namely equal-frequency and entropy-based. Figure 4 shows the flow of
the research.

In the initial step, a k-fold mechanism with k = 5 is applied to each dataset so that
a ratio of 80:20 is obtained, where 80% of the data are used for the training and 20% for
testing. The k-fold approach is applied to ensure that every record in the dataset becomes
either a training or test dataset. With the application of k-fold, it is expected that the
results of testing the algorithm can be more reliable. Each fold of each dataset is then
discretized using three tested methods, namely: equal-frequency (EQFREQ), entropy-based
(ENTROPY), and the proposed method, which is based on genetic algorithm and rough set
theory (GARST).

Discretization with the EQFREQ and ENTROPY methods was concluded on the
Rosetta software ver. 1.4.41. Meanwhile, the proposed method was developed by using
Python 3.8 based on Algorithm 1.

Algorithm 1. Pseudo-code of proposed method.

Input: A dataset in the form of Table T = (U, A, V, f )
Output: Optimum numbers of bins for each condition attribute in the form of discretized
table DiscT = (U, C, D, Vc disc, f )
Create decision table DT = (U, C, D, V, f ) = convert_to_DT(T), where C ∪ D = A;
Introduce integer variable maxK = 10 or any integer value;
Introduce scalar and vector variables genBit, numChrom, popSize, max Generation, constraintGA,

Chromosome, Individu, Fitness, Parents, Offsprings, New Pop for the GA processes;
genBit← integer _to _bineary(maxK); numChrom← cardinality(C);
popSize← 30 or any integer value;
maxGeneration← 50 or any integer value;
for indv← 1 to popSize do

for chr← 1 to numChrom do
Chromosome[chr]← binary_random(genBit);

end
Individu[indv]← [Chromosome[numChrom]];
end
constraintGA← 0.8 or any real value between 0.0 and 1.0;
Introduce vector variables Bins, Discr_V, γCD for the RST processes;
for generation← 1 to maxGeneration do

for indv← 1 to popSize do
for chr← 1 to numChrom do

Bins[chr] = KMeans(C[chr], binary_to_integer(Individu[chr]);
End
for c← 1 to cardinality do

Discr_V[c]← discretize(V[c], Bins[c]);
γCD[indvc]← calc_γCD(Discr_V[c], V[dc]) by referring to Eq. 2.5;
if γCD[indvc] ≥ constraintGA then

Fitness[indv] ← sum_cardinality(Bins[1], . . . , Bins[numChrom])
else Fitness[indv] ← very_big _vaule;

End
End
Parents ← select_the_most_ f it(Individu[1], . . . , Individu[popSize]) to create parents; the

Individu have smaller Fitness value will have chance to be selected as a parent;
Offsprings← crossover(Parents) to create Offsprings;
NewPop← mutate(Offsprings);
Run transform(NewPop) to create new list of Individu in the form of
[Individu[1], . . . , Individu[popSize]];
end
return DiscT = (U, C, D, V, disc, f )
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After the 5-fold datasets have been discretized, each fold is reduced and then rules
generation is performed using the Rosetta software. The reduct process is carried out using
the RST method based on a discernibility matrix, and rule generation using the application
of Boolean algebra to the built discernibility matrix, as described in Section 2. This process
is repeated five times for each dataset due to the application of 5-fold.

Figure 4. Flow of the research.

The final step of this experiment is to compare the performance of the three methods.
The measuring instruments used in the experiment and their explanations are listed in
Table 2.

Table 2. Metrics to measure the performance.

Measurement Unit Objective Remarks

# of bins An integer value that indicates the number of
bins resulting from discretization.

The smaller this value, the better the performance of
the discretization method because the dataset
resulting from the discretization becomes simpler.

# of rules An integer value that indicates the number of
rules generated by RST after the reduct process.

The smaller this number indicates the better
performance of the discretization method because
the smaller number of rules makes it easier to
understand and more transparent.

Accuracy
Provides a measure of how many samples were
correctly predicted by a classifier compared to
the total number of samples.

This metric is applied to measure the overall
performance.

Precision

Provides a measurement of how many samples
are correctly predicted for a particular class. This
is the TP ratio of a given class to the number of
samples predicted as this class, in other words,
the total number of TP and FP.

This metric is applied to measure the class-by-class
performance of a method.

Recall Provides a measurement of how many samples
are correctly predicted in a given class.

This metric also measures the class-by-class
performance of a model.

To ensure that there is a difference in performance between the three tested methods,
the statistical Friedman test method was applied to this experiment. The Friedman test is
a statistical measuring tool used to determine whether there is a statistically significant
difference in the average value of three or more groups [13]. If the p-value of the Friedman
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test is less than 0.05, then there is a significant difference. The post hoc test was used as a
continuation of the Friedman test to determine which group had a significant difference
compared to the other groups.

6. Results and Discussion

After the entire process is completed, the last step is to review the performance of each
discretization method. Table 3 shows the performance comparison of the discretization
methods of the equal-frequency (EQFREQ), entropy-based (ENTROPY), and genetic algorithm
and rough set theory (GARST) proposed in this paper.

Table 3. Number of bins and rules generated by each method.

iris ecoli wine banknote

# of bins # of rules # of bins # of rules # of bins # of rules # of bins # of rules

ENTROPY Fold-1 20 49 42 104 143 3952 501 2941
Fold-2 20 60 36 107 152 4874 296 341
Fold-3 21 83 32 137 155 6892 454 1364
Fold-4 21 87 45 116 164 8366 564 2760
Fold-5 21 102 43 118 167 9394 498 1423

Average 20.6 76.2 39.6 116.4 156.2 6695.6 462.6 1765.8
Max 21 102 45 137 167 9394 564 2941
Min 20 49 32 104 143 3952 296 341

StdDev 0.4899 19.1353 4.8415 11.5689 8.6116 2047.2293 90.3761 967.3199

EQFREQ Fold-1 20 186 27 401 65 50473 20 158
Fold-2 20 192 27 218 65 48770 20 149
Fold-3 20 220 27 214 65 49921 20 154
Fold-4 20 135 27 215 65 49929 20 157
Fold-5 20 186 27 211 65 51401 20 151

Average 20 183.8 27 251.8 65 50098.8 20 153.8
Max 20 220 27 401 65 51401 20 158
Min 20 135 27 211 65 48770 20 149

StdDev 0.0000 27.4547 0.0000 74.6335 0.0000 855.7926 0.0000 3.4293

GARST Fold-1 17 39 31 164 46 2527 17 55
Fold-2 11 54 29 277 23 2995 13 36
Fold-3 13 21 28 154 43 5212 13 73
Fold-4 16 25 29 136 45 10319 15 88
Fold-5 11 53 30 134 46 5734 13 65

Average 13.6 38.4 29.4 173 40.6 5357.4 14.2 63.4
Max 17 54 31 277 46 10319 17 88
Min 11 21 28 134 23 2527 13 36

StdDev 2.4980 13.7055 1.0198 53.1940 8.8679 2770.2903 1.6000 17.4425

Compared to the performance of the EQFREQ and ENTROPY discretization methods,
it is confirmed that the proposed method (GARST) has a better performance, showing
the smallest number of the generated bins and rules across three datasets, namely iris,
wine, and banknote. The ENTROPY method indicates a better performance for the ecoli
dataset, demonstrated by the smallest number of bins; however, the GARST method is still
superior because it succeeded in generating the smallest number of rules in all the datasets,
including ecoli.

Table 4 shows the test results that are presented in statistical measures, namely av-
erage and standard deviation. From this table, it can be seen that the GARST method
has the highest average accuracy, precision, and recall, and has competitive values for
standard deviation.
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Table 4. The accuracy, precision, and recall of each method.

iris ecoli wine banknote
Acc Avg Avg Acc Avg Avg Acc Avg Avg Acc Avg Avg

(%) Prec Recall (%) Prec Recall (%) Prec Recall (%) Prec Recall

ENTROPY Fold-1 96.67 0.97 0.95 29.85 0.18 0.21 38.89 0.42 0.41 74.40 0.74 0.74
Fold-2 93.33 0.93 0.93 34.33 0.27 0.33 50.00 0.50 0.51 99.54 0.81 0.81
Fold-3 96.67 0.97 0.97 26.87 0.42 0.40 41.67 0.38 0.40 99.89 0.84 0.84
Fold-4 93.33 0.94 0.94 20.90 0.24 0.19 50.00 0.44 0.47 99.88 0.65 0.65
Fold-5 93.33 0.95 0.95 25.37 0.23 0.20 49.65 0.51 0.49 99.96 0.83 0.82

Global Avg 94.67 0.95 0.95 27.46 0.27 0.27 46.04 0.45 0.46 94.73 0.77 0.77
Max 96.67 0.97 0.97 34.33 0.42 0.40 50.00 0.51 0.51 99.96 0.84 0.84
Min 93.33 0.93 0.93 20.90 0.18 0.19 38.89 0.38 0.40 74.40 0.65 0.65

StdDev 1.63 0.02 0.01 4.49 0.08 0.08 4.79 0.05 0.04 10.17 0.07 0.07

EQFREQ Fold-1 53.33 0.62 0.54 50.75 0.40 0.34 52.78 0.54 0.53 91.20 0.74 0.74
Fold-2 93.33 0.93 0.94 35.82 0.28 0.19 52.78 0.59 0.46 97.58 0.81 0.81
Fold-3 100.00 1.00 1.00 29.85 0.35 0.19 41.67 0.27 0.42 99.94 0.90 0.90
Fold-4 83.33 0.84 0.85 25.37 0.31 0.13 50.00 0.66 0.53 99.98 0.93 0.93
Fold-5 83.33 0.81 0.83 32.84 0.37 0.23 47.57 0.65 0.53 99.97 0.87 0.87

Global Avg 82.67 0.84 0.83 34.93 0.34 0.22 48.96 0.54 0.49 97.73 0.85 0.85
Max 100.00 1.00 1.00 50.75 0.40 0.34 52.78 0.66 0.53 99.98 0.93 0.93
Min 53.33 0.62 0.54 25.37 0.28 0.13 41.67 0.27 0.42 91.20 0.74 0.74

StdDev 15.97 0.13 0.16 8.63 0.04 0.07 4.13 0.14 0.05 3.39 0.07 0.07

GARST Fold-1 100.00 1.00 1.00 52.24 0.46 0.35 83.33 0.84 0.84 96.80 0.97 0.97
Fold-2 96.67 0.96 0.97 49.25 0.23 0.25 88.89 0.91 0.88 99.86 0.94 0.94
Fold-3 90.00 0.90 0.90 43.28 0.40 0.24 69.44 0.69 0.66 99.96 0.93 0.93
Fold-4 93.33 0.94 0.94 55.22 0.40 0.32 66.67 0.77 0.69 99.99 0.97 0.98
Fold-5 96.67 0.97 0.97 56.72 0.42 0.38 68.06 0.76 0.72 99.99 0.94 0.94

Global Avg 95.33 0.95 0.96 51.34 0.38 0.31 75.28 0.79 0.76 99.32 0.95 0.95
Max 100.00 1.00 1.00 56.72 0.46 0.38 88.89 0.91 0.88 99.99 0.97 0.98
Min 90.00 0.90 0.90 43.28 0.23 0.24 66.67 0.69 0.66 96.80 0.93 0.93

StdDev 3.40 0.03 0.03 4.78 0.08 0.05 9.06 0.07 0.09 1.26 0.02 0.02

Figure 5 describes the distribution of the accuracy values for each test. From this figure,
it can be seen that the GARST method produces consistent accuracy values, although it
is not always superior. Thus, it can be concluded that the GARST method is generally
proven to have a superior performance in terms of accuracy and reliability, as measured by
precision and recall, compared to the other two methods.

Figure 5. Plots showing the distribution of accuracy values.
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According to non-parametric statistical testing, namely the Friedman test, as shown
in Table 5, the p-value obtained is smaller than 0.05, so it can be concluded that there is a
significant difference between the three methods. Meanwhile, from the post hoc test results,
as shown in Table 6, the p-values of ENTROPY vs. GARST and EQFREQ vs. GARST are
all less than 0.05, so it can be concluded that the GARST method is a method that has a
significant difference compared to the other two methods.

Table 5. The results of Friedman test for the accuracy.

Dataset
Discretization Methods

ENTROPY EQFREQ GARST

iris

96.67 53.33 100.00
93.33 93.33 96.67
96.67 100.00 90.00
93.33 83.33 93.33
93.33 83.33 96.67

ecoli

29.85 50.75 52.24
34.33 35.82 49.25
26.87 29.85 43.28
20.90 25.37 55.22
25.37 32.84 56.72

wine

38.89 52.78 83.33
50.00 52.78 88.89
41.67 41.67 69.44
50.00 50.00 66.67
49.65 47.57 68.06

banknote

74.40 91.20 96.80
99.54 97.58 99.86
99.89 99.94 99.96
99.88 99.98 99.99
99.96 99.97 99.99

Friedman Test Result p-value 0.000003224

Table 6. The results of post hoc test.

Method ENTROPY EQFREQ GARST

ENTROPY 1.000 0.556 0.001

EQFREQ 0.556 1.000 0.001

GARST 0.001 0.001 1.000

7. Conclusions

A method to improve the accuracy and reliability of the RST-based classifier model
has been proposed by involving the RST instruments at the beginning of the discretization
process. This method uses a k-means-based discretization method optimized with a genetic
algorithm (GA). As a result, the method was proven not to sacrifice the degree of informa-
tion quality from the dataset and the performance was quite competitive compared to the
popular state-of-the-art methods, namely equal-frequency and entropy-based. Moreover, the
proposed discretization method based on k-means optimized by GA and using one of the
rough set theory instruments has proven to be effective for use in the RST classifier.

The test of the discretization method proposed in this study uses four datasets that
have different profiles in the 5-fold scenario, and the results were tested by using Friedman
and post hoc tests; therefore, it can be concluded that the proposed method should be
effective for discretization purposes to any dataset, especially for the RST-based classi-
fication cases. The disadvantage of this proposed method is an unstable speed during
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discrete processes, especially in the optimization of the number of bins. This is due to the
application of a heuristic approach by GA.
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Abstract: Despite best efforts, the loss of biodiversity has continued at a pace that constitutes a major
threat to the efficient functioning of ecosystems. Curbing the loss of biodiversity and assessing its local
and global trends requires a vast amount of datasets from a variety of sources. Although the means for
generating, aggregating and analyzing big datasets to inform policies are now within the reach of the
scientific community, the data-driven nature of a complex multidisciplinary field such as biodiversity
science necessitates an overarching framework for engagement. In this review, we propose such a
schematic based on the life cycle of data to interrogate the science. The framework considers data
generation and collection, storage and curation, access and analysis and, finally, communication
as distinct yet interdependent themes for engaging biodiversity science for the purpose of making
evidenced-based decisions. We summarize historical developments in each theme, including the
challenges and prospects, and offer some recommendations based on best practices.

Keywords: big data; biodiversity; data curation; data generation; cyber infrastructure; data access;
science communication

1. Introduction

Biodiversity refers to the variety of genes, species and ecosystems of life on Earth,
and is the source of many essential goods and services (e.g., food, timber, medicine,
nutrient recycling, crop pollination) that support human well-being and quality of life [1].
Despite several international treaties, efforts and commitments to curb its loss, biodiversity
continues to decline at a rate above species discovery rate, largely due to anthropogenic
factors [2]. To assess the status and trends (local and global) in biodiversity requires a vast
amount of relevant information on the distribution and abundance of different species
across varying spatial and temporal scales [3]. In other words, relevant data need to be
collected, collated, and analyzed.

The last two and half decades have witnessed an exponential increase in the generation
and analysis of data in virtually all domains of human engagement such that the term
‘big data’ was coined to distinguish the data explosion era from what went on before [4,5].
Scholz (2017) [6] tracked the origin of the term to the 1960s and 1970s and summarized its
appearances in documents from the US Congress publications to various academic and
non-academic works spanning a period from 1961 through to 1979. These early usages had
little bearing on how it is conceived today. In its more contemporary form, several authors,
for example, [5,7], have traced the emergence of the term from the world of commerce,
whose main interest in big data was, and still is, driven by the need to monitor and improve
performance. The concept has since spread to several areas of endeavor including, but
not limited to, the healthcare industry, the agricultural industry, the education industry,
the media sector, governance, the banking and finance sector, astronomy, climate change
and biodiversity management. As with concepts of such diverse application, and to which
several distinct domains can lay claim, there is no universally satisfactory definition of
big data. However, there is a consensus as to the key elements of its essence: big data
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is characterized by the three Vs of huge volume, high velocity and diverse variety [5,8].
The volume component refers to the size of data generated, considered in petabytes or
higher units of data; the velocity component suggests a rate of generation that is real-time
or nearly so, thereby contributing to the huge volume; and the variety indicates a mixture
of structured, semi-structured and unstructured pieces of information [4,9]. Two other
possible Vs, veracity and variability, are sometimes included and are addressed in various
forms later in this paper.

Within the context of biodiversity, big data is defined as a “techno-political tool to
manage the distribution of biological species”, and as “the intensive data accumulation of
digitized information on biodiversity, corresponding to a spatial and temporal description
of species distribution” [10]. While these rather similar definitions are limited in their
scope, because they ignore some other aspects embedded in biodiversity [1], the first
part, nevertheless, provides a historical anchor for situating the deliberate integration of
big data and biodiversity within a techno-political agenda. This agenda, which could be
viewed in simple terms as the implementation of policy supported by an evidence base,
started in the mid-1960s [11], much in the tradition of the data-intensive research of the
physical sciences (e.g., The Manhattan Project). Big data is central to biodiversity science
because, at its barebone level, biodiversity involves species and their distributions across
space and time. For instance, 36.5% of global plant species are considered as “exceedingly
rare” [12], suggesting a need for conservation planning to, at least, take such metrics into
account. In this paper, we assume the view that Biodiversity Big Data (BBD), as a concept,
encompasses a cyclical scheme that involves the generation, curation, processing, analysis
and communication of biodiversity information, at huge volumes and diverse varieties,
with the purpose of making an informed decision for biodiversity management.

The emergence of big data (BD) as a discipline has raised some philosophical ques-
tions, challenging established ways of knowing in the various domains of knowledge,
including biodiversity science. Some advocates of BD [13,14] have been quick to declare
the end of theory; oppose the need for model building or hypothesis formulation as the
sheer size of available data and the power of data analytics allow for pattern detection and
the emergence of new insights independent of human bias. This view has been robustly
contested in the BD literature, and is shown to be based on fallacious thinking, whilst
recognizing the inherent potential of analyzing vast amount of data. Kitchin (2013) [4]
and others [5,12,15,16] have shown that BD, however exhaustive, is still representational
(a sample) and is therefore subject to the vagaries of sampling bias. Data collection and
analysis are shaped by the theories underpinning the systems of collection and the al-
gorithms of analytics. The emergent patterns are, thus, not free of human bias as they
are interpreted within frameworks. In addition, there is the real possibility of random
correlations between variables with no underlying causal linkage. Succi and Coveney
(2019) [17] suggest that the pattern recognition power of BD analysis could provide a basis
for further engaging theories in making sense of the patterns that would be otherwise
undiscernible to the human mind. One application of BD raised in the work [17], and
which is relevant to biodiversity science, is its ability to handle some of the sensitive aspects
of non-linearity or chaos found in many complex systems [18]; a concept that underlies
spatio-temporal organization and weather events and is best encapsulated by the popular
phrase ‘the butterfly effect’.

In addressing “the datafication of biodiversity” [10], it was convincingly demon-
strated that the process of transforming ecological and other records of living forms into
biodiversity data not only changes the nature of the information, it also corresponds to a
politically-driven shift in priorities for ecological research from local concerns to a global
outlook, resulting in the birth of global biodiversity. The key element was to underpin
sustainability policy with a strong evidence base. They highlighted the positive role played
by the creation of the global biodiversity information facility (GBIF)—one of the largest
biodiversity databases in the world—in bridging the divide between science and politics
for the global good. The aim was to facilitate the translation of good science to good

195



Technologies 2021, 9, 60

government policy [19]. While this datafication process provided one approach to viewing
the global environmental landscape and developing some of the tools for effective mon-
itoring, it nevertheless came at the expense of biological context. As argued by Bowker
(2000) [20], BBD production often results in the loss of ecological meaning as species be-
come disconnected from their ecological context in the process of achieving uniformity and
compatibility of data format in a single database. This poses a peculiar danger of database
creation becoming an end in itself [20]. A similar line of reasoning was extended further by
detailing how the real-world ecological niche of various organisms, captured by numerous
information records, are reduced to a two-dimensional world of “rows and columns” [10],
thereby creating an artificial data niche detached from the biophysical realities of the organ-
isms supposedly represented. This is what was construed as the datafication of ecological
records [10].

The discourse around the emergence of BD in biodiversity would be incomplete with-
out consideration for the infrastructures that make it possible to generate, store and analyze
BD. These infrastructures vary from instruments capable of recording tens of petabytes of
information (e.g., radio-telescopes) to next-generation sequencers for sequencing whole
genomes (about 3 billion nucleotide base-pairs in one human being for instance), to remote
sensing devices for collecting a vast amount of environmental data. In addition to these
are the rapidly increasing computer storage capabilities, including storing in the cloud,
increasing computational power of PCs, coupled with innovations in statistical computing
that allow new ways to analyze and visualize BD.

In this review, we adopt the life cycle of data as a framework to interrogate four main
objectives, which are to (1): summarize the current state of BBD under each theme of the
scheme, (2) identify opportunities for innovation/collaboration, (3) identify challenges,
and (4) propose recommendations to drive best practices in the business of BBD. Figure 1
presents a schematic of the life cycle of biodiversity data as applied in this paper. Starting
from data acquisition/generation, we track the journey of BBD and associated events
through storage/curation, data access, data processing and analysis, and finally communi-
cation and decision making. An important point to note in all this is the reusable nature of
BBD to address diverse questions relevant to the field. In treating each theme, we attempt
to track practices from the past, through to the present, and where possible anticipate the
direction for the foreseeable future.
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2. Data Generation and Collection

Biodiversity data generation and collection encompasses the various procedures, tech-
nologies and methodologies deployed to create and collate biodiversity-relevant datasets
for subsequent use in the data value chain. The collation, integration and analysis of
massive datasets has grown rapidly with advances in enabling technologies and infrastruc-
tures on the one hand, and the need for regional and global scale ecological assessment
and monitoring on the other. It could be argued that the need for big biodiversity data
collection and the technologies to achieve such ends have mutually enhanced each other in
their sophistication. The importance of BBD collection is underscored by widely acknowl-
edged pressures on biodiversity through loss and habitat degradation, the need to plug
data gaps and to develop efficient monitoring initiatives aimed at informing scientists,
conservation managers and the general public on the state of global biodiversity [21,22].
Furthermore, the possibility of coupling biodiversity metrics with the sustainability agenda
adds robustness to ecological forecasting, whilst providing near real-time status of the
environment [23,24].

2.1. Types of Biodiversity Data and History of Their Collection and Collation

Measuring biodiversity is a difficult undertaking due to the complex nature of bio-
diversity itself [25]. Depending on the questions of interest and the spatial and temporal
scale of reference, biodiversity data types can vary from the taxonomic, the biogeographic
to functional traits [26], and include molecular data (e.g., DNA sequences), species occur-
rence data, remotely sensed data of various forms (e.g., vegetation cover from satellite
imagery) [27]. Traditionally, biodiversity data were collected without much standard-
ization and were usually based on limited observations with little thought to notions of
repeatability and statistical powers [25]. Often, data were captured in spreadsheets, small
disaggregated local databases with little or no interoperability [27] or presented as volumes
of floras and checklists sitting on library shelves. However, the last few decades have
witnessed a progressive shift from the traditional methods. Data may now be generated
and collected through automated instrumentations; static datasets sitting in bookshelves
and as physical specimens in museums are now being digitized and made available online;
databases and related infrastructures are being developed with an interoperability outlook
for data aggregation on a grand scale [28,29].

Biodiversity monitoring, which requires repeated measurement of the same set of pa-
rameters over time, and the capacity to automate such process has meant that previous data
collection and integration practices would inevitably be disrupted by novel approaches.
The new approaches, which includes DNA sequence data generation, remotely sensed
environmental data, aggregation of ecological data, integration, and mobilization of species
occurrence databases across geographical boundaries, have all evolved hand-in-hand with
developments in computer processing powers. A class of biodiversity data made readily
accessible by the new approaches are metadata. Their value in biodiversity conservation
is only just being recognized and appreciated. These are especially relevant in the taxo-
nomic domain and may include such details as the names of specimen collectors, other
locations where voucher materials are stored and date of collection, among others. With
regards to museum and herbaria collections, metadata are being used to map a time series
of phenological and other important biological events to track biodiversity responses to
climate change [30]. They are also providing insight into how biodiversity datasets are
being utilized.

2.2. Sources and Repositories of Big Biodiversity Data

Taking the species as a convenient unit of biodiversity, information regarding its
taxonomy, distribution range, genetic diversity, population structure, community and
ecosystem functions, and its adaptability to the abiotic components of the landscape all
become relevant sources of biodiversity data for the species. Collecting such information on
one individual carries little significance. However, when such data are scaled to thousands
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or even millions of individuals, across taxonomic categories and spatial and temporal
scales, the outcomes are inevitably big data on which important biodiversity decisions
could be based [31]. Although continuously acquiring new data is ideal, this is not always
possible due to time and monetary constraints, thus leading to the use of existing datasets
housed as collections in museums and herbaria, or published literature and other online
platforms of private individuals, governments and NGOs [32].

A number of studies have highlighted the potential of biodiversity collections and their
associated metadata held in museums and herbaria to improve biodiversity management
plans for example, Reference [30]. The digitization of these collections is still in its early
phase. Some reports suggest an estimate of less than 10% of collections in museums and
herbaria are available in digital form [33]. Given that there are well over a billion specimens
in thousands of collections around the world [34], even a modest number of 5% digitized
records constitutes an impressive source of data for biodiversity assessment for generating
robust predictive models.

Data repositories can serve dual purposes in biodiversity research: they act as storage
platforms (both physical and digital) for data until required for use; they also serve as
sources of data to be mobilized and integrated with other compatible platforms for a
more in-depth analysis. While there are many online repositories of biodiversity data
(see Appendix A Table A1), two, in particular, provide good illustrations of the volume
of data available. The GenBank is a genetic sequence database of the National Institutes
of Health based in the United States of America [35] and is part of the International
Nucleotide Sequence Database Collaboration. Its current release version 242.0 (https:
//www.ncbi.nlm.nih.gov/genbank/statistics/, accessed on 10 May 2021) has 12.27 trillion
nucleotide bases if one includes whole genome data, and well over 2 billion sequences.
The numbers keep growing daily. The Global Biodiversity Information Facility (GBIF)
is an international network and research infrastructure with a focus on providing free
and open access biodiversity data to everyone. The platform currently holds nearly
1.7 billion occurrence records from about 60,000 datasets from across the globe (https:
//www.gbif.org/, accessed on 10 May 2021). The taxonomic breadth, genetic depth
and geographic/ecological scale of data coverage represented by these two, and other
similar repositories, has placed enormous amount of information within the reach of
biodiversity researchers.

A last, but not the least, source of data collection is through citizen science. Citizen
science initiatives involve enlisting members of the public to gather information, which is
then pooled for analysis [36,37]. Advances in the development of smart mobile technology
has further made data collection through this approach more amenable to biodiversity
research [38]. Several citizen science drives around the globe, sometimes in the form of
bioblitz, continue to contribute data to the large scale monitoring of biodiversity. The
monitoring of charismatic taxa such as birds has benefited, in particular, from the efforts of
citizen scientists spread all over the world. Finally, the development of online platforms
(e.g., iNaturalist; Flickr and some social media) where amateurs and experts alike can
readily interact and contribute data such as geotagged images of organisms, for screening
and identification as needed, is a further data resource relevant to biodiversity. For a list of
other potential data sources applicable to biodiversity, including their perceived strength
and weaknesses, see an excellent summary in [31].

2.3. Data Collection Planning

From the Data Information Knowledge Wisdom (DIKW) hierarchy [39,40], it is clear
that data are the foundation for information, knowledge and ultimately wise decision-
making. The planning processes leading to data generation and collection are therefore
important for quality assurance of the data and for achieving the goal of the undertaking.
Although opportunistic data collection has its place and may not be discounted in biodiver-
sity research [41], it is well recognized that deliberate planning, resulting in the systematic
generation and collection of data, is the more sustainable approach. This is particularly
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so because data collection is expensive, and good quality datasets may be reused either
independently or by integration with other types of data. Proper planning prior to data
collection can help to identify current data gaps and needs relevant for the achievement
of specified biodiversity outcomes. This way, scarce resources can be deployed efficiently,
further reducing the cost of data collection.

Because good biodiversity datasets are akin to a gift that keeps on giving, quality
assurance measures to ensure accuracy and reliability are necessary components of the data
collection plan. In summary, a good data generation/collection plan would include pre-
liminary analysis to identify data needs; identifying goals the data would be contributing
towards achieving; defining the steps needed to achieve these goals; and finally selecting
the tools and methods best suited to acquire the information or extract the data [31].

2.4. Opportunities in Data Collection

Data generation results in a large amount of information on biodiversity that can
be accessed for use by almost anyone where access is free. This is desirable in situations
where data collection is not feasible, for example, due to financial and time constraints
or where one needs to use data collected over a period of many years. The rate at which
data is generated has greatly increased with improvements in technology. In some cases,
huge amounts of data can be produced within a short space of time as it is no longer
done manually. A very good example is the Square Kilometer Array (SKA) project being
co-hosted by Australia and South Africa, in which large amounts of astronomical data with
a wide array of applications can be amassed within a short space of time.

2.5. Challenges in Data Collection

As shown above, data are the basis of science. However, the new scale of collection
and synthesis requires a new way of collecting and storing data—with a longer-term view
in mind. In some cases, there is little to no training given to data collectors, which results
in errors during data collection. This can be the case when data are collected through
citizen science efforts where members may not be well trained, for example when one is
not able to distinguish between species. This can lead to inaccuracies during data entry
resulting in data not being fit-for-purpose. Quality assurance is thus a major challenge to
data collection playing out through the skill level of the data collector and the reviewers.

There are situations where there is lack of proper guidelines and procedures to be
adhered to when data is collected for certain groups of species or for a given data platform.
This leaves each data collector to use their own methods to gather data, which creates
huge inconsistences. Some collectors gather data in a biased manner, prioritizing certain
areas over others, opportunistically choosing places where they expect to find what they
are looking for, or areas easier to navigate. This creates problems for example, when one
needs to use that data for comparison purposes, or when the data has been collected using
different methods that lack consistency.

Biodiversity data generation can be very time consuming, expensive and labor inten-
sive for one to gather enough data that can be analyzed and confidently used for decision
making purposes. Data collection requires good funding, which is often highly competitive
and inadequate for the need. This is a bigger challenge in developing countries, which are
usually the habitats to many biodiversity hotspots. Thus, the areas in need of biodiversity
data are also the most impoverished leading to an asymmetry in the potential and actual
amount of data generated from such areas. The data gap has a ripple effect on the quality
of research-driven conservation and allied decisions in such regions of the world.

2.6. Recommendations in Data Collection

There is a need to ensure that adequate and relevant training is given to data collectors
to improve the accuracy and reliability of the collected data. Although it is being done, the
quality assurance of data could be improved by developing protocols to guide the data
collection process in order to promote consistency and accuracy. Newly generated data
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could be routinely evaluated for accuracy based on well-set criteria before approval and
storage. Currently, there are efforts in place to channel funding towards generation of
biodiversity data in developing countries. However, more still needs to be done in this
regard to reduce the asymmetry in potential and actual data generated and collected.

3. Data Storage and Curation

There are several types of platforms, some physical and some digital, on which
big data on biodiversity is stored and curated. Some of these storage platforms include
DNA barcoding databases, image libraries, natural history museums and herbaria, species
interaction databases, government departments databases, non-governmental organization
databases as well as trait information databases among many others [28,42,43]. Specific
examples of the above data platforms include The Open Tree of Life (blog.opentreeoflife.org,
GenBank), Barcode of Life Data System (BOLD), Global Biodiversity Information Facility
(GBIF; gbif.org), Integrated Digitized Biocollections (iDigBio) [33,44], The Atlas of Living
Australia, and various Natural History collections from museums around the world (some
of these are listed in Appendix A Table A1). Knowledge of such storage databases is
essential for those who utilize the stored data as well as those who generate the data. It
is useful to know what these databases are, what kind of biodiversity information they
store and the magnitude of data they hold. It will also be of interest to take a closer look
at how these databases and methods of storage have evolved over time. Stored big data
on biodiversity have been widely used for research purposes, resulting in well-informed
decisions on the conservation of biodiversity. To sustainably support excellent research,
it is ideal that such data be stored in a well-organized manner [28]. Storage of big data
should be done in a credible manner, which ensures that a universally accepted standard
is maintained in curating and archiving the data. A great example to achieve this will
be the use of a taxonomic framework. There are even increased calls from the scientific
community for data aggregators and servers to use tools that enable improved data quality
storage at source level [45].

For the most part, biological data have been stored as large and complex datasets
that have proven to be very challenging when it comes to the use of such datasets. Some
of these storage platforms have, however, evolved over time and went through many
developments and improvements to keep up with changing technology and needs of the
user communities. Natural History Museums and Herbaria from different parts of the
world constitute a reservoir of big data on biodiversity, some of which has been collected,
curated and stored for hundreds of years. This has been one of the major biodiversity
data storage methods used historically but is also still useful today for many researchers.
Examples of such repositories include the Royal Botanic Garden Kew, The Netherlands
National Herbarium and several other Natural History Museums located around the
world. Invaluable data in these museums and herbaria were largely inaccessible to many
interested parties in the past because researchers had to physically visit the respective
repositories. However, with the advances in digitizing museum collections, a lot of rich
data are being generated from historical specimens, and these are now within the reach
of anyone with internet access [29]. The advantage of this system is that digitalized data
not only have information on the distribution of species, but also form a connection with
other relevant biological data for the species such as phylogenetic and DNA information.
For example, in the United States, Integrated Digitized Biocollections (iDigBio) [33,44],
which is one of the databases housing big data on biodiversity, serves as the national
center for the digitization of biodiversity collections and other related data [29]. Having
such data online makes them more accessible compared to being confined to physical
specimens only available in museums. Given the pace at which museums are moving their
collections online for better accessibility and the values being derived from such efforts,
it is expected that virtual museums are here to stay as they complementarily extend the
reaches of the physical collections to audiences beyond the physical confinement of the
museums themselves. A recent estimate from 3400 global herbaria (Index Herbariorum),
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indicates there are about 350,000 plant species, and well over 350 million specimens [46,47].
This is a rich biodiversity minefield of stored big data, whose full potential can be explored
if the data is fully digitized and if suitable software platforms are developed to integrate
and analyze them.

Clearly, digitization is playing a big role in how data is stored, not only in the con-
version of museum and herbaria records as explained above, but also on most other data
storage platforms. With the current wave of the fourth industrial revolution, digitally
migrating data provides a means of rendering them more accessible to the community.
Inevitably, there has been an increase in the volume of data digitally stored and curated.
Parallel to the increase in digitally stored data are initiatives that encourage data storage
platforms, which store similar kind of data to build collaborations to improve the data
quantity and quality through pooling databases rather than having small stand-alone
databases that address the same problems [28]. Building standard protocols on data stor-
age and curation that ensure high accuracy, consistency and reliability seems then to be
the focus going into the future. Combining data from different sources into one database
may require ontological adjustments to ensure harmonization of the information from the
different collections into a common platform.

The volume of data on the different platforms has significantly increased over time.
The rate at which data are collected and stored has increased considerably in the last
decade, in particular. For example, there has been a quantum increase in the amount of
molecular data stored in nucleotide sequence repositories such as GenBank and Barcode
of Life Data System (BOLD). These databases store billions of DNA sequence data and
relevant metadata, including specimen images (for BOLD) on different species. The recent
initiative of targeting for sequencing well-curated and identified specimens in natural
history museum collections has proven to be one of the ways to quickly generate large
amounts of genetic data for storage on these platforms [48]. This is advantageous because
it then creates a link between the DNA sequences stored on GenBank for example, to the
specimen stored in some natural history museum [48]. As a whole, the advances and
changes that have occurred in DNA barcoding, metabarcoding and genomic technology
over time have led to the rapid growth of the databases holding such data. These techniques
are expected to continue evolving with further improvements. Similar data growths are
being witnessed in other storage databases besides those for DNA data. For example,
one of the goals of the iDigBio project is to digitize close to a billion specimens housed in
various museums and herbaria in the United States. This is more than the current specimen
records on the site [29].

We cannot discuss the changes of biodiversity big data curation without acknowledg-
ing the role played by cyber infrastructure (CI) development. In the past decade or so there
has been significant development and improvement in technological advances especially
in computer infrastructure. The development of powerful tools in line with improving
cyber infrastructure (CI) has helped to create the space for the storage of high volume of
data with minimal problems. The changes brought about by current developments and
improvements in cyber infrastructure have seen some of the big data platforms storing
and curating data in such a way that data can be linked to the relevant analytical tools.
This then ensures a quick and efficient use of data, which is important for evolutionary
biologists, taxonomists, ecologists and other biodiversity data users. For example, The
Open Tree of Life database is continuously improving and evolving with shifts in the types
of questions asked by researchers making it an important tool for evolutionary biology [29].
There is no doubt that technological advances in CI help to facilitate new and innovative
research using the stored data, ensuring a successful future in biodiversity research and
conservation. The biodiversity community will continue to benefit from the advances in
CI development.
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3.1. Opportunities in Data Storage and Curation

Linkages between some of the big data sites such as Open Tree of Life and iDigBio
together with relevant cyber infrastructure and several other tools, for example the BiotaPhy
project, allows researchers to address different evolutionary questions very quickly [29].
The different types of data allow integrative research on biodiversity which in turn gives a
starting point for evaluating the effects of environmental problems such as invasive species
and the impacts of climate change. With the right infrastructure and improved analytical
methods, it is possible to combine genetic, morphological, and other trait data from big
datasets to undertake a comprehensive set of analyses. For example, Map of Life, is an
e-infrastructure tool that uses data from GBIF records to spatially connect point data with
layers of conservation reserves and geographical ranges. Therefore, when integrated with
good e-infrastructure, big data can be analyzed to facilitate quick and informed decision
making [28].

3.2. Challenges in Data Storage and Curation

Although progress has been made in the development of analytical tools and cyber
infrastructure for handling big data, there is still room for further improvement. Some
big data are not readily available. In other cases, the data entry and retrieval formats are
difficult to understand, thus putting off potential users.

Often, there are some inconsistencies in how data is curated, especially when it
involves citizen scientists who may lack the technical skills to correctly identify the biota,
for instance, or are unable to distinguish between nomenclatural synonyms. All these lead
to data inaccuracy. Storage of data can be very expensive especially when it comes to the
maintenance of stored data and the upgrading of the systems where the data is stored. In
cases where physical collections are converted to digital formats, they lose part of their
ecological meaning since some relevant ecological information is exclusively found in the
physical records rather than on databases [10].

The constant evolution of data storage platforms comes with the challenges of having
to develop or keep modifying dependent analytical tools. In some cases, due to the
differences in data types and standards, it can be challenging to integrate different datasets
into a single analysis workflow [28]. At the same time, the community that utilizes such
platforms must keep up with these changes and upskill for the technical competencies
required to navigate the system.

3.3. Recommendations in Data Storage and Curation

Although big data platforms such as the Global Biodiversity Information Facility
have gone a long way in serving the scientific community on different levels, there is
still room for improvement to maintain the reliability, credibility and accuracy of data
found on such platforms. For example, many of the GBIF’s occurrence records of over
1.7 billion specimens are not represented by voucher specimens [29], thus indicating a
need to develop validation tools for this platform. Whilst we recognize the value of a
georeferenced information for a specimen in making conservation decisions, having a
standardized framework for data storage and curation will improve the accuracy and
reliability of data stored on the different databases. Putting in place systems that check for
consistency between new data and already existing data on storage platforms as well as
detecting any outliers to minimize errors are other ways that can be deployed to improve
existing systems.

4. Access to Biodiversity Data

The accessibility of biodiversity data from the different big databases can be classified
at different levels, namely: unrestricted; restricted for confidentiality purposes; require
permission to access; or require formal acknowledgement first [49]. It is vital to promote
free and open use of this data for many good reasons. However, ready access to data is
not always easy or possible [32], and historically there has been a generic culture of not
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sharing science data [50]. If a database includes information on locations of threatened or
rare species, then accessibility to such data may be restricted for the purpose of protecting
such species [49]. Some restrictions are put in place to generate money from those who will
be granted access after payment. In some cases, custodians of the data restrict accessibility
to protect ownership of the data especially for research purposes, while some are reluctant
to share due to lack of incentives, rewards or other forms of recognition [32].

A review of the Australian ERIN database found that 51% of data on the database
were confidential data, restricted data or data requiring permission for accessibility, while
49% were freely accessible [51]. Access to biological data is more restricted relative to
other biodiversity-related data types, for example, environmental data [32]. Although
efforts are underway to digitize collections in natural history museums and herbaria, a
significant amount of taxonomic data on plants still exist as physical specimens and in paper
copies rather than in a readily accessible digital format [52]. Until recently, accessibility
to data in natural history museums has mostly been limited to curators, taxonomists,
and researchers in biosystematics. With the expectation of the continuous increase of
digitization of natural history collections, constraints to accessibility of specimen data are
expected to decrease [53].

The increase in threatened habitats, which may get worse in the coming decades if
current projections are anything to go by, and the challenges of climate change are some
the reasons for data accessibility to be more open. Research undertaken with such data can
inform better decision for the protection of biodiversity. Restricting access to biodiversity
data can end up being one of the limitations to achieving global conservation goals.

On a brighter note, it is encouraging that calls have been made and several concepts
are being developed to promote the freeing up of data and encourage data sharing. This
has resulted in open access data sharing concept being widely adopted and declared as best
professional practice [47]. This is made easier in the current era, where digitization is being
embraced, and global access to the internet is becoming the norm [53]. The Rio Convention
of 1992 has been instrumental in the progress towards the free and open access of science
data [52], resulting in big data platforms such as GBIF adopting and implementing this
approach [47]. The expected trend in coming years is that more databases will go the
open-source route.

Two major projects, summarized below, highlight the value of data sharing (through
collaboration) and open access biodiversity data. The PREDICTS project [54] was built
by collating freely shared data from a large collection of quality assured empirical studies
across biodiversity science and integrating the massive dataset with remotely sensed
climatic data. One of the main goals of the project is to provide a better understanding of
the impact of biodiversity loss on ecosystem functions and services. The project, which is
dynamic as it continues to incorporate more relevant data, has developed its own database
now being used to generate high quality models for understanding human impacts in
relation to various land use practices across the globe. The other project [55] investigated
global tree species distributions by combining data from five aggregators of the occurrence
data, including GBIF. The project distilled the big dataset into categories of data quality
and used high quality records to generate robust model of tree species distribution. The
work also shows geographical areas of data gap and the need for data quality improvement
processes. Without ready access to BD, the idea of implementing projects of this magnitude
would not have taken off in the first place.

4.1. Opportunities in Access to Biodiversity Data

Data access can help promote and accelerate the development of innovative solutions
in biodiversity management. Open data can increase knowledge creation using existing
knowledge base through research. It can also increase and encourage collaboration among
several stakeholders at different levels, from those who collect the data, those who utilize
it for research and to those who use the results of the research to make decisions and
formulate policies that are biodiversity related. This promotes the sharing of data, reusing
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data and improving data quality by users who now have vested interest in good data
they can always access. On a large scale, multidisciplinary and interdisciplinary research
collaborations can be built for mutually leveraging each other for greater efficiency and
accelerated development to benefit all aspects of the biodiversity enterprise.

4.2. Challenges in Access to Biodiversity Data

Some datasets are behind paywall, rendering such data inaccessible to organizations
and individuals without the financial resources. Even for those who could pay, ethical and
perhaps idealistic considerations (e.g., why should anyone pay to access data generated
through publicly funded research?) may prevent them from accessing the data. Another
challenge to data access is the difficulty in locating some data repositories. This is easily
underestimated by developers of data platforms and those who deposit data there. If
websites and data platforms are not published and the links widely circulated to the public,
locating the repositories becomes a major hurdle to data access even if the datasets are
freely available. In some cases where a data platform is well-known, there are no clear and
easy-to-follow guidelines on how to access the datasets of interest. With respect to data
housed in physical museums or herbaria, access is automatically limited to those who can
be in the physical space, thus locking out those who are unable to afford the logistical cost
of visiting the repository.

Another barrier to data access is tied to the behavior of some data creators in hoarding
their data or prevent access for a specified period. While the accessibility to data is desirable,
these behaviors are understandable from the perspectives of the data creators to promote
proper attribution on the one hand, and to avoid being scooped on important insights from
their data on the other. By and large, inaccessible data constitutes a body of information
that is not widely available for many interested parties to use.

4.3. Recommendations in Access to Biodiversity Data

Although it is now being widely discussed in scientific circles, there is need for more
ways to acknowledge and incentivize data creators. Protocols can be developed and
widely promoted on the issues of acknowledging the owners of the data we utilize. The
current practice of floating scientific journals dedicated to the publication of raw data
and containing links to where they are stored is a good starting point to encourage data
sharing. It is equally helpful to accelerate the mobilization of data into online repositories.
Researchers and organizations involved in generating data should be encouraged to have
parallel digital curation for all data collected and stored as hardcopy. This would minimize
the struggle with accessing data stored either on disparate local computers, or in museums
thousands of kilometers away from the end user. Data that is available in digital form is
much easier to access as such data are just a click away.

5. Data Analysis

The goal of data collection endeavors is to derive value from datasets to guide decision
making and necessary action plan. Deriving such value is at the heart of data analytics,
which has become a big industry on its own. Any set of data, however big, is meaningless
until and unless insight is extracted from it through an appropriate set of analyses. The
need to manipulate large datasets in biodiversity science across various platforms has
spawned the relatively young discipline of biodiversity informatics [56]. Here, we adopt
the broad scope that analysis should encompass a set of “[w]ell-governed interoperable
e-infrastructure, and workflows should support biodiversity discovery and documentation,
environmental monitoring, reporting and decision making, as well as the capacity to
run fundamental scientific modelling experiments to build understanding of biodiversity
evolution, biogeography, and dynamics in a changing world” [28]. This view resonates
with the four ideals of data analytics, which are description, explanation, prediction and
prescription [57]. However, as a starting point for biodiversity data analysis, datasets need
to be prepared to render them into useable and compatible formats for the required set
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of analyses. These pre-analytics steps involve data selection from a variety of sources,
pre-processing to remove/reduce noise, dimension reduction through transformations,
and finally enrichment by combining with other complementary datasets to provide better
insight into the questions at hand [5,58].

Given the disaggregated and complex nature of many biodiversity datasets, the dispar-
ities in scale of observations and the variation in sampling techniques and differing research
purposes, a major challenge facing BBD analysis is the mobilization and integration of these
datasets into a coherent whole that is fit-for-purpose [29,59]. Relevant to the integration
step is the development of cyber infrastructures, biodiversity analytical platforms and
synergistic automated workflows to afford researchers the time to focus on doing their
science. Recent developments in biodiversity informatics are largely encouraging as the
acquisition of such integration facilities are gradually being prioritized, and the potential
they hold for solving real-life biodiversity problems is being demonstrated by various case
studies [26,54,55].

Some of the tools available for undertaking robust large scale biodiversity analysis
include Lifemapper, which uses species occurrence records (available online) to produce
distribution maps and makes prediction of habitat suitability for any given species based
on the occurrence records [60]; BiotaPhy works on similar principles as Lifemapper [61];
Infomap bioregions and SpeciesGeoCoder [62] use species distributions data to assess both
current and historical spatial groupings of taxa that could be important for conservation
decision making [63], and ancestral area reconstruction; SUPERSMART [64] is a platform
for assembling molecular and fossil data, and inferring robust time-calibrated phylogeny
for any group of taxa. All these tools have the potential for hypothesis-driven research in
historical biogeography, conservation, and systematics. Soltis et al. (2016) [29] offered a
summary of other big data analytical tools in biodiversity, and detailed potential workflows
for cross-linking them to address several big questions in biodiversity science. A recent and
still ongoing advancement in biodiversity is the development of an analytical framework
to interface primary biodiversity observations, indicators and assessment possibilities [65].
The Essential Biodiversity Variables (EBVs) framework [66], as it is referred to as, is a
coordinated means to quantify biodiversity dynamics on a global scale, reducing the
complexity of biodiversity into a list of priority measurements [67]. The framework is
theory-driven rather than data-driven, helping to strengthen the information basis of
biodiversity reporting to guide policy instruments [65]. The concept of EBVs is already
finding application in monitoring both the populations of single species or their aggregates
at multiple spatial scales of relevance to diverse research questions and associated decision-
making [3].

A major debate at the core of big data analysis, especially of biodiversity, is the
pre-eminence ascribed to the pattern-recognition powers of algorithms, usually to the
abandonment of hypothesis testing and theory formulation. However, “[f]raming the issue
of Big Data in terms of oppositions, that is, deduction versus induction, hypothesis-driven
versus data-driven or human versus machine, misses the point that both strategies are
necessary and can complement each other” [68]. Pattern detection capabilities driven by
machine learning, artificial intelligence and related algorithms, can be the basis of fine-
tuning research questions, hypothesis testing and new theory development. While it is
important to put powerful analytical tools within the reach of researchers, meaningful data
analysis still requires a clear circumscription of problems to which the analytical method is
tailored, and for which the dataset is well suited.

The development of big data analysis in biodiversity, or any field for that matter,
has a very young history, tied to the development of powerful computers and algorithms
to match. More recent developments in the use of biodiversity big data, which have re-
sulted in the emergence of new data sources and cyber infrastructure for organizing and
integrating large biological datasets, have prompted the improvement of big data analyt-
ics [29]. Equally, historically, before the development of e-infrastructure data aggregators
and servers, scientists have been striving to improve the techniques needed to analyze

205



Technologies 2021, 9, 60

big data [45]. Although there are limitations in the currently available infrastructures
for biodiversity big data analysis, the prospects of developing appropriate solutions are
encouraging [69].

5.1. Challenges and Opportunities in BBD Analytics

The challenges of BBD analytics summarized here focus on the scientific side of big
data rather than the financial resources for procuring the required infrastructures. Regard-
less of the power of analytics and the size of the data, the quality of insight derivable from
any analysis is a function of the fitness of the dataset(s) for the questions of interest, all other
things being equal. There are clear limits to what analytics can discern from poor quality
datasets or the wrong use of datasets. In addition, it has been shown that an abundance of
data for a particular purpose does not necessarily translate to more knowledge, as the data
may be unstructured, such as those collated from citizen science initiatives and remote
sensing technologies [70]. Despite the massive number of biodiversity datasets at our
disposal, now more than at any other time in history, there are some inevitable shortfalls
in our knowledge base, resulting in trade-offs between generalities and uncertainty, thus
constraining the value derivable from available big data [55,71]. The reality about data gaps
is that while we can reduce them to answer certain questions [72], we can never truly fill
them all due to logistical and financial constraints. Closely linked to the wrong application
of analytical method is the issue of technical expertise to analyze BBD meaningfully. The
development of many open access biodiversity analytical platforms is making automated
analysis relatively easy [29]. Nevertheless, there are significantly more opportunities to
analyze large datasets than the volume of analyses being undertaken suggesting, among
other possibilities, that a limited number of people possesses the skill set required to uti-
lize currently available workflows [73]. It is equally plausible that the human factor of
reluctance to embrace change is at play [59], given the disruptive nature of big data and its
associated analytical tools. Finally, with an increasing number of data aggregator facilities,
and the dynamic nature of BBD that keeps getting bigger, compatibility among platforms
is a potential problem that could slow down development.

These challenges notwithstanding, the analysis of BBD presents opportunities to foster
collaborative engagements across the various domains of biodiversity, used to operating
within their disciplinary silos. It also opens avenues for technological innovations. Most of
the key infrastructural components, both in terms of hardware and software, are already
available [28]. The complexities of biodiversity science and the need for solutions beyond
the capabilities of any singular organization or discipline is, rightly, leading to coordinated
efforts on a global scale in providing a systems-level response to the biodiversity crisis.

5.2. Recommendations in BBD Analytics

To ensure quality analyses that can help with effective decision making and policy
formation, data quality control processes must be in place. Human capacity development to
use existing technologies [59], and regular upskilling due to a rapidly changing analytical
landscape is vital. There is also an urgent need for the development of purpose-specific
rankings of datasets and improved analytical models that account for data gaps [70].

6. Communicating Biodiversity Science to Inform Policy Formulation

The currently accepted view of science communication is that of an ongoing dialogue
where science interacts with the public and other stakeholders in a multi-way stream
of engagement [74]. This contrasts with the deficit model of science communication
which supposes that provision of facts is sufficient for decision making and behavioral
change [75]. Indeed, the consensus is that people’s interpretation of science is influenced
by their culture, ethics and other filters independent of the scientific fact at hand [76,77].
Given this background, it is little surprising that our increased knowledge of biodiversity
is not on par with biodiversity policy guidelines and decisions.
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Globally, biodiversity loss continues unabated, especially in ecologically valuable ar-
eas [78]. This is despite our wealth of knowledge accumulated from massive datasets, thus
supporting the perception that insight from biodiversity science is underutilized in policy
formulation [79]. A review of the literature at the interface of science communication and
policy identified the linear model of science–policy interaction as a major impediment in
translating good science into sound policy [80]. The model assumes that science and policy
belong in separate domains and are treated as such, with science purportedly providing
accurate answers to well-defined questions of policy makers. Available evidence, however,
suggests that policy formulation is a much more nuanced process and is influenced by
several considerations, of which scientific merit is but a fraction [80].

A cursory survey of how biodiversity research findings are being communicated
indicates that most outputs are published in peer-reviewed science journals or technical
books and volumes, automatically restricting the audience to fellow scientists. Added to
this, the majority of science journals are locked behind pay walls, thus further limiting
access to biodiversity research even among practitioners [81]. Several other discoveries
are presented in learned conferences, which are largely gatherings of experts in the field.
These communication practices amount to preaching to the biodiversity choir. Many
policy makers are non-scientists whose understanding of biodiversity is shaped by readily
accessible pieces (with their sensational and misconstrued headlines) in the popular media
and not from scientific journals. For knowledge to shift mind-sets, therefore, the onus is on
scientists to device effective means of conveying their hard-won findings to policy makers.
Recent developments around the communication of biodiversity research recognize this
need, and several calls-to-action have been issued to give effective communication a
prominent role [82,83]. Tested strategies that have been proposed and are being deployed to
bridge the communication divide include deliberately targeting categories of stakeholders
outside the ivory towers with relevant information [82,84]. The media is of particular
interest here because of the critical role they play in framing issues, and their power for
influencing the direction of public policy. Legagneux et al. (2018) [85] highlighted the
role of non-scientists in drawing global attention to climate change crisis through massive
media coverage and involvement of global public figures to champion the cause. However,
whether enough is being done by the protagonists of biodiversity science to close the gap
between the science and its communication to influence policy remains an open question.
In summary, for biodiversity science communication to achieve its goals, it might need to
borrow from advances in communication and apply it as a developmental tool. It must
view communication as an ongoing process of reciprocal interchange of views and opinions
between the science and the public [74,86].

6.1. Challenges and Opportunities in Biodiversity Science Communication

Biodiversity science is widely recognized as complex and its communication to lay
audience is no less. This, combined with the fact that many scientists are not trained in
science communication and have, therefore, never thoughtfully entertained the prospect
of breaking down their research to the non-scientist. Another factor that can muddle
the communication waters between biodiversity science and stakeholders is a lack of
understanding, on the part of the public, of the bounded uncertainties inherent in many
biodiversity research, leading to unrealistic expectations of what science can deliver. Fur-
thermore, biodiversity scientists (as are all scientists), are not always neutral parties on a
particular policy issue. They sometimes hold biased views on which side they advocate for
policy-wise; at other times, they operate under considerable political pressures. One other
barrier to effectively communicating about biodiversity is the problem of assessing, in
quantitative terms, the value of biodiversity. This is because not all values derivable from
biodiversity (e.g., aesthetics) can be readily translated into quantitative formats [79,87].

The challenges present opportunities to develop, test and implement strategies for ef-
fectively conveying the key messages of science to stakeholders. For instance, development
of inter-disciplinary studies at the interface of science and policy might create a unique
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category of professionals straddling both worlds comfortably to drive necessary policy
transformations and biodiversity agendas.

6.2. Recommendations in Biodiversity Science Communication

Scientists should adapt scientific communication methods to other people’s world
view and form partnerships with non-scientists including the media to minimize miscom-
munications. Involvement of well-known global figures as biodiversity champions will
go a long way to get the public and could potentially promote positive media coverage.
There should also be a management of expectations as to the extent of the contribution that
science can really make to wise biodiversity decision-making process [88].

7. Synthesis and Conclusions

The continuous loss of biodiversity affects ecosystem functioning, of which we are
a part. To stem the tide, evidence-based decision-making processes should become the
normative mode of operation. This is only possible on the back of adequate and quality
data that is well analyzed and accurately interpreted. This review presents the data life
cycle as an umbrella framework for critically engaging the subject of big data in biodi-
versity science with the goal of making informed decisions in biodiversity management.
Although we present the framework in what appears to be a logical flow starting from data
generation, through storage, to analysis and finally to communication, any of the themes
could, arguably, be a starting point for engagement depending on context. The themes and
associated sub-themes are all interlinked and dependent on each, and not necessarily in
the neat order we have arranged them. Data collection could be informed by the analysis
of previously available datasets, which may identify specific data gaps. In turn, data
analysis is underpinned by access to some sets of data in the first place. For informed policy
decisions on biodiversity issues, the insight gained through analysis must be effectively
communicated to stakeholders and policy makers. Infrastructural developments to drive
innovative data collection, the storage of massive datasets and the performance of relevant
analyses are critical to the smooth operation of the scheme. The interlinked nature of the
scheme suggests that there will be some element of redundancies for quality assurance.
As summarized in Figure 2, such overlaps are reflected in the similarity of challenges and
opportunities across some themes.
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datasets, and the logistical and financial constraints of data collection. Because biodiversity
scientists are usually directly involved in every theme of the scheme except, perhaps, for
the policy formulation and decision-making phase, the need for deliberate constructive
engagement between scientists and policy makers becomes non-negotiable. A good starting
point for such engagement is the recognition by both sets of players that they belong in
the same domain, even if their roles are different. Critical to those roles is good quality big
data and what can be done with it.
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Appendix A

Table A1. Examples of notable biodiversity big data platforms.

Platform/Site Type of Data Number of Records Reference/Website

GenBank Nucleotide sequences and their
protein translations >2 billion sequence records

www.ncbi.nlm.nih.gov/
genbank/,

accessed on 10 May 2021

Barcode of Life Data System
(BOLD) DNA barcode sequences

>6 million DNA barcode
sequences from over

542,000 species.

http://barcodinglife.org/,
accessed on 8 April 2021

Global Biodiversity Information
Facility (GBIF)

Specimen-based and
observational data on localities >1.6 billion records gbif.org,

accessed on 8 April 2021

Integrated Digitized
Biocollections (iDigBio)

Digitized neontological and
paleontological biodiversity

collections and associated media
and metadata, specimen location

>70 million specimen records www.idigbio.org,
accessed on 8 April 2021

The Atlas of Living Australia

Collaborative, digital and open
infrastructure that pulls together
Australian biodiversity data from

multiple sources, making it
accessible and reusable

>67 million records
https:

//www.ala.org.au/about-ala/,
accessed on 7 April 2021

The Open Tree of Life

Phylogenetic data and
genealogical tree connection
for all of Earth’s >2.3 million

named species

>2.3 million of earth’s
named species

blog.opentreeoflife.org,
accessed on 10 April 2021

Chinese Virtual Herbarium Records from the flora of China >3 million records http://www.cvh.org.cn/,
accessed on 10 April 2021

Digitized herbarium of the
Museum

National d’Histoire Naturelle
(MNHN) in Paris

Collection of vascular plants >5 million records

https:
//science.mnhn.fr/institution/

mnhn/collection/p/item/search,
accessed on 10 April 2021

Australia’s Virtual Herbarium Specimen records of plants, algae
and fungi >7 million records http://avh.chah.org.au/,

accessed on 10 April 2021
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Table A1. Cont.

Platform/Site Type of Data Number of Records Reference/Website

Institutos Nacionals de Ciencia
e Tecnologia

e Herbario Virtual da Flora e
Dos Fungos

Digitized specimen records >5 million records http://inct.florabrasil.net/,
accessed on 14 March 2021

Canadensys
Digitized specimen

and occurrence records especially
for plants, insects, and fungi

About 3 million records
https:

//community.canadensys.net/,
accessed on 20 November 2020

JACQ Virtual Herbarium Digitized specimen records >5.5 million specimens
http://herbarium.univie.ac.at/

database/index.php,
accessed on 20 November 2020

LUOMUS Digitized botanical and
mycological collections

>9 million specimens and
sample lots

www.luomus.fi/en/botanical-
andmycological-collections,

accessed on 23 November 2020

Encyclopedia of Life Trait Bank Trait data records for
different taxa

>11 million records for over 330
attributes for more than

1.7 million taxa

www.eol.org/traitbank,
accessed on 30 October 2020

TRY Plant Trait Database Trait record data for plant species >5.6 million trait records from
more than 100,000 plant species

www.try-db.org,
accessed on 20 November 2020

GloBI (Global Biotic Interactions) Species interaction data >1.3 million interactions for over
113,000 distinct taxa

www.globalbioticinteractions.
org/about.html,

accessed on 20 November 2020

Catalogue of Life

World’s most comprehensive and
authoritative index of known

species of animals, plants, fungi
and micro-organisms

1,829,672 living and 38,145
extinct species

www.catalogueoflife.org,
accessed on 23 November 2020

International Barcode of Life
(iBOL),

Use of sequence diversity,
standardized gene regions as a

tool for identifying known species
and discovering new ones

>5 million georeferenced records www.ibol.org,
accessed on 10 April 2021

Australian Environmental
Resources Information Network

(ERIN),

Environmental information
and data

https://www.environment.gov.
au/about-us/environmental-

information-data/erin,
accessed on 10 April 2021

UK Biological Records
Centre (BRC),

Focus on UK terrestrial and
freshwater species records Unknown https://www.brc.ac.uk/,

accessed on 10 April 2021

US Gap
Analysis Project

Species, land cover and protected
areas database of the

United States
Unknown

https://www.usgs.gov/core-
science-systems/science-

analytics-and-synthesis/gap,
accessed on 10 April 2021

Index Herbariorum

Herbaria serving species of
bryophytes, ferns, lycopods,

gymnosperms, and
angiosperms

3400 herbaria with 350,000 species
and 350 million specimens

sweetgum.nybg.org/science/ih/,
accessed on 11 April 2021

National Biodiversity
Network Gateway

Collects, sorts, analyses, and
disseminates data for biodiversity

in the United Kingdom
>127 million species records http://data.nbn.org.uk/,

accessed on 11 April 2021

Biodiversity Data Centre
Data and information on species,
habitat types and sites of interest

in Europe
Unknown

http://www.eea.europa.eu/
themes/biodiversity/dc,
accessed on 10 April 2021
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Abstract: I present a novel machine learning approach to predict sex in the bioarchaeological record.
Eighteen cranial interlandmark distances and five maxillary dental metric distances were recorded
from n = 420 human skeletons from the necropolises at Alfedena (600–400 BCE) and Campovalano
(750–200 BCE and 9–11th Centuries CE) in central Italy. A generalized low rank model (GLRM) was
used to impute missing data and Area under the Curve—Receiver Operating Characteristic (AUC-
ROC) with 20-fold stratified cross-validation was used to evaluate predictive performance of eight
machine learning algorithms on different subsets of the data. Additional perspectives such as this one
show strong potential for sex prediction in bioarchaeological and forensic anthropological contexts.
Furthermore, GLRMs have the potential to handle missing data in ways previously unexplored in the
discipline. Although results of this study look promising (highest AUC-ROC = 0.9722 for predicting
binary male/female sex), the main limitation is that the sexes of the individuals included were not
known but were estimated using standard macroscopic bioarchaeological methods. However, future
research should apply this machine learning approach to known-sex reference samples in order to
better understand its value, along with the more general contributions that machine learning can
make to the reconstruction of past human lifeways.

Keywords: SuperLearner ensemble machine learning; cross-validation; generalized low rank model;
bioarchaeology; sex prediction; central Italy

1. Introduction

Accurate sex prediction of archaeological skeletal remains is a fundamental step for
reconstructing biological and demographic profiles of past humans. After an archaeological
site is surveyed and excavated and unknown human remains are identified, documented,
and recovered, the sex and age of deceased individuals are commonly estimated using
macroscopic methods of the pelvis, skull, and teeth [1–3]. However, because female and
male biological maturation rates differ [4,5], sex misidentification can lead to data recording
bias and depreciated interpretability. After sex has been macroscopically estimated and
with the assistance of other biological and archaeological contextual information, the
identities and lifeways of the deceased can be reconstructed in bioarchaeological contexts.
However, traditional macroscopic sex estimation methods possess varying degrees of
accuracy [6–11]. For example, the pelvis and cranium might provide conflicting sex
estimation results even within the same individual. This process is further complicated
by other aspects, particularly of age, as tooth crown calcification and eruption and bone
epiphyseal fusion are useful until early adulthood when 3rd molars erupt and bony
ossification centers fuse skeletal elements into their final, united shapes. Pelvic, cranial
suture, and sternal rib end methods are used to predict age in individuals through later
stages of adulthood, albeit with wider margins of error.

Craniometric dimensions are frequently used as proxies for genetic relatedness of past
humans due to their potentially heritable nature and correlations with neutral and adaptive
genetic variation and selection [12–20]. In the absence of genetic information, these methods
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are used to approximate the genetic and evolutionary relationships of past humans [21],
thus making accurate sex classification an integral first step in the reconstruction of other
biological and demographic parameters. Hence, further examinations of sex correlations
with other lines of evidence such as burial location, material culture, musculoskeletal stress
markers, health, diet, disease, trauma prevalence, and biological relatedness will be skewed
if sex is first misclassified.

Machine learning is slowly gaining a foothold in bioarchaeology and forensic an-
thropology despite our discipline’s deep ties to statistics and computational research for
investigation of large quantitative datasets. Cunningham’s [22] pioneering machine learn-
ing social anthropological work for rule-based kinship structure detection set a high bar for
anthropologists of all subdisciplines to aspire. However, her work remains largely unrecog-
nized even though it exemplifies the types of problem-and-dataset-driven questions faced
by bioarchaeologists. This discrepancy persists despite the promise for bioarchaeological
machine learning applications for predicting sex, age, ancestry, body mass, and stature
in forensic anthropology, radiography, and anatomy [23–31]. Even less bioarchaeological
research has focused on missing data imputation [32].

Therefore, more examples are needed to better contextualize our methodological un-
derstandings of sex estimation techniques. This research is an extension of
Muzzall et al. (2017) [33], which improved sex prediction accuracy of the William W.
Howells Worldwide Craniometric Dataset and provided another example of the strong
potential for machine learning to assist in sex prediction in bioarchaeological contexts.
Here, I use a generalized low rank model to impute large amounts of missing data for a
stratified cross-validated supervised ensemble machine learning approach. This frame-
work consists of eight algorithms total and is fit to cranial interlandmark and dental metric
distances to predict binary sex from six pelvic and cranially estimated samples at Alfedena
(600–400 BCE) and Campovalano (750–200 BCE and 9–11th Centuries CE) in central Italy.

Italy is home to one of the most colossal bioarchaeological contexts on Earth and
represents humans’ deep history throughout the region. Its central Mediterranean location,
deep temporal breadth, and geological and environmental diversities have been influential
in shaping the genetic, morphological, and cultural histories of the region [34–39]. Humans
here developed some of the richest and most divergent forms of social interaction through
worship, architecture, iconography and writing, and empires that persisted for long periods
of time and across the globe via trade, warfare, and colonization. Central Italy was a
particular crossroads between Africa and Europe and the Near East and Iberia and was
home to many chiefdoms and nation-states that contained both shared and varied forms of
settlement patterns, social and burial organization, material cultures, mortuary behaviors,
and skeletal-dental morphologies. As a result, Italy’s bioarchaeological record provides a
space to experiment with new methodologies for sex prediction.

2. Materials and Methods
2.1. Dataset

The dataset consists of metric cranial and dental data from n = 240 males and n = 180
females from central Italy: four locations from the Iron Age necropolis at Alfedena (600–
400 BCE), the Iron Age graveyard at Campovalano (750–200 BCE), and the Medieval
cemetery at Campovalano (9–11th Centuries CE) (Table 1). The ground truth sexes of these
individuals were not known due to their antiquity and were estimated using standard
macroscopic methods found in [1] by the original archaeologists [40,41] and by the author.

215



Technologies 2021, 9, 23

Table 1. Location, time period, and sex distributions for males and females from Central Italy used
in this study.

Location Time Period Male Female

Alfedena Arboreto 600–400 BCE 9 10
Alfedena Campo Consolino 600–400 BCE 61 19
Alfedena Scavi Mariani 600–400 BCE 37 28
Alfedena Sergi Museum 600–400 BCE 19 13
Campovalano Iron Age 750–200 BCE 89 77
Campovalano St. Peter 9–11th C. CE 25 33

Total 240 180

Cranial metric data were collected from twelve standard anatomical landmarks: four
from the face, four from the cranial vault, and four from the cranial base (Table 2). This
produced a total of eighteen cranial interlandmark distances, six from each of the four
landmarks from the three cranial regions.

Table 2. Cranial anatomical landmarks used in this study. The four landmarks from each of the three
regions produced eighteen total interlandmark distances—six for each region [1].

Face Definition

Nasion (n) The intersection of the naso-frontal suture in the midsagittal plane

Prosthion (pr)
The location of the anteriorly located portion of the anterior
surface of the alveolar process at the most anterior point of the
alveolar process

Right frontomalare The location where the zygomaticofrontal suture intersects the
orbital marginorbitale (fmorR)

Left zygomaxillare (zymL) The most inferior and anterior location on the
zygomaticomaxillary suture

Vault

Bregma (b)

The landmark where the sagittal and coronal sutures meet in the
midsagittal plane. In cases where the sagittal suture deflects
laterally, an estimation must be made of the location in the
midsagittal plane

Lambda (l)

The landmark where the left and right lambdoidal sutures
intersect the sagittal suture. The landmark must be estimated
when the suture intersection is obliterated, or where strongly
serrated sutures are present

Right Asterion (astR) The juncture of the lambdoid, parietomastoid, and
occipitomastoid sutures

Left Frontotemporale The most medial and anterior point on the superior temporal line
on the frontal bone(ftL)

Base

Nasion (n) The intersection of the naso-frontal suture in the midsagittal plane

Basion (ba) The inner border where the anterior portion of the foramen
magnum is intersected by the midsagittal plane

Hormion (h) The juncture of the sphenoid and vomer bones in the midsagittal
plane

Left Porion (poL) The most superior point on the external margin of the external
auditory meatus

Dental metric data consisted of maximum mesiodistal dimensions of the right (or left-
substituted when the right antimere was missing) maxillary canine (XC) and buccolingual
breadths of the right mesial (P3) and distal (P4) premolars and first (M1) and second (M2)
molars [42]. Thus, six different subsets of the data were used: (1) six metrics from the face,
(2) six from the vault, (3) six from the base, (4) eighteen from the cranium (the combined
face, vault, and base metrics), (5) five from the dentition, and (6) twenty-three from the
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total combined cranial and dental data. Tukey boxplots are used to illustrate sex differences
in these metrics.

2.2. Missing Data

Missing data were prevalent from all areas of measurement and proportions of missing
values for the face, vault, base, and dentition are shown in Table 3. A generalized low rank
model (GLRM) was used to impute the missing values. GLRMs function as an extension of
principal component analysis (PCA) for low rank matrix tabular dataset approximation, by

“approximating a data set as a product of two low dimensional factors by mini-
mizing an objective function. The objective will consist of a loss function on the
approximation error together with regularization of the low dimensional factors.
With these extensions of PCA, the resulting low rank representation of the data
set still produces a low dimensional embedding of the data set, as in PCA” [43]
(p. 3)

Table 3. Percentage of missing data for each variable.

Bony Region Measurement Proportion Missing Male Proportion Missing Female

Face n_pr 63 67
n_fmorR 54 58
n_zymL 57 65
pr_fmorR 63 68
pr_zymL 63 69
fmorR_zymL 63 71

Vault b_l 38 47
b_astR 38 46
b_ftL 42 51
l_astR 37 44
l_ftL 44 54
astR_ftL 46 54

Base n_ba 61 66
n_h 63 68
n_poL 53 61
ba_h 65 69
ba_poL 57 62
h_poL 61 66

Dentition XC 59 69
P3 53 63
P4 50 66
M1 49 46
M2 53 53

A generalized low rank model is essentially an unsupervised approach for data com-
pletion that uses clustering of known data in reduced dimensional space. The advantage of
this data-adaptive approach to reconstruct missingness in the skeletal and dental remains
instead of column mean, median, or k-nearest neighbor imputation is that it effectively
uses clustering of features to impute the missing data, which makes sense given that the
missingness of the data arises directly from missingness in the skeletal remains themselves.
Missingness indicators were also added as columns to the dataset to indicate exactly where
missing and imputed data were located. These columns also functioned as predictor vari-
ables in the machine learning models to see if the location of missing data was related to
sex prediction ability.

2.3. Ensemble Machine Learning

Machine learning is defined as “a vast set tools for understanding data” [44] (p. 1).
It originated as a combination of computer science and statistics, but its greatest strength
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is its breadth of research application [45,46]. Early examples stem from the social and
cognitive sciences that attempted to predict and imitate human behavior [47–49]. In this
research I use a supervised classification machine learning approach because the goal is to
predict a categorical outcome (predict male sex from binary male/female options) using
the craniodental features as predictor variables.

Ensembles are useful supervised machine learning methods because they optimize
predictor accuracy through combinations of a suite of less accurate models [50]. They are
preferred to fitting single algorithms for prediction because classification performance of
single algorithms might differ due to variance (sensitivity to differences in the training
data), algorithmic bias (erroneous assumptions about the relationships between the se-
lected algorithm and the data), and/or algorithmic hyperparameter settings (pre-defined
options that are selected before model training). The SuperLearner approach [51,52] is an
algorithm that uses cross-validation [53] to estimate the performance of several machine
learning models, and/or the same algorithm(s) with different hyperparameter settings.
It then produces an optimal weighted average of those models (an “ensemble model”),
using external cross-validation. This method is as accurate asymptotically as any single
best-performing algorithm. I fit the eight algorithms (five constituent algorithms, the
weighted SuperLearner ensemble, the benchmark mean of the Y outcome variable, and the
resulting “DiscreteSL” single best performing algorithm/combination of algorithms) to
predict binary sex classification for each of the six subsets of the data described above as the
predictors: the face, vault, base, combined cranial regions, dentition, and combined cran-
iodental data. In this sense, SuperLearner is essentially stacked/blended learning where
the SuperLearner ensemble algorithm provides the ideal combinations of base learners by
utilizing weighted combinations to provide asymptotically optimal learner configurations
across algorithms and different subsets of the data.

Besides the SuperLearner approach, there are other ways to utilize machine learning
ensembles. For example, the random forest algorithm is in itself an ensemble—it is “ran-
dom” because it is based on individual bootstrap-aggregated (a sampling with replacement
model averaging technique for variance reduction) decision trees and also because each
individual tree uses a subset of predictor variables at each decision split (instead of using
all predictors like a regular decision tree does); it is a “forest” because many trees are
grown. The predictions based on each of these trees in the forest is then applied to the
out-of-bag samples—holdout data not included in the training process of each tree—to
evaluate performance and provide error estimates. The outcome variable is then predicted
based on the majority vote of class labels for all the trees in the case of classification, or
the prediction average across all trees in the case of regression. Bagging and boosting can
be used to improve the performance of a variety of other algorithms as well. The eight
different algorithms used in this study are defined in Table 4.
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Table 4. Definitions of the eight machine learning algorithms used in this research.

Algorithm Description Reference

Logistic regression

Logistic regression models the relationships
between the outcome variable (male/female sex)
and the predictor variables. It computes the
probability that the Y variable (sex) belongs to
one of the two binary classes.

Dobson, 1990 [54]

Lasso

Lasso (least absolute shrinkage and selection
operator) is a form of penalized regression (L1)
that produces a sparse solution to remove
predictor variables from the model that are not
related to the outcome.

Friedman et al.,. 2010 [55]

Decision tree

A decision tree is a relatively simple tree-based
method that gauges the probability of classifying
the outcome based on the predictor variables
before splitting a given decision node a certain
number of times until there are no longer enough
observations to split.

Breiman et al., 1984 [56]

Ranger (random
forest)

Ranger is a decorrelated random forest ensemble
classifier method that uses the average of
multiple bootstrapped decision tree models for
classification. Unlike single decision tree models
that use all predictors at each split, random
forests use only a random subsample of the total
predictors for each split in each tree.

Breiman, 2001 [57]; Wright and Ziegler, 2017 [58]

Xgboost

A gradient boosted tree is another tree-based
method that fits a tree to the residuals of the
previous tree in succession. It downweights
easily predicted cases but upweights those that it
cannot predict. This continues over many
iterations so that weak trees are “boosted” into
strong ones.

Freund and Schapire, 1999 [59]; Chen et al.,. 2019 [60]

SuperLearner

The SuperLearner algorithm is an optimal
weighted ensemble average that improves
predictor construction and is flexible in that it
can perform well on different data distributions
and protects against overfitting through external
cross-validation. Individual algorithm weights
can be investigated to see which ones contribute
most to the ensemble.

van der Laan et al., 2007 [51]; Kennedy, 2017 [61]

Mean of Y

The mean of Y (dependent variable) is the
benchmark algorithm based only on the mean.
This is a very simple prediction so the more
complex algorithms should perform better than
this one. It should not be the best
single-performing algorithm and should have a
low weight in the weighted-average ensemble. If
it is the best performing algorithm something is
likely wrong.

Polley and van der Laan, 2010 [52]

DiscreteSL

The discrete SuperLearner is the single best
performing algorithm(s) as identified by the
SuperLearner. Alternatively, this might also
correspond to the combination of best
performing algorithms at different
cross-validation folds, in which case the
DiscreteSL AUC-ROC will not be identical to
that of a single algorithm.

Polley and van der Laan, 2010 [52]
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2.4. Evaluating Model Performance

Stratified 20-fold cross-validated Area Under the Curve—Receiver Operating Charac-
teristic (AUC-ROC) was used to evaluate the performance of the individual algorithms
while an external/nested 20-fold cross-validation layer was used to estimate performance
on the blended SuperLearner ensemble model via a separate holdout sample [61,62].

Stratified k-fold cross-validation is a process that divides the data into equally sized
portions and trains a model on k-1 portions of the data so that the model can learn the
relationship between male/female sex outcomes and the various craniodental predictor
variables. The one holdout portion is used for testing purposes (but not for fitting the
SuperLearner) and this process is repeated k times. I chose 20 folds, so each algorithm
was trained on 19 portions of the data (95%) and tested on the one holdout (5%). This
process was repeated twenty times, with the holdout set rotated each time. This process
allows every data point to be in the test set once. This also produces standard errors for the
performance of each algorithm that can be compared to the SuperLearner average.

The receiver operator characteristic curve itself represents the probability that a binary
outcome (male or female predicted sex, in this case) is correctly classified [63] while the
AUC-ROC provides the degree of separability for the sexes that the model achieves. The
receiver operator characteristic curve models the sensitivity (true positive rate) versus
specificity (true negative rate) at various thresholds along the receiver operator character-
istic curve. Maximization of AUC-ROC is ideal, which ranges from zero (no predictive
ability) to 0.5 (equivalent to random guessing) to 1.0 (perfect prediction). AUC-ROC is
more useful for prediction of imbalanced classes and to prevent overfitting of a single class
compared to simple classification accuracy.

Instead of fitting the models separately and looking at the performance (lowest risk),
algorithms should be fit simultaneously. Risk is the average loss function used here and
measures how far off the prediction was for a given observation and is calculated by
nonnegative least squares error; the lower the risk the fewer errors were made by the
model. SuperLearner also identifies which single algorithm (or combination of algorithms)
is best (the “DiscreteSL” discrete winner), in addition to calculating the weighted average of
the ensemble itself. Coefficient weights can be viewed to see each algorithm’s contribution
to this weighted ensemble average. Analysis was conducted in R version 3.6.2 and the
ck37r, SuperLearner, and ggplot2 packages [64–66].

3. Results

Results indicate that ensemble machine learning has strong potential for sex prediction
and yielded AUC-ROC values greater than 0.90 for the cranial metric data and ~0.74 for the
dental metric data. Males are larger than females in all dimensions as shown by the Tukey
boxplots in Figures 1 and 2 although distributions for the sexes overlap considerably.

AUC-ROC performance for each algorithm along with their standard errors and
confidence intervals are shown in Table 5. The combined craniodental data had the
highest AUC-ROC with 0.9722, followed by the combined cranial (0.9644), face (0.9426),
vault (0.9116), base (0.9060), and dentition (0.7421). Expectedly, the mean of Y is the worst
performing algorithm in all cases (AUC-ROC = 0.500 for each). The SuperLearner algorithm
has the highest AUC-ROC for all six bony regions while ranger is a close second for the
face, vault, base, cranial, and combined craniodental data. Logistic regression, lasso, and
ranger are all close seconds for the dental data.

Additionally, the single best algorithm (or combination of algorithms)—the Discrete-
SL—was the ranger random forest algorithm for all 20 cross-validation folds for the face,
base, combined cranial data, and combined craniodental data. However, for the vault,
ranger was the best performing algorithm 19 times and the decision tree algorithm once.
For the dental data, logistic regression was the best performing algorithm 14 times, lasso
4 times, and ranger twice—this algorithmic confusion could be related to the considerably
lower AUC-ROC for the dentition compared to any of the cranial data.
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The SuperLearner weight distributions show which of the individual algorithms
contributed most to the ensemble (Table 6). For the combined craniodental data, lasso
contributed a coefficient of 0.4522, indicating that it contributed this percentage to the
SuperLearner ensemble. This was followed by lesser contributes from the ranger algorithm
(0.1734), xgboost (0.1700), logistic regression (0.1319), and decision tree (0.0726). For cranial
data, ranger contributed a coefficient of 0.4610, followed by lesser contributions from
logistic regression (0.1940), lasso (0.1411), decision tree (0.1267), and xgboost (0.0772).
Contributions to the face stem mostly from ranger (0.4634) and logistic regression (0.4193),
for the vault from ranger (0.5004) and decision tree (0.3234), and for the base from ranger
(0.8878). For the dentition, contributions stem mostly from logistic regression (0.5591) and
ranger (0.3582).
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Table 5. Cross-validated AUC-ROC statistics for the six different measurement regions. 0.5 is the equivalent of random
guessing; 1 means perfect prediction.

Bony Region Algorithm AUC-ROC Standard Error Confidence
Interval (Lower)

Confidence
Interval (Upper)

Face Mean of Y 0.5000 0.0493 0.4034 0.5966
Decision tree 0.8069 0.0259 0.7562 0.8577
Xgboost 0.8998 0.0152 0.8701 0.9295
Lasso 0.9042 0.0161 0.8727 0.9357
Logistic regression 0.9088 0.0157 0.8781 0.9395
Ranger 0.9306 0.0122 0.9066 0.9545
DiscreteSL 0.9306 0.0122 0.9066 0.9545
SuperLearner 0.9426 0.0111 0.9208 0.9644

Vault Mean of Y 0.5000 0.0493 0.4034 0.5966
Logistic regression 0.8458 0.0200 0.8067 0.8850
Lasso 0.8486 0.0198 0.8099 0.8873
Xgboost 0.8690 0.0188 0.8322 0.9058
Decision tree 0.8998 0.0218 0.8570 0.9425
DiscreteSL 0.9030 0.0164 0.8709 0.9351
Ranger 0.9065 0.0158 0.8756 0.9374
SuperLearner 0.9116 0.0147 0.8827 0.9404

Base Mean of Y 0.5000 0.0493 0.4034 0.5966
Logistic regression 0.7667 0.0238 0.7201 0.8132
Lasso 0.7685 0.0238 0.7219 0.8152
Decision tree 0.7986 0.0248 0.7500 0.8472
Xgboost 0.8646 0.0177 0.8298 0.8993
Ranger 0.9051 0.0146 0.8764 0.9338
DiscreteSL 0.9051 0.0146 0.8764 0.9338
SuperLearner 0.9060 0.0146 0.8774 0.9347

Cranial Mean of Y 0.5000 0.0493 0.4034 0.5966
Decision tree 0.9125 0.0189 0.8754 0.9496
Lasso 0.9236 0.0138 0.8966 0.9506
Logistic regression 0.9282 0.0128 0.9032 0.9533
Xgboost 0.9306 0.0128 0.9054 0.9557
Ranger 0.9519 0.0103 0.9317 0.9720
DiscreteSL 0.9519 0.0103 0.9317 0.9720
SuperLearner 0.9644 0.0084 0.9480 0.9807

Dental Mean of Y 0.5000 0.0493 0.4034 0.5966
Decision tree 0.6537 0.0280 0.5989 0.7086
Xgboost 0.6551 0.0270 0.6021 0.7081
Ranger 0.7171 0.0250 0.6680 0.7662
DiscreteSL 0.7213 0.0256 0.6711 0.7715
Lasso 0.7412 0.0250 0.6921 0.7903
Logistic regression 0.7417 0.0252 0.6924 0.7910
SuperLearner 0.7421 0.0248 0.6935 0.7908

Combined
craniodental Mean of Y 0.5000 0.0493 0.4034 0.5966

Decision tree 0.9060 0.0196 0.8675 0.9445
Xgboost 0.9375 0.0116 0.9148 0.9602
Logistic regression 0.9426 0.0111 0.9209 0.9643
Lasso 0.9528 0.0104 0.9324 0.9731
Ranger 0.9549 0.0100 0.9353 0.9745
DiscreteSL 0.9549 0.0100 0.9353 0.9745
SuperLearner 0.9722 0.0070 0.9585 0.9860
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Table 6. Algorithm weight contributions to the SuperLearner ensembles.

Bony Region Algorithm Mean (Contribution to Ensemble) Standard Deviation Min Max

Face Ranger 0.4634 0.1058 0.2389 0.6044
Logistic regression 0.4193 0.0373 0.3262 0.4779
Xgboost 0.1159 0.0928 0.0000 0.3199
Lasso 0.0013 0.0059 0.0000 0.0263
Decision tree 0.0001 0.0004 0.0000 0.0017
Mean of Y 0.0000 0.0000 0.0000 0.0000

Vault Ranger 0.5004 0.1205 0.1910 0.7078
Decision tree 0.3234 0.0935 0.1591 0.5442
Logistic regression 0.1412 0.0520 0.0556 0.2234
Xgboost 0.0350 0.0561 0.0000 0.1483
Mean of Y 0.0000 0.0000 0.0000 0.0000
Lasso 0.0000 0.0000 0.0000 0.0000

Base Ranger 0.8878 0.0701 0.7068 0.9811
Logistic regression 0.0758 0.0259 0.0189 0.1264
Xgboost 0.0364 0.0590 0.0000 0.2168
Mean of Y 0.0000 0.0000 0.0000 0.0000
Lasso 0.0000 0.0000 0.0000 0.0000
Decision tree 0.0000 0.0000 0.0000 0.0000

Crania Ranger 0.4610 0.1162 0.2750 0.6789
Logistic regression 0.1940 0.0859 0.0299 0.3193
Lasso 0.1411 0.0753 0.0380 0.2882
Decision tree 0.1267 0.1028 0.0000 0.3101
Xgboost 0.0772 0.0826 0.0000 0.2452
Mean of Y 0.0000 0.0000 0.0000 0.0000

Dental Logistic regression 0.5591 0.0608 0.4472 0.6747
Ranger 0.3582 0.0953 0.1797 0.5286
Decision tree 0.0747 0.0719 0.0000 0.2339
Xgboost 0.0080 0.0160 0.0000 0.0573
Mean of Y 0.0000 0.0000 0.0000 0.0000
Lasso 0.0000 0.0000 0.0000 0.0000

Combined
craniodental Lasso 0.4522 0.0918 0.2598 0.6602

Ranger 0.1734 0.1048 0.0000 0.3853
Xgboost 0.1700 0.0739 0.0416 0.2906
Logistic regression 0.1319 0.0892 0.0000 0.3308
Decision tree 0.0726 0.0755 0.0000 0.1891
Mean of Y 0.0000 0.0000 0.0000 0.0000

4. Discussion

AUC-ROC of this SuperLearner ensemble machine learning framework demonstrates
strong potential for cranial sex prediction of archaeological human skeletal remains in this
particular central Italian context. An important potential contribution of this research is
that it reframes the problem of sex estimation as a predictive one and does not rely on
assumptions of p-values, traditional hypothesis testing, or causal inference approaches.
Instead, the focus was on model performance, standard errors, and confidence intervals.
Additionally, the goal here was not to optimize any algorithms for maximum predictive
accuracy, but to instead provide a gentle overview of the process and to stimulate the reader
into thinking about how this approach could be applied in their own research contexts.
This method can also potentially be employed in the field to help resolve disagreements
between experts or for indeterminate remains.

Results also support previous research that ensemble machine learning has strong
potential for sex prediction in the bioarchaeological record [33]. Although the actual
ground truth (in the binary sense; sex and gender are more dynamic than this in reality)
male/female sexes of the individuals included in this study were not known, results
support previous research that indicates contrasts between male and female morphological
and burial patterns in central Italy during the Iron Age [39–41]. Among the three different
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cranial regions, the face had the highest AUC-ROC values, followed by the vault and base.
This could provide further support for the utility of the face for population reconstruction
despite its greater environmental plasticity compared to the base and vault due to sensory
functions of sight, smell, and taste [67].

Of particular interest were the general size differences between males and females.
Despite their overlapping measurement distributions—and if the modeling process was
strongly influenced by size alone—it would be reasonable to expect that the dentition
would have had higher AUC-ROC values similar to those of the cranial data. Whether or
not the antimeric substitution of left teeth for right teeth in the absence of a right-side tooth
and/or the sheer amount of missingness influenced the much lower dental AUC-ROC is
unknown. More cranial-dental comparisons are necessary to evaluate the reliability of the
dentition in this framework.

The ensembles themselves can be strengthened by including a greater diversity of
algorithms and customizing them with varying hyperparameters (pre-training settings)
to find the most accurate and best performing tunings [68]. Other considerations can be
more thoroughly incorporated as well, such as different confusion matrix derivations to
evaluate performance, such as precision and recall to further highlight class imbalance
problems, balanced estimator constructions, false discovery rate, and F1 score. Negative
log-likelihood could also be used as the optimizer instead of nonnegative least squares.
Other algorithms and methods also might be more appropriate—only a few algorithms
with default settings were incorporated in this project but many others can be included
in the ensemble (e.g., Bayesian additive regression trees [69]). Features could be screened
to identify more interpretable models and custom algorithms can be included to the
researcher’s exact specifications (see Kennedy, 2017 [61] for the R walkthrough). Moreover,
deep learning—a subdiscipline of machine learning that utilizes multi-layered artificial
neural networks for modeling, predicting, inferring, and understanding data—might
be even more useful [70]. When dataset sizes and the number of algorithms exceed
personal compute potential, the software packages for analyses mentioned in this research
have instructions to be run in parallel across multiple cores on a single computer or
across multiple machines in cluster or remote settings. Perhaps of great interest to the
bioarchaeologist, variable importance information can be extracted from various algorithms
to see which cranial and dental dimensions have the highest weights for sex classification.

It is critical to note that due to the antiquity of the samples included in this research,
the ground truth sexes of the individuals included were estimated macroscopically using
pelvic and skull traits. As a result, future researchers should consider implementing this or
similar frameworks using known-sex reference skeletal collections from the Hamann-Todd
Osteological Collection (housed at the Cleveland Museum of Natural History), the Robert J.
Terry Anatomical Skeletal Collection (Smithsonian Institution, National Museum of Natural
History), or the 21st Century Identified Skeletal Collection (University of Coimbra, Portu-
gal). However, my goal was not to concretely establish this ensemble machine learning
method in any dogmatic way, but to instead onboard the reader to the basic concepts and
their application in bioarchaeology. This study is merely a demonstration of the methods
and an advertisement of the potential for generalized low rank imputation and ensem-
ble machine learning processes in bioarchaeological and forensic contexts. Known-sex
references samples should be a prerequisite for confirmation of methods presented here,
and larger sample sizes might also be important. Cadaver samples and skeletal collec-
tions such as those mentioned above would be particularly useful for these procedures.
Furthermore, I encourage future researchers to examine the effects that different missing
data handling methods (listwise deletion, mean, median, k-nearest neighbor, bootstrap,
expectation-maximization, multiple imputation, GLRMs, etc.) have on error estimates in
cases of sex prediction in the bioarchaeological record.

Ensemble machine learning techniques should be considered as part of the bioarchae-
ologist’s toolkit as an additional method for comparison to macroscopic interrogations of
the skeleton and dentition that we rely upon for reconstruction of the biological profiles

225



Technologies 2021, 9, 23

of past humans. These techniques can potentially assist not only in bioarchaeological
reconstructions, but also in forensic applications for identification of missing persons and
perhaps even to material, faunal, and floral assemblages as well as mortuary studies and
settlement organization. Furthermore, GLRMs warrant further exploration and should
be considered by bioarchaeologists as a potentially strong data preprocessing tool when
faced with missing data and analytical techniques that require full datasets for computa-
tion. Social scientists in general would benefit from updating their instrumentation with
cross-validated ensemble machine learning techniques when research requires an outcome
to be predicted.
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